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Determining Intrinsic Surface Reflectance in Rugged Terrain
and Changing Illumination

Robert J. Woodham

Laboratory for Computational Vision
University of British Columbia

Vancouver, BC, Canada

Abstract Consider a second hypothetical satellite, also in perfect
geosynchronous orbit, that repeatedly views the same portion

Remote sensing measurement is a many-to-one mapping of the earth's surface but from an off-nadir viewpoint. As a
because multiple scene factors, including topography, ground first guess, one might cuppose that both satellites would
cover, illumination and atmosphere, interact in each meas- record identical measurements when viewing identical points
urement. Remote sensing measurements cannot be inter- on the earth's surface. Again, this would not be so. In gen-
preted directly as scene properties because the inversion eral, the amount of light reflected by a surface element
problem, formally posed, is underconstrained. In rugged ter- depends on the relative geometry of surface and viewer. The
rain, one must separate changes in measured brightness measurements obtained by the two hypothetical satellites
owing to shape from changes owing to surface material under would differ, and these differences would be more acute in
spatially and spectrally varying conditions of illumination areas of rugged terrain and when atmospheric attenuation is
and atmospheric attenuation. Typically, trade-offs arise that noticeable.
cannot be uniquely resolved. Thus, radiometric correction is not simply a process to

One idea is to use additional scene knowledge in the make multiple images appear to have been measured by a
form of a digital terrain model (DTM) and, where available, single standard sensor. Radiometric correction also is
existing ground cover maps. This allows an image to be syn- required to account for differences in illumination, atmo-
thesized for any given date and time. Synthesis is based on sphere and viewpoint, even if measurements are acquired by
an image irradiance equation that combines the bidirectional a single sensor.
reflectance distribution function (BRDF) of the surface
material, the spatial and spectral distribution of light sources For ten years now, I have considered the problem of

and a simple model of atmospheric attenuation and path radiometric correction of multispectral scanner data posed as

radiance. The unknown parameters of the model are physi- the problem of determining an intrinsic reflectance factor

cal parameters that can, in principle, be supplied externally, characteristic of the surface material being imaged that is
Otherwise, they are estimated from the real image. The invariant to topography, position of the sun, atmosphere and

parameters are used in radiometric correction to estimate an position of the viewer. Four papers describe the develop-
intrinsic reflectance factor related to ground cover, ment of the key analytic tools and related experimental

results (Woodham, 1980a), (Woodham et at., 1985), (Wood-
Keywords: radiometric correction, reflectance, digital terrain ham and Lee, 1985) and (Woodham and Gray, 1987). In this

model, topography, illumination, atmosphere paper, I summarize the relevant technical considerations and
experimental results. I also suggest, based on my experience,

Introduction implications that this work has to the general task of deter-
Consider , hypothetical nadir viewing satellite, in per- mining intrinsic surface reflectance in rugged terrain and

fect geosynchronous orbit, that repeatedly views the identical changing illumination.
portion of the earth's aurface. As a first gues, one might
suppose that such a satellite would produce copies of what is Technical Considerations
essentially the same image. But, this would not be so. The Bidirectional Reflectance Distribution Function

.............. ..... h time.of The intrinsic reflectance of a surface material is specified
day as the sun follows its trajectory from sunrise to sunset. by its bidirectional reflectance distribution function (BRDF).
Similarly, sky radiance and atmospheric transmission change b RDFa i troduce d eusn at., 1977)
with weather and other factors. The measurements obtained The BRDF was introduced by (Nicodemus et al., 1977) as a
by the hypothetical satellite would change, and these unificd notation for the specification of reflectance in terms
changes would be more acute in areas of rugged terrain, of both the incident and reflected ray geometry. The BRDF,

denoted by the symbol r, is the ratio of the reflected radi-
ance, dLr, in the direction toward the viewer to the irradi-
ance, dE, in the direction from a portion of the source.

Fellow of the Canadian Institute for Advanced Research. That is,
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Spectral Properties

#r(Oi,k,;Or,/r) = dE(Oi,i; ) (sr1  (1) The BRDF also depends on the wavelength A of the
radiation in question. To make this dependence explicit, let

Directions are given in spherical coordinates (0,0.). Subscript ft(O,,40;Or,0r;X) be the spectral bidirectional reflectance distri-
i denotes quantities associated with the incident radiant flux bution function (SBRDF). Selective reflection can alter the
and subscript r denotes quantities associated with the spectral distribution of the reflected beam. If there is
reflected radiant flix, interaction between spectral and geometric factors, as can be

A Lambertian surface has BRDF the case for materials with significant internal scattering,
then the geometric distribution also is affected. On the other

Ir = (2) hand, if there is no interaction between wavelength and the
7r geometric dependence of reflection then

where p is called the bidirectional reflectance factor i =Ir(ei,4i;er,4r)fAA) (5)
(0 < p < 1). When p = 1 the Lambertian surface is per-
fectly diffuse (lossless). Since Equation (2) doesn't depend where f,(A) is a weighting function that determines relative
on (Oi,Q) or (Or,'r), the parameter p is invariant to condi- reflection as a function of X. If equation (5) holds, the
tions of illumination and viewing. For surfaces that are not SBRDF is said to be separable. Otherwise, there will neces-
Lambertian, the bidirectional reflectance factor, p, is defined sarily be a change in the spectral distribution of scene radi-
to be the ratio of the radiant flux reflected by a sample sur- ance as a function of the surface and viewer geometry. The
face to that which would be reflected into the same SBRDF of a Lambertian surface is separable with reflectance
reflected-beam geometry by an ideal (lossless) Lambertian factor, p = p(A), a function of A. On the other hand, some
standard surface irradiated in exactly the same way as the materials noticeably change color when viewed from different
sample. In .,eneral, this ratio depends on (61,0i) and , directions, as nonseparability requires. (One example is the
Thus, for the general case, the bidirectional reflectance fac- neck feathers of certain waterfowl that change color with
tor, p, is not a scalar but, like the BRDF itself, it is a func- movement due to the presence of significant internal scatter-
tion of (Oj,0J) and (e,,S). ing by wax particles.)

The BRDF allows one to derive scene radiance, L, for Modeling and Measuring Reflectance
any light source distribution and viewer geometry by
integrating over the specified solid angles. A systematic The question, "How does one measure reflectance?" is
approach to this problem is described in (Hlorn and similar to the question (Mandelbrot, 1982), "How long is the
Sjoberg, 1979), including results for the Lambertian case coast of Britain?" because the answer inevitably depends
given below. Some simple situations, like the Lambertian upon the scale at which the measurement occurs. The
case, lead to closed form solutions of the associated integral. BRDF, defined by Equation (1), is a derivative with instan-
But, most general situations are more difficult and closed taneous values that can never be measured directly. Any
form solutions are rare. real measurement involves incident and reflected beams and

hence can yield only average values of fr over the finite solidScene radiance for a Lambertian surface illuminated by angles subtended by the light source and viewer. In particu-a collimated source with irradiance E0 measured perpendicu- lar, an imaging device necessarily measures radiance reflectedlar to the beam of light arriving from direction (00,00) is from a surface element with finite area and hence can yieldgiven by only average values of f, over the area subtended I-' the
E0 instantaneous field of view (IFOV) of the sensoi. Most
7r  cos(i) natural surfaces are not optically smooth across all scales.

Equation (3) is often considered the defining equation of a Consequently, average values over the IFOV of the sensor
Lambertian surface. In fact, it is a derived equation for one are highly dependent on spatial scale and are difficult to
particular illumination. By comparison, when illuminated by relate to the underlying BRDF's and microstructure of the
a hemispherical uniform "sky" with radiance L0 over the surface material.
visible hemisphere, one obtains Nevertheless, relating image brightness to models of sur-

1 + cos(s) face microstructure is an important tool in several fields,
L, = Lo p 2 (4) including: lunar astronomy (Minnaert, 1961), (Hapke, 1971);

reflectance spectroscopy (Wendlandt and Hecht, 1966); robot
where 8 is the slope angle of the surface measured with vision (Horn, 1986); and computer graphics (Cook and Tor-
respect to the horizontal. The dependence on a arises rance, 1982). These results have been increasingly applied to
because differing surface elements see differing amounts of remote sensing, especially to model vegetation canopies
sky depending on surface slope. As slope increases, more of (Kimes, 1983), (Goel and Deering, 1985), (Li and
the sky is obscured. (Note, this is purely a local effect and Strahler, 1985). One goal is to invert the canopy reflectance
does not take occlusion of the sky by adjacent terrain into model to determine agrophysical parameters, given measured
account.) The essential point is that Equations (3) and (4) reflectances. Agrophysical parameters include: leaf
differ only due to the difference in illumination. Both reflectance, leaf transmittance, leaf area index (LAI), leaf
correspond to a Lambertian surface, angle distribution (LAD), planting density and direction,

biomass, as well as reflectances and transmittances of under-
lying structures such as stems and soil. A second goal is to
predict how a given canopy will appear under different con-
ditions of illumination and viewing.
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Composite materials with significant surface roughness irradiance and path radiance at sea-level and parameters H5
become more difficult to model as geometric and radiometric and Hp are the respective scale heights. The image irradi-
factors interact. For example, a simple thought experiment ance equation (6) is expressed in terms of six atmospheric
suggests that open forest cover is not spectrally separable at parameters ro, H, Fs0, HS, Lpo and Hp, These all are physi-
typical remote sensing measurement scales because there can cal parameters that can be determined independently or
be a differing amount of green (canopy) versus brown (bare estimated directly from remote sensing data. If these param-
soil) seen per pixel as the sensor moves from directly over- eters are known and if z, cos(s) and cos(8) are determined
head to an oblique view. Some canopy reflectance models from the DTM, then Equation (6) can be solved for p, the
assign different spectral characteristics to each constituent intrinsic reflectance factor of the surface material.
component to account for this phenomenon.

Basic theoretical modeling also is increasingly supported Experimental Results
by field measurement. Field measurement is difficult, com- The main study site is a 21.6 km by 30.4 km area sur-
pared to laboratory measurement, in part, because it is not rounding St. Mary Lake in southeastern British Columbia,
possible to control the illumination and, in part, because it is Canada. The area has rugged terrain with elevations vary-
difficult to match the scale of measurement in the field to the ing from 944 m to 2684 m above sea-level. Topographic
scale of measurement of the satellite images to which the effects dominate Landsat MSS images in areas of rugged ter-
model will be applied. Thus, it is difficult to use measure- rain. This led to the development of automatic methods for
ments acquired under one condition of illumination and geometric rectification. These methods use a DTM and the
viewing to predict reflectance for another condition of illumi- known position of the sun to predict image features that can
nation and viewing. To do that requires knowledge of the be reliably and accurately located (Little, 1982). Once an
BRDF and, as noted above, the BRDF itself is not directly image is geocoded, the next step was to try to remove varia-
measurable. tions in brightness due to slope and aspect in order to better

delineate changes due to ground cover. Experimental work
An Image Irradiance Equation consistently demonstrated an additional dependence of

Complete modeling of all components of the image irra- brightness on elevation (Woodham, 1980a). The minimum
diance equation is not now feasible. Let z = f (z,y) be the recorded brightness in any band is a decreasing function of
elevation of target point (x,y) and let E(z,y) be the measured elevation. The decrease is especially noticeable in the shorter
image irradiance. (Sjoberg and Horn, 1983), (Woodham and wavelength bands. New methods to estimate path radiance,
Lee, 1985) and (Woodham and Gray, 1987) develop the Lp, were based on this observation (Woodham and
image irradiance equation Lee, 1985).

( + c s + L Sky radiance also was shown to be significant.
E(z,y) = T,, -E E0 Td cos(i) + Es 1+ p (6) (Woodham, 1980a) noted that bright targets (eg., snow) in

shadow were often brighter than dark targets (eg., conifer
where forest) in direct sunlight. One attempt to measure sky irra-
T, is the upward transmission through the atmosphere, diance used cast shadow boundaries (Woodham and
E0 is the solar irradiance at the top of the atmosphere, Lee, 1985). The location of cast shadow boundaries varies
Td is the downward transmission through the atmosphere, with the position of the sun. One can therefore assume that
i is the solar incident angle at the target, the ground cover under a cast shadow boundary remains
Es is sky irradiance, integrated radiance over the hemisphere locally constant, provided that one excludes cast shadows

of the sky, that happen also to coincide with terrain breaks. Further,
s is the surface slope, one can assume that sky irradiance and optical thickness also
Lp is path radiance and are locally constant at cast shadow boundaries. Estimates
p is the target's bidirectional reflectance factor. were then obtained for r0 , H7 , Es0 and Hs.

Expressions for T. and Td are estimated as functions of Results, based on cast shadow boundaries, were not as
elevation using optical thickness, r (z), as an auxiliary quan- successful as expected. There are several possible explana-
tity where tions. In hindsight, points near cast shadow boundaries are

poor candidates to use to estimate overall sky irradiance
r (z) = 'o e'  (7) because they correspond to points for which a significant

Parameter r0 = r (0) is the optical thickness at sea-level and fraction of the sky is occluded by adjacent terrain.
parameter H, is the scale height. The upward and down- Greater success was achieved using snow as a target of
ward transmissions then become known reflectance (Woodham and Lee, 1985). Radiometric

T = -(z) (8) correction was demonstrated using a very low sun angle
(elevation 13.80) January 8, 1979, Landsat MSS image of

ritZ)- .-r(z)!cco) () St. Mary Lake with 43% of the study site in shadow.
where 0 is the solar zenith angle. Similarly, ES and Lp are Subsequently, we acquired machine readable forest cover
estimated a nst o ni of elevation m data for the St. Mary Lake area from the B.C. Ministry of

Forests. The forest cover map data was used to determine

Es(z) = Es° c7/s (10) areas of homogeneous ground cover. We looked for forest
types that occurred over a wide range of elevation, slope and

Lp(z) = Lpo e-211p (11) aspect. For homogeneity, we also looked for uniform age and

where parameters Es0 = E8(0) and Lpo = Lp(O) are the sky height and, preferably, a closed canopy. Unfortunately, very
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few natural vegetation types occur over a wide range of topo- adjacent terrain into account. The regression analysis was
graphic positions. After much search, a target forest type repeated and the numerical model produced a slightly higher
was selected with the following attributes: Lodgepole pine coefficient of determination and a slightly lower standard
(2 80% pure); 80-100 years old; 10-20 m high; and 60-100% error in all cases and for all bands. Radlometric correction
crown closure. Over the study site, the target set had the was applied ' each Landsat MSS band.
following range of topographic attributes: elevation 1205- Standard statistical tests were applied to validate the
2102 m; incident solar angle i 21.7-78.0 degrees; and slope analysis. Correlation coefficients for the regression analysis
angle s 7.2-35.7 degrees. The final target set consisted of 329 were computed. Examination of regression residuals as a
pixels. function of the independent variables indicated no discernible

Multiple linear regression was applied to estimate the trends. The results also were examined for correlation
parameters of Equation (6). Of course, the model equation between the regression variables. (High correlation between
itself is not linear so that some reformulation was required. regression variables would make the analysis unstable.)
If the terms T., Td, Es and Lp each are approximated by a There is almost no correlation between cos(i) and the other
function of the form a z + b then the resulting model equa- three variables. Not surprisingly, significant correlation
tion is linear in the eight terms coes(i), cos(s), z, z cos(i), exists between cos(s) and z since the more rugged terrain
z cos(s), 2, z2 cos(i) and z2 cos(s). Regression analysis for tends to occur at higher elevations.
the target set showed that not all eight terms were corre- A practical concern is whether this method of
lated, at the 99% significance level, to measured brightness. radiometric correction improves the accuracy of standard
Various subsets of the eight terms were then considered spectral classification. A simple cla.-.ification was performed,
before settling on a model involving the four variables, cos(s), the details of which are reported in (Gray, 1986). A nearest
(1 + cos(8))/2, z and 2. The reason for expressing the centroid classifier was used based on four ground cover
cos(s) term in this way is to retain the connection to Equa- classes: forest, clearcut, water and alpine. A truth map was
tion (4). Regression involving these four variables constructed from the forest cover map. The classification of
corresponds to a model in which target radiance depends on the uncorrected Landsat MSS image resulted in a map accu-
the cosine of the solar incident angle, the cosine of the slope racy of 51% for forest cover. Examination of the correspond-
and elevation (true of (6)), but with no coupling between ing confusion matrix revealed deficiencies typical of remote
them (not true of (6)). sensing of forest cover in rugged terrain. That is, many

As expected from previous work, the cosine of the solar forest slopes with southeast aspect were miss-classified as
incident angle is the most important variable for all bands, clearcut and many forest slopes with northwest aspect were
followed by elevation z. The third most important term was miss-classified as water. The classification of the corrected
the cosine of the slope. Unexpected to us, however, the Landsat MSS image resulted in a map accuracy of 80% for
correlation with cos(s) was consistently negative, once forest cover. Correction for cos(i) achieved the greatest
corrections for cos(s) and z had been applied. One possible increase in classification accuracy. Elevation correction, in
explanation for this negative correlation is that it arises as addition, decreased the miss-classification of forest as water.
an artifact of the correction applied for cos(i). (This could Correction for skylight, while statistically significant in the
happen, for example, if the correlation with cos(i) were high regression, had little effect on the final classification.
but the relationship was nonlinear). The way to rule this
out would be to repeat the analysis using targets of constant Discussion
cos(t). Unfortunately, there were not enough data points of My research strategy has been to insist that parameters
constant cos(i) to yield a statistically significant conclusion, determining image irradiance be related directly to physical
one way or the other. models. Idealized physical models correctly characterize sim-

Another possibility is that treating skylight as a uniform ple worlds and can be elaborated as the need is demon-
hemispherical source is unrealistic. In order to test other strated. Curiously, there has been strong debate in the
models of sky radiance, the sky hemisphere was uniformly remote sensing literature concerning the assumption of
tessellated into discrete cells. A point source was associated Lambertian reflectance. Usually, the debate concerns
with each cell, weighted according to sky radiance integrated whether or not Equation (3) provides a good fit to the data.
over the solid angle subtended by that cll. A synthetic Any image irradiance equation necessarily encodes assump-
image then is generated and summed with those from all tions both about the BRDF of the surface material ana
other point source locations. Because shadow calculation is about the distribution of the light sources. My work with
included from each point source direction, the final sum St. Mary Lake indicates that models that consider only
excludes, at each point, directions obscured from the sky by direct solar illumination are inadequate, regardless of the
adjacent terrain. It was a simple matter to replace the assumption made about the target BRDF. Sky radiance
(1 + cos(s))/2 term in Equation (6) with one corresponding must be dealt with explicitly. The relative amount of direct
to other analytic and measured models of skylight. When solar illumination and diffuse sky illumination varies with
this was done, the negative correlation with skylight per- slope and aspect. The tspectal dstilbutluvi d1iu uoticeably
sisted in all cases tried. Occlusion of the sky by adjacent varies because skylight is stronger in the shorter wavelengths
terrain means that the amount of sky seen at each surface than is direct sunlight. In areas of rugged terrain, adjacent
element is no longer a local function of the slope s, as is the terrain makes a small, but nevertheless significant, contribu-
case in (4). Negative correlation with skylight can, in fact, tion.
be interpreted as positive correlation with adjacent terrain. The development of additional test sites is essential for

A numerical model of sky radiance was computed, based further work on radiometric correction. Comparison of phy-
on a uniform hemispherical source but taking occiusion by sical models would benefit from in situ measurement of
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atmospheric transmission and sky radiance at the time of the BC Ministry of Forests and MDA. This paper describes
satellite overflight. research done at the Laboratory for Computational Vision of the
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IDENTIFICATION - THE GOAL BEYOND DISCRIMINATION
The status of mineral and lithological identification from high resolution spectrometer

data: Examples and challenges
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BACKGROUND SPECTRAL REFLECTANCE: TIlE PHYSICAL BASIS
FOR MINERAL MAPPING

A major task of the average practising geologist,
whether in a government mapping agency or an explorat- The last fifteen years have seen the establish-
ion company, is the identification of primary earth ment of many libraries of spectral reflectance
materials (rocks and minerals) and their secondary characteristics of geological materials at visible,
weathering products (the regolith), primarily from near-infrared (VNIR), shortwave-infrared (SWIR) and
their mineralogical and chemical composition. The mid-infrared (MIR) wavelengths (Hunt and Salisbury,
three-dimensional disposition of these materials is 1970-1976; Salisbury et al., 1987). From such data it
also of major importance. is possible to identify minerals using the character-

Istic patterns of absorption, reflection or emission
For decades geologists have successfully used due to charge transfer and electronic transitions in

remotely sensed images, including aerial photographs, the transition elements (Fig.1), overtone bending-
to assist them in this process. This remote sensing stretching vibrations in hydroxyl (Fig.2) and
contribution has been based on two qualitative aspects carbonate-bearing materials and fundamental Si-O
of photogeology, namely "discrimination" of image vibrations in silicate materials (Fig.3). Not all
differences (using the normal criteria of tone, minerals can be identified by these means. Table I
colour, texture, shape, context, drainage, resistance, summarizes the major groups for which identification
etc.) and "interpretation" which is an experience- 19 "0osshl.
dependent process of identification based upon
inference, deduction and, hopefully, field checking
and iterative refinement.

There i- -nw ample evidence to show that this MI 2 4 // 213[/// 7S rEXP ERI-"TA
interpretation procesb ca- and should be refined much
further by making use of infor...t!nn about physical CARBONATE

properties inherent in the latest higi, reqolution,
remotely sensed data sets that allows a much mutt -SH

rigorous "identification" of earth surface materials. HEMAT E

Improved identification, using the quantifiable, JRST
wavelength dependence of spectral reflectance of C
geological materials obtained by the latest high - obsspto n- "JPt)
spectral resolution scanners, provides the possibility Crystal

of a new generation of geological maps. In certainflw14p MNTI
environments these quite new or revised maps will have (JPL)
an increased mineralogical emphasis, will be more
reliable in their lateral continuity, will require
less field-checking, and thus may be produced more
cheaply and efficiently than existing maps made only
by traditional means. From more reliable, up-to-date
and useable geological maps can flow numerous cost ] f ,..BASIC
savings in exploration such as the placement of ROCKS

areas. We are in no way advocating machines taking 4 6 1 LANOSAT MSS BANOS
over from field geologists, but rather helping them be VA 12 rA3 r//z 4 r////4LANOSAT TH BANDS
more cost effective in their daily tasks. 0- 05 0'6 0'7 O's A t' 1 1*2 V

The production of data with a greater physical

and hence geological basis should also serve to
increase the acceptance of remote sensing as a
reliable geoscientific tool amongst the many Figure 1. Reflectance spectra of the major iron oxide
geologists who still regard the subject as an minerals in the VNIR portion of the electromagnetic
interesting, but uneconomic, fringe discipline. spectrm.
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TABLE I - IAVELENGTIH AND MINERALOGICAL

SIGNIFICANCE

SREGION ..AVELEOCTH (vim) O..OR MINERALS SENSED------------------------------------. --- .............................
0.40-1.20 Transition elements, Fe. Hn &Ni oxides

VNIR He matite, Igoethits, lepidocrosite
REE-bearlng minerals0.50-0.80 vegeataion

400 500 124 10 0000 2 &00 tO0 1.30-2.50 Hydroxides, carbonates, & sulphates generally
10nWagth Ina) Wotlength Ins) 1.47-1.82 Sulphates - Alunite

1.47-1.76 Sulphates - Jaroaite

2. 16-2.24 Al-OH1 minerals - lMuscovit;,kaoliniteff- Dickite,pyrophyllite
SWIR - Saectitee,Lllite2.24-2.26 St-OH minerals - Opaline silica

2.24-2.30 Fe-OH minerals - Jarosite.hectoritesaponite
2.30-2.40 Mg-0H minerals - Chloritetslc,epidote

MUOT - Amphibole
:4 2.32-2.35 Carbonates - Calcitedolomite,magneite40 to I 1600 Z00o X 00 LO 00 1200 1600 M2000 --Siderite

Wang00 na) W0otIngth In)-------------------- ------------

HIR 8.00-14.0 Silicates - Quartz,feldsparapyroxene
- Olivines

The characteristics that permit identification of

spectra are associations of wavelengths of absorption
_________________or emission, absorption depth and absorption width at

040 oo 12N 004 200 2044 t0o 64 104 It& 0400 a certain depth. These criteria have been used
Waveogth (ns) %"10nttn JAM) sucessfully in expert systems for automatic mineral

identification from reflectance spectra (Lister et
Figure 2. Reflectance spectra of selected OH-bearing al., 1987; Horsfall et al., 1987; Al et al., 1989)
minerals in the VNIR and SWIR portion of the for use in field-portable spectrometers now under
electromagnetic spectrum. development or already on the market.

Although remote sensing instruments are as yet
unable to measure reflectance directly, present models
of reflectance (Green and Huntington, 1987) and modern
pre-processing methods are getting closer to
"calibrating" and "transforming" remotely acquired

radiance measurements (that contain atmospheric and
surface illumination effects as well as the all
important mineral specific signals) so that they can
be identified by the same basic mineral and vegetation
reflectance criteria that are used in the laboratory.

0101Sloi Various methods are available for ,this purpose. We
have used the Least Upper Bound, Hull Quotient and Log
Residual techniques quite effectively (Green and
Craig, 1985), primarily on the grounds that whatever
method is used can only be useful operationally if the
"calibration" comes from the data itself or from the
instrument. Dependence on ground-acquired information
is not in our belief a practical operational solution.
A comparison of several calibration methods is given

noscovo by Roberts et al. (1985).

Our methods are by no means perfect and the
wfundamental problems they address, that of calibration

of the physical attributes of reflectance, plus the
additional problem of mixed pixels (most severe in
cases of vegetation/mineral mixing) are being
addressed by other keynote speakers at this

4011110CL: conference. A third problem in this whole field is
the paucity of suitable sensor systems around the
world, not just for research but more importantly for
operational applications.

MINERAL NAPPING SPECIFICATIONS

To achieve mineralogical identification of

surface materials we must clearly and realistically
4 90 1112 1& It understand the necessary instrument specifications, in
WAvn RNIH Ip.) terms of spatial and spectral resolution, radiometric

sensitivity and data handling, that must be met if the
product is to provide the real geological benefits

Figure 3. Reflectance spectra of selected silicates in sought.
the MIR portion of the electromagnetic spectrum.
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Current geological experience suggests that ip perfectly exposed terrains so that we can better
the visible and near-infrared between 15 and 20, 40-30 understand the effects of mixing and the realistic
nm bands are adequate for transition element detection specifications that are worth seeking.
and for separating geological responses from those of
dry and green vegetation. This is in fact less than Todays tools of identification are a few multi-
most current spectrometers provide. Higher resol- band scanners and profiling and imaging spectrometers
utions are likely to be required for vegetation with a large number (24-576) of very sensitive
studies or detection of some specific materials such spectral bands, supported by appropriate deterministic
as rare earth element bearing minerals. In the software tools. Such Instruments include the AIS,
ahortwave Infrared about 64, 8 nm bands are required AVIRIS, CER-64, and Geoscan II sensors. At present

between 2.0 and 2.5 cm. The region betwccn 1.0 And only one of these can be said to even approach an
2.0 pm, ignored by many people because it encompasses operational mineral-specific mapping tool.
several atmospheric absorption windows, also needs to
be sampled with about 16, 50 nm bands. This is a EXAMPLES OF MINERAL IDENTIFICAT1ON
important region as it can assist in both mineral and
vegetation identification and un-mixing at other Since about 1q80 an increasing number of
wavelengths. The highest number of bands operating successful cases of remote mineral mapping have been
over the three regions at present is 220 provided by conducted by the US and Australian research commun-
the AVIRIS (Porter and Enmark 1987). ities. At the same time the methods required to

achieve success are slowly becoming better understood
There are no operational mineral-mapping and more accepted, albeit still primarily amongst the

spectrometers yet operating in the mid-infrared (this research community.
Division is currently testing a 100 channel, C02 laser
spectrometer for this region) and it is too early to In 1982 and 1983 KcKeon and Marsh and Marsh and
suggest specifications for this region until more McKeon respectively reported on a survey flown in

laboratory studies have been completed (Salisbury et December 1980 with the GER 576-channel profiling
al., 1987) and until we better understand the effects spectrometer that provided identification cf alunite,
of surface coatings on mineral detection. Current work illite (mica) and chlorite mineralogy along airborne
is limited to interesting rssults coming from the six traverses at Oatman in Arizona. Podwysocki et al.
band TIMS scanner from youthful, well exposed (1982) reported on a similar survey in which they were
terrains. able to identify montmorillonite, kaolinite and

alnnite in an argillic alteration system at Marysvale,
The critical point, however, is not just the Utah. In 1984, Rowan et al. flew the same instrument

number and position of bands but their radiometric over the rare-earth bearing Mountain Pass Carbonatite
sensitivity. Because of the very high interband in California and reported picking up the very narrow
correlation that results from many closely spaced (2-3 nm wide) but characteristic absorptions of
bands, and the processing steps involved in trans- neodymium over the mine and some undisturbed areas of
forming radiance to reflectance-like spectra, there carbonatite.
must be no compromise with respect to sensitivity and
precision. Airborne mineral mapping in the early In 1983, using the same GER instrument and a 20 m
1980's with the GER Inc. profiling spectrometer pixel, we demonstrated the identification of carbon-
suggested that NEAp of 0.1 % were necessary and ates, hornblende, epidote, and Ca and Fe-bearing
achievable, particularly in mixed pixel and weathered smectites at Mary Kathleen in Queensland (Huntington,
environments. There is little value in increasing the 1984), talc carbonates and chlorites at Kambalda in
current number of bands provided unless there is a ultramafic terrains in Western Australia (Gabell,
concomitant increase in sensitivity, and indeed some 1986), sericitic alteration in a porphyry system in
would suggest we already have too many bands for the Queensland (Gabell, 1986) and sericitic siltstones and
sensitivities currently available. opidotiscd basalts at Mt Isa, also in Queensland

(Iorsfall, pers.comm.).

Another point aboi't the treatment of these data
is that although we have and need sensors with very Whilst these were important research results, in
large numbers of bands and hence an apparent data recent years this one-dimensional mineral mapping has
processing headache, our methods of analysis suggest been expanded with two-dimensional imaging systems
that we do not need to process or keep all the data such as the MEIS-11, AIS, AVIRIS, GER-64 and Geoscan
and that substantial reductions can be made by Mark 11 capable of imaging up to 512 or more pixels of
physically-based, feature extraction algorithms. ii, age width. These imaging systems have truly brought

about the possibility of wide-area mapping of
A case also exists for digital stereoscopic minerals.

mapping to be incorporated into future mineral mapping
systems to provide the all importaut landform/ Using data from these new spectrometers and new
structural context of the mineral determinations, analysis methods one can pursue a hierarchical

strategy that first "identifies" major felsic, mafic
Having said all this we are still not sure what and ultramafic lithological groups based on "generic"

the natural limitations of spectral contrasts are in mineralogical constituents such as: Fe203, Al-Oil, Fe-
the natural LnvirumuLl. Cluta~iy alcltvCa sp~ectra OH-H Cad~romsletmr',m
measured from other than perfectly exposed terrains then, where possible, seeks "identification" of
suggest that airborne spectra are broader and noiser particular mineral species. his strategy has already
than their laboratory counterparts. The noise is a yielded new, previously un-mapped, geological and
function of instrument sensitivity and can be improved exploration information ready for integration with
with appropriate effort. The simplicity and broadness other geological knowledge.
of airborne spectra probably reflects the effects of
surface material mixing. We do not think that we have In 1984, using the Canadian MEIS-it scanner
yet reached any limit imposed by the natural terrain fitted with 40 nm wide, custom-built filters centred
but many more studies need to be carried out in less over the crystal field absorption of iron oxides
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between 747 and 986 nm (Fig. 1), we were able to
produce absorption-wavelength and absorption-width
images that specifically identified and mapped the
distribution of haematite and goethite over gossans,
laterites and iron formations in various parts of
Australia (Fraser et al., 1965).

Flying the GER Inc 64-band scanner (Fig. 4) in
Australia in 1987 illustrated that broad-scale
lithologiccl identification could be achieved in
sedimentary and greenstone belts. For example, rock-
types such as sandstones, basalts, felsic volcanics,
peridotites, granites and talc-carbonates could be
assigned to their correct felsic, mafic, ultramafic

class from their generic mineral absorption character-
istics. Further specific rock-forming and alteration K
minerals were also identified using the specific
shapes of the absorption features mapped by this
scanner. In particular a previously unrecorded zone -.
of pyrophyllite alteration in a sericitic sandstone .r . '" -.... 'r
was identified, field checked and confirmed.

GER - 64 BAND SCANNER - SPECTRAL BANDS AS 0 AUG '88 Figure 6. GER SWIR band 16 (2.22 jm) log residual
c=:= image indicating absorptions due to Al-OI clays,

=' c : including sericite, smectite and kaolinite. Absorption
- t-- - in the wide 2.166 alunite band also influences this

'Iband. Specific mineral identification uses other band
responses not shown on this figure,

Figure 4. GeR 64-band scanner spectral band
configuration ai; at August 1988 with superimposed
dickite spectrum for wavelength comparison.

Figure 7. GER SWIR band 25 (2.35 um) log residual
image indicating in black areas of Mg-OH absorption

coupled with some secondary absorptions from alunite
and sericite.

At Oatman in Arizona full two-dimensional
• -, alteration mineral identification has also been

M. achieved with this same 64-band scanner (Huntington et
al., 1988). While we cannot adequately illustrate all

rh stlt in rhic noar Vi,~ 5, 6 (, l 7 9hn:w jtist

three mineral specific bands from the 32 bands avail-
" ' "able in the 2.0 to 2.5 pm region. These figures map

,. the intensity of absorption at 2.166 Um indicative of"" "" ° : .'%%- "alunite (Fig. S), 2.22 Um indicative of sericite

_______________________________________(Fig.6) and 2.35 pm indicative of chlorite (Fig.7).
Note that these identifications are not made from

Figure 5. GER SWIR Band 12 (2.166 pm) log residual these single bands but from the wavelength, depth,
image from Oatman Arizona. Black responses indicate width and shape characteristics of each spectrum for
terrain with 2.166 absorptions due to the presence of each pixel. Examples of some type mineral spectra
alunite alteration. extracted from the 32 band Oatman data set are shown



10

After the necessary processes of de-correlation and

6 ?1It 2 IAre~lectance transformation have been applied to the
12-bit raw data, the residual spectra fit almost
exactly into a 256, 8-bit range, suitable for direct
image display.

10 20
SWIR OWS

Figure 9. Twenty-one SWIR residual spectra from
10 .1.2 23 .4 adjacent image pixels crossing an alunite/sericite

MONKIS mineral boundary from an argillic alteration zone at
Oatman, Arizona. The upper 11 spectra are primarily

Figure 8. Type mineral spectra extracted from GER 32 sericitic, the lower 10 with minima at a short
band SWIR image data from Oatman, Arizona. wavelength are of alunite and alunite/sericite

mixtures. Channel 12 approximates 2.166 um, 16
in Fig.8 and Fig.9 shows Al-OH spectra from 21 approximates 2.22 um, 25 approximates 2.35 pm.
adjacent pixels from a sericitic/smectitic tuff
horizon. TABEU 2. EXAMPLE OF SPECTRAL FEATURE EXTRACTION

FOR THE JAROSITE SPECTRL SHOWN IN FIGURE 2
Armed, in advance, with such data, we believe the

exploration geologist should be able to function with
greater reliability and efficiency. Where primary FEATURt RE)ATIVE QUOTIET FEATDUE WIlTHINWAVELENGTH (na) DEPT DEMT 12FTH CHANN,'ELS
mineralogy is obscured or replaced by secondary ----- ----------------------........... .....
weathering products (as in some parts of Australia), 433 0.784 0.373 0.373 43.3
the task is more difficult but research is showing $45 0.834 0.396 0.161 64.8

885 0.957 0.455 0.052 26.3that here also mineral mapping can make a contribution 932 1.000 0.475 0.475 218.5
to geoscientific knowledge, for example evidence that 991 0.937 0.445 0.054 37.3
some specific weathering minerals, say Pe-Mg bearing 1474 0.399 0.190 0.167 20.8

1842 0.424 0.202 0.199 27.8clays, can tell us about the original primary 2226 0.718 0.34t 0.341 36.1
mineralogy. 2409 0.294 0.139 0.137 38.7

2460 0.234 0.111 0.066 18.9

Given adequate spectral and radiometric

resolution the steps involved in identification from CONCLUSIONS AND RECOMMENDATIONS
these types of high resolution data include
"calibration" to reflectance-like spectra, feature In conclusion, therefore, it has been demonstr-
coding of patterns of absorption wavelengths, depths ated that the following specific minerals have been
and widths for each image pixel (Table 2) and some "identified" and mapped (along with their host
form of classification of these features against known lithologies) from various airborne spectrometers even,
spectral features and feature mixtures, Finally these in some cases, in the presence of up to 40 %
identifications must be viewed in the landscape vegetption cover:
context in which they occur since the processing steps
involved in identification so often remove or suppress Kaolinite Chlorite
the spatial and geomorphological information. Sericite Pyrophyllite

Alunite JarosLte
The significance of adequate radiometric sensiti- Buddingtonite Haematite

vity ano precision is amply illustrated by these data. Goethite Talc
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Various smectites Epidote infrared spectra. Proc. 4th Australasian Remote
Amphiboles Fe/Mg clays after garnet Sensing Conference, Adelaide, September 14-18, 1987,
Quartz Carbonates pp.642-654
REE-containing minerals Illite

Hunt, G.R. and Salisbury,J.W. (1970-1976) Visible and
Clearly, apart from helping to make moce near-infrared spectra of minerals and rocks. Modern

informative geological maps that portray lithological Geology, Volumes 1-5.
constituents much better and more uniformly across the
country (rather than just named formations that tell Huntington , J.F. (1984) Interpretation of visible,
one nothing about their composition), this approach to near and short wavelength infrared, field and airborne
remote sensing allows us to target certain specific spectra from Mary Kathleen, Queensland, Australia.
assemblages of (alteration) minerals associated with Proc. 3rd Thematic Conference on Exploration Geology,
mineral and petroleum deposits as a focus for Colorado Springs, April 16-19, 1984, p.22 7.
exploration and can help us to understand the
weathering of primary minerals. Huntington, J.F., Green, A.A. and Craig, M.D. (1988)

Mineral and lithological mapping with the new GER 64-
Despite one and a half to two decades of mineral band scanner, U.S. and Australian examples. Summaries

reflectance knowledge and nine years of mineral of the 6th Thematic Conference on Remote Sensing for
mapping demonstrations it is extremely lamentable that Mineral Exploration, louston, Texas, May 16- 19, 1988,
so little is being done in this field, that so few pp.39-40.
operational systems exist and that so many practising
geologists, companies and governments are so unaware Lister,R., Ali,K., Buda,R., Horsfall,C.L., and
of the potential advantages and cost savings that Buntine,W. (1987) GOLD: an expert system for mineral
could accrue from an increased and optimal use of and identification from reflectance spectra. Australian
research towards physically-based remote sensing. Joint Artificial Intelligence Conference, Sydney,

pp.29-43. (Also in Gero,J.S and Stanton,R. (eds),
The future of these developments, at least for Artifica. Intelligence Developments and Applications,

the next five years, needs to be focused on North-Holland, Netherlands, 1988, pp.33-48).
operational, airborne tools for exploration and
mapping, built for and operated by private enterprise Marsh, S.E. and McKeon, J.B. (1903) Integrated
who can and should be making immediate use of the analysis of high- resolution field and airborne
results produced. Much of the onus is on private spectrometer sata for alteration mapping. Econ.
industry to "come up to speed" and to be defining what Geol., 78, 5, 618-632.
they want of remote sensing, rather than leaving it to
government agencies who, understandably, are workin; McKeon,J.B. and larsh,S.E. (1982) Integrated analysis
to different agendas. Mineral mapping is possible but of high resolution field and airborne spectrometer
requires a stronger commitment and better collab- data from an epithermal gold district. Proc. 2nd
o-ation, than currently exists between the technol- Thematic Conference on Remote Sensing for Mineral
ogical investment industry, the geological user Exploration, Fort Worth, Texas, December 6-10, pp.151-
iadustry and the research community. 172.
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Towards Quantitative Observations
from

Synthetic Aperture Radar

R. Keith Raney

Canada Centre for Remote Sensing
and

RADARSAT
2464 Sheffield Road, Ottawa, Ontario, Canada

Abstract likely observed reflected power at any point in the image is
zero, and the Fourier transform of the image generally carries

Synthetic aperture radar (SAR), based on wavelengths of more information about the sensor than about the scenel In
several to many centimetres, have inherent properties that both themselves, these are not desirable properties of an earth
limit and extend quantitative sensor performnance when compared observation remote sensing system. In partial consequence,
to optical systems. Against this background, quantitative SAR there are those who secretly believe that the capacity for
remote sensing is explored at three levels: system; setting; and quantitative remote sensing by SAR suffers because of speckle.
significance. Notable technical and quantitative results have been Consideration of quantitative aspects of SAR earth
obtained at the first two levels. The third level, however, demands observation is enlightening when set against a background of
more than technical achievement. To this end, an opportunity is the apparent wavelength and speckle disadvantages so
outlined for a Canadian initiative that would result in significant characteristic of such systems.
consequences derived from quantitative SAR remote sensing.

Objectives
Introduction

The first objective of this paper is to examine the
At Arecibo, Puerto Rico, there is a famous radio and measurement pctential of a SAR system. It is ironic that the

radar astronomical antenna which is one third of a kilometre most exciting results of recent years depend on both radar
in diameter. The diffraction limited angular acuity of that wavelength and speckle to achieve notable quantitative
antenna is about the same as that of the human eye, which observations unique to SAR.
works best, of course, at optical wavelengths. To most people, The second objective is to explore aspects of the utility
the huge disparity between optical and microwave wavelengths, of SAR. Even if "quantitative" in theory and in a laboratory
illustrated by the eye/Arecibo contrast, sets radars apart from environment, remote sensing data must be transformed- into
other remote sensing systems. In partial consequence, there are information and put to work in a real setting for it to be useful.
those who secretly believe that the capacity for quantitative The third objective of this paper is to extend the concept
remote sensing by radar suffers in proportion to its wavelength, of "quantitative" to embrace consequences. This idea is

The perception is particularly seductive with Synthetic considered under the heading of significance.
Aperture Radar (SAR), for which technologists have gone to Finally, an opportunity is described for the remote
great lengths (about 16 kilometres for the SAR on Seasat, sensing and related communities to address a substantive issue
figuratively speaking!) to synthesize large apertures. A large of global importance based on qu,.Ititative SAR observations.
aperture is desirable because diffraction limited resolution is
proportional to wavelength and inversely proportional to Background
aperture size, whether that of the actual antenna or emulated
in computer memory as for SAR. Aperture synthesis is techno- The history of SAR since it was first conceived by Carl
logy intensive, and has been perceived as the principal Wiley in 1951 is shaped by several watershed events. Seasat,
quantitative achievement of remote sensing SAR systems during which operated from 4 July to 10 October, 1978, marked the
the past three decades. beginning of a remarkable decade of increasing interest in and

It data currespunding to the full aperture is integrated capability of SAR systems. T-e key innovation i. 1978 was the
by a SA , processor for finest reso!ution, the resulting image advent of digital SAR processing, as opposed to optical
is corrupted by a noise known as "speckle". Speckle is a natural processing which had been the standard until then. In almost all
consequence of all coherent imaging systems, and may be seen regards, optical processing, being analog, is not capable of
in laser images and holograms as well as radar data. In-SAR, providing the stability, control, and repetivity of digital
however, speckle seems more of a nuisance than in optical processing upon which most results in quantitative observations
images. It is characterized by a standard deviation that is as by SAR depend.
large as its average value, and its spatial correlation matches Experiments based on the two Shuttle Imaging Radar
the system resolution. When viewed, the image seems domina- flights (November, 1981 and October, 1984), and on aircraft
ted by multiplicative noise. In fact, for such an image, the most SAR systems (JPL, CCRS, Intera, etc.) continue to extend the
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technical and programmatic domain of SAR. There are two There are several areas of SAR system level work of
additional Shuttle radar flights planned (1992-3), and airborne importance that depend on complex image phase. These include
SARs are increasing in number and sophistication. Three earth calibration, time-base interferometry, elevation interferometry,
resource SAR satellites are planned to be launched starting in and polarimetric synthesis. In the case of polarimetry, the
1990. relative (complex) calibration between channels is critical, with

notable recent results being reported at IGARSS.
System Polarimetry, at the system level, deserves special

mention, largely because a configuration is required which goes
Quantitative SAR performance starts with the system. A beyond the single wavelength and polarization implementation

SAR system includes the usual radar hardware (transmitter, now planned for ERS-1, J-ERS-1, and RADARSAT. The first
receiver, and antenna), the processor ne ded to form an image polarimetric work in the SAR context was by Zebker, Van Zyl,
from the ensemble of signals, the interaction of the microwaves and colleagues at the Jet Propulsion Laboratory. The new JPL
with the reflecting surface, and post-processors used for image aircraft SAR is designed around polarimetry, and it is a key
manipulation. These elements are set against a conceptual feature of SIR-C. In polarimetric synthesis, images that
theoretical framework, an essential part of a SAR "system" correspond to all possible combinations of transmit and receive
taken in the larger sense. polarizations are available from one polarimetric data set.

There are three aspects to quantitative SAR system Typically, four data paths are required (for each frequency),
performance: geometric; radiometric; and interferometric. hence the term "quadrature polarimetry". Each data stream

Geometric performance of a SAR conceptually is very corresponds to a unique pair of transmit and receive
different from that of nearly all other sensing systems. Unlike polarizations, drawn from the horizontally or vertically polarized
optical systems, for example, in which object position is antenna used for transmission, and for reception, respectively.
determined by angular measures with respect to the frame of The SAR data is gathered in time multiplex, processed to the
reference oi the instrument, SAR image geometry depends on complex image stage, and, with the matrix operator known for
i) range delay, a function of the speed of light, a known the desired polarization, manipulated to synthesize the
quantity, and ii) Doppler shift, a function of sensor vehicle corresponding image.
speed, another accu:ately known quantity. Thus, object position At the user end, work station techniques and standards
for a SAR is determined primarily by sensor vehicle position. ate being developed at many centres world wide. Many are
Sensor angular uncertainties do not degrade the geometric error designed exclusively for polarimetric investigations. JPL should
budget for a SAR. Thus, all else equal, SAR systems are be recognized and complimented for their leadership in this
capable of more accurate image positioning than are other be r izedand omplint their eadship inathi
remote imaging systemns. These 0geometric properties of SA area, particularly for making their data and software available
arprerved aind expte. Thest byoerdig propiess for polarimetry synthesis work by other investigators. The entire
are preserved and exploted best by modern digital processing remote sensing community benefits from such unselfishmethodology. hnig

Radiometric SAR performance depends on all aspects thinking.

of the "system", including scatterer reflectivity, antenna angular
orientation, processor settings, etc. Amplitude calibration of Setting
SARs is challenging at best, and progress is not rapid. Absolute
calibration for SIR-C (1992) is to be on the order of 3dB, which SAP, systems are becoming more elegant in concept and
might be compared to the state of the art 15 years ago of about performance, but quantitative results are obtained only through
4dB. Relative calibration is generally much better than 1dB, observations of a real world setting. There have been notable
and :s improving. Most interesting quantitative SAR results to recent accomplishments, to which the several hundred SAR
date dept.nd primarily on relative calibration, papers at this level for IGARSS'89 attests. Indeed, with the

Interferometric performance of a SAR refers to a potential of complex imagery being more deeply explored, new
system's ability to support operations in the complex image quantitative applications are rapidly developing. Many of these
domain, in which image phase is of paramount importance. should result in tangible economic benefits during the 90s.
Until recently, most SAR R&D concentrated on the detected The traditional approach to SAR image interpretation
image, and so both sensors and processors were developed that has been to look for reflectivity, signature variations as a
disregarded interferometric SAR performance. However, the function of SAR system parameters, and as a function of scene
most exciting advances in quantitative SAR work, some of characteristics. Important results have been obtained in most
which should see economic payoff in the 90's, depend on phase application areas, including ice, oceans, agriculture, forestry,
preserving properties in the complex image domain. It is at this and terrain mapping.
level that the importance of system concept is evident. The setting is ocean wave observation by SAR. Both from

"Conventional" digital SAR processing, which has served spacecraft and from aircraft, wave spectral estimation by SAR
the Seasat SAR decade so well, is based on impulse response has important practical potential benefits, but the problem is
magnitur , criteria. In search of speed, the resulting design compounded by the motions of the sea which complicate and
trade-u .-d to image phase irregularities, most of which were sometimes limit the ability of a SAR to determine the
of no consequence until recently. Now on the threshold of new directional wave spectrum. Recent progress has been made,
quantitative techniques that require or benefit from accurate with the result that data from airborne SARs may be processed
phase structure in the complex image, standard processors no in innovative ways to more accurately estimate wave spectra,
.... , fcc. Ncw .... . s, .' to ,A R processing are eernrging and Lu unambiguousiy determine the wave propagation

with phase preserving properties. Based on wavenumber domain direction. It is expected that progress on wave height estimation
methods introduced to the reflection seismics community by will follow. The work has impact on current and new radars for
Stolt in 1978, Rocca and others first applied it to radar both aircraft and spacecraft.
processing in 1987. Using improvements unique to SAR, CCRS The setting is forest mapping. Within the restraint of
and MDA are developing a new class of phase preserving single frequency, single polarization SAR, an important system
wavenumber domain SAR processors. From the point of view variable that may be exploited in applications is incidence
of quantitative complex image exploitation, we are entering a angle. Using SIR-B data at several different incidence angles,
new decade. Cimino and colleagues have shown that different forest species
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and different forest structures for a single species may be certainly quantitative, taking advantage of the geometric
differentiated. Since RADARSAT will be a system employing stabilities inherent to SAR imaging and post-mission
a wide variety of incidence angles, the approach will be of use rectification to provide excellent products. Clients with interest
as a tool of potential operational significance in the 1990s. in specific settings from the tropics to the Arctic have

Two new quantitative methods based on appropriate benefitted. The results have been significant.
operations on sets of complex SAR imagery deserve special The work of CCRS, JPL, ERIM, and other institutions
notice: interferometry, and polarimetry. is an essential foundation and background for development of

The setting is terrain height estimation. Goldstein and his SARs such as the STAR-1. New systems, new concepts, and
.leagues at JPL have proposed and demonstrated an new applications come from these important centres that play

innovative approach to this application. By linearly combining such a key role in enhancing quantitative remote sensing SAR
two complex images of the terrain, each taken from different performance. Likewise, the role of industry is acknowledged, as
but nearby spatial positions, interference fringes are formed in the development by MDA of the first digital SAR processor
which can he transformed into an elevation contour map. The for Seasat. However, moving beyond technical excellence
two images need not be simultaneously obtained. Data from (system) and demonstrated effectiveness (setting) towards global
a single satellite SAR but from two similar but different orbits consequences (significance) is daunting, particularly for
may be used. The method works precisely because the technical institutions considered individually.
wavelength of SAR is well suited to the purpose, and because Late in 1990 or early 1991 the first SAR bearing remote
the complex reflected phase is preserved in each image. If a sensing satellite since Seasat will be launched. The European
real image were to be formed, the seemingly random phase in Space Agency's ERS-1 will carry a radar whose performance
each image would become "speckle", but for correlated pairs will be approximately similar to that of Seasat, except at C-
of complex images, the phase difference expressed in the Band instead of L-Band. The Japanese will launch the SAR
interference fringes carries radar range information accurate to satellite J-ERS-1 in 1992, and Canada should see RADARSAT
a fraction of a wavelength. Knowing the geometry of the image launched in 1994, a C-Band multi-mode SAR having a five year
pair, this is sufficient to find the elevation of each scatterer, design life. Other polar orbiting SARs including polarimetric
The resulting elevation contour scale depends on SAR and systems are under discussion for 1997 and beyond. For remote
imaging geometry, but elevation sensitivity on the order of tens sensing, the decade of the 90s will be the decade of SAR
of meters is attainable. satellites capable of quantitative performance. But from a

The setting is signature analysis, and hence, scatterer global perspective, as economic tools, will they be significant?
classification. First the JPL group, and now many investigators,
are exploiting the benefits of quadrature polarization data sets
to address this class of questions. When all combinations of
polarization are available, the data may be scanned to derive Opportunity
a "polarization signature", and to compare it to theoretical
signatures that would result from selected scattering models. In For largely domestic purposes, Canada plans to use SAR
forestry, for example, this approach allows reflections from the data from RADARSAT together with data from other sources
terrain, from the tree trunks, and from the canopy to be in an on-line real-time information service to the navigation
separately observable. In more general terms, several classes of and ice community. The systems are being designed now.
scattering simultaneously occurring in each resolution cell may Remote sensing and environmental scientists are actively
be quantitatively differentiated. Since radar reflectivity is engaged in studying C-Band scattering properties together with
dominated by the relative size and orientation of the incident detailed parameterization and modelling of the pertinent
wavelength and scattering elements, and since the polarization environments through major field projects such as LIMEX.
synthesis is phase sensitive, the quantitative benefits of the Institutional arrangements are being created for data flow, and
technique is a direct positive consequence of radar wavelength data exchange protocols are being negotiated. Data recipients
and speckle. are participating in data use and analysis based on aircraft SAR

There are many other specific cases that could be cited, programs, both experimental and operational. In short, there is
The examples above have been chosen to illustrate specific a long range, inter-disciplinary, and inter-institutional program
technical capabilities of SAR systems, and the rapid rate of designed to support future significant RADARSAT SAR data
progress in quantitative SAR observations in practical settings. utilization for Canadian ice related services. This is a small
Therre mains onieSr level to be exploreda example of what could be done.

One notable opportunity open to the remote sensing
community at large is tropical deforestation. As well as being
significant and deserving urgent attention, it is one of the global

Significance problems to which radar remote sensing is directly applicable.
Tropical forest inventory and its annual change are only

Quantitative observations by SAR in practical settings approximately known. Since radar wavelengths penetrate fog
are necessary for significant results, but are not sufficient, at and cloud cover, satellite based imaging radar is the ideal tool
least as viewed from a global and economic perspective. it to gather the needed information.
order for SAR observations to be significant, they must amount to These views generally are accepted in principal, but most
something. Individual research, no matter how inspired, falls of us think it is someone else's problem. There is at this
Siiori oftiib LUSL. Dt~m&Loiitii, ukjeJao, &-Y ti.iaiselvcs, ;wou~c moment no g*~'-'! fnf ; com , - W i, the~ilozt of ti~~~~~~~~~~~~~i ... .. ....... -- '.... ..... ,v,,.;,,.;, .. .... . ,"' g,;p"..;, s,

be encouraging, but are not "significant" in the larger sense. For issue.

SAR to be a significant quantitative and economic tool for the This is the opportunity for Canada, and for the remote
90s, it needs to see substantive and large scale use. sensitg community represented here at IGARSS '89. An initiative

There are examples of significant SAR employment, but could be taken, starting from basic scientific measurements, to
most are military. In civilian remote sensing, perhaps the best culminate in an operational international tropical forest
examples are found in airborne radar mapping applications, inventory and monitornng system ten years from now. The plan
The STAR-I (Intera Ltd of Calgary) has flown millions of miles would have to be long range, inter-disciplinary, and inter-
in mapping missions throughout the world. Its performance is institutional as in the example of Canada's ice information
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program. In addition, it must be international, and should
include as an active partner one or more countries with tropical
forests. The primary data base would come from the sequence
of SAR satellites now foreseen. Such a project would need to
begin soon to build the required scientific and institutional
foundations.

Canada is uniquely positioned to motivate such a project.
Since RADARSAT is planned to start operations in 1994,
Canada could make an offer now to provide, gratis, and
annually, a base set of tropical forest inventory data from
RADARSAT for the life of the mission. The offer, if made to
the United Nations, for example, could serve to encourage an
international mobilization in response to the issue. I believe
that the remote sensing community, and concerned individuals
in all nations, would welcome and build on this initiative, and
would willingly participate in the efforts needed to achieve
significant consequences from earth observation by SAR.

Closing

There have been notable achievements in recent years
in quantitative SAR observations. With the new radars and
processors now being developed, the decade of the 90s will see
substantive benefits in specific application areas. However, for
global issues for which SAR is an appropriate remote sensing
tool, significant and economic consequences will follow only if
long range and large scale preparations are made. It will not
happen by itself.

The author is indebted to many colleagues whose work,
directly and indirectly, make the substance and the optimism of
these remarks possible. It is not practical to list all pertinent
references, but the Digest for IGARSS'89 serves as a good
starting point.
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SIMPLE MODELS FOR COMPLEX NATURAL SURFACES: A STRATEGY
FOR THE HYPERSPECTRAL ERA OF REMOTE SENSING

John B. Adams, Milton 0. Smith and Alan R. Gillespie

Department of Geological Sciences, University of Washington, Seattle, WA 98195

Abstract most important skills that is required for field mapping is the
We describe a two-step strategy for analyzing ability to organize and simplify the observable information,

multispectral images. In the first step, the analyst and to present a condensed and edited version of the data
decomposes the signal from each pixel (as expressed by as a map. Such maps are a fundamental means of
the radiance or reflectance values in each channel) into conveying information, and can be considered simple
each of the individual components that are contributed by models of complex surfaces. It is important not to confuse
spectrally distinct materials on the ground, and those that this kind of mapping, to which we refer simply as "field
are due to atmospheric and instrumental effects and to mapping", with quantitative mapping or with mapping the
other factors such as illumination. In the second step, the positions of features in a Cartesian framework, as in
isolated signals from the materials on the ground are topographic and cartographic work.
selectively edited, and recombined to form various kinds of Field mapping is done by creating "units," which
unit maps that are interpretable within the framework of field usually represent materials that have distinctive and
units. significant properties. Map units typically have "type areas"

on the ground where the distinctive nature of the materials
Keywords. multispectral images, hyperspectral systems, can be referenced. Units are carefully selbcted as part of
mixture models an overall organizational scheme to convey certain

important information to the reader of the map. For
Introduction example, a geologist might organize an area initially into

New developments in technology have brought us to volcanic rocks, alluvial deposits and aeolian dunes. With
the threshold of the hyperspectral era in which it is possible further work each of these units might be subdivided into
to measure the same target in hundreds of narrow other units, such as individual volcanic flows and alluvial
wavelength intervals (e.g., Goetz et al., 1985). The remote- fans of different ages, and dunes of different forms.
sensing community, however, is not yet prepared to process On any given map, field units are few in number,
and interpret hyperspectral data, and then to integrate the typically between three and ten; maps having hundreds of
measurements from multiple instruments on a platform such units are unintelligible. Field units always are distinctive;
as the NASA Earth Observing System (EOS). Even if we they can be told from other units. If one unit grades into
assume that future advances in computer technology will another, the gradational nature of that boundary must be
make it possible to retrieve, archive and process the large indicated on the map. Field units have characteristic
amounts of data that will flow from future remote-sensing properties, which may include species composition, mineral
systems, there is the equally challenging problem of how to composition, age, texture, internal homogeneity or
validate and interpret the data. heterogeneity. They always are defined with a particular

The purpose of this paper is to outline a new strategy purpose in mind, that is, to convey certain information and
for the remote sensing of natural surfaces using to omit certain information. For example, geologic maps
multispectral imaging systems aboard satellites and aircraft. commonly lump surficial deposits into a single unit, and
The approach has been tested on multispectral images of a entirely omit units of soils and vegetation. Vegetation maps
variety of natural land surfaces ranging from hyperarid typically omit geological units. Soils maps usually do not
deserts to tropical rain forests. Data were analyzed from show geologic or vegetation units.
Landsat MSS and TM, the airborne NS001 TM simulator, It is notoriously difficult to describe how to map units
Viking Lander and Orbiter, AIS and AVIRIS. Because the in the field, because defining units involves the judgement,
dppioach is not rest.,Icted by .,,-"u'"t'rh .b, eperience and objectives of the mapper. Thus. each
instrumentation, it is effective with the four channels of person mapping in the field answers the question: "What do
Landsat MSS and with the 224 channels of AVIRIS. you want to show?" The mapper must organize, simplify

and choose. In establishing a unit in the field the mapper
Field MaDning and Image Analysis implies that it is meaningful within a defined geological,

Those who have mapped geology, soils, or ecological or other frame of reference.
vegetation in the field are especially aware of the enormous The image analyst, especially one using
complexity of many natural surfaces. One of the hyperspectral images, is confronted with problems similar to

the ones encountered in field mapping. There is a large
Thib work was supported by NASA grant NAGW-85. amount of data that must be organized to convey selected
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information. Because our conventional scientific frame of A New Strategy
reference comprises field observations and laboratory Hyperspectral measurements can bring the image
measurements, the results of organizing the remote- analyst closer to describing the nature of the materials on
sensing data would correspond ideally to the kinds of units the ground; however, there still is the need for a way to
that we would map on the ground. The image analyst, separate and edit portions of the data. We may choose to
however, has different tools to work with than the field or ignore the soil and the rocks if we are mapping vegetation
laboratory worker, and, therefore, the criteria for selecting in the field; but a multispectral image of the same area
units often are different. Nonetheless, the products of the records the entire signal. A choice to ignore part of the
image analysis must be understandable to a mapper in the signal only can be made at a later time by the image
field, otherwise the conventional frame of reference is lost. analyst. If the pixel size in the image is small enough so

that each pixel typically encompasses only vegetation or
Basic Tools from the Landsat Era only soil/rock, the analyst could selectively display the

Most of the methods that are used foi processing and vegetation pixels, and ignore the soil/rock pixels (and vice
interpreting multispectral images were developed in the versa). A more realistic example, however, is the one for
1970's for application to Landsat MSS, which had four which the spatial resolution is at a scale of meters to tens of
spectral channels. Excluded from consideration here are meters, and the pixels encompass areas of both vegetation
various restoration, filtering and enhancement techniques and soil/rock. Now the analyst needs to separate from each
that apply to individual channels. Instead we focus on the pixel that part of the signal that expresses the vegetation or
methods for displaying and interpreting the channel-to- the soil/rock.
channel variations in the images. The basic tools include The presence of shading and .hadows, which may
three-color enhancements, channel-to-channel ratioing, be related to the vegetation or soil/rock roughness
ratio color compositing, principal-components analysis elements, topography, solar elevation and other factors, will
(PCA) and assorted classification schemes. These further complicate the comparisnn of pixel signatures with
methods still are used widely for Landsat, SPOT and other field units. The field mapper will not define a
systems having only a few channels. "shade/shadow" unit because illumination variations are not

The basic tools can be applied to images having a tangible part of the sene. A multispectral image, of
hundreds of channels; however, only a small fraction of the course, will record all of the variations in illumination, and
data can be treated at one time. For example, only three the analyst needs to be able to separate that part of the
channels can be displayed on a color monitor. Ratios are signal that is contributed by tangible materials.
limited to two channels, although by using color composites We propose a two-step strategy for analyzing
three ratios can be displayed at a time. When all of the multispectral images. In the first step, the analyst
channels cannot be examined or displayed simultaneously decomposes the signal from each pixel (as expressed by
then choices must be made as to which to use and which to the radiance or reflectance values in each channel) into
ignore. each of the components that are contributed by spectrally

PCA is a computationally straightforward way to distinct materials on the ground, and those that are due to
describe the variance in a four-channel Landsat image atmospheric and instrumental effects and to other factors
(four-dimensional space), and to rotate the data according such as illumination. In the second step, the isolated
to the eigenvectors. With hundreds of channels PCA is signals from the materials on the ground are selectively
computationally expensive, and the results may be difficult edited and recombined to form various kinds of unit maps
to interpret. There is also the disadvantage that, regardless that are interpretable within the framework of field units.
of the dimensionality of the image data, the orthogonal axes
of statistical variance do not have consistent and simple New Tools for Image Processing: Image Endmembers
equivalence to field units. By examining the data structure Consider a multispectral image of a hypothetical
of many multispectral images in an interactive computer scene that includes vegetation and soil. We will use this
display (Possolo et al., 1989) we have found that the most simple example throughout the paper for illustration;
interesting axes of variance in terms of image interpretation however, the methods discussed have been demonstrated
commonly are separated by small oblique angles. on many natural scenes of considerable complexity, and

Classification methods (e.g., parallelepiped, are not restricted to vegetation and soil (Smith and Adams,
maximum-likelihood, etc.) are among the most commonly 1985; Adams et al., 1986; Ustin et al., 1986; Smith et
used basic tools. Clusters of points in multidimensional al.,1989; Possolo et al., 1989). The objective is to isolate
space are defined, and corresponding pixels on images are the spectral contributions of vegetation, soil and other
"alarmed" or "painted." Classifications may be guided by sources in each pixel. Our approach is to define a set of
known spectral properties, or they may be defined spectra from the image, called "image endmembers," which
statistically. There typically will be fewer classes for any when mixed using an appropriate rule, reproduce all of the
given scene when it is viewed by a camera system having pixel spectra.
three or four channels than when it is viewed by a Rarely are natural surfaces uniformly illuminated;
hyperspectral system, because more spectral variation can therefore, to account for natural variations in illumination,
be detected by using more channels. However, one can we select the spectra for the vegetation and soil image
generate a large number of classes even with the simplest endmembers from areas that receive maximum illumination.
multispectral system. With a hyperspectral system the We then introduce an image endmember that we call
potential number of classes is greatly increased; however, "shade." As an endmember, shade can mix in all
simply increasing the number of classes is not our proportions with each of the other endmembers or with their
objective, mixtures, thereby modeling the spectrum of the endmember

Our objective is to be able to classify images within material when it is not fully illuminated. Thus the
the conventional frame of reference of field and laboratory endmember "shade" accounts for variations in lighting at all
observations, and to choose from among these classes scales due to changes in incidence angle, and variations at
certain ones for presentation in maps, while editing others all scales that are caused by shadows, including multipixel
that, for example, only show variations in lighting, or shadows cast by topographic features and subpixel
different proportions of the same materials, shadows cast by trees, bushes or other objects having
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roughness and texture. Second, we display the fractions of the image
Each of the spectral endmembers must be relatively endmembers, Fl, as "fraction images," by scaling values of

free of contamination by other materials or other effects. It is Fl to fit in the 8-bit DN range. Endmember fraction images
unrealistic to expect to find a pixel that has absolutely no permit us to examine variability in the model in a spatial
effects of shading and shadows at all scales; nevertheless context, and to relate spatial patterns in the fractions to
we might find one in which these effects are minimal, conventionally enhanced images and to other types of
Similarly, in our example we seek the spectra of relatively information. For example, the high fractions of vegetation,
pure areas of vegetation and of soil. An image endmember and of soil, should form patterns on the Image that are
having, for example, 70% vegetation and 30% soil would consistent with ground or other observations. The fraction of
not be satisfactory, whereas one having only 3% soil might shade is closely related to the topography; therefore, the
be, depending on the objectives of the analysis. The complement (1-FI) of the shade-fraction image should
problem is simplified if we have knowledge from field mimic the topography, illuminated as during image
observations that the spectra of the endmember pixels are acquisition, but devoid of spectral and most albedo
representative of the materials that we want to isolate. The Information. The construction of fraction images is a
shade endmember typically is derived from a pixel in a powerful test of the validity of the model that exploits the
shadow cast by a topographic feature. Dark areas such as interpretive skills of the analyst: if patterns of Fi in the
a blacktop road or a body of clear water under some fraction images "don't make sense" then the model maycircumstances can be a proxy for shade. have been constructed incorrectly.Once we have defined the spectra of the image We display the "fraction image" by arbitrarily
endmembers we can calculate the spectra of any mixtures encoding Fi as DN such that DN = 100 (Fl+I); thus, Fi = 0
of the endmembers by applying an appropriate mixing rule.
The objective is to solve for the fractions of each of the is indicated by a DN of 100, and FI = 1 by a DN of 200.
endmembers in each of the pixels. A general equation for Because realistic values of endmember fractions will range
mixing by area is: between zero and unity, the correctly modeled data in the

N N fraction images will lie in the range 100 :5 DN ! 200.
DNC= FIDNIc + E0  and Fl= 1 (1) For the third test, we compute a parameter we term

the "fraction overflow". As noted above, fractions of
1=1 i=1 endmembers in the scene must range from zero to unity.

where DNc (digital number) is the relative uncalibrated However, if the model is inadequate to describe the image,
radiance in channel c of an image pixel; Fl is the fraction of the computed image-endmember fractions may fall outside
endmember I; DNI,c is the relative radiance of endmember this range, even though they sum to unity as required by
I in channel c; N is the number of endmembers; and Ec is Equation 1. In this situation, e may nevertheless be small,
the errornor channel f the fiter ofN r endmembers c indicating a good fit.the error for channel c of the fit of N spectral endmembers. Out-of-range endmember fractions may beEquation 1 converts the image DN values in each channel encountered if areas were incorrectly chosen: for example,
for each pixel to the equivalent frhe facinh of the a vegetation reference area might actually contain a smallendmembers. It also requires that the fractions of the area of visible substrate, or a soil reference area might beendmembers sum to one. For the specific example used partially vegetated. Even so, fractions will not be overrange
above, N = 2: F1 and DNI,c might refer to vegetation, and unless a more extreme or pure pixel Is encountered In the
F2 and DN2,c might refer to soil. image. If an area of 50% vegetation is used as a reference

We now have constructed a model consisting of area, a completely vegetated area will have F; = 2. In this
three image endmember spectra which are allowed to mix instance, because the fractions must sum to unity, the sum
with each other to form other spectra. We wish to determine of the shade and soil endmember fractions must be -1.
how well this model (the ensemble of spectra plus Equation In the fraction images, out-of-range fractions are
1) accounts for the actual spectral variation in the acquired encoded as values outside the range 100 :5 DN :5 200:
data. If the model does not fit the data well our strategy negative fractions are indicated by DN < 100, and
provides us with ways to find out whether we have missed superunity fractions by DN > 200. We display the "fraction
some important part of the signal (another endmember), overflow" by by "alarming" or "color coding" pixels for which
whether one or more of the original endmembers is values of F1 are unrealistic. "Fraction-overflow" images thus
inappropriate, or whether part of the spectral variation in the created highlight areas and components In the scAne ior
image is caused by atmospheric, instrumental or other which the model is ambiguous or otherwise inappropriate.
effects that are extrinsic to the surface. If the initial model does not fit thc data satisfactorily,

The model is tested in three ways. First, we compute as judged by the three tests described above, we may need
the root-mean-squared (rms) error in the fit of the model to to change the reference areas used to define the image
the image data. This parameter is based nn tho 'Ec term of endmembers, or we may need to select one or more
Equation 1, squaredr and summed over all M image additional endmembers. Potential new areas for defining
channels: endmembers are identified on the rms-error (e) image as

[M light pixels. The various new endmembers are not
S[M-! Eo2] 1 2  (2) discriminated in the e image, except in that they are

c=1 together distinguished from well modeled pixels. Light

The error is computed separately for each pixel. It is a pixels in the e image may be all due to one unmodeled
measure of the spectral residue that cannot be explained by endmember, or to twenty. We may choose to ignore some

pixels that have a high rms error, for example those
the mixing model, If e is small, then the model may be a representing a road or a lake, if we are interested primarily
good orie; is s is large, the image endmembers or mixing in the rest of the scene. If the model does fit we may
rules may have been chosen or characterized incoirectfy. proceed with analysis, keeping in mind that the
Spatial patterns and variability in the rms error can be endmembers that were used represent broad classes of
examined in an image by encoding values of e as DN. We materials, and may not yet be suitable for specific
display the higher values of , as lighter, identifications.
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In the example so far we have converted an image we need to convert the image data to reflectance.
from radiance (DN) to fractions of endmembers. Two of the Atmospheric and instrumental calibration coefficients rarely
endmembers represent known materials on the ground, are available to correct an image to within a few percent
while the third, shade, was introduced to account for reflectance; therefore we mu ,t use a part of the scene as a
variable illumination and for shadows. Using equaton 1 we reference. Traditionally this is done by finding pixels that
quantified the fractions of the endmembers at the sub-pixel are entirely occupied by a known material. However, the
scale, avoiding the problem of defining large numbers of same calibration can be done if known materials are mixed,
arbitrary classes consisting of simple mixtures. Now that the by applying an appropriate mixing algorithm. Thus, if we
multispectral image data are expressed as fractions of know the laboratory or field reflectance spectra of
endmembers we can select and delete information, which is representative materials on the ground, we can calculate
necessary to arrive at units that are consistent with the the expected reflectances of all pixels that contain mixtures
framework of field mapping. of these materials. The discrepancies between the

calculated reflectances expressed as DN and the measured
New Tools for Imaae-Processina. Displays of Fraction pixel radiances in DN are caused by a combination of
Ifactors that include the spectral solar irradiance,

Endmember fractions can be displayed in a variety of atmospheric attenuation and scattering, instrumental gains
ways. Individual fraction images can be color coded by and offsets, and lighting artifacts that have "corrupted" the
fraction steps, or three endmembers can be displayed by reflectances of the materials on the surface.
assigning each to one of the red, green or blue (RGB) color If we do not know the spectra of the materials on the
guns. Significantly, combinations of some fraction images ground then we can test for the combination of the best
can be displayed while leaving out others. For example, in endmembers derived from laboratory or field spectra and
the hypothetical image we can delete the fraction of shade the most plausible gains and offsets for each channel that
by rescaling all fractions so that vegetation and soil sum to are needed to make the endmembers fit. These gains and
unity. (When we refer to vegetation cover on the ground we offsets combine all of the corrupting effects.
do not count the fraction of shade). Thus, a pixel having We have developed a method to solve
0.33 vegetation, 0.33 soil and 0.33 shade would convert to simultaneously for endmember fractions and for the
05 vegetation and 0.5 soil. An image of the rescaled combined gains and offsets that bring the image data into
fractions can be used to display quantitatively the amount of "alignment" with the reference spectra. The equation is.
vegetation relative to soil by color coding selected fraction-
intervals. N N

If there are two or three soil endmembers, we can GcDNI,c + Oc = XFrRr,c + Ec and I Fr = 1 (3)
rescale their fractions to exclud6 vegetation and shade, r=1 r=1
thereby producing a fraction image that shows the relative
proportions of the soils alone. This also is a way of where Rr,c is the reflectance in channel c for reference
removing the vegetation contribution to the image, and has endmember r, and DNI,c is the uncalibrated radiance in
been dubbed "spectral defoliation" (A. Green, personal channel c for image endmember I, and we are solving for
communication). In a similar way we can exclude soils and the fractions, Fr, the gains, Gc, and the offsets Oc. As in
shade, and isolate two or more vegetation endmembers. equation 1 the fractions of the endmembers sum to unity.

A particularly useful display for classifying vegetation Applying the coefficients Gc and Oc to the acquired
is a three-color fraction image where R = (1 -Fshade), G = radiance data calibrates them to reflectance measurements.
Fveg, and B = Fsoil. Forested areas (or any green Our strategy uses Equation 3 initially on a small
vegetation having a high fraction of shade) are green, and subset of a larger image, for which it is safe to assume
low trees, shrubs and grasses (or any green vegetation uniform atmospheric conditions. We select a simple area
having a lower fraction of shade) are yellow (a mixture of where we know the endmembers, or can narrow the
green and red, where red is high in the absence of shade). probable choices of materials. Once we find the gains and

Fraction images are a powerful tool for isolating parts offsets for each channel we apply them to the rest of the
of the image data and for quantifying the amounts of the image. After an image is calibrated to reflectance it is easier
materials that are present. This is the same kind of selective to test additional models with reference spectra. Calibrating,
organizaton that charactcri"cs field mapping. With this modeling and testing are done iteratively.
approach the image interpreter does not have to convert
mentally between radiance and materials on the ground. Narrow Absorption Bands
Classification is done in terms of the endmembers, and not One of the main reasons for developing
in terms of statistical groupings. Furthermore, the fraction hyperspectral systems was to be able to detect narrow
images can be based on all of the spectral channels. With absorption bands in the spectra of minerals and other
more channels, more endmembe:s can be defined (one materials, because such bands often are diagnostic of
more endmember than the number of channels), and the chemical composition and structure, and thus are useful for
uniqueness of the spectral identity of each endmember may identification. If the absorption bands are strongly
be enhanced. Thus, the approach lends itself to expressed they may be evident in the earliest stages of data
hyperspectral data as well as to simpler systems such as analysis, even prior to correcting the data to reflectance or
Landsat. deconvolvina mixtures Methods for detecting and

characterizing absorption bands have been developed by
New Tools for Image-Processing: Reference Endmembers several workers, but will not be reviewed here.

In the above examples we obtained endmembers Our experience has been that many of the strong
from pixels in the image itself. If there are no areas in the absorption bands that are seen in laboratory spectra are
image that consist of the desired materials, for example in a weak or undetectable when the same materials occur on
semiarid scrub where every pixel has vegetation, soil and natural surfaces. Absorption bands in any one material
shadow, the endmembers must be derived from laboratory may vary significantly in strength depending on such factors
or field reference spectra We term these endmembers as particle size and the presence of other materials that are
"reference endmembers." To use reference endmembers strongly absorbing. Within a pixel-sized area a material,
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which in pure form in the laboratory would show images of gAc,
characteristic absorption bands, may have weak or To improve further our confidence that the absorption
indistinct bands that are of the same magnitude as the band that we seek is a feature of the surface and not an
effects of atmospheric and instrumental vdriations Our atmospheric or instrumental effect, we inspect the shape of
strategy requires a further step to detect narrow absorptions the absorption feature in the image by examining the
that depart from the continuum by only a few percent. We residual images for several channels near the center of the
achieve this by examining the fit of the endmembers to the band. A large residual in only a single channel is
image data in each channel. suggestive of instrumental noise, whereas residua that

So far we have described an approach that gives systematically increase to a maximum, and then decrease
equal weighting to all channels, and is relatively insensitive are suggestive of the charactoristic pattern of a mineral
to three or four channels out of hundreds. Because the absorption band: weak absorption in the wings, and
reference endmembers are selected for their overall fit in all increasing absorption toward the band center. To
channels they may not fit exactly in any few channels. A determine whether the absorption is occurring on the
narrow absorption band may occur in the image data, but surface or in the atmosphere, we examine the patterns on
not be present in a reference endmember that otherwise fits the residual images. Absorptions on the ground typically
the overall data well. Or, an absorption band (weak or exhibit a spatial pattern that has meaning within the context
strong) may occur in the spectrum of a reference of the image. Thus, for example, we would not expect the
endmember, but that band is not present (or detectable) in 2.3-jim band in our hypothetical image to extend over areas
the image data. of 100% vegetation as well as over areas of soil. Broad or

To examine the fit of the model channel by channel, diffuse patterns that are not spatially organized may
for each pixel we estimate a model DN from the sum of the indicate atmospheric absorptions; random patterns, line
products of the reference endmembers and the model patterns, or periodic geometrical patterns are typical of
fraction, Fr. From this value is subtracted the observed noise or instrumental effects.
DNc, to give for each pixel a residual N-vector comprised It happens that the human eye-brain system is
from the components 91c. The residual for each channel, extraordinarily sensitive to subtle spatial patterns, and we
9c, is found according to: often can detect spatial patterns in the residual images that

are caused by absorptions on the ground, even when these
N patterns occur in the presence of stronger superposed

9tc I FrRr,c - DNc (4) patterns of lines or random noise. The approach, therefore,
r=1 lets us detect weak absorptions at the level of the system

noise. Furthermore, by presenting the data in image form
The residual may be encoded as DN and displayed as an we are less likely to mistake atmospheric absorption bands
image. Positive residua indicate that, in channel c, the or instrumental pseudobands for bands in materials on the
endmember model specifies higher reflectances than were ground.
actually observed. Negative residua indicate that the image
DN are higher than the modeled value. Identifying Materials

We know the detailed spectra of each of the When analyzing multispectral images having only a
reference endmembers. If we are searching for a mineral few channels we are accustomed to the idea of
absorption band at, say, 2.3 lam, we know whether we have discriminating among materials on the ground. It is
included such a band in the model, and which reference generally understood that with only three, four or six
endmember contains it. There are several possibilities. If channels reflectance spectra are so undersampled that it is
we have modeled the absorption feature, and if it is actually not possible to identify most materials uniquely. The advent
in the scene, values of 91c at the wavelength of the feature of hyperspectral images does not mean, however, that now

it is possible to identify materials routinely. We discussedwill be small. If the feature is absent, they will be large and above that mixtures of materials may mask the absorption
and negative. On the other hand, our model might not bands that are needed for unique identification. Some
contain the absorption feature. In that case, if it is present in materials, of course, cannot be identified uniquely by their
the image, values of 91c will be large and positive; if it is spectra even under optimum laboratory conditions. For
absent, they will be small. most materials, however, spectral identification and spectral

If the model and the measurements do not agree, the detectability depend on the context, that is, on what other
wavelength at which the disagreement is worst may be materials are present, and on the conditions under which
determined by inspection of 91c for several channels in the the measurements are made (Shipman and Adams, 1987).
vicinity of the feature. For example, in our model of the In one context a material may stand out clearly, whereas in
hypothetical image above, there might be an absorption another the same material may be indistinguishable from its
band at 2.3 gim in the spectrum of the soil endmember, but surroundings. To interpret multispectral data we need to be
none in the spectrum of the vegetation or the shade. If an aware of the conditions under which we can expect to
image of 91c = 2.3 pm shows that all pixels have negative detect each material. Thus, identification and detectability
residua, we would conclude that for some reason the are topics that require consideration of spectral mixtures.
surface materials do not show the same absorption band at If it is important to consider the spectrum of each2.3 . a appor , in o-r soi e frnce rdp mber material in context with those of the other materials that are
2.3the the app as .. te.n onh er present, it follows that an exploration strategy needs to
Whether the apparent absence of the band on the ground is include the broader context, rather than searching for just
the result of a significant compositional difference is a one material at a time. A search that is narrowly focused
question for interpretation. Similarly, if the residual image toward finding material x may yield quick results, perhaps
shows pixels that have positive values, we might conclude by finding a strong, characteristic absorption band in the
that the corresponding areas on the ground had a stronger radiance data. If the same search yielded no diagnostic
absorption band at 2.3 im than the reference soil. Thus we rainforatio the res woulde no itotare able to learn a great deal about the fit of our model, and spectral information the results would be negative, without

leading to the next logical step. Material x might actually bethe spectral identity of misfit features, by inspection of present, although to detect its weak signature it might be
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necessary to examine the total spectral signature, rather mixture of the spectral endmembers. In this case the
than just the absorption band. pixel(s) having the poor fit will be revealed in the rms-error

Consider green vegetation. The strong absorption image and/or in the fraction-overflow image. These pixels
bands of chlorophyll are diagnostic in most natural contexts. can then be examined to see whether they have the
This material is so important for terrestrial image spectrum of a pure material in the reference library, or
interpretation, and so distinct spectrally in the visible and whether they fit as mixtures of different suites of
near-infrared, that all earth-observing multispectral systems endmembers. The images highlighting the anomalous
have placed channels at wavelengths that respond to the pixels also would show any characteristic spatial pattern. If
maximum spectral contrast of chlorophyll. In fact, two the spectral properties were not understandable in terms of
channels, one where absorption is near a maximum, and the available reference materials, and the area could not be
another on the long wavelength wing of the bands, often identified by shape or outside information, a field check
suffice for discriminating green vegetation. Hence there are might be warranted.
various vegetation indices that are based on radiance in
two channels.

But even the strong signature of chlorophyll becomes Conclusions
masked by other spectra when green vegetation comprises We have outlined an approach to the processing of
less than about 20% of a pixel. Thus, ratio-based multispectral images, including hyperspectral data, in which
vegetation indices do not work well, or at all, in areas of a scene is modeled as fractions of a set of spectral
sparse vegetation. It is even more difficult to detect and endmembers. Fraction images are produced that can be
quantify vegetation by these means when the substrate is edited and displayed to form m.ap units that are
spectrally variable. We have found that vegetation can be interpretable in terms of a conventional compositional frame
detected and quantified at the 5-10% level of cover by using of reference of field and laboratory measurements. With
the strategy outlined above, where green vegetation is further development the approach has the potential of being
treated as one endmember that mixes spectrally with others implemented, in whole or in part, in real time aboard sensor
(Smith et al., 1989). This approach opens the way to platforms. The advantages would be that the data volume
improved mapping of vegetation cover in arid lands. would be significantly reduced by transmitting a few fraction

We also have quantified vegetation cover in a desert images rather than transmitting the output from hundreds of
scrubland, using an hyperspectral AIS images spanning channels, and, at the outset, the analyst would focus on
only (he wavelength region from 1.2 to 2.41m, a region that interpreting images that were understandable in terms of
does not include the diagnostic chlorophyll bands. In this materials on the surface.
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With the advent of polarimetric radar instruments it is sometimes
possible to employ all possible combinations of both transmit and
receive polarizations to infer target properties from remote sensing
SAR data. However, remote sensing missions limited by either
downlink data rate or high-reliability technology must rely on a
correspondingly limited data set. Because most models are
underconstrained even with full polarimetric data, the data-limited
case becomes one of particular concern.

Planetary missions are generally faced with both data and
technology limitations. If they are to produce quantitative estimates
of surface properties, planetary scientists must employ and verfiy
models which can be inverted to predict statistical properties of
targets given the data available. The Magellan mission will map 80%
of the surface of the planet Venus with S-band, HH-polarized SAR
during its first full cycle of the planet's rotation. Near-nadir S-band
data will be acquired simultaneously by an altimeter. Magellan will
h;ave the ability to acquire VV data during extended-mission cycles.
It may also then acquire data at multiple incidence angles.

In this paper, predictions based on a second-order Bragg-Rice
electromagnetic interaction model will be compared to actual results
obtained in the recent NASA Mojave Field Experiment. Targets of
low, intermediate, and extreme roughness in the California Mojave
Desert were overflown by the JPL Airborne Imaging Radar, a full
polarimetric SAR operating at L, C, and P band. Target surface
roughness and dielectric constant were measured simultaneous with
the overflight. HH and VV images were later reconstructed and
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calibrated to simulate data expected from the Magellan (Venus)
extended mission. Ground measurements were then used to predict
HH and VV returns. Results will be compared with predictions, and
methods for inversion of the model to use Magellan data will be
discussed.

The research described in this paper was carried out by the Jet
Propulsion Laboratory, California Institute of Technology, under a
contract with the National Aeronautics and Space Administration.
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We have utilized a three-wavelangth (6cm, 24cm, and 68cm) imaging
radar polarimeter on board a NASA DC-8 aircraft to classify terrain
according to its multifrequency polarimetric scattering behavior.
Specifically, we measure the amount of depolarization at each of the
radar wavelengths and classify each pixel in the corresponding radar
image according to which wavelength yields the greatest
depolarization.

The apparent depolarization of the radar echoes is related to the
pixel to pixel variation in observed scattering properties. This
variation may be due to a number of different physical phenomena,
including multiple scatter from rough surfaces, volume scattering
from subsurface layers or vegetation canopies, or gross meter-scale
variation in the physical properties of the the surface. The
multiwavelength feature of the polarimeter permits estimation of
these effects, and hence inferred surface parameters at different
length scales or subsurface parameters at different depths.

We have applied our classification algorithms to radar images of sea
ice and also land terrain consisting of alluvial surfaces of different
ages. We find that in the former case we can readily distinguish
multiyear from first year ice, while in the latter there is a
correspondence between the age of the alluvial surface and the
classification produced by our algorithm. In the multiyear ice
instance, we believe that volume scattering from centimeter scale
oblong inclusions leads to the observed result. For the alluvial
surfaces, it is likely that vegetation plays a significant role.
However, at present our models are incomplete, and we do not in
every case know if we are observing the expression of surface or
subsurface parameters.
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ABSTRACT polarization evaluated in the second step.

A new approach to use radar polarimetry to The result is the optimal image, for the
enhance the detectability of an artificial man- given target, in terms of detectability. The
made target in a SAR image is proposed. following part of this paper will describe

The method is based upon the use of a SAR these steps. We shall show some simulation
image simulator to produce the target results at the symposium.
polarization signature. Once this signature has
been obtained, it is possible to evaluate an 2. NOTATIONS
optimal polarization of the electromagnetic
wave which will maximize the target echo. Then, In this paper, we shall use the following
by synthesis, one can compute from polarimetric notations.
data (real multipolarization SAR or simulation
products) the target optimal image. 2.1 SAR and frame notations
The results show once again the interest of

polarimetry for SAR remote sensing. The reference frame will be linked to the SAR
geometry. Fig. 1 shows the major elements.

KEYWORDS: Polarimetry, SAR, Target detection

1. INTRODUCTION Beam Axis

The purpose of this paper is to show that it ,
is possible to enhance the detectability of a
particular target in a SAR image if one
disposes of a multi polarization SAR antenna
providing for two orthogonal linear emitted
polarizations the received co and cross
polarized signals.

This can be done using the following
algorithm which can be divided into three major
steps.

A: First of all, we must compute the A V
polarization signature of the target. The
inputs are obtained either from the HH, HV, VH
and VV images of the target obtained from a
real multipolarization SAR, or from a SAR
simulator. Tne above multipolarization data HSARantena
enables the computation cf the target ._,_ I_ _ _ _

scattering matrix and the polarization

B: Second of all, we evaluate, from the Figure 1: SAR and antenna geometry
polarization signature, the optimal At the top of fig. 1, one can notice a
polarization angle to be used to obtain the classical SAR geometry with the beam axis
best echo on the image. The criteria will be directed by vector u and the satellite
properly defined, velocity V. The bottom of fig. 1 is an

enlargment of the antenna zone. In the antenna
C: Finally, we compute the target image from plane, we defined two vectors:

the multipolarization data with the
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Vector H: Parallel to the velocity V Polariztion
Vector V: Orthogonal to the velocity and to/ axis

the beam axis.

2.2 Polarimetry notations
Cross polarization

Since we work with linear polarization, the axis V  Ei
electric field E lies in the HV-plane and the
angle 0 between H and E is called polarization
angle. Classicaly, in a multipolarization SAR, MV
the radar emits in H and V and receives the
copolarized dnd crosspolarized signals. Thus, "'Es I
we obtain four images:

EMIS~SION1 RECEPTTON RESUILT V
H ----------- H --------------- HH E
H -----------V --------------- HV
V ------------ H ---------------- VH
V ------------ V ---------------- VV

With these four results in module and phase
(complex numbers) it is possible to obtain the
scattering matrix of the imaged target (Ref.4)
which can be written as: Figure 2: HV multipolarization frame.

EsH al1 a,2  EiH 3. POLARIZATION SIGNATURE
EsV a 21 a 2 2  EiV

with 3.1 Target description

4yH,7 eJ " a- v eJPHv This is the first step of our algorithm.
aa a12  Since we want to study a particular target for4 4nr N4cr which we do not dispose of multipolarization

4 vH ejPVH 4 v eJ(Pvv data, we use a SAR simulator to produce the
a21  a22  4-four images HH, HV, VH and VV. This simulator

44ir is fully described in ref.2 and 3. The target
can be decomposed into a collection of

where - GHH, MHV, CFfVl, Uv are the target Elementary Geometric Reflectors (EGR)
backscattering the radar wave after one, two

Radar Cross Sections (RCS). or three internal reflections. Therefore, it
- pHH, THVI pvn, (vv are the becomes necessary to study the signature of
associated phase shifts, each EGR if we want to manage correctly the
- Eix (x e ( H ; V )) is the behaviour of the whole target.
projection of the incident electric In this study, we shall consider the
field on the x-axis. following EGR:

- Esx (x e { H ; V )) is the
projection of the scattered
electric field on the x--axis.

Once this matrix is obtained, it is easy to
simulate any incident and scattered field 3a Dihedralstructures
because the scattering matrix is a fully
representation of the behaviour of the target.
Assuming an emission with a polarization angle

, Ei, and a reception with a polarization
angle AV, we then can write the following
formula using plane rotations: 3 b Single reflection structures

EsXV os I sin Vi aU a,,2 (cos (p -sin T) E\
EsW-Ls(-sin V cos 4) ( a 2, a 22 )sin p cos T J (E0)

Esy is the received field on the polar V and

EsyI± is the cross polarized tield. Ely is tnei
emitted field on the polarization y. Figure 2 3c Verythin structures
represents these fields. and dipoles

Figure 3: Three different EGR types

Tyea: It concerns the dihedral structures as
dihedral corner reflectors or group cylinder-
plane.
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ype b: It concerns the strutures which
backscatter the radar wave after a single

specular reflection and do not depolarize the
incident wave.
T It concerns the very thin structures 6.

like wedges or thin wires which behaves almost
like dipoles in terms of polarization. 40

3.2 EGR Polariation signature

In this study, the polarization signature is
represented by a polar coordinates defined

curve r-f(8) in the HV plane. The extremity

of the ray-vector is function of the
polarization angle 0 and represents the
relative power, with respect to the emitted
power, received on the emission-like I-Curve 4a
polarization. The scales are graduated in %. Curve 4b

3.2.1 T

The polarization signature of a dihedral
structure can be derived from the scattering
matrix. For an incidence perpendicular to the 10
dihedral axis, a21 and a12 have zero values. Figure 4a) and 4b) : Relative polarization

The diagonal terms depends strictly on the signatures for two dihedral corner reflectors.
Fresnel reflection coefficients (Ref.4) . The Two nulls can be noticed on the like
polar coordinates curve can be written: polarization.

r = A ( K(1 cos20 + K2 sin28 34. OPTIMUM POLARIZATION EVALUATION

where A is the RCS power factor, 4.1 Method description
K1 and K2 are function of the Fresnel
reflection coefficients. The aim of this process is the computation

One will notice in figure 4 two polarization of an optimal polarization axis for the
signatures corresponding to two different detection and the identification of a given
reflectors. In these examples, the dihedral fully described target (dimensions, position,

Hefl dsetn dattitude and dielectric nature). The solution
axis is parallel to the H direction.: will be function of all the target parameters.

- Curve 4 a) is the polarization signature of First of all, we must divide the target into
a perfect conductor dihedral corner reflector, a collection of Elementary Geometric
The incidence angle is equal to 230 (ERSl) Reflectors, each one of them having a

e idifferent behaviour with respect to the radar

- Curve 4 b) is the polarization signature of illumination.
a real dihedral corner reflector. The Then, we must find a criterion to define the

incidence remains equal to 230 and the optimal polarization to be used for a
particular target. An obvious criterion would

permittivity of the two planes is e = 8 co. be to maximize the sum of the EGR polarization
signatures. However, this may lead to an
ambiguous position. For example, if the target

3.2.2 ',v.b is composed of two orthogonal equal power
dipoles lying in a plane perpendicular to the

The type b EGR backscatter the radar wave incidence direction, the polarization
after a single reflection. Some of them (flat signatures will be perpendicular. Thus, the
plate on normal incidence, ellipsoid etc..) do signatures sum will be a circle ( r = A cos20
not depolarize the incident field. Thus, in s
this case, the polarization signature is a + A sin 20 = A ) and the maximum is
circle, undetermined. Moreover, if the dipoles aredifferent, the maximum will be relative to the

3.2.3 Te greatest one and the less powerful will be
completly invisible.

These reflectors are very different from the Thus, the criterion we have chosen is not

thrs. inded, thy havc gcncrallyI onc related to maximum pvwu cont ider drions. It

optimal polarization direction. For a dipole, can be expressed with two conditions:

this direction is parallel to the dipole axis
and the curve can be expressed by: Cl: All the EGR must be visible

C2: Once C1 is realized, we must maximize

r - A cos20 (4) the EGR signatures.

The condition Cl refers to a threshold in
Where A is the RCS power factor. terms of signal to noise ratio. It means that

under a certai. value, the EGR can be visible
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but hidden in the noise ( speckle etc...). The 4.2 One result
method used to find the best compromise is
based upon these two conditions. It concerns a group of two dihedral corner
Assume a target to be composed of n reflectors in the HV-plane. Figure 5 shows

independent EGR: it is then possible to trace this geometry:
the normalized polarization signatures of
these EGR on the HV plane. Then, for each H axis
polarization angle 0, we determine the
smallest value among the n signatures.
Finally, we obtain a polar coordinates defined
curve s = f(0) which can be written as:

s = f(0) - Min (Sigi(0); ie(l, ...,n)) (5)

where Sigi(O) is the ith EGR polarization 0
signature. Then we compute the maximum of s H
when 0 ranges from 0 to 2n. Based on the value 40 40

of 0 for this maximum, an estimate of the

optimal angle 0
OPT can be derived as follows:

S(
0

OPT) Max (s(O); 06 [0,27Q) (6)

Once OOPT is obtained, we can evaluate the

value of each Sigi(OOPT ) for ic (1,.. .,n) a.d
verify if they remain above the threshold. If
it is not the case, we must accept to loose
one EGR (the worst case) and to run the
estimation process again.

Cl: All the EGR must be visible Figure 5 and 6: Two dihedral corner
C2: Once C1 is realized, we must maximize reflectors structure and best polarization

the EGR signatures. angle.
For this geometry, the best polarization angle

The condition Cl refers to a threshold in is 600 and the EGR are attenuated by:
terms of signal to noise ratio. It means that
under a certain value, the EGR can be visible DCR 1: 47%
but hidden in the noise ( speckle etc...). The DCR 2: 63%
method used to find the best compromise is 5. OPTIMAL SIMULATION
based upon these two conditions.
Assume a target to be composed of n This is the last step of our process. once

independent EGR: it is then possible to trace thi st last step for roes.vOnthe normalized polarization signatures of the best polarization angle for the given
these EGR on the V plane. Then, for each target is obtained, it is easy to simulate theimage of this target with this polarization.
polarization angle 0, we determine the Thus we are in the optimum conditions if we
smallest value among the n signatures. want to detect this particular object.
Finally, we obtain a polar coordinates definec We shall show some results at the symposium
curve s = f(G) which can be written as: since they are not ready for presentation at

the time of the writing of this article.
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There has been considerable interest in applying the additional information that radar
polarimetry could provide to classification of earth terrain cover. For example, earlier results
of an unsupervised classification algorithm showed that polarization information allows one
to classify scattering behavior based on the number of reflections that the wave suffered befote
returning to the radar receiver. Also, it has been shown that when accurate training data
are available, a supervised Bayes classifier yields better performance than the unsupervised
classification algorithm and simpler discriminates such as single channel amplitudes, or the
phase difference between two channels.

In this paper we compare the results of supervised classification algoiithins based on the
Bayes technique (maximum likelihood) applied to the first order statistics of the measured
signals, as well as a simpler minimum distance technique applied to the second order statis-
tics of the measured signals. Both techniques are applied to single frequency and multiple
frequency (wavelengths of 67, 24 and 6 cm) imaging radar polarimnetry data sets acquired
over various different earth terrain covers such as sea ice, desert areas, grasslands, forests
and urban areas.

Our results show that the two algorithms yield very similar results, but that the minimum
distance method uses considerably less computer time than the Bayes method. Also, results
are considerably more accurate when the full three-frequency set is used than when any
single frequency set is used. In some cases, like desert terrains, most information seems to
be contained in a relatively small subset of the feature space. This means that the dimension
of the minimum distance feature vector could be reduced, resulting in an increase in speed
without a significant loss in classification accuracy.
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SEGMENTATION OF MULTIFREQUENCY POLARIMETRIC RADAR IMAGES TO FACILITATE
TIlE INFERENCE OF GEOPHYSICAL PARAMETERS

C. F. Burnette, P. C. Dubois and J. J. van Zyl
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California Institute of Technology
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Pasadena, CA 91109

ABSTRACT. Geophysical parameters, such as r.m.s. height, parameters for each class, is presented in a related paper [2].
correlation length and dielectric constant, may be derived for each
resolution element of a scene using model inversion techniques, DESCRIPTION OF DATA
although in practice this is prohibitive because of the amount of
computation involved. Segmenting the images into classes with The Aircraft SAR system outputs scattering matrices directly, but
similar geophysical charactenstics allows the model inversion to be further data volume reduction transforms the data into compressed
performed on each class rather than each pixel. We use an Stokes matrix format [3]. The following analysis was performed on
unsupervised clustering algorithm to segment multifrequency the standard JPL polarimetric compressed data files. A four stage
polanmetric radar data from the NASA/JPL airborne SAR. Twenty- calibration process, including phase, cross-talk, amplitude and
two parameters are evaluated for their discriminatory capabilty for radiometric calibration, was performed on the data before analysis
each pixel of an image. A clustering analysis is then performed [4].
using different subsets of these parameters. This analysis relies on
data taken as part of an intensive field experiment during the summer The JPL Aircraft SAR system was flown on a NASA DC-8 over the
of 1988 in the vicinity of the Pisgah lava flow in the Mojave Desert Pisgah lava flows and the adjacent dry lake bed in the Mojave desert
in southern California. As part of the experiment, extensive ground in June 1988. Our analysis is done on a 10 x 8 km image containing
truth was acquired, including dielectric constant and topography 1024 x 800 4-look pixels. The L-band total power image is shown
measurements. Segmentation results show good agreement with in Figure 1, although data from C- and P-bands are also used. The
these measurements. L-band data contains interference patterns noticeable as two vertical

bar-shaped boxes in the lower part of the image. In the studied data
Keywords. Clustering, Polarimetry, Statistical Separability set, a wide variety of geologic surfaces are encountered. Six distinct

classes of surface type were identified previously during field work.
INTRODUCTION For each class, a typical site, approximately 16 pixels square, is

selected. The sites are labeled as follows: site 1 is Playa (dry lake
There is considerable interest in deriving geophysical information, bed), site 2 is Pavement (cobble), site 3 is Alluvial, site 4 is Phase I
e.g. surface roughness, dielectric constant and soil moisture from Lava (smooth lava), site 5 is Phase III Lava (intermediate lava) and
remote sensing data. Since radar backscatter from rough surfaces is site 6 is Phase II Lava (rough lava). A complete description of the
influenced by both the geometrical and electrical properties of the lava types and their origin is given in Wise [5). The sites are shown
surface, SAR data may al;ow inference of physical surface in Figure 2.
parameters. Model inversion techniques achieve this derivation but
require a large amount of computation when applied on a pixel to Similar sites, each approximately 10 m on a side or one pixel, were
pixel basis. Segmenting the images into classes with similar extensively studied during the Mojave Field Experiment which was
geophysical characteristics allows the model inversion to be simultaneous with the radar overflight. Soil samples were taken and
performed on each class rather than each pixel. a precise description of the geology was noted for each site. Soil

moisture and dielectric constant measurements were acquired on the
The new JPL Aircraft SAR acquires fully polarmetric data at C-, L- non-lava sites. Surface roughness profiles were acquired with a
and P-bands [1]. For each resolution cell, the resulting data set ground template as well as with a helicopter-borne stereo camera.
consists of three symmetrical Stokes matrices, one for each
frequen y. There are nine independent parameters in each Stokes Because of its diversity, the Pisgah location has been extensively

.. ., ,-,.t of ..... , ....... a ... ,.en paraeers per. studied in the past. Aerial photography, Landsat images, SPOT
resolution cell. Therefore, the first step in a segmentation process images and Thermal Infrared Mapping Spectrometer (TIMS) data of
consists of reducing the dimensionality of the data, i.e., selecting a the area are also available.
limited set of parameters among the original twenty-seven which
contain most of the information for discrimination purposes among POLARIMETRY PARAMETERS
differing geologic surface types. Several parameters appear to
contain little information for classifying geologi, surfaces, while An attempt is made in reducing the dimensionality of the
others discriminate well between surface types. A clustering multifrequency, polarimetric data by selecting the most significant
algorithm is then used to segment images using the reduced set of parameters for the purposes of discriminating between geologic
polarization parameters. The final step, inversion of geophysiLal surface types. Even though the complete polarimetric scattering
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Fig. 1 L-band total power image of the Pisgah scene

Fig. 2 Pisgah scene showing six selected sites representative of
different surface types.

•~~ E.ll:' "
oV.

Fig. 3 L-band clustering results with one input parameter and 3 x 3 box size. The input for a) is Total
Power, b) is HVHV °, c) is HHHH' and d) is VVVV".



32 , polarized or cross-polarized configuration.

iAn analysis is performed on these parameters to determine which are
the best at discriminating between the six selected sites. Three
different methods are used in this analysis. First, the histograms of
each parameter for each of the sites are compared. Second,
statistical separability is used to compute the interclass distances
based oil each parameter [6]. The Jeffries-Matusita (J-M) distance

* ,appears to be the most reliable indicator of separation between two
* j distributions. And finally, images of each parameter are created [7].

8Among parameters, a good discriminator results in large interclass
U' separation, whereas a poor discriminator presents similar

*distributions across classes, small interclass distances and practically
random parameter images. In set 1, the largest interclass distance is
obtained with HVHV*, followed closely by HHHH', VVVV* and
the Total Power. The parameters of set 2 do not discriminate as well
as those of set 1. The best discriminators in set 2 are F12i11t,
F33/FI and F44 /FtlI where F, are the Stokes matrix elements. In
set 3, Arg(HHHV*) is randomly distributed regardless of the
surface type. This is consistent with predictions by most theories
that the co- and cross-polarized terms of the scattering matrix are
uncorrelated. Arg(HHVV*) shows distribution dependence on
surface type. The coefficient of variation is consistently a good
discriminator in all three frequencies.

CLUSTERING METHOD

° Tile best of the discriminators described above are used to generate a
segmentation map using an unsupervised classification, or
clustering, algorithm. The clustering analysis is done using the
Isodata algorithm [8]. isodata is an iterative algorithm where a set
of cluster centers are redefined every iteration until convergence.
The cluster centers are redefined in an attempt to maximize
intercluster distance and minimize the distance between the elements
of a cluster and its center, or overall cluster size. The algorithm also
includes heuristics to lump, eliminate and/or split clusters based on
several user-specified parameters. Once the cluster centers have
been selected, each pixel is then assigned to the nearest cluster center
using a Euclidean distance measure. For each pixel, the algorithm
uses both the mean and standard deviation of the pixel values from
an N x N box around the central pixel.

CLUSTERING RESULTS

I, At this stage, only parameters from set 1 and set 2 have been used as
input to the clustering algorithm. Cross-product parameters yield
better results than relative Stokes matrix parameters, which result in
noisy segmented images. The L-band classification images for Total
Power, HVHV , HHHH and VVVV* are shown in Figure 3. The
vertical interference bars are clearly visible in the HVHV* and
HHIIH* images. The HVHV' image gives a good lava type
discrimination.

Clustering was performed using two different box sizes, 3 x 3 and 5
x 5. Figure 3 shows the segmentation results obtained by using 3 x

Fig. 4 L-band clustering results with one input parameter and 5 x 3 boxes. Figure 4 shows images obtained using the same
5 box. Tile input for b) is HVHV*, c) is HIIHH* and d) is VVVV*. parameters but with a 5 x 5 box. The larger box size yields better

results, i.e., the resulting image has fewer isolated points and well
defined borders between classes.

behavior of a resolution cell is described by the nine independent
elements of its Stokes matrix, twenty-two parameters are studied. Running the clustering algorithm without the standard deviation
They display the Information contained in the Stokes matrix in inlonnation results in a slightly noisier image. There arc more
different ways to emphasize diverse aspects of the scattering isolated points especially in the bright areas. The standard deviation
behavior. The twenty-two parameters may be categorized in four provides a smoothing effect, although the mean is the main driver of
sets. Set I consists of the scattering matrix cross-product terms and the classification.
the total power (span of the scattering matrix) for a total of ten
elements. Set 2 includes the normalized Stokes matrix terms for a Multiparameter clustering was also tested with a 3 x 3 box. Images
total of nine elements. Set 3 is the two phase difference terms and were created using Total Power, HVHV °, HIIHH* and VVVV ° for
set 4 is the _ocfficient of variation, which is defined to be the all three frequencies, shown in Figure 5. The image in Figure 5a is
mnimum possible power in the to-polarized ot ,ross-polanzed created by using the Total Power from C-, L- and P-bands as input
iconfiguration divided by the maximum possible power In co- for the clustering algorithm. Similarly, Figures 5b, 5c and 5d are
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Fig. 5 Clustering results with three input parameters, one from each frequency. The input for a) is
Total Power, b) is HVHV*, c) is HHHH* and d) is VVVV °.

also calculated using three frequency information. Comparing REFERENCES
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We first present a comparison of first-year/multi-year likely to be found in images from this time and place. Because we
classification results based on polarimetric, multi-frequency data are concerned with new ice/open water discrimination, ,we
versus those based on single-polarization C-band data, using sea included in our study areas from the San Fransisco image which
ice images obtained with the Jet Propulsion Laboratory aircraft are certainly composed entirely of returns from sea water.
SAR in the Beaufort Sea in March 1988. We examine the effects Selected areas in the Beaufort Sea image are located in an
of adding polarization ratios and the degree of polarization at C- apparently new lead which backscatters little power relative to
band to backscattering strength as classification clues. We other ice in the image. For the reasons cited above, and because of
compare classification results with airborne passive microwave the signature behavior described below, we believe these areas
data when possible. contained new sea ice, possibly mixed with small areas of open

Secondly, we present a new algorithm for the discrimination water. Caution should be used in interpreting analysis of data
of thin, flat ice from open water in leads and polynyas. Both types from two different imaging systems since the relative calibration
of surfaces typically appear dark in single frequency, single between VV and HH channels may have differed between systems.
polarization SAR images because both are relatively smooth and Results presented below nonetheless provide some insight related
backscatter little radiation. However, the dielectric constants of to multi-polarization new ice/open water discrimination.
sea ice and sea water differ markedly, making the ratio of like- The specific regions of the two images used in this study are
polarized backscattering cross sections differ (theoretically) the areas enclosed by white rectangles (including the areas covered
between surface types. The variation is robust with respect to by the rectangles themselves). Each rectangle in the Beaufort Sea
natural roughness variations between and within surface types. image is exactly 10 pixels on a side (a region approximately 66m
We will present a comparison of experimental and theoretically by 120m), while the size of the rectangles in the San Francisco
expected signature behavior from JPL SAR images containing image varies but always contains more than 100 pixels. The
open water and new ice and give error estimates for threshold- incidence angles in the selected regions varied from 25 to 32
based classification based on observed variances of the degrees for the samples of backscattering from sea water (Figure
polarization ratio. 1) in the San Francisco image, and from 29 to 36 degrees for sea

ice backscattering samples in the Beaufort Sea image.
Key Words: SAR, sea ice type classification Figures 3a and b show histograms of the ratio of powers

backscattered at VV and HH polarizations, computed pixel by
Theoretical studies of backscattering at L-band from new sea pixel for one study area in each image. It is clear that while the

ice types and from open water indicate that rough surface means differ substantially, computing the ratio signature pixel by
backscattering dominates the return observed using SAR in both pixel is a noisy estimation technique. We obtained more stable
cases. In this case, the theoretical ratio of backscattered powers at results by averaging VV and HH backscattered powers over each
VV and HH polarization depends primarily on the dielectric individual study area to estimate average powers, and then
constant of the scattering material. Since there is a large computing the ratios of these average powers. The results, versus
difference in dielectric constants between sea water and sea ice at incidence angle, are shown in Figure 4. Data points marked W are
L-band, this ratio may be useful for discrimination of new ice from from the San Francisco image and definitely contain sea water.
open water (Winebrenner et al., 1989). The theoretical signatures based on Bragg rough surface

Figures 1 and 2 show HH-polarized, L-band SAR images of backscattering (Winebrenner et al., 1989) for sea water (relative
San Franscisco ani adjacent ocean areas and of a region of the dielectric constant 70 -- i80) and for sea ice (relstive dielectric
Beaufort Sea, respectively. Both images were obtained using a constant approximately 3.5 + iO.25) are plotted as solid lines.
JI'L polarimetric airborne SAR, the former image by the first JPL Finally, regions from the Beaufort Sea image are labeled I since
polarimeter operating aboard a CV-990 aircraft in 1986, ti they are likely to contain sea ice. The study areas from the
second by the second JPL polarimeter aboard a DC-8 in 1988. The Beautort Sea display a noisy but ice-like signature. The areas
reason for using this pair of images is that presently available sea from the San Francisco image show larger polarization ratios as
ice images from the Beaufort Sea do not contain any areas in are expected for sea water and follow the theoretical trend but
which open water is known to be present. In fact, environmental substantially exceed the theoretical values for sea water. The
observations at the time strongly suggest that little open water is reason for this, whether theoretical or instrumental, remains to be

determined.
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Figure 1. JPL L-band polarimeter image of
San Francisco and adjacent ocean areas.

Figure 2. JPL L-band polarimeter image of
an area in the Beaufort Sea.
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Using a Multi-Frequency Polarimetric Radar
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ABSTRACT behavior. The Idea of the authors was to simulate the
main components of a vegetated area, such as forest

This paper will present an approach for the separa- stands, by a dielectric model. By measuring the

tion of scattering components using polarimetric backscattering behavior of the model and evaluating

radar data, measured in laboratory [1]. An artificial polarimetric signatures out of these data

rough surface and dielectric cylinders were used as * separation criteria for the different components,
targets. They were measured separately and
combined. * tools for the identification of the components
By comparison of the polarimetric signatures (am- can be derived.
plitude ratios, phase differences [2]. polarization These separation criteria and the identification
signatures [31 and characteristic polarization states parameters, respectively, can be entered into a data
[41) of the different measurements, the authors will base for further analysis.
show methods to detect dielectric cylinders on the The laboratory measurements were performed with
rough surface. Criteria for the separation of a wideband polarimetric radar set-up, described in
scattering components with different characteris- [11, over a frequency range from 2-20 GHz.
tics, using laboratory measured results and evalu-
ating complex polarimetric signatures, will be given. 2. DEFNITIONS

KEYWORDS The fundamental radar scattering behaviour of any

Rough Surface Scattering, Polarization, Polarimetric target can be described by its complex RCS-matrix:

Signature, Radar 1

1. INTRODUCTION e Am

ee
The feasibility of information extraction from re- Hi JiH1

motely sensed radar images depends significantly on

the measurement parameters, as frequency and It is obvious, that in the mox1Gtqtic case the matrix
pulauicati-1- _'y .u.* *~- - .-- tbn, t.- absc'.utc

from polarimetric signatures [1,2,31 than from pure phase. For the data evaluation in section 4 the
RCS-values. The intention of this paper is to show amplitude ratios will be used for comparative
how such information can be extracted from wide- purposes.
band laboratory data for dielectric models. From the scattering matrix the zharacteristic po-
For real vegetated areas the backscattered signal larization states (CPS) (4] can be deduced. They de-
originates not only from the vegetation itself but also liver the information for which polarization states of
from the underlying rough soil surface. So there are the antennas a target is optimal detectable or in-
different components contributing to the scattering visible. The mathematical derivation of the CPS is
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given in detail in 141 and will not be treated further, constant of e=3+J0.07, a height of 20 cm and a width
A diagram for visualizing the CPS. based on a pro- of 2 cm.
Jection of the Poincard sphere 151. is given in fig. 1. Fig. 3 shows the measurement geometry.

RC . Top view

•8. .1 L /: I I l I I. I k \ ISO*

0=30

look direction of die radar (incidence angle 0)
t... Fig. 3 Measurement Geometry

Fig. I Poincar6 representation of a polarization state.

In this diagram a polarization state is given in The measurements presented in section 4 were all

spherical coordinates. "Ihe longitude angle corres- undertaken for an incidence angle 13300. To get a

ponds to 2 times the rotation angle of the polari- statistical ensemble of measured data for one

zatlon ellipse, and the lattitude angle to 2 time-s the incidence angle. different footprints were taken by

ellipticity angle of a polarization state [11. The rotating the surface around its symmetry axis.

equator corresponds to linear, the poles to circular 4. MEASUREMENT RESULTS
polarization.

For the principal understanding of the scattering
3. MEASURED OBJECTS behaviour of a rough surface fig. 4 presents the

magnitude of the different components of the RCS-
The artificial statistical rough surface was built of a matrix for the pure rough surface averaged over 10
polyethylene foam disc of 1 m diameter. Fig. 2 shows footprints. Iffwl and IQhh I show a almost identical

the digitized surface, behaviour versus frequency, due to the low dielectric
constant. I v11 is increasing with frequency. At 17
GHz itisalmostas bigas Ishl and 16wl.

- -- .- ,' -t
S- - -J-'* II

rig. 2 Digitized rough surface model ,, ,. ,,H;
Fig. 4 IgjIhl, Ivl and I.'vhl for the dielectric rough surface

its statistical parameters are:
" mean height: hmean = 8.4 cm In a second step a set of 7 cylinders was added to
* standard deviation: Ahstd = 2.93 cm the surface and identical measurements as for the

• correl. length: 1corr = 5.3 cm pure surface were performed.

• mean surface slope: t= 48° In fig. 5 the amplitude ratios I ja, I / I I are
The dielectric constant e was 1.3. compared.
The material of the dielectric cylinders was poly- For the pure surface this ratio is approximately 1.
venylchlorid plastic with the compiec, dielectric But with cylinders, especially In the frequency range
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Fig. 5 G'I,AIi71; rough surface (top) rough surface with 7

cylinders (bottom) efrom 9 to 15 GHz larger ratios occur due the
cylinders.
The polarization signatures for the rough surface at 5
GHz (fig.6) shows a typical rough surface behaviour.The maximum co-polarization return results for
linear polarization and the cut versus the rotation .4,
angle is smooth. For the measurement with o ,
cylinders the maximum occurs for a rotation angle of
about 450, due to the cylinders.
At 17 GHz (iag. 7) the rough surface behaviour is still
the same. But for the combined measurements the
maximum occurs no more for linear, but for
elliptical polarization, due to multiple reflections.
Regarding now the cross-polarization nuii-pairs
(XPOL-nulls) of the CPS (see 14]) for the measure- 0
ments at 5 GHz (fig.8). the difference Is more
clearly. XPOL-null means for a radar, measuring
cross-polarization, that for this polarization state of t "b..4
the antennas minimum power will be returned. It.00 t
can be shown, that one of the XPOL-nulls Is identical
to the COPOL-max, for which a radar measuring co- Fig. 7 Polarization Signatures (f=17 GHz); rough surface
polarization will receive maximum power. (top); rough surface with 7 cylinders (bottom)
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The XPOL-nulls for the rough surface are distributed quency. By comparison with signatures from well

along the equator (linear polarization). So no known targets the target scattering mechanism can

significant rotation angle dependency for this target be identified.
is observed. For the cumbined measurement, XPOL- The CPS, which represents points of the polarization

nulls concentrate on a certain area of the sphere. signature for special polarization states (maxima or

Here the single cylinder behaviour dominates the minima in the 3D-diagrams), give nearly the same

scattering behavior, information as the polarization signature. But this
2D-representation is easier to handle for further
statistical treatment.
From the resulting information a data base will be

/ I I I )I I I I \ \built up for further analysis used together with a
I l' I .classification algorithm (solution of a multiclass

I I ) problem).
All the above signatures are highly frequency
sensitive. By using special frequencies (optimum
frequencies for detection of a special target), it is

possible to optimize classification tasks.
Further targets and theoretical results will be
investigated in future. They will be analyzed in the

44 same way as described in this paper. Additionally
other types of signatures will be analyzed.

M t
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In this paper we focus on image-contrast optimization between two
rough-surface classes. Our approach is based strictly on polari-
metric filtering, and therefore, no digital image-processing
techniques are employed. The approach is tested on a complete
polarimetric synthetic aperture radar (POL-SAR) image of the San
Francisco Bay area. The data have been taken with the National
Acronautics and Space Administration - Jet Propulsion Laboratory
CV-990 L-band POL-SAR system, where eight real numbers (complex
elements of a 2 x 2 polarization scattering matrix) are associat-
ed with each image pixel. Optimal transmitted polarizations
(corresponding to maxima or minima of reflected energy) are found
for each image pixel, and the results are analyzed statistically
via a set of joint two-dimensional histograms. This is done for
both of the rough-surface classes. The image response to the
"optimal" incident polarization is then simulated digitally by
adjusting the receiver polarization according to the modes of the
histograms. The corresponding images are computed and displayed
with significant image-contrast improvement.
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ABSTRACT satellite observations to infer climatologically
significant land-surface parameters related toThe First ISLSCP Field Experiment (FIFE) was conducted these interactions. For further details, see

during 1987 on a 15x15 km area in central Kansas, including
the Konza Prairie Natural Research Area. The experiment goal of Sellers, et al. (1988).
understanding and modeling the effects of vegetation on the heat An integral part of the FIFE Science Plan
and mass fluxes in the atmosphere/land surface boundary layer (Schmugge and Sellers, 1986) was a data system
required a flexible and responsive information system with which could serve the FIFE investigators as a tool
georeferenced data to permit the necessary coordinated analyses.
The FIFE Information System (FIS) met this goal in a variety of for experiment design as well as for organizing
ways, depending on the type of data and the type of scientific and manipulating the complex data set during and
investigation involved. after the data collection effort. A dedicated,

The FIS has served the FIFE investigators as a tool for remotely accessible data system was set up at
experiment design, as well as for organizing and manipulating the NASA's Goddard Space Flight Center (GSFC) to meet
complex data set. Two specific requirements were rapid and
simple access to specialized user specified data sets and quick this requirement. In the following sections we
evolution as the science needs changed. As a result, the FIS describe the general features of the system, what
differs in several important ways from "classical" data systems, kinds and amounts of data are involved, and how
covering the spectrum of conceptual, managerial, and the data are organized and used. In addition, we
organizational issues.

Our experience indicates that the design, development, and discuss some general data system management
operation of an information system supporting such an issues and how the FIS experience may bear on
experiment must be flexible and under direct day-to-day control future data system efforts.
of scientist/users. This experience has also led to a number of
observations (both technological and organizational) for
designing and building both future experiment support data bases
and long term data systems supporting scientific research. FIS

The decision to develop a dedicated FIFE
KEY WORDS: FIFE, INFORMATION SYSTEMS, ISLSCP Information System (FIS) was made in October

1986 after a thorough review of available
FIFE alternatives (e.g. NASA's Pilot Land Data System,

Wharton and Newcomer, 1988). The three
The goal of the International Satellite Land objectives of FIS were to: a) capture and preserve

Surface Climatology Project (ISLSCP) is to develop the FIFE data, b) distribute the data to the
techniques to determine s,,rfoc c-m~tnlA from investigators as raoidlv as oossible (preferablv bv
satellite acquired data. The First ISLSCP Fie!, interactive remote access), and c) function as an
Experiment (FIFE) was designed to collect a experiment design and analysis tool. These
coordinated data set useful for developing and objectives were driven by experiment deadlines,
validating the models this goal requires. which implied a responsiveness and flexibility not
Particular attention was directed toward the mass available using standard development
and energy balances at the land methodologies. Existing technology (hardware and
surface/atmosphere boundary, including the role of software) was used, and the effort was organized
biology in controlling the interactions there. The in a way that could tolerate the unavoidable
experiment was also to explore the use of changes in priorities, configurations, and designs
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which one expects from an active experiment. TABLE 1
FIS is an active exchange mechanism for the IMAGE DATA IN FIS

cooperative analysis of data. The first data
submission typically occurs with the data in a N
very preliminary state, perhaps simply converted - -

to physical units with no checking. In this GC 1765 2.210
framework, there are three general processing (3ES 18269 0.018
stages for data submitted to FIS. LAC 1501 64.701

NS001 592 12.874In the first stage, a data set is inventoried and PBMR -
archived, processed as necessary into FIFE TIMS 614 7.388
standard formats (e.g. tapes or online tables), and TM 16 1.336
associated with preliminary documentation. At SPOT/XS 37 0.953
this stage, FIS personnel try to establish an active SPOT/PAN 3 0.103
scientific communication with the investigator, TOT 89.583
which not only educates both, but creates
important lines of communication for serving
users. standards. At the same time, we faced the

The second stage in the life of the data base is constraint of avoiding a rigidity which would
vigorous use, analysis, revision, and update of the discourage submission of data to the system or act
data base information. During this stage, a as a barrier to access by potential users. Thus, we
particularly important feature of the structure of looked for common or near-universal capabilities
the FIS online data base is the quality code and in defining working standards in three areas:
revision date tag which are included with each formats, measurement units, and coordinate
data record. systems.

In the third stage, the data system receives
"derived" and refined "key" data sets for final
archiving. This activity has not yet started for ACCESSING THE DATA:
FIS, but it is anticipated that it will be a major COORDINATE REFERENCING
function for the final two analysis years of FIFE.
The integrated FIFE data set, it appears, will be The time and three-dimensional spatial
useful to explore many scientific questions which location of each measurement is crucial to the
are beyond the scope and resources of the FIFE derivation of the energy and mass fluxes through
project itself. the FIFE site. Thus, the data system was required

to provide coordinate information with all data
sets. In the FIS, this information is associated

DATA TYPES, VOLUMES, STANDARDS with each data set as it is assimilated into the
system. The methods range from storing explicit

The v.um of the digital data has .ceed.d 9,0. values f point source data to appending
gigabytes and will probably approach 100 georeterence files as additional layers to image
gigabytes as the data processing and reauction products. The method used depends largely on the
continue. Most of these data are the "raw" (Level physical dimensionality of the measurement
0) imagery, as indicated in Table 1. A reduction technique (Table 2).
factor of about 20 is achieved as the imagery is For point (0-D) data, a reference data base
screened for suitability for further a,-alysis during table is used to label each of the FIFE sites with
processing tW Levei I (reformatt.j, with location an identifier and btore its geographic position,
information added) or Level 2 (geometrically elevation, slope, and aspect. Linear (1-D) data
and/or radiometrically corrected). In addition, sets are inventoried with a starting and ending
there are over 70 online tables of data, inventory,
and reference information, occupying TABLE2
approximately 150 megabytes of disk storage. An DATA DIMENSION VS REFERENCE METHOD
archive of analog data, primarily maps, DIMENSION EXAMPLE METHOD
photography, and video tapes, is also part of the
data system. 0 SOILMOISTUREATAGIVEN POINT SITE ID #

It is probably obvious that the combination of 1 TRACEGASESOVERTRANSECT PAIRED SITE#'S
data set diversity and volume could only be 2 MULTISPECTRALMAGERY LAT,LONGFILES
handled by establishing some input and output
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geographic location for the total transect and the ORGANIZATION & MANAGEMENT
postion (distance) of each actual measurement
along the transect is kept in the data records with The objective of supporting an active field
the variables measured. For area (2-D) data such experiment imposed requirements to provide rapid
as images, minimum and maximum values of and simple access to specialized user-specfied
latitude and longitude are stored in inventory data sets and to evolve quickly as the science
tables along with platform heading, altitude, and needs changed or new instruments or procedures
ranges of view and solar angles. When images are were developed. This led us to apply concepts
processed, point by point latitude and longitutde from complex system theory instead of using the
information is calculated and appended as separate standard software project management
files to the data tape. Some volume (3-D) data approaches. In this view, the information system
have been included in the data base by including an is an integrated "organism" composed of people,
altitude and latitude and longitude coordinates for hardware, and software which must adaptively
the beginning and end of the flight line. An respond to a fluctuating mix of input data and
alternate method may be considered for the output demands.
derived flux data sets, e.g. listing the coordinates Developing such a system required an approach
of three corners of the rectangular volume being different from the traditiona.l sequential method
sampled. of systems development (see Figure 1). FIS was

built in an applications environment with constant
review and input from practicing scientists,

UTILIZATION Fig. 1 In a classical approach, users are largely excluded from
boxed processes. In the FIS/complex systems approach users are

A "rapid prototype" phase of the FIS provided involved at each slcp (gray arrows), in an ongoing Iterative
critical support for the two experiment design process. This can tolerate relatively vague, difficult to specify,
workshops, held in December, 1986 and March, or changing requirements, and transition naturally from
1987. Pre-field season monitoring started in development to operations.

January, 1987 with the acquisition of satellite
images and conventional weather data. Routine FIS
processing and data distribution began soon
thereafter, with emphasis on products (e.g. GIS CLASSICAL
data) useful in experiment planning. Between (SEQUENTIAL)
IFC's, some specific data sets were given rapid U" PV:
turn-around to provide "quick look" analyses of USER v SNT,. tMP ,  , .
field data.RE SIN'* PAN

Tne online data base was opened for remote . /. '., . '

access by the beginning of the October 1987 field
campaign, just under one year from the decision to
build FIS. User logins climbed rapidly during the
Fall of 1987 to well over 100 per month, and this FIS
level has been maintained through 1988 and into (PARALLEL)
1989. During this period the primary use of the USER DESIGN/ BUILD/ DELIVER/
online porition of FIS has been to obtain supporting REQ IMPLEMENT TEST OPERATE
data sets interactively and to obtain information
about processed image tapes, which are then
distiibuted by mail. The interactive usage shows
increasingly intense periods. Use of the analog W .
data and documentation in the archive located at
GSC t' aIs bko-n ;mporlan 

4
an

f requent.

The integrated analysis and modeling phase of -jm.
the experiment is just beginning. In addition,
plans are being completed to open FIS for access >
by investigators outside of the FIFE project. Both
of these factors are expected to subject the
system to even more vigorous usage.
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including those doing the field experiment. As the scientifically meaningful organization into the
realities of data collection modified the database tables and user interface. Equally
investigators' requirements and data, the data important, this management approach emphasizes
system contents and development priorities were that the data system and its coordinator (the
restructured accordingly. It should be emphasized experiment "Information Scientist") must
that this does not represent poor planning - understand and respond rapidly to the evolving
experimentel science is a dynamic, exploratory requirements characteristic of active scientific
process. A data system which has an active (vs. research.
archival) role must necessarily be equally
dynamic, which the sequential development model CONCLUSION
cannot provide.

The FIS has successfully completed the inital
DATA SYSTEMS FOR FUTURE EXPERIMENTS data absorption task and is in the midst of

restructuring and revision. The next requirement
The successes of FIFE are already suggesting is for public access to the data and a permanent

new experiments. A likely future experiment archive. A policy for open access by interested
would involve two or more FIFE-type sites, investigators will be put in place during 1989. It
instruments with increased spectral resolution appears that archiving can also be handled with an
(i.e. data volume), and additional groups of extention of the procedures already being used. An
investigators representing new disciplines (e.g. archive could take many forms, including a central
tropospheric chemistry). A data volume of 5-10 facility like NASA's Pilot Land Data System, a long
times FIFE's could be anticipated for such an term archive at NSF's Konza Prairie LTER, or even
experiment in the early 1990's, i.e. 500 to 1000 distribution of the data archive on CD-ROM or
Gigabytes. In addition, the experiment would other media by a private organization.
require more extensive geographical data, a large We expect future experiments to require much
initial image base for planning, more decentralized the same approach as was taken by FIS, up to and
data base facilities, and more active field support. during the Eos era (NASA, 1986). That is, such

The FIS experience points the way to handling active experiment support data system efforts
the increased data volume and integration must be accommodated separately from the
problems, The technological capacity to meet this centralized activities of EosDIS (Dutton, 1989,
demand is now available "off the shelf". We Chase, 1989).
conceive of investigators with high powered
workstations supporting a suite of interactive ACKNOWLEDGEMENTS
data base tools like those developed for FIFE. The This work was partially performed under contract to the NationalAeronautics and Space Administration by employees of VERSAR,
PI workstations then become individual elements Inc.,STX, SAR, RMS, andSSAI.
of the complete data system, as distinct from a
"window" to a massive central facility. In REFERENCES
addition, similar fixed and mobile workstations 1. Chase, R. R. P.,"Toward a Complete Eos Data Information
would be available in the field. A central System", IEEE Trans. on Geosci. & Rem. Sens., 27:2, pp.
experiment-specific database/archive would serve 125-131, 1989.
as the focus for the cooperative organization,
distribution, and quality assurance of the data, as 2. Dutton, J. A.,"The Eos Data and Information System. Concepts

for Design", IEEE Trans. on Geosci. & Rem. Sens., 27:2, pp.
well as be the home base for a scientifically and 109.116, 1989.
technically well versed data system
development/user support organization. 3. NASA,"From Pattern to Process: The Strategy of the Earth

The most critical feature, though, will be the Observing System", Eos Science Steering Committee Report,
managerial organization of the effort as discussed National Aeronautics and Space Administration, Vol. II, 1986.

above. It appears that the design, development, 4. Schmugae. T.. and P. J, ellers, "PIPE SCi'n..o P!an, 'ASA
and operation of an information system supporting Technical Report, 1986.
such an experiment must be flexible and underdirect day-to-day control of scientist/users. This 5. Sellers, P. J., F. G. Hall, G. Asrar, D. E. Strebel, and R. E.Murphy, "The First ISLSCP Field Experiment (FIFE)", Bull.
is necessary to incorporate diverse data types in a Am. Met. Soc., 69:1, pp. 22-27, 1988.
systematic way as they become available, to add
scientific rigor by identifying data gaps, and to 6. Wharton, S. W. and J. A. Newcomer,"Requirements for Ongoing
provide real-time quality assurance, and to Development of the Pilot Land Data System (PLDS), Proc.

incorporate (and change as understanding evolves) IGARSS'88, vol. 1, pp.85-88, 1988.
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Many surface process studies require the ability to characterize the physical
nature (e.g. morphology, roughness, dielectric properties) as well as the
composition of the Earth's surface. The complement of instruments currently
planned for the future, for example, the Shuttle Imaging Radar (SIR-C), the Earth
Observing System (Eos) Synthetic Aperture Radar (SAR), High-Resolution
Imaging Spectrometer (HIRIS), Japanese Intermediate Thermal Infrared
Radiometer (ITIR), and the proposed Thermal Infrared Ground Emission
Radiometer (TIGER) will provide the basic measurements required for this sort of
characterization over large areas. Airborne sensors that arc currently
operational provide cnd-to-end prototypes for these instruments. Thus, analysis
tools developed for aircraft data sets can be applied to future data sets as wcll.

A Geologic Remote Sensing Field Experiment (GRSFE) is currently planncd for July
1989. Current plans for this experiment are to acquire coordinated Airborne
Visible and Infrared Imaging Spectrometer (AVIRIS), Thermal Infrared
Multispectral Scanner (TIMS), and NASA/JPL multipolarization aircraft SAR data,
with associated field measurements. These data will be archivcd on a CDROM and
distributed to the scientific community. GRSFE will concentrate on sites with
minimal to no vegetation cover and flat to medium relief. Sites with increasing
complexity will be selected for later experiments based on results of GRSFE.

To prepare for GRSFE, over two dozen scientists from Washington University,
Arizona State University and JPL participated in a coordinated aircraft
deployment and field measurement campaign in the Mojave Desert from May 29-
June 3. 1988. Diurnal thermal data were collected with TIMS and L-, C-, and P-band
polarimetric aircraft SAR data were acquired at three incidence angles over
Pisgah Crater, which is approximately 80 km east of Barstow, CA. Five "modeling
sites" were selected which ranged in roughness from 2 to 70 cm r.m.s. Field
measurements included meteorological measurements, surface and subsurface
temperature measurements over the diurnal cycle, soil complex dielectric
constant, and vegetation density. Stereo photographs were acquired with a
helicopter-mounted camera system for derivation of microtopographic profiles of
surface roughness. In addition, samples were collected for laboratory XRD
analysis, soil moisture, and whole-rock dielectric constant measurements.

Some of the data acquired during the Mojave Field Experiment arc being used to
verify radar backscatter models of surface roughness and dielectric constant;
determine the multisensor signatures of desert surfaces of differing ages- and
evaluate the effects of surface modification processes on these signatures. We will
describe the data analysis technique development associated with these activities,
emphasizing registration of imaging radar polarimeter data sets, and multisensor
image analysis. It should be noted that while this investigation focuses on
geologic process studies, the algorithms and software arc of general use in
analysis of aircraft or spaceborne SAR data.
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Abstract. Except for some experimental retrieval and overlay operations. The all-or-
cases, the design of present-day GIS is based nothing mathematical system of Boolean logic
on Boolean logic, a rigid two-valued has however been demonstrated to be
mathematical system which gives no room for inadequate for spatial analysis and planning
imprecision in information and human thought in general (Leung 1988) as well as spatial
processes. Though they seem to be quite classification and boundary delimitations in
satisfactory in performing data acquisition, particular (Leung 1984, 1985, 1987). It is
input, storage, retrieval, analysis, and well-known in the GIS community that overlay
output, they are far from a desirable system by Boolean logic generally ends up with loss
with human intelligence and expertise. It is and/or misrepresentation of information. It
argued in this paper that fuzzy logic, in forces artificial precision on our otherwise
addition to providing a more adequate logical imprecise information and thought processes.
system, appears to be instrumental to the It arbitrarily screens out intrinsic
design of knowledge-based GIS. It serves as a imprecision in our database which might be
basis for data manipulation, knowledge essential in our analysis. It fails to
representation, and inference with geographic communicate the extent of imprecision or
databases. error to users. Therefore, results of overlay

unravel more questions about data quality and
Keywords. fuzzy logic, fuzzy queries, boundary mismatch than they solve (McAlpine
knowledge representation, inference, expert and Cook 1971, Burrough 1986). Similar
systems problems also exist in other data analysis

and cartographic modeling exercises. It is
I. INTRODUCTION thus imperative to have a more appropriate

logical system for the design of GIS. Such a
Present-day GIS is a georeference system system should be able to handle and to

for the acquisition, storage, retrieval, communicate precise and imprecise informa-
manipulation, analysis, and display of data. tion. it should also be instrumental in the
Though they appear to be quite satisfactory design of intelligent GIS.
in performing most of the above functions,
they are still just a relatively sophistica- A basic requirement of a knowledge-based
ted data processing system with conceptual GIS is the ability to process natural
shortcomings and very limited human languages in an appropriate manner.
intelligence and experience. Automation of Information and knowledge representations,
data input, retrieval, analysis, and output inferences, input and output controls, and
is still primitive in terms of capturing the interfaces all involve the use of natural
complicated and imprecise real world and languages which are intrinsically imprecise.
replicating human wisdom and expertise. Fuzzy sets theory in general and fuzzy logic

in particular are instrumental to process
At present, human intelligence has not natural language. Inspite of this necessity,

been effectively integrated into data input, only a handful of knowledge-based GIS
retrieval, analysis, and output. These incorporates some limited sort of
operations are usually driven by menus or capabilities in handling imprecision of
procedures which leave very little room for information and knowledge. The use of fuzzy
flexibility and automation or users' sets in database design (Robinson and
expertise. Available GIS do not provide Strahler 1984), representation of fuzzy
facilities to aid users to design their own spatial concepts, data, and relationships
decisionmaking systems in geoprocessing. (Robinson 1984, Robinove 1986), query of
These systems are too mechanical to have any spatial informacion (Robinson et al. 1985),
values in complex decisionmaking environment, and cartography (Bouille 1982, Muller 1987)

have been proposed. All these studies however
With respect to logical foundations, do not have a solid grounding of the

present-day GIS are predominantly based on mathematical and logical structures necessary
Boolean logic. It is especially so in data for such a line of development.
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The purpose of this paper is to outline fuzzy proposition
in brief an on-going project on the fuzzy-
logic foundation for constructing knowledge- p: X is A, (5)
based GIS (Leung 1989a, b, c, d, e). Emphasis
is placed on general principles rather than where A is a fuzzy n-ary relation in the
specifics in this paper. Cartesian product U = U x ... X Un , can be

II. REPRESENTATION OF KNOWLEDGE translated into

The mathematical representation of fuzzy n(X1  ... = A (6)
propositions is instrumental to formulate ' '

formal procedures for constructing queries such that
and making inferences in knowledge-based GIS.
To make it operational, we also have to = u
represent it in terms of a database (Leung Poss (X1 = un, ..., Xn
1989b, c). = iX1  ..... Xn) ll ..... un

In general, any fuzzy proposition can be
represented in terms of a relation in a = PA(ull ..... un). (7)
relational database

R(A. ..... A ) (1) In identifying climatic classes, we can
for example have a proposition

where R is a relation nnd Ai is an attribute

(variable) taking values in Ui, i = 1. n. p: X is subtropical. (8)

The term "subtropical" can be a fuzzy binary
In a GIS for climatic classification, we relation such that

can have the following relations in the
database: subtropical = warm x adequate

precipitation (9)
PIXEL(NAME, PRECIPITATION) (2)

ADEQUATENAME, P) ( III. FUZZY QUERIES

where P in (3) is the grade of membership of Adequate representation of knowledge is
awpxel hing a) isphgreific p epitati o u instrumental to do overlay, data retrieval,
a pixel having a specific precipitation u and inference. A mandatory feature of a
computed by a membership function defining knowledge-based GIS is the ability to
adequate: entertain fuzzy queries and return relevant

information to users. To shed some light on
0, if u 5 500 m, this matter, the basic structure of a fuzzy

u - 500 query is examined in the following.
400 1if 500 mm<u<900 mm, To be able to represent a query, we need

Padequate (u) = 1. if 900 mmfus (4) the concept of a relational formula (Leung
1100 mm, 1989b)

1500 - u if 1100 mm<u< R(tI .... t) (10)
400 1500 mm, n

0, if u 1500 mm. where R is a relation and ti , i = 1, ..., n,

Since, a fuzzy proposition can always be is a tagged term indicating the condition of

translated into a possibility distribution the attribute Ai. For example, t can be of

which in turn can be expressed as a relation the following forms:
in a relational database, propositions about (a) A = variable name,
spatial relationships such as long distance, i
spproximately equilateral triangle, a (b) Ai - numerical or linguistic value,
somewhat north direction, and adjacent places (c) Ai 0 (, 5, ), ) a numerical value.
can be regarded as relations with the
following respective frames:

A fuzzy query in general can be

LON_ Distance I expressed as

[APPROXIMATELY EQUILATERAL R+ R2 + ... + Rn+F + ... +

L SOMWHAT NORTHEaEjn2_J P I Fr + L1 + ... + Lq (11)

I v where Ri , i = 1, .... n, is a relational

Without loss of generality, let X = (X1 ,  formula; Fi, j = .... , r, is a fuzzy

)be a n-ary variable in which(X formula, Lk; k = 1, .... q, is a precise
formula (a formula with precise built-in

takes values in Ui, i = 1,.....n. Then the predicates); and + means the union.
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Therefore, a fuzzy query consists of Here, the conclusion in (16) would not be
imprecise and precise conditions. Precise possible under standard logic because high
queries are only special cases. A fuzzy query quite high and low 9 quite low. However, such
is successfully processed if we can find and a reasoning process agrees with our
arrange all spatial units, e.g. pixels or intuition.
polygons, which satisfy the relational,
fuzzy, and precise formulas in a graded Unlike standard logic, FL allows the
manner, existence of fuzzy predicates in both the

premises and the conclusion. We can deduce
In the example of climatic classifica- through FL possibly imprecise conclusions

tion, the query from a set of imprecise premises. Given a
major premise, we can theoretically deduce,

"List the precipitation and tempera- from minor premises with approximately equal
ture of all pixels with adequate antecedents, conclusions which are approxi-
precipitation and a temperature greater mately equal to that of the major premise.
than or equal to 23"C" (12) This is a natural, flexible, and efficient

way to manage inferences in knowledge-based
can be expressed as GIS.

PIXEL(Name = x, Precipitation = u, Among the rules of inference in FL
Temperature = v) + (Leung 1989d), generalized Modus Ponens and
ADEQUATE(x) + Modus Tollens are useful schemata for making
v 1 23 C (13) inference in GIS. The inferential procedure

of the former can be expressed as
where PIXEL(Name = x, Precipitation = u,
Temperature = v) is a relational formula; p - q: If X is A then Y is B
ADEQUATE(x) is a fuzzy formula; and v ? 23Cp
is a precise formula. PI: X is A1- - - -- - - - - - - - (17)

Under this situation, the system will ql: Y is B1
find all pixels which satisfy the relational In semantic form, (17) becomes
formula PIXEL(Name = x, Precipitation = u,
Temperature = v) from the frame p --* q -- 4 (yx ) = R(A, B)

n i
~ p 1 .fl 1 =A 1 (18)

It then finds all pixels whose temperature is q(
above 23"C and then search and arrange in q 1-- ny A1 1 o R(A, B) = B1
order all these pixels from the frame

LAR ATE_1 Er£i~ittio I y Iwhere X, Y, and Z take values in U, V, and W
respectively; n(yIx )  is a conditional

by their degree of belonging, P, to adequate. possibility distribution equated with the
fuzzy relation R(A, B) induced by the

IV. FUZZY INFERENCE implication p -4 q.

Fuzzy logic, similar to standard logic, In FL, a generalization of Modus Ponens
depends on some rules of inference to deduce is made possible by permitting the existence
conclusions from a set of premises. In of A close to A and B1 close to B. For
standard logic, the antecedent in the minor 1
premise has to confirm precisely, or match example,
exactly, that of the major premise before the
consequence of the major premise can be p --4 q: If temperature(X) is high(A)
regarded as the conclusion. This however is then pressure(V) is low(B)
not flexible and realistic enough to model p1 : Temperature(X) is very high(Al)
human inference in which the antecedents of ---------------- (19)
the major and minor premises might ql: Pressure(V) is very low(BI )
approximately be equal. Under this situation,
the best we can say is that the conclusion Similarly, generalized Modus Tollens can
could only be approximately equal Lo the be expressed as
consequence of the major premise.

p -- q: If X is A then Y is B
In knowledge-based GIS, the following Y is nB

are typical examples: PI - 1 (21 (20)

Major premise: If temperature is high, 
ql -"

then the pressure is low. (14) or in semantic form

Minor premise: The temperature in pixel X p q n 0(YIX) = R(A, B)
is quite high. (15) P1

Approximate conclusion: The pressure in P-= B
--- (21)

pixel X should be ql
quite low. (16) ql -- X = R(A, B) o 'B1 ,A1
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To be able to make inference which boundaries", Geographical Analysis, Vol. 19,
agrees with commonsense, acquisition of know- pp. 125-151, 1987.
ledge from users in general and experts in
particular are of utmost importance. Various Leung, Y., Spatial analysis and planning
methods for the acquisition of fuzzy terms under imprecision, Amsterdam: North-Holland,
and rules for knowledge-based GIS are 1988.
discussed in Leung (1989e) and are not
elaborated here. Leung, Y., "Fuzzy logic and knowledge-based

geographic information systems: 1, a critique
V. CONCLUSION and a proposal for intelligent GIS",

occasional paper No. 98, Hong Kong: Depart-
To recapitulate, existing GIS are based ment of Geography, The Chinese University of

on Boolean logic which is inappropriate to Hong Kong, 1989a.
handle imprecision. They are not intelligent
geoprocessing systems with human knowledge Leung, Y., "Fuzzy logic and knowledge-based
and expertise. Their input, storage, query, geographic information systems: 2, knowledge
analysis, and output functions are rudimen- representation and measure of confidence",
tary and should be enhanced through occasional paper No. 99, Hong Kong: Depart-
artificial intelligence techniques in general ment of Geography, The Chinese University of
and expert systems technologies in parti- Hong Kong, 1989b.
cular. GIS should be looked at as a basic
subsystem within the general framework of a Leung, Y., "Fuzzy logic and knowledge-based
spatial decision support system which geographic information systems: 3, trans-
consists of a GIS, an expert system shell, lation rules and truth-values of fuzzy
and an analytical module. A natural-language propositions", occasional paper No. 100, Hong
interface should be constructed to integrate Kong: Department of Geography, The Chinese
the three basic subsystems. The expert system University of Hong Kong, 1989c.
serves as the brain of the whole system. It
handles knowledge-bases and inference Leung, Y., "Fuzzy logic and knowledge-based
procedures. It directs the flows of data in geographic information systems: 4, rules of
and out of the GIS and provides rule-based inference", occasional paper No. 101, Hong
inferences. The analytical-model subsystem is Kong: Department of Geography, The Chinese
called upon if problems need to be solved by University of Hong Kong, 1989d.
algorithms or existing spatial models. The
GIS performs data input, storage, retrieval, Leung, Y., "Fuzzy logic and knowledge-based
and output functions. In most cases, spatial geographic information systems: 5, acquisi-
queries and analyses are handled by the tion of knowledge", occasional paper No. 102,
expert system and analytical model subsystem. Hong Kong: Department of Geography, The
Though each subsystem has its own Chinese University of Hong Kong, 1989e.
architecture, they however have mutual
feedbacks in terms of an integrated design McAlpine, J.R. and B.G. Cook, "Data reliabi-
throughout the development process. lity from map overlay", in Proc., Australian

and New Zealand Association for the
To be effective and viable, the design Advancement of Science, 43rd Congress, 1971.

of any GIS for the future should probably
follow this line of thinking. Geographic Muller, J.C., "The concept of error in
databases without intelligence has a very cartography", Cartographica, Vol. 24, pp. 1-
small chance to meet challenges of complex 15, 1987.
decisionmaking processes. Knowledge-based GIS
is a musr for a sustained growth in the Robinove, C.J., Principles of logic and the
field. use of digital geographic information

systems, U.S. Geological Survey Circular 977,
1986.
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ABSTRACT drainage, and parent material. Map coverages which are based on tra-
in he use of ditional mapping and cartographic piactices are routinely convertedIn recent years there has been an increasing itierest mteusof from analog to digital fomiat and integrated with remotely sensed

Geographical Inform ation Systems (GIS) to classify remotely sensed daom ,ausing e it al or mt assifi at ed it h te ly seed

data. The primary past GIS function has been to supply digital, spatial data, using either pre or post classification sorting techniques(seefor

data to enhance classifications using remotely sensed data. A second, example Loveland and Johnston, 1983; Niemann et. al., 1984; Satter-

and increasingly important, GIS function is the classification of whiteet.al., 1984).Theresultingclassificationistherebystratifiedon

remotely sensed data through spatial modelling, some element portrayed in the land evaluation or classification map.
The introduction of these data sources into the classification

This paper addresses these two issues with reference to two Te introduc e ata orces the landficatiop

specific projects. The first issue is dealt with through the investigation portray assemblages of geometric elements, and not individual mor-

of the degree of generalization which is inherent in typical carto- potraa blges e elementsndoind iidua9mor

graphic data. The second issue is discussed with reference to paramet- phological variables. These elements were defined by Speight (1974)

nc classification of landforms through the use of Digital Terrain as being '.areas of land that resemble simple geometric surfaces

Models. without inflections, and that are typically described by altitude, slope,
aspect, curvature, and a number of derived contextual parameters'
(p.213). The range of information contained within the mapped
landscape polygons may therefore extend beyond the simple slope,

1. INTRODUCTION aspect, or curvature values which are desired for integration with the
remotely sensed data. A second source of error is one caused by

Geographical Information Systems and associated digital data generalization. Simplification and data reduction tend to occur at a
bases are increasingly being utilized in the processes classifying of numberof stages throughout the mapping process. Unless source
remotely sensed data and creating land inventory maps. One data base documents allow forresolutions which are greater than, orequal to,
commonly used for these purposes contains topographic information, the remotely sensed data, then a generalization in the remotely sensed
The data contained in these coverages are either in the form of data must be made to compensate for the lower level of detail.
classified polygonal maps or digital terrain models (DTM's). This
paper deals with an examination of issues related to the use of both of
these data forms. A problem which must be considered when using 2.1 COMPARISON OF DTM AND POLYGONAL
cartographic data coverages as ancillary data bases to enhance classi- MAP COVERAGES.
fications, is that of generalization. The degree to which cartographic
data bases is examined in this paper. A second issue addressed in this Niemann (1988) investigated the potential for using traditional

paper is related to the use of DTM's as data sources in landscape cartographic products as data sources to enhance classifications based

evaluation and classification schemes. on remotely sensed data. To evaluate the utility of the interpreted
polygon map a land classification map, scale 1:50,000 was digitized
and the slope gradient values extracted (figure la). A 1:50,000

2. CARTOGRAPHIC DATA BASES AS ANCILLARY DATA topographic map was also digitized and an elevation model was

FOR ENIIANCEMENTOF CLASSIFICATIONS BASED ON generated In the case of the interpreted map, the chosen theme

REMOTELY SENSED DATA. consisted of polygons with simple or complex slope gradient
designations. The simple class polygons were characterized by a
homogeneous narrow slope gradient range. The complex class

The use of digital data bases to enhance and further refine polygons had a wider range of slope values occurring within their
classifications based on remotely sensed data is becoming wide- boundaries. The two slope gradient coverages were spatially
spread One commonly accessible data base is the landform evalu- registered to coincide exactly with each other and digitally overlaid.
ation, or classification, map. This type of mapping incorporates
landformn shape elements, such as slope and relief, along with geo- The distribution of DTM slopes within the simple-classed inter-

morphologici and pedological variables such as soil texture, soil preted polygons are illustrated in figure lb. For the lower classed
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polygons (,lasses 2, 3 and 4) the distributions are similar. They are different classification schemes could be avoided (Johnson, 1988).
unimodal with the mode at 2% slope for all thiee ,asses. There is The main shortcoming of the type of approach outlined in the studies
however an im.reasing positive skewness as the gradients in the by both Klingebicl et. al. (1987) and Johnson (1988), is that there is
interpreted polygons in.rease. The distrbution -.hang ,s for the higher a tendency to analyze individual landform elements in isolation and
slope classes (,lasses 5 and 6). The ranges of the slopes contained not treat the landscape as an integrated unit described by a variety of
within these polygons are much greater than the lower ilassed units shape attributes. "Ibis approach to classification termed parametric
and the modes less well defined, mapping, has been defined '...as the classification and subdivision of

land on the basis of selected attributes' (Mitchell, 1973, p.3 1). The
The histograms for the distribution of the complex polygons rationale for this approach to terrain analysis being that landform

are shown in figure Ic. The distribution of the slope values shown in saeatiue r udmna nifuniggoohoota

the histograms are similar to the pattem of the simple classed units. a pe d ai es aeoe h, in al y m p l al

The modes of the lower classes are still low with the distributions and pedological processes (Troeh, 1964; Dalrymple et. al., 1968;
Mitchel, 1973; Speight, 1974; Pennock et. al., 1987). Only in a

positively skewed. The higherclassedpolygons with greater ranges limited number of instances (see for example Franklin, 1987, Ni-

emann, 1988), has there been any attempt to evaluate a variety of
The companson of these two map products emphasize the high DTM products simultaneously within the context of landscape or

degree of generalization associated with the interpreted map. This physical processes.
generalization is be the result of three factors. The first factor, as
shown by the polygons representing the higher slope gradients, is that
a large degree of cartographic generalization occurred during the
various stages of map production. This generalization led to 3.1 THE APPLICATION OF DTM PRODUCTS TO

an apparent misclassification of areas within the polygons. For PARAMETRIC AND LAND EVALUATION MAPPING.

example, in the polygons with slope class 6, only 33% of the area falls
within the specified range of gradient values. The generalization may The object of this component of the study was to evaluate the

be caused by several factors. The first factor is the method of survey, possibility of integrating digital terrain models with the processes of

which may not have used slopes as the primary reason for delineating parametric mapping and landscape evaluation. A number of problems

the polygon boundary. Rather, the primary reason forthe delineation as outlined by Mitchell (1973) must be recognized prior to the

may have been uniform soil properties, with the slopes of only classification of the data. The first problem to be addressed is that of

secondary importance. A second factor contributing to the generali- the nature of the geometric variables to be used, and their applicability
zation is that the polygon represents a landform description which to the mapping procedure. In an analysis of geometric properties of

zones, is that dense forest cover of varying ages, densities, and on which to base their classification. Speight (1974) stated that the

species, tend to confuse the interpretation of actual slope breaks, basic criteria used to classify the landscape processes included slope,
thereby leading to erroneous interpretations, curvature (both across slope and downslope) and the downslope

dispersal area. Dalrymple et. al. (1968) defined a land surface model
The rationale for the two slope coverages not coinciding is which dividedthe landscape into nine subunits. Eachof these subunits

secondary to the fact that they do not match and that the spatial were classified based on the slope gradient, curvature, relief, and the
information content of the polygon map is substantially less than that poston within the slope catena. The choice of the appropriate
contained within the DTM coverage. (This point was reinforced by properties to incorporate will depend on the nature of the map.
the findings of a previous study by Nix et al. (1984), although the
mismatch of their map products was attributed to differences in The secondproblem area identifiedby Mitchell (1973) was thatof

cartographic scale of the source coverage). The conclusion of this choosing the appropriate class boundaries. He stated that the problem

analysis is that, for the purposes of integration with remotely sensed of subdivision of variables into specific classes becomes acute when

data, the high degree of generalization of the polygonal map would the specifics of theclassboundaries are notknown. In these situations,

introduce a substantial generalization in the final classified product. the natural breaks in the landscape should be used. This final point is
contrary to the procedures followed by the majority of mapping
surveys which tend to impose predetermined physiographic classes

3. USE OF THE DTM FOR LAND EVALUATION into their legends. In very few instances do the mapped boundaries
AND PARAMETRIC MAPPING. reflect the divisions which occur in the study area in question.

With these two problems in mind, it was decided to apply a
DTM's are increasingly being used in land evaluation mapping. parametric mapping approach using DTM data to a portion of east

Khngebiel et. al. (1987) describe how slope gradient, aspect and central Alberta. A DTM prepared for the 1:20,000 Alberta base
elevation coverages have been used in the preparation of soil survey mapping project was used. The approach outlined by Zevenbergen
maps. Tiity r'uid diaL DTNI maap ;vvcrag, could s3ucsLfu -! bo- an . T h c-.\ 1 '... 987/ . ,- . er t ke sP a t;i.1al deri''a tiv e s (!tha! isQ
integrated into the more traditional soil polygon mapping process. slope gradient, and curvatures). A measure of relief was derived by
Johnson (1988) describes the potential for using DTM's in the calculating the standarddeviation of the elevation values fora moving
physical land classification and mapping process. In her study, DTM kernel. The upslope area contributing to a grid cell was calculated for
coverages, including slope aspect, gradient, curvatures , as well as the entire elevation matrix. Finally the length of the flow path
hillshading models were created and compared with conventional downslope of each grid cell was determired. This value represented
land classification maps. The result of this comparison was that the flow dispersal as defined by Speight (1974). The flow path and the
problems associated with traditional mapping, such as inconsistency dispersal variables were described by Speight (1974) as being indica-
in the interpretation and cartographic process as well as the use of tive of the moisture drainage characteristics of a particular area.
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The problem of class boundaries was solved through the use of a landsi.ape division was based on geomorphic process and the par-
cluster analysis The data base for the study area Nas system..ttcally amteres used to classify were geomorphometnc. In the present study,
sampled and a k means cluster analysis (SAS,1987) performed. The the landscape classes, rather than individual landform elements,
appropriate number of clusters represented by the data set was developed through the use of geomorphometrc variables are tied to
determined to be cight, using the method described by Sarle l1983). pedological processes related to moisture movement and degrees of
Th descriptive characteristi.s of the clusters are summarized in Table drainae. Given the stale of the lanuforms in the study area and the
1. resolution of the DTM (original sample spacing 120 metres) it is not

felt that a realistic subdivision of the individual slope facets was

Class 1 Class 2 Class 3 Class 4

Slope (,): 0-3 0-4 1.7 4-8
Relief (m): 0.5.1 5 1-2 1-5 9-15 4. CONCLUSIONS
Curvature (aid): -+ -I4 -- +I-

Slope position-Flow: 0-1.5 3-5 7-1 0-1.5
Tis: 0.5-2 1-2 0.5-3.5 0.5-2 Tlis paper has emphasized two aspects of integrating geographic

data bases with remotely sensed data. In the first instance the issue of
Class 5 Class 6 Class 7 Class 8 using traditional cartographic data bases as ancillary data bases was

Slope(%): 9.15 8-12 1-5 2-9 addressed. It was demonstrated that a large amount of generalization
Relief 6-10 4,5-7,5 1.4-4.5 2-6 occurs as a result of the mapping process. This generalization can lead
Curvature (a/d). + /- +/+ +/+ +/+ to significant confusion when combined with remotely sensed data
Slope position-Flow' 3-5 12.5-15. 22-26 29-40 through a stratification process.Dis: 0.5-1.5 0-3 0.5-3.5 2-12thogasrtictonpce.The second aspect of the paper dealt with the use of DTM's as data

TABLE 1: Summary Descnptions of the eight classes isolated through sources in land evaluations and landscape mapping. The traditional
cluster analysis. approach used in morphometric mapping with DTM's has been to

integrate the coverages independently. It was shown that through the

The cluster summaries for the data can initially, without the integration of a number of morhpometric variables that a more
benefit of field checking, be interpreted to represeqt various complete interpretation of processes is possible.
components in the landscape. Classes I and 2 represent areas of low
gradient and relief as well as low flow path and dispersion values.
These groupings of geometric descriptors are associated with low 5. REFERENCES.
amplitude hummocky terrain. The low flow path and dispersion
values together with the negative across and downslope concavities
suggest short slopes. Class 3 represents a wider range in slope Dalrymple, J.B., R.J. Blong, and A.J. Conacher (1968) A Hypotheti-
gradients but also larger flow path and dispersion values, with cal Nine Unit Landsurface Model.Z. Geomorph. 12, p.60-76
curvatures concave in both the across and down slope directions. This Franklin, S.E. (1987) Terrain Analysis from Digital Patterns in Geo-
would suggest a slightly greater magnitude of hummocky terrain, or morphometry and L4NDSAT Spectral Response. PE&RS, 53, p.59 -
a position at the bottom of the hummocks where the moisture would 66
accumulate. These three classes have been classed as hummocky Johnson, V.A. (1988) Digital Terrain Modelling Applied to the Al-
terrain as the curvatures are concave in both of the directions meas- berta 1.20,000 Mapping Project. unpub. M.Sc. thesis U. of Alberta.
ured. The negative curvatures also suggest that these areas experience 96 pages
a concentration of flow. Classes 4 and 5 represent terrain with a
greater slope gradient magnitude (4 to 8% forclass 4 and 9 to 15% for Klingebiel, A.A., E.H. Horvath, D.G. Moore, and W.U. Reybold
class 5), moderate relief, and generally low flow path numbers. The (1987) UseofSlope,Aspect, andElevationMaps derivedfrumnDigital
curatures for both of these Jasses are flat to slightly convex. These Elevation Model Data in Making Soil Maps. in Reybold, W.U.
groupings suggest that class 4 represents landscapes which have andG W Peterson (eds.) Soil Survey Techniques SSSA Special
generally short slopes, but with greater magnitude gradients. This Publication #20 p.77 -90

class is prevalent in the areas which are dominated by fluvioglacial Loveland,T.R. and G.E. Johnson (1983)TheRoleofRemotelySensed
landforms (ridges) and deposits and some glacial ridges, and not the and Other Data in Predictive Modelling: the Umatilla, Oregon
hummocky moraine of the common to the first three classes. Class 5 Example. PE&RS 49, p. 1183-1192
with its greater relief and slope magnitude is interpreted as being MitchellC.W (1973)TerrainEvaluationLongmanGroup.221 pages
characteristic of valley sides and larger ridges and is commonly
associated with rough broken terrain. The final three classes are Niemann,K.O., and G.J. Langford (1984) The Use of LANDSAT
characterized by generally very high flow path values and varying Imagery in Wildlife HabitatAnalysis. Internal ReportPrepared for the
slope gradients. The area, which fall into ihe.e clazes ;!r( alnng Alberta Remote Sensing Cer.er ad The. Ala
drainage lines: small gullies and channels. The areas represented by Centre. 49 pages
class 8 are associated with class 5 terrain while classes 6 and7 are with Niemann K.O. (1988) DEM Drainage as Ancillary Data to Enhance
the lower sloped zones. Digital LANDSAT Classification Accuracies. unpub. Ph.D. disserta-

The classes defined through this type of approach to parametric tion 191 pages
mapping are particularly useful as there are very specific relation- Nix,L.E.,W.A. Swain, and K.O.Kelton (1984) Modelling ForestBio-
ships between the class descriptions and landscape forming proc- mass Accessibility in S.Carolina with Digital Terrain Data. P
esses This is particularly evident when comparirg the landscape 1984Svmp.on Machine Processing ofRemotely Sensed Data, p. 389-
categories defined by Dalrymple et. al. (1968) where the rational for 394
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SEGMENTATION D'IMAGE SPOT INTEGREE X L'INFORMATION CARTOGRAPHIQUZ
EN VUE DE L' ETABLISSEMENT DE LA CARTE D' UTILISATION DE SOL AU MAROC

H. AIT BELAID, K.P.B. THOMSON, G. EDWARDS J.H. BEAULIEU

D~partement des Sciences G~oddsiques D~partement d' Informatique
et T61led~tection, Centre de G~omatique

Universit6 Laval, Ste Foy, Qudbec, G1K 7P4

Td1. (418) 656-2645, Fax. (418) 656-3177

RESUME I- INTRODUCTION

La prdsente communication slintdresse A s L'activit6 dconomique du Royaune du Maroc
1 int~gration de donn~es de td10edtection avec etintimement lide au d~veloppement et A
les donn~es classiques de terrain. Elle prdsente l'exploitation des ressources naturelles;
une m~thodologie d'int~gration purement principalement dans le secteur agricole. Cela
numdrique dune image multibande SPOT avec le requiert la maitrise de Ilutilisation de sol et
canevas de remembrement rural. Le produit de Iinsenale lagriuie, deu a oliiqende
cette operation est une autre image registrde & nipsal Aardsteelaoiiq e
la carte nationale du Maroc et ayant quatre gestion et de planification agricoles
canaux dont les images ont 6t rddchantillonndses (prddiction des rendements, n~gociation
A 10m. Le quatribme canal contient le d'import/export).
parcellaire agricole numdris6 au moyen du syttame Actuellement, ce problbme est en bonned'information A rdf~rence spatiale (SIRS) ,PAHAP. partie rdsolu par le concours de la

L'algorithme de Segmentation Hidrarchique tdldtection dans les regions, du monde
d~imge asd ur 10ptmistionSdqentillecaractdrisdos par une propridtd de grande taille

dimage baselop sur Betiai Pst pquntAela (BERNIER et Al., 1984); (BENIt, 1986), mais cola
nSov)l "imge"p par qealie bast appi de nlest pas le cas au Maroc et particuli~rement

nouvlle"imge"de uatr badesafi dedans la zone d'action de l'Office Rdgional de
determiner si la segmentation peut permettre Mise en Valeur Agricole des Doukkala (ORHVAD)
dl4tablir la carte dutilisation de sol et qui est notre aire d~dtude.
l'inventaire des cultures dans une region A
microparcellaire. Cette aire d16tude est la plaine fertile

des Doukkala, province d'El Jadida, faisant une
ABSTRACTsuperficie de 5000 Km carrds dont 61000 hectares
ABSTRACTddjh dquip~es avec une infrastructure ddveloppde

This paper is concerned with the d'irrigation. Toute la plaine est caractdrisde
integration of remote sensing and conventional par un microparcellaire auquel se juxtapose la

data Itpresntsa puelydigial etho ofpratique multiculturale. En effet, la mise endata Itpreent a urey dgitl mtho ofvaleur agricole et l'irrigation de cette plainemerging a multispectral SPOT image and field sont enteprises dans le cadre juridique d~fini
boundaries. This yields a product which is a new par le Code des Investissements Agricoles
image registered to the national grid of promulg6 le 25 Juillet 1969 gui rend obligatoire
Morocco, having four channels with images le remembrement et la pratique de l'assolement.
resampled to 10 m. The fourth channel contains

Le remembrement regroupe les parcelles d'un
the field boundaries which are digitized using m~me propridtaire tandis que 1 assolement
the spatial information system PAI4AP. subdivise la propri~td ainsi constitude en

plusieurs parcelles ou soles occupdes par un
A Hierarchicai SLep-Wibu OpLiatzation gzodipe da Culture Gnrta n D-2 -lus,

(HSWO) algorithm developed by Beaulieu is certaines parcelles supportent plus d'une
applied to the new four band "image" to test the r~colte A l'intdrieur d'une mdme campagne
capability of the segmentation to map the land agricole. Cela rend difficile le suivi r~gulier
use and to provide the ciop inventory in small
areas of land.
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de lassolement et l1inventaire des cultures par Pour cela, la prdsente dtude a dt orient~e
les m~thodes ponctuelles de terrain. de faqon A pouvoir combiner au moyen d'un SIRS

11information cartographique avec l'image
Une scene multibande do capteur Haute satellite comme support A la segmentation

Rdsolution Visible HRV/SPOT de Mai 1988 couvrant (EDWARDS et Al., 1989). La rdussite d'une telle
la majeur partie du pdrim~tre a dt6 acquise. De combinaison depend de plusieurs facteurs A
plus, nous avons fait l'inventaire des cultures savoir les informations cartographique et
en place (pendant la p~riode de prise de cette spectrale ainsi que le mod~le daintdgration et
image) a Ilintdrieur doun seul bloc (no.322), en le SIRS utilisds.
effet, le bloc constitue dans la r~gion l'unitd
d'exploitation agricole. L'assolement en place Les premiers essais d'int~gration existants
montre qolil y a 5 cultures (figuroa 2-1) qui ont tentd de combiner des images provenant de
sont le b16 dur (D) et le b16 tendre (T) comme capteurs diffdrents (WELCH et Al., 1987) puis on
cdrdales, le bersim (B) et la luzer ie (Z) comme a envisagd la combinaison de l'image avec la
cultures fourrag ?res et la betterale A sucre (S) photographie adrienne digitalis~e (CHAVEZ, 1986)
comae culture industrielle. et enf in, la combinaison de l'image avec la

carte vectorielle (PEDLEY, 1986).
Noos retrouvons parmi lef objectif s de ce

projet le d~veloppement d'un! procddure de Noos remarqoons que ces essais
segmentation optimale pour la r~gion, d'int~gration ont 6t ddveloppds sortout comae
llidentification et la cartographie des cultures base A 1'interpr~tation visuelle. Or du fait qoc
ainsi que l'estimation de leurs superficies A l'on ne peut af ficher a 1 1 cran A la f ois que
partir de l'analyse de lVisage SPOT. trois canaux au maximum, on slaperroit tout de

suite des limites de ces essais d'intdgration
otilisant g~ndralement des opdrateurs

N arithmdtiques (+, - ou %) comae mod~les
PQ:EhOW LMDb,.,(EM1A. Cod, IaO d'intdgration. Pour cela, nous sugqdrons one

320.ht . VM416m~thode d'int~gration numdrique que nous
3ZO~nd~o~cn~fEappliquons au cas de 1'ORMVAD.

T2- 10 L m~thode d' intkgration propos~e

B D aLa m~thode d'int~gration proposde est
B B S T porement num~rique; elle combine one image

D D Ssatellite A (n) canaux avec la carte numdrisde
/ S / /et le produit de cette opdration est one autre

D S T "image" A (n+1 ) canaux tout A fait prdte pour
T des analyses aussi bien visuelle (rehaussement)

A,* / ~ squ'automatiqoe (segmentation, classification).
T ~Le canal suppl~smentaire contient l1information

321 cartographique.

320 Le canevas de remembrement est numdrisd au
F~g21 Pan arcllare u 1200 riuitOU : H260moyen d'un SIRS A partir du plan parcellaire au
F~g2I Pan oeceloie d 1:200 ~dut OU1:12601/2000 de IIORMVAD (figure 2-1) apres avoir cr66

on fond cartographique avec les parambtres de la
projection Lambert (Ellipsolde Clarke 1880)

2- INTEGRATION DE L'IMAGE A LIINFORMATION adoptde au Maroc.
CARTOGRAPHIQUE

Ensuite, la carte num~ris~e est convertie
L'interprdtation de 1 image de do mode vectoriel en trame (mode raster); la

tdl~d~tection s'av~re dun intdr~t vital pour taille doun pixel 6tant de 10m par 10m.
diverses applications surtout en agriculture.
Cependant, pour extraire le maximum L'image utilisde est ddjA corrigde au
d'information de faron prdcisc A partir de ces niveau (18). Donc pour la rendre supperposable A
images nous avons besoin dun genre la carte topographique do Maroc, nous avons
d'algorithmes 'intelligents". X ce sojet, la effectu6 la correction g~ometrique en mod~lisant
seqmentation et la classification dimage, le dfor ati A -"aq' a-
l'utilisation de donn~es auxiliaires (SIRS) moyen de polyn~mes et en utilisant on certain
ainsi que leur int~gration sont autant d'atoots nombre de points de contr6le. Ccci a donn6 lieu
promettants, mais cela pr~sente encore certaines A one erreur moyenne quadratiquc r~sultante
difficultds. Il faut donc d~ployer des efforts inferieure A 0.5 pixel. Ensite, nous avons
de recherche pour d~velopper des m~thodes procd A on rddchantillonnage des pixels en
automatiques d'analyse dimage qui soient utilisant la m~thode do plus proche voisin.
int~grdes et entibrement op~rationnelles.
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Dans la m~thode g~ndrale d'intdgration
propos~e, on distingue deux variantes o~i Ni et NJ sont 1s iwrnbres de pixels dans les
diffdrentes pour tenir compte du type deux segments voisins, Si et Si,
d'application et d'analyse envisagdes. Hi et MJ les valeurs moyu~nneq des niveaux de

gris de chacun des segments,
Premibre variante: lA~thode des Contours W~OL: Wb le facteur de poids utilisi pour combiner les
dans cette variante, on fait correspondre aux valeurs de niveaux de gris des diff~rentes
contours de propridtds ure valeur thdmatique au bandes, et
moyen do SIRS et une autre valeur diffdrente en k le nombre de bandes dans l1image une f ois
dehors des contours. Une fois le parcellaire intogr~e A la carte
raster exportd vers le systobme de traitement
d'image, ces valeurs thdmatiques seront Les r~sultats de la segmentation d'une
interpr~tdes comme des niveaux de gris. En fen~tre de 100 par 100 pixels de l'image avant
d'autres termes ces limites dle champs auront une et apr~ts l'int~gration a la carte sont illustrds
largeur de I pixel. respectivement par les figures (3-2) et (3-3).

Deuxibme variante: M~thode des ETiquettes(lMT):
dans ce deuxi me cas, on assigne A chaque
propridbo une dtiquette distincte. Donc chaque
pixel regoit une valeur correspondant A cette
6tiquette; et si deux pixels voisins ont des
valeurs diffdrentes, alors il existe une
fronti~re entre les deux.

Le SIRS permet de former des polygones&
partir du parcellaire numdi-is6 et de calculer en
m~me temps la superficie et le pdrim??tre de
chaque polygone (champ). Selon le concept de
base de donndes A rdf~rence spatiale, chaque
propri*6L6 constitue alors une entit6 avec un
identifiant (nunvro de propridtd) et plusieurs
attributs (superficie, matdriel, thabme, nom du
propridtaire, type de culture, commune rurale).

3- SGMENTATION

Xce fait, lalgorithme SilOS (version D,
r~dig6 en langage C) de segmentation
hidrarchique de l1image bas6 sur une
optimisation s~quentielle (Beaulieu, 1984) a dtd FIGURE 3-2: RMsULAT DE IA SW~IMATIC*H DE L'IMG sPoT comIGft
utilisd apr~s avoir W adapt6 pour tenir compte G9MQEET 120 Segments
de l1information cartographique.

L'algorithme d~bute par une partition
initiale oO chaque pixel reprdsente on segment
et rdduit s~quentiellement le nornbre de segments
en les fusionnant selon le critore de (WARD.
1963). Ceci produit one decomposition
hidrarchique de l'image en fonction des valeurs
des pixels avec comme contrainte sur la forme de
la propri~t6 l'information cartographique.
L'algorithme devrait reconnaitre automatiquement
les parcelles A l'intdrieur de chaque propridtd.

Cet algorithme exploite le fait que la fusion de
deux segments affecte seulement leurs voisins.
De plus, le crittore d'optimisation sdquentielle
est d~duit du crit~re d'approximation globale de
l'image. On a donc deux niveaux d'optimisation.

La version utilisde de SilOS approxime
l'amage par on mod~le simple en consid~rant
celle-ci cosine composde de regions homogtnes
ayant chacune on niveao de gris uniforme. Cette
approximation produit le crit~re suivant
(Beaulieu, 1984);

kFIGURE 3-3: RFIJTAT DE LhA 5Mm0?TTICH DE LIHAOI SF0 INThMF.E

C i -NJ z Wk (Hi _ Mj) 2  (30A LA CARTE PAR LA KSTIMC MEET, 120 Segments

N+NJ k= I
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4- CLASSIFICATION PAR SEGMENT 6- REFE~RENCES

La classification par segment a 6t6 BEAULIEU, J.M., "Hierarchical picture
retenue, en effet, la classification par pixel segmentation by step-wise optimization", Thase
donne une faible precision et cela est de Doctorat, Ddpt. de Genie Electrique,
pr~visible dtant donn~e la taille tr~s petite de Universit6 d Ottawa, Ottawa, Canada, 1984.
la parcelle moyenne; environ un hectare.

8BNIE, G.B. , "Segmentation d Iimages de hautes
Les r~sultats de la classification par limites de r~solution pour fin d'inventaire

segment seront disponibles sous peu. Cette agricole au Canada: Adaptation et d~veloppement
classification peut 6tre ex~cut~e en deux d'algorithmes", Thbse de Doctorat, Dept. des
6tapes: D'abord, g~nerer par calcul les Sci. Gdod. et T6l6d~tection, Universit6 Laval,
statistiques relatives A chacun des segments de Qu~bec, Canada, 1986.
l'image segment 6e et avoir une meilleur
connaissance des diff6 entes classes de, culture BERNIER, H., M. THERRIEN, K.P.B. THOMSON et C.
existantes, puis, ex~cuter la cla&;.ification GOSSELIN, "Potentiel dapplications des donndes
segment par segment en tenant 7-~mpte de ces du Thematic Mapper en agriculture au Quebec",
informations dans notre regle de decision. 9?!me Symp. Canad. de T6led., Terre neuve, 1984.

CHAVEZ, P.S., "Digital merging of Landsat TM and
digitized NHAP data for 1:24000 scale image

5- CNCLUIONSmapping", PEaRS, vol.LII, no.10, pp.1573-1 70 0,
5- ____ COCUIN3986.

La comparaison des figures (3-2) et (3-3) EDWARDS G. , Y. BEDARD et M. EHLERS, "On the
montre les avantages de l'int~gration du integration of remote sensing with geographic
parcellaire A l'image. De plus, la figure (3-3) information systems", Conference Nationale sur
montre la haute fid~litd (precision) de la carte les SIG, 28 Fev.-2 mars, Ottawa, Canada, 1989.
produite par la segmentation compar~e A la
v~rit6 terrain (figure 2-1 ). On remarque aussi PEDLEY M. I. , "Combined remotely sensed and map
une ldgtre sursegmentation de l'image, mais cela data as an aid to image interpretation and
peut 6tre filtrd au niveau de la classification, analysis", Internat. Jour. of remote sensing,

En conclusion, la segmentation hi~rarchique vl7 o3 p3538 96

de 1 'image SPOT int~grde A la carte peut WARD J.H., "Hierarchical grouping to optimize an
permettre d'6tablir la carte d'utilisation de objective function", J. Amer. Stat. Ass.,
sol et l'anventaire des cultures dans une region vol.58, pp.236-24 5, 1963.
A microparcellaire A une dchelle raisonable de
1/25000. WELCH R. and M. EHLERS, "Merging multiresolution

SPOT/HRV and Landsat/TM data", image processing
Comme implication directe, cette carte brief, PEaRS, vol.53, no.3, pp.301-303, March

d'utilisation de sol, permet dans un premier 1987.
temps de contr6ler le respect de l'assolement
par les agriculteurs.

Quant A l'inventaire agricole, il sera ERCMNT

communiqu6 au Minist??re de l'Agricultu.re et de Nous adressons nos remerciements au Conseil
la R~forme Agraire et & l'industrie agricole. de Recherche en Science Naturelle et Genie du
Les sucreries par exemple seront int~r~ss~e par Canada (CRSNG) et au directeur de l'ORMVAD pour
la superficie ccup~e par la betterave A sucre leur contribution financiqre a ce projet. L'un
pour planifier larrachage et le traitement. des auteurs M. AIT BELAID, d~neticie d'une

En c qu conern 1'RMVA, i luireventbourse dans le cadre des actions structurantes
En c qu conern 11RMVA, i luireventdu Ministbre de l'Education Sup~rieur et de la

l'exploitation de cette inventaire et de la Science du Qu~bec.
carte pour les fins de gestion de sa zone
d'action (besoin en eau des cultures,
tarification des redevances d'eau, traitement
des parasites et plus tard la prevision des
r~coltes).

Il ressort de la pr~sente recherche que

l'information cartographique dans un milieu
caractaris6 par la micropropridtd est vivement
recommandde af in de supporter la segmentation
d'image A haute rdsolution et assurer une
continuit6 dans les m~thodes de gestion
utilisant des donn~es classiques represent~es
par une carte par exemple
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Abstract

This paper deals with the building of a change and variability. The use of mountain glaciers
glaciological information system as an answer to the as a climatic indicator requires an assessment of the
management of multi-source data required for the complex parameters of mass balance and glacier
study of mountain glacier variations. A prime data dynamics. Most historical data sets focus on the local
source comes from remote sensing documents and/or short-term aspects of these parameters. To
including satellite imagery. Topographic information obtain a more global perspective on this topic, it is
is derived from the currently available 1:250,000 scale important to be able to generalize and study the data
DEM of the Surveys, Mapping and Remote Sensing over both regional and temporal scales. A glaciological
Branch of Energy Mines and Resources, Canada. information system offers an up-to-date solution to the

management of multi-source data required to meet
The SIF vector DEM file is read with the these objectives.

ARC/INFO GIS package from which an 8-bit integer
elevation value grid file is produced. An 8-direction Methodology
weighted-distance interpolation is performed to obtain
a DEM in a raster format from which slope and aspect The prime data source comes from remote
coverages are extracted. This information is used in sensing documents including satellite imagery which
the radiometric correction of Landsat MSS and TM provide continuous information about glacial cover
images and in the characterization of glacier basins types at different spatial scales. A derivative of these
into physiographic units. The output coverage documents, the digital elevation model (DEM), permits
becomes the basic information to establish multidate the extraction of topographic parameters, such as
climate and glacier behaviour patterns. slope and aspect essential for an accurate automatic

classification of imagery and to correlate glacier and
Keywords: Digital elevation model, Glacier climate variations. Other sources of data can be

mapping, Glaciological information system, Satellite incorporated such as terrestrial triangulation
imagery assessments, in situ ablation stake and local stream

flow measures according to the study scale.
Introduction

In this paper, the steps required for the
Mapping and monitoring glaciers stimulates integration of a DEM with a satellite imagery base and

scientific interest for two major reasons. First, the production of slope and aspect coverages to
glaciers in mountainous areas, particularly in Europe, generate a glacial cover-type physiography map are
have been recognized as important water storage described (Figure 1). Studies are being conducted in
systems for municipal/industrial and hydroelectric the Columbia Icefield region of Alberta using Landsat
power purposes. The surface area and volume of (MSS and TM) and SPOT panchromatic imagery. The
individual glaiers are monitrpd, along with climatic DEM used in the analysis is the currently-available

parameters, so as to estimate future water availability. 1:250,000 scale Intergraph Standard Interchange
Second, glacier fluctuations are, and have been used Format (SIF) model available from the Surveys
for some time, as a surrogate measure for climatic Mapping and Remote Sensing Branch of Energy Mines

and Resources, Canada. The use of this regional-scale
DEM for the radiometric correction of similar scale
imagery revives an interest in MSS data for glacier
cover-mapping.
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Discussion

The use of the SIF for Canada's DEM format poses
certain problems. Some GIS packages have the
capability to read only the x and y coordinates of the
SIF file. Even with ARC/INFO's SIFARC module that
allows the reading of 3D SIF files, extra data
conversion is required. The large file size of this ASCII
DEM restricts the editing process and necessitates
transformation into a grid file to permit sub-area
selection. This represents unnecessary computer time
and a loss of precision from the original data.

The vector/grid conversion is done using an
inverse weight function (1/elevation) applied to the
elevation values to preserve accuracy in the DEM. The
values of this grid/vector DEM are then converted into
an 8-bit integer file (0-255).

An interpolation is performed using an 8-
direction weighted-distance algorithm (Personal
Communication, Jinfei Wang, 1989). This step is
required to fill in the null cells found in the grid. The
blope and aspect coverages are then generated by the
computation of the x and y distances between pixel
values from a 3 x 3 window moved across the raster
elevation image.

The input of glacial cover type can come from two
sources. A regional study requires the analysis of a
large number of glacier basins, so automatic
classification of synoptic imagery such as MSS is
appropriate. For local analysis, the visual
interpretation of finer-resolution documents, such as
SPOT panchromatic images and aerial photographs,
and subsequent digitization maximizes the
information input.

Using the real values of slope and aspect, the
Landsat MSS and TM images are corrected for
radiometric variations with the cosine of the incidence
angle equation. This conventional approach has the
advantage of reducing the illumination variability on a
sloped terrain with a limited number of variables. A
supervised classification of six cover types (snow, ice,
debris on ice, surficial deposits, rock and vegetation
covers) is performed on the corrected MSS and TM
bands.

The multi-scale cover-type maps resulting from
the visual and automated classification procedure are
inputted, with the slope and aspect maps, to TYDAC'S
SPANS GIS. The conversion into a quadtree grid
structure in SPANS assists the introduction of raster
and vector format data making the overlay analysis
more precise. This analysis provides us with a
characterization of glacier hasins into different slope
and aspect classes, the output product being the glacial
cover-type physiography map.

Overall the DEM proves to be useful for the
radiometric correction of imagery in relation to
shadowing effects, as well as for producing slope and
aspect maps that are a primary source of information
in a glaciological information system. Work is
presently in progress assessing the accuracy of these
map products.
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ABSTRACT update GIS files. It can be shown, for example, that merged
SPOT multispectral (MSS) and panchromatic data can be

In recent years the demand for timely and accurate effectively used in a GIS environment to routinely map and
information has increased for a number of disciplines, monitor land use change at scales of 1:24,000 and smaller.
including urban and regional planning, natural resources
management, agricultural studies, topographic mapping, and SATELLITE SENSOR REMOTE SENSING
geological exploration. A much discussed approach to
meeting these demands is the development of Geographic Earth observing systems of the future such as the proposed
Information Systems (GIS) which allow efficient data storage, polar orbiting space platforms of NASA, ESA and Japan will
incorporate processing and display functions, and permit the likely bring another dimension to remote sensing. A variety
integration of digital remote sensing data. of imaging (and non-imaging) sensors will be employed to

cover the full range of the electromagnetic spectrum available
Current and future satellite and shuttle programs such as for remote sensing of the earth (Butler et al, 1986). For
Landsat, SPOT, MOS. ERS, JERS. SIR-C/X-SAR, RADARSAT, example, a 30-m resolution imaging spectrometer will
MOMS, and the space platform's Earth Observing System provide image data with a spectral coverage of 0.4 to 2.5 mm
(Eos) are based on a variety of imaging sensors that will and a spectral resolution of 9.4 to 11.7 nm (Goetz et al.,
provide timely and repetitive multisensor earth observation 1987). This amounts to 196 simultaneously recorded
data on a global scale. Visible, infrared and microwave images spectral bands. In addition, other sensors will provide
of high spatial and spectral resolution will eventually be information in different spectral bands (e.g., thermal infrared
available for all parts of the earth. It is, however, essential that and microwave) and/or at different spatial resolutions
efficient synergistic processing techniques be developed to yielding data volumes and spectral band combinations for
cope with the large multisensor data volumes and to allow which efficient processing methods are yet to be developed.
efficient GIS integration.

This multisensor, multispectral, multiresolution,
This paper discusses techniques for image fusion and GIS multitemporal information will eventually be available for all
integration that have proved successful for synergistic parts of the earth and presents a data processing challenge to
evaluation of SPOT HRV, Landsat TM and SIR-B images. the remote sensing society that has to be addressed.
Examples of integrated remote sensing/GIS applications Integrative processing techniques have to fuse the multi-
include topographic mapping/automated DEM extraction, image information to make it useful for a user community
cartographic feature extraction, spatial resolution that is concerned with mapping, monitoring and modeling
improvement, and urban and regional planning. the earth's components. The potential of a multisensor

dataset, however, can be readily assessed using current
Once incorporated in a digital database, the extracted satellite imagery (Table 1). Satellite missions of the near
information can be used to create cartographic products, future include a number of radar satellites (ERS-1, JERS-1,
analyze spatial distribution of growth patterns, or update Radarsat and SIR-C/X-SAR) and follow-up missions such as
existing transportation layers. Other GIS layers such as soils SPOT-2, MOS-2, Stereo-MOMS and Landsat-6.
or zoning maps may then be overlayed and compared with
the actual land use/cover information. Discrepancies can be
quickly identified and analyzed. The data can also be used to
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Table l Current Satellite Remote Sensing Mission Suitable for Until recently, GIS databases were almost solely produced by
Mapping Applications. digitizing maps. The usual result of this process, however. is

Platform/ Sensor N Spectral Spectral Ground
Year Bands Range *) Resolution Country that the original data and all related information. such as
Shuttle SIR-3 I adar 17 - 58 in U.S. levels of abstraction and generalization or information about
1983 - MOMS 2 VIS/NIR 20 m Germany the digitizing procedure (e.g. scanning or manual) and its
Lindsat-4/-5 MSS 4 VIS/NIt SO 11 u.s. reliability, are no longer available for the GIS user.
1982/84 - TM 7 VIS/NIR/ 30 11

MIR/TIR (TIR:120m)

SPOT IIRV.P I Pan(IvS) 10 in France In addition, the land mass is a dynamically changing entity.
1986. IRV-XS 3 VIS/NIR 20 In For example. rivers change location, forests are cut, roads
MOS MESSR 4 VIS/NIR 50 in Japan and houses are built. Consequently, our information stored in
1987- GIS is only a static model of the real world and has to be
IRS-IA LISS 4 VIS/NIR 36.5 In India updated on a regular basis. Satellite data offer repetitive and
1988-

1 VIS - Visible global coverage of the earth's surface and, as such, offer the
NIR - Near Infrared potential to monitor these dynamic changes within a GIS.
MIR - Middle Infrared The potential for timely updates of geographic datasets willTilR , Thermal Infraredpoetaudts
Pan - Panchromatic become even more important If GIS technologies are being

REMOTE SENSING AND GIS extended to marine areas.

Until recently, remote sensing was viewed as a science that APPLICATIONS OF REMOTE SENSING/GIS INTEGRATION

provided definitive end products usually maps, statistics, For remote sensing and 015 systems to be truly Integrated,
and/or reports. Today, however, these end products are several technical problems still need to be overcome. The
increasingly being produced in digital formats to be used with
Geographic Information Systems (GIS). Several factors have mot Th forrolthes probe is the rasterector
accelerated this trend, Including: 1) recent developments In dichotomy. The major problem is caused by the difference Inhardareand oftarefor IS ystes (angrmon, 188: the structures used to acquire and store the data. Remotehardware an d softw are for GIS system s (Dangerm ond, 1988 :;e s n y t m r l o t u iv r a n t e u e o h a t rFrank, 1988: Crosweli and Clark, 19881: 2) the availability of sensing systems are almost universal in the use of the raster,
highk, resolu o stell a in dgialk, forma)tshe asilabiy Sofs or "pixel" format. In this format, all information is stored as ahigh resolution satellite data nd Landsat's T a collection of picture elements (pixels), each holding theaighReslutin res ind amatd i rmatin information at specific spatial coordinates. GIS systems, onMapper (TM): ad the in automae matin the other hand, typically use the vector, or "line" format. Thisextraction, especially the application of image matching format holds the data as a collection of lines and polygons,
techniques for Digital Elevation Model (DEM) generation where each structure holds the information for a specific
(Ehlers and WVelch, 1987: Day and Muller, 1988: Swann et whreahsucre olsteIfmtinorapcical., 1988). region of the image. While both systems have theiradvantages, neither is ideal. In addition to these, other data

It can be demonstrated that image data, especially that from structures are being explored as alternatives (Edwards et al.,
1989).

Landsat TM and SPOT HRV, are suitable for base map

production and map revision tasks at scales which were Various efforts have been made to research the problems of
previously deemed to be impossible for remote sensing integrating remote sensing data into a GIS. The most
applications (Dowman, 1987; Gugan, 1988). promising areas that have emerged to-date can be associated

sensed data, on the other hand, can be put to their with automated DEM generation, change detection and
Remotely snedaaonteohrhncn eputoher database/base map production ( ,ners and Welch, 1985:

best use If they are incorporated In Geographic Information Estes, 1985: Logan and Bryant, 1987: Barker, 1988).

Systems (GIS) which are "designed to accept large volumes

of spatial data, derived from a variety of sources, including DEM Generation
remote sensors, and to efficiently store, retrieve, manipulate,
analyze and display these data according to user-defined Ehlers and Welch (1987), in one of the first stereocorrelation
specifications." (Simonett et al., 1983). A GIS therefore, experiments undertaken with real satellite data. achieved a
when combined with up to date data from a remote sensing root-mean-square error (RMSE) in Z of + 42 m with
system, can assist in the automation of Interpretation, change sidelapping Landsat TM Images. At the very weak base-to-
detection, map compilation, and map revision functions height (B/H) ratio of 0.18, this Z error is equivalent to a
(Ehlers, 1989). One major part of a GIS is the ability to planimetric correlation error of ±0.3 pixel, confirming that
overlay various layers of spatially referenced data. This allows correlations to better than ±0.5 pixel are feasible with real
the user to determine graphically and analytically, how data. Similar results in correlation accuracy have recently
structures and objects (e.g. roads, water distribution, been recorded for SPOT stereo data (Simard et al., 1988; Day
commercial zoning) interact with each other, and Muller, 1988). With more favorable base-to-height ratios
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and 10-m pixels for SPOT, however, RMSEz values range yet represent an integrated GIS/remote sensing processing
from ±6 m to ±18 m. These accuracies allow the generation concept. Rather, they can be seen as case studies for
of DEMs and ortho-images at scales of 1:50,000 from which information extraction from remotely sensed data for
further topographic information for GIS applications can be integration with a GIS which usually results in data transfer
derived. between independent image processing systems and GIS.

Recently, however, manufacturers of GIS and remote
Change Detectloq sensing/image processing systems have started to offer

integrated solutions and/or standard interfaces between
Using timely remote sensing data to identify and quantify different systems to facilitate data integration (Welch and
changes of the earth's surface has been one of major Ehlers, 1988a). Still, the ultimate potential of remote
application areas for GIS analyses. Recently, Ehlers et al. sensing/GIS integration can only be realized if this integration
(1989) demonstrated that SPOT data could be used in a GIS can be fully automated. At this time, this automation is not yet
environment for regional growth analysis and local planning. possible, since human interaction, assistance, and editing is
For the first time, satellite data were operationally used at a still required. Recent developments, based on artificial
scale of 1:24.000 which is suitable for many regional and local intelligence and expert system technology, rmay accelerate
planning tasks. The steps involved were: (1) georeferencing the automated integration process (McKeown, 1987;
the SPOT panchromatic and multispectral data; (2) merging Goodenough et al., 1987). Other factors that may accelerate
panchromatic and multispectral data to form multispectral the pace toward integrated systems include the progress in
images of enhanced spatial resolution (Ehlers, 1988); (3) display systems, storage devices, and advanced computer
semi-automated classification of land cover and land use; (4) architecture (workstations, parallel computing, networking).
integration with GIS database: and (5) rigorous statistical These factors may eventually shift the focus from vector-
error analysis based on extensive field checking. based systems to raster and/or hybrid GIS/remote sensing

systems.
It can be shown that SPOT image data yield accuracies for
growth detection as high as 93%. Once incorporated in a CONCLUSIONS

GIS database, the spatial growth pattern can be readily
analyzed. The data can also be used to quickly update GIS The potential of multisensor satellite remote sensing for GIS
files at scales of 1:24,000 ad smaller. can be demonstrated using current satellite data from the

Landsat, Shuttle, and SPOT programs. These remote
Database/Base Map Production sensing data have been successfully used in a GIS

environment for base map production, automated DEM
A very important factor of high resolution satellite data is that extraction, terrain visualization, and map revision/update at
they can serve as a map basis when no other reliable data is scales from 1:24,000 to 1:100,000. To realize the full
available. Welch et al. (1985) demonstrated that Landsat TM potential of multisensor remote sensing for GIS, however,
image data are suitable for digital map production at scales of automated integration techniques have to be developed. It is
1:100,000 and smaller. MacDonald Dettwiler prepared anticipated that advances In hardware, software, and Al
topographic, thematic and perspective map products from research will ultimately lead to fully integrated GIS/remote.
TM data at a scale of 1:50,000 (Rose et al., 1986). All sensing processing.
information, except the cartographic names, were derived
from TM image data. More recently, Konecny et al. (1988) REFERENCES
concluded that 1:50,000 scale map products can be
compiled from SPOT stereo data. In a related study, TM I. Barker. G.R. "Remote Sensing: The Unheralded Component of Geographic
image data were successfully used as a digital database for Information Systems". Photogrammetric Engineering and Remote
multisensor integration (Welch and Ehlers, 1988b). Overall Sensing. VoL 54, No. 2, pp. 195-199,1988.
rectification accuracy of SIR-B image data could be improved 2. Butler. D.M. et al. From Pattern to Process: The StrateU' of the Earth
by about 50% when the data were registered to a ObservingSvstem. NASA Eos Steering Committee Report, Vol. ii, 140 pp..
georeferenced TM image rather than rectified using map 1986.
ground control points. The amount of detail of cartograpblc 3. Croswell. P.L. and S.R. Clark. "Trends In Automated Mapping and
information, on the other hand, that could be depicted from Geographic Information System Hardware', Photogrammetric
the merged dataset was significantly higher than from the EngineerlngandRemoteSensng, Vol. 54, No. 11. pp. 1571-1576,1988.
single TM and SIR-B image layers (Ehlers, 1988). 4. DangermondJ. "A Technical Architecture for GIS*, Proceedings GIS/US

'88, San Antonio, Tens, VoL 2, pp. 561-570. 1988.
TRENDS IN REMOTE SENSING/GIS INTEGRATION 5. DayT. and J..P. Muller. "QualltyAssessment of Digital Elevation Models

Produced by Automatic Stereomatchers from SPOT Image Pairs'.
Although the potential for GIS/remote sensing Integration Is Photogrammetrc Record. Vol. 12, No. 72, pp. 797-808, 1988.
readily evident from these and other examples, they do not



66

6. Dowman, I.J. *Prospects for Topographic Mapping Using SPOT Data', 24. Swann. R., D. Hawkins, A. Westwell.Roper and W. Johnstone. "the
Proceedings, SPOT I: Image Utilization. Assessments. Results. Paris, Potential for Automated Mapping from Geocoded Digital Image Data',
France. pp. 1163.1172.1987. Photogrammetrlc Engineering and Remote Sensing, VoL 54, No. 2, pp.

7. Edwards. G.. Y. Bedard, and M. Ehiers. *On the Integration of Remote 187-193.1988.
Sensing with Geographic Information System'. Proceedings. GIS 25. Welch. R.. T.R. Jordan and M. Ehlers. 'Comparative Evaluations of the
National Conference, Ottawa, Canada (in press). 1989. Geodetic Accuracy and Cartographic Potential of Landsat.4/-5 TM Image

& Ehlers, M. "Multisensor Image Fusion Techniques In Remote Sensing'. Data', Photogrammetric Engineering and Remote Sensing. Vol. 51, No. 9,
Proceedings. XVlth Congress of ISPRS. Kyoto, Japan. Vol. B7. pp. 152.162,. pp. 1249-1262,1985.
1988. 26. Welch. R. and M. Ehlers 'IS/GIS Products and Issues: A Manufacturer's

R Ehlers, M. "The Potential of Multisensor Satellite Remote Sensing for Forum'. Photogrammetric Engineering and Remote Sensing, Vol. 54, No.
Geographic Information Systems', Technical Papers, 1989 ASPRS- 2. pp. 207-210.1988a.
ACSM Annual Convention. Baltimore. MD. VoL 4. pp. 40.45. 1989. 27. Welch, R. and M. Ehlers. 'Cartographic Feature Extraction from

10. Ehlers. M. and B. Welch. "Satellite Remote Sensing Data as Input to Integrated SIR.B and Landsat TM Images'. International Journal of
Geographic Itformation Systems' Proceedings of the I Ith International Remote Sensing, VoL 9, No. 5, pp. 873.889,1988b.
Symposium on Machine Processing of Remotely Sensed Data, Purdue
University, West Lafayette. Indiana, p. 219. 1985.

11. Ehlers. M. and B. Welch. 'Stereocorrelation of Landsat TM Images'.
Photogrammetrc Engineering and Remote Sensing, Vol. 53. No. 9, pp.
1231-1237,1987.

12. Ehlers. M.. MA Jadkowski. R.R. Howard and D.E. Brostuen. 'Application

of SPOT Data for Regional Growth Analysis and Local Planning'.
Photogrammetric Engineering and Remote Sensing (in press), 1989.

13, Estes, J.E. 'Geographic Applications of Remotely Sensed Data'.
Proceedings of the IEEE, Vol. 73, No. 6, pp. 1097- 107, 1985.

14. Frank, A.U. 'Requirements for a Database Management System for a
GIS'. Photogrammetric Engineering and Remote Sensing, Vol. 54. No. 11.
pp. 1557.1564. 1988.

15. Goetz, A.F.H., et al. 'HIRIS', High-Resolution Imaging Spectrometer:

Science Opportunities for the 1990's. NASA Eos Instrument Panel Report.
Vol. tic. 74 pp.. 1987.

1. Goodenough. D.G.. M. Goldberg. G. Plunkett and J. Zelek. 'An Expert

System for Remote Sensing', IEEE Transactions on Geoscience and

Remote Sensing. VoL GE-25. No. 3, pp. 349-359.
17. Gugan, D.J. 'Satellite Imagery as an Integrated GIS Component',

Proceedings. GIS/LIS '88, San Antonio. Teas. VoL 1, pp. 174.180. 1988.
1. Konecny. G.. K. Jacobsen. P. Lohmann and W. Maller. 'Comparison of

High Resolution Satellite Imagery'. Proceedings, XVIh Congress of
ISPRS. VoL B9/IV, pp. 226-237, 1988.

19. Logan. T.L and NA BryanL 'SpatialData Software Integration: Merging

CAD/CAM/Mapping with GIS and Image Processing'. Photogrammetric
Engineering and Remote Sensing. VoL 53. No. 10, pp. 1391.1395. 1987.

20. McKeown. D.M. "The Role of Artificial Intelligence in the Integration of

Remotely Sensed Data with Geographic Information Systems'. IEEE
Transactions on Geoscience and Remote Sensing, Vol. GE-25, No. 3, pp.
330.348,1987.

21. Rose. D.R. 1. Laverty and M. Sondheim. 'Base Map Production form
Geocoded Imagery'. Proceedings of the ISPRS Commission VII
Sympxilum.x Zubchcic. "1hu Nictl].antlz, pp. G7471,.198G.

22. Simard. R.. G. Rchon and A. Leclerc. 'Mapping with SPOT Imagery and
Integrated Data Sets', Proceedings. XVIth Congress of ISPRS. Kyoto,
Japan. VoL BII /IV, pp. 440449. 1988.

23. Simonett. D.S., R.G. Reeves, J.E. Estes, SE. Bertke. C.T. Sailer. "The
Development and Principles of Remote Sensing', in Colwt;l, R.N. (Ed)
Manual of Remote Sensing. Second Edition, Vol. I. American Society of
Photogrammety. pp. 1-35, 1983.



67

INTERACTIVE QUERY OF CANADA - WIDE MINERAL
DEPOSITS DATA, USING A GEOGRAPHIC

INFORMATION SYSTEM

T.L. Webster G.F. Bonham-Carter, D.F. Garson, R.M. Laramee

TYDAC Technologies Inc. Mineral Resources Division
1600 carling Avenue Geological Survey of Canada
Suite 310 601 booth Street
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ABSTRACT Introduction

A Geographic Information System (TYDAC, 1989) is
being evaluated by the Geclogical Survey of Canada
(GSC) for interactive interrogation of large point

This paper describes a demonstration project, showing files. For this study, 18,500 Canada-wide mineral
how to interrogate large point files using a micro- occurrences were written to an ASCII file, one record
computer based GIS. per occurrence. The fields in each record of the

file comprise decimal latitude, longitude, status (0-
For evaluation, an 18,500 record subset of a Canada- 6) of six commodities (Zn, Pb, Cu, Au, Sn, Ag),
wide mineral occurrence index was written to an ASCII overall status of the location, name and pointer
file, one record per occurrence. The fields in each index of the occurrence. Another point file
record comprise decimal latitude, longitude, status representing deposits typical of the major deposit
(0-6) of six commodities (Zn, Pb, Cu, Au, Sn, Ag), types (Eckstrand, 1984) was also imported into the
overall status, name and pointer index of the system. This file consists of about 900 records
occurrence. containing fields similar to the mineral occurrence

file, but with the addition of a "deposit type"
A basemap of Canada was created from a raster image attribute code.
showing land and water using a Lambert Conformal
projection. Canada-wide gridded data, showing Several Canada-wide gridded geophysical files were
Bouguer Anomaly, Isostatic Anomaly, Vertical obtained from the Geophysics Division, GSC. The files
Gradient, Gravity, Digital Elevation and Total Field were transformed to image format and downloaded from,
Magnetics were imported into the system. Geological the VAX mainframe to an image analysis systdm
regions and political provinces were digitized from operating on a 386 micro-computer. The image files
hardcopy maps and imported into the same database. were then further transformed into 4n interchange

format using a raster interface odule of the GIS.
Once in thp GIS the point file can be displkyed cver The geophysical data included: Bouguer Gravity
any reference map and/or vector files. The Nearest Anomaly, IsostaticGravity Anomaly, Vertical Gradient
Point Query Operation is then executed. For any Gravity, Digital Elevation (5km pixels), and Total
window the cursor is moved, the nearest point is Field Magnetics (2km pixels).
highlighted and the attributes associated with that
point are instantaneously displayed on the monochrome In addition to the raster imagery, digitized hardcopy
screen. maps were also input as topologically-labelled vector

data. These maps included: geological regions and
Further details about the occurrence may be obtained political provinces of Canada. Provincial capitals
by temporarily exiting the GIS to DOS and executing and the Trans-Canada Highway were added as cultural
a routine to display additional information, such as features. The vector files were created using the
deposit type, NTS#, and associated mineralogy. Only GIS digitizing module.
one key stroke is required to re-enter the GIS.
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Establishing The Database 0 - does not occur
2 - occurrence

A "Universe" was established with a digitized basemap 4 - prospect
obtained from Environment Canada (Environmental 6 - deposit
Information Systems), using a Lambert Conformal
projection, standard parallels 49 N and 77 N, origin The user can temporarily leave the GIS and execute a
at 40 N and central meridian 95 W. The ASCII point routine to access further details including: NTS
files were imported directly itto the system and number, geological province and subprovince, deposit
projected into the Lambert universe, type, description of mineralogy, and a list of all

commodities, which occur and their status.
The 5km gravity and digital elevation raster data
were converted into quadtree map files. A quad level The major deposits point file can also be displayed
of I (15 is the maximum) was chosen to maintain the and interrogated in a similar manner. Points can be
5km resolution of the original raster. The level displayed based on the status of one of the same six
defines the stze of the smallest quad cell to be used commodities (Zn, Pb, Cu, Au, Sn, Ag) or, based on a
for data storage, i.e. level 11 is equivalent to 2" "deposit type" code assigned in Eckstrand (1984).
- 2048 cells wide. The magnetic data was also Selected deposit types can be highlighted (e.g.
converted into a quadtree map, using level 13, i.e. Mississippi Valley Pb-Zn and about 80 others), in

with 2" - 8192 cells wide. addition to the point query.

The graphics board used for the study was a Number The map files in the database can be queried in a

Nine Corporation, PRO 1280 card, with output to a similar operation. Up to 10 maps can be interrogated
Mitsubishi colour monitor. The graphics card simultaneously by cursor position, latitude,
supplies 1280 by 1024 pixels and supports a colour longitude or by projection XY coordinates. The
range of 0-255. The 8 bit (0-255) raster imagery was cursor is moved, the values of the selected maps at
therefore left unclassified when converted into that position are instantaneously displayed on the
quadtrees. A second series of quadtree maps was monochrome screen. Thus, for a particular mineral
created based on classification break points to give occurrence, the various geophysical responses, the
a histogram equalization. The vector map data, elevation and geological provinces can be determined
geological regions and political provinces, were also at that site or at a succession of point locations
transformed into quadtree maps. in the same neighbourhood.

Conclusions
A vector file was generated from the quadtree basemap
showing the shoreline and major lakes. The 1. Point-query operations with the GIS are fast
geological regions and provincial boundary vectors enough for interactive spatial query of large
can be superimposed over any map for reference point databases, even though the system operates
purposes. on a microcomputer.

2. Flexible display of large raster images; such as
2 km gridded airborne magnetic data for the

Query Operations whole of Canada, on colour display monitors up
to 1280 x 1024 resolution, provides the

With the maps and point files in the GIS the graphical background against which mineral
information can then be interactively queried. A deposit data can be displayed and interrogated,
typical operation includes the following steps: aiding interpretation.

1. Selection of a suitable window, e.g. 3. The interactive query operations are an
Maritime provinces; important function that complement the modelling

capabilities of geographic information systems

2. Display a reference map, e.g. Bouguer (Bonham-Carter et al, 1988).
Anomaly; Acknowledgements

3. Superimpose vectors with selected colour
or line style, e.g. provincial boundaries; Geophysical data and associated projection parameters

were obtained with the assistance of J. Halpenny and
4. Selection of the point file and display of D. Dods of the Geophysics Division, Geological Survey

all copper occurrences in the file; of Canada. The basemap was kindly supplied by
Environmental Information Systems, Environment

5. Enter point query mode Canada.

The arrow keys or a mouse is used to move the cursor. References
The nearest point is highlighted and the attributes
associated with that point are instantaneously Bonham-Carter, G.F., Agterberg, F.P., and Wright,
d-sp.yed on the .ncchrcme screen. Fe o example, the D.F., 1988, Integration of Geological Datasets ford. wn It Gold Exploration in Nova Scotia, Photogrammetric
following attribute record Engineering and Remote Sensing, V 54, No U, p. 1585 -

45.2056 -64.0403 Zn 6 PB 6 Cu 6 Au 0 Sn 0 Ag 6 6 701 1592

Walton Eckstrand, O.R., (editor), 1984, Canadian Mineral

includes latitude, longitude, status code (0-6) for Deposit Types: a geological synopsis, Geological
Zinc, Lead, Copper, Gold, Tin and Silver, an overall Survey of Canada, Economic Geology Report 36, 86p.
status of the occurrence, a unique pointer index and
occurrence name. The status codes have been TYDAC9,YDC SPANS Spatial Analysis System, Version
simplified to 0, 2, 4, 6 corresponding to: 4.0, TYDAC Technologies Inc., 1600 Carling Ave.,Ottawa, Ontario.
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ABSTRACT This paper examines the application and the
feasibility of LANDSAT image data in land use

This paper examines the feasibility of LANDSAT studies for a test location in South-East
image data in land use studies for a test Scotland and seeks to establish a feasible
location in South-East Scotland. Integration approach to monitoring recent changes in land
of remotely sensed data and contextual data is use. Integration of the data is achieved by
achieved by using an interface between using an interface, which has been developed
GEMSTONE-35 image processing system and in the Department of Geography, University of
ARC/INFO Geographic Information System (GIS). Edinburgh, between the GEMSTONE-35 image
Included are: classification of land use/land processing system and ARC/INFO-ORACLE. Image
cover, accuracy assessment, transformation of analysis is the principal thrust of the study
classified image to GIS and comparison of and the major procedure includes: definition
results for different dates. Analysis on the of a classification system, classification of
TM image of September 14, 1986 has been land use/land cover, post-classification
completed. The overall accuracy of the image filtering, accuracy assessment, transformation
classification was assessed as 88%. Along with of classification results to GIS and
a discussion on the research results and comparison of results for different dates.
difficulties in image analyses, preliminary Finally it is followed by a critical
conclusions are drawn that the synergism of discussion based on the research results,
remotely sensed and contextual data is of concerning the classification accuracy and the
substantial significance in land use studies. usefulness of the LANDSAT imagery and its

potential synergism with contextual data.
KEY WORDS: Remote Sensing, GIS, Interface,
Overlay, Classification, Land Use. 2. METHODOLOGY

1. INTRODUCTION The adopted methodology involves several

steps. First is the selection of the study
Major changes in land use will take place in area. The Lammermuir Hills area in South-East
Europe in the immediate years ahead as the Scotland covers different land use zones from
effects of how policies change on agricultural lowland to upland and has experienced such
support become felt. Satellite imagery affords changes as afforestation of former moorland,
a means of monitoring changes in land use and conversion of rough pasture -to improved
updating information on the distribution and grassland and expansion of arable land towards
dynamics of land use. Using satellite imagery the upland over the past four decades (Eadie,
successfully as a regular input for land use 1984). Availability of a range of data and
monitoring in Scotland requires a measure of easy access to the area for ground truth work
luck in being able to obtain usable imagery on also influncd this nhoicn of a stady arpa.
a routine basis and substantial contextual
knowledge of the ground situation to counter The datasets for the study included: the
this and the subtlety of the changes in land yearly Farm Cropping Programme by the
cover. One of the characteristics of land use Edinburgh Centre of Rural Economy which
in Scotland is the complexity within a short provides valuable reference information on
distance. This leads to difficulties in ground truth data; images for two dates with
analysing satellite images. Therefore one being MSS data for April 24, 1984 and the
incorporation of ancillary data and a prior other TM data for September 14, 1986; andinorporatione of aecillar tal. aadditional cartographic data from topographic
knowledge are of special value. maps, maps of land capability for agriculture,



70

and soil maps, which provide a basis for unclassified was also reduced to a large

improving classification of the LANDSAT extent after the filtering. Accuracy

imagery. assessment of the classification performance
was then made by random sampling of individual

GEMSTONE-35 is a 1024 x 1024 workstation with areas for each class to examine inclusive and

its own integral 68020-based processor and is exclusive classification errors. Finally,
linked to a MICROVAX computer for access to satisfactory classification results for

the satellite data and file mai.agement. With different dates can be compared to show

up to 27 image stores, the GEMSTONE system can changes in land use. This can be achieved by

perform a wide variety of processing transferring the digital classification

operations. ARC/INFO-ORACLE was developed in results to ARC/INFO-ORACLE after recoding each

the Department of Geography, University of class to a new group.
Edinburgh and is interfaced with the GEMSTONE-
35 system via a series of programs. Classified 3. CURRENT RESEARCH STATUS

raster image files can be transformed into
ARC/INFO vector format and recoded into new Imagery analysis on the TM data of September

class groupings whilst ARC/INFO polygon and 14, 1986 has been completed.
arc coverages can be converted into GEMSTONE
image format for manipulation in the image After contrast stretching the image bands 3,4

processing environment, and 5, ground control points were chosen by
identifying recognisable points from both the

Prior to the image classification, geometric image and the Ordnance Survey 1:50000 map

correction of LANDSAT imagery helps to sheets. Then using GEMSTONE modules, the image
eliminate spatial distortions of the image, was geometrically corrected and the pixel size

stemming from many factors which affect the was resampled from its original 30m x 30m to

collection of remotely sensed data. Mergence 50m x 50m. The cubic convolution method was

with other datasets and transference between chosen for the interpolation of the output

vector and raster data also require that both pixel intensity. The relationship between
image and the digital Gartographic data layers image coordinates and grou..1 coordinates was

are geometrically corrected to the same also established for the area delimited by

coordinate system. In this study, one TM image British National Grid Coordinates.
and one MSS image have been corrected for the
study area. The output images have been Then twenty-eight areas were defined with the

regiseered to the British National Grid help of the aforementioned Farm Cropping

ccordinate system. The pixel sizes have been Programme, aerial photographs and other
resampled to 50m x 50m in order to overcome ancillary data incorporated through ARC/INFO.

problems resulting from the different spatial A prior knowledge of the ground situation and
resolutions of the two images. visual interpretation of the image also played

a part in defining the training areas.
A second step prior to classification was to
gather ground truth data for training the The statistics generated from those twenty-
classifier and generating the statistics. The eight areas were saved and used to classify
yearly Farm Cropping Programme by the subscenes of the image. The segmentation of
Edinburgh Centre of Rural Economy provided a the image to subscenes for classification
means to assist discrimination between fields helped to reduce certain obvious errors. For
with different crops. The aspatial data of example, pixels classified as built-up areas
igricultural statistics were mapped into on the moors and built-up areas classified as
spatial form. The resultant map was used as moors can be readily excluded. Classification
ground truth data for defining training areas. results on subscenes were then copied into one
In addition, aerial photographs and Ordnance image with the same pixel size and location as
Survey maps were also used to assist in prior to the classification. This combined
defining areas. The statistics generated from image shows the image classification results
the training areas were then saved and used for the whole study area.
for the image classification. The integrated
land cover classification was carried out on a The image containing classification results
pixel by pixel basis using a Maximum was enhanced by applying a median filter to
Likelfhood Classifier. exclude isolated pixels. ThA ima0nn file was

further recoded into new groupings for rapid
LANDSAT image classification has enabled rapid combination of classes prior to transference
generation of land cover maps. But user to ARC/INFO or for redisplay on the GEMSTONE
acceptance has lagged behind due to the workstation. The number of class after the
difficulties in the specification and recoding was reduced from 28 to 9, namely,
statistical testing of accuracy. In this water surface, grassland, pasture, arable
study, a post-classifilcation median filter land, monrland, forest land, built-up area,
was applied to remove isolated pixels. The cloud/shadow and unclassified area.
proportion cf mixed pixels remaining
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An accuracy assessment was then carried out on Thus the overall accuracy was assessed as 88

seven of those nine classes. Cloud/shadow and per cent with an accuracy for each class
the unclassified areas were ignored. The better than 77 per cent. In general, the

random sampling of the individual pixels was classification performance was satisfactory,
applied to each class with a sample size although certain classes such as grassland

determined by its weight in the whole image could not satisfy the general criteria

and the assumed prior accuracy (Hay, 1979; proposed by Loelkes et al (1983), where the

Rosenfield, 1982). Each sample point was then minimum level of interpretation accuracy in

checked with updated Ordnance Survey 1:25000 identifying land use/land cover categories

map sheets and supplemented by field checking. from remote sensing data should be at least 85

A prior knowledge also permits a decision to per cent.

accept or reject the classification of certain
pixels. A contingency table was thus presented Using the integration between GEMSTONE image

(Table.l). As van Genderen (1977) processing system and ARC/INFO GIS, the
demonstrated, this table shows the following results of classification were transferred to
aspects: ARC/INFO as a new thematic overlay for further

use.
** The frequency that any one land use typeThe reqenc tht ay oe lnd se ype A number of important points about using

(on the ground) is erroneously attributed to Anme of imortan ts aboutin
another class, as those values in Row Fl of remote sensing image and the classification
Table.l. performance need to be made as follows.

** The frequency that the wrong land use (as First of all, the effect of clouds and shadows

observed on the ground) is erroneously seemed a problem which precluded a complete

included in any one class, e.g., those in study of the image. In the TM image, the

column F2 of table.l. classified clouds and shadows took 1.24 per
cent of the pixels in the whole scene within

** The proportion of all sampled pixels the study area. Apart from the fact that areas
which are misclassifoed. In this case, 42/363 under clouds or shadows will not give any
which aaribuionsifie inorts cinformation on land use, the existence ofof all attributions are incorrect,.lusadsaosmyafc hclouds and shadows may affect the

The determination of whether the errors classification performance. For instance, some
of the dark shadow areas had very low spectralare random or subject to a persistent bias. relca evlus ndtrfoewe
reflectance values and therefore were

LAND USE
(on the ground)

water grass pasture arable moorland forest built-up total F2

water 26 26 0

grass 37 2 8 1 48 11/48

pasture 4 45 1 2 52 7/52

' arable 5 108 6 11/119

moorland 3 29 4 36 7/36

0 forest 51 51 0

built-un 46A0tl8i5

total 26 46 so 121 31 58 31 363
ta 2 1 9/46 5/50 13/121 2/31 A 7/58 6/31 42/363

Table 1. Numbers of Sar ,d Pixels in Actual and Classified Land-use Categories
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misclassified as water whereas they were 4. PRELIMINARY CONCLUSIONS
actually crop lands. As aforementioned, it is
quite difficult to get cloud free images in Results so far have shown the great potential
Scotland. Thus the incorporatioi of ancillary of LANDSAT imagery 4:. area measurement and
data such as land use survey from other mapping spatial distribution of land cover
sources is crucial. Work by Gurney (1983) has types. The integration of remote sensing and
shown that contextual methods can be used in GIS techniques is of substantial significance
separation of cloud and cloud shadow from the in land use studies. Remote sensing generates
remainder of a satellite scene. To achieve a wide variety of data as an input to update
this, the synergism of remote sensing and GIS data planes while GIS provides an
contextual data is of particular value and efficient use of the ancillary data required
significance. by remote sensing analysis and enables

relationships between datasets to be explored
Another problem arose from the definition of a and tested.
category of land use. One example can be the
definitions of grassland, pastures and arable
land. By broad definition, grasslands include BIBLIOGRAPHY
heath, bracken and other rough grassland and
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R~sum6 De plus, des dtudes ont ddmontr6 que ld4rosion hydrique a ddj
drodd de 25 A 75% de I'horizon A des sols de cette rdgion (Dubd,

On a intdgr6 h un syst~me d'information gdographique (S.1.G.) 1975). 11 seen suit une perte de fertilitd qui doit etre compens~e par
l'quation universelle des pertes de sol ce qui nous a permis de des apports supldmentaires en fertilisants. Ceci entraine une
calculer I'drosion hydnique d'un sectcur agricole de 500 km2 des augmentation des coflts de production et leur dispersion contribue A
Cantons de l'Est (Qudhec). la pollution des cours d'eau car ius sont eux aussi drodds et

transportis par l'eau de ruisellement.
Une image HRV de SPOT nous a perinis d'en cartographier
l'utilisation du sol (facteur C). Le mod~le numdrique d'6ldvation L'drosion hydrique des sols entraine aussi d'autres probl~mes
(M.N.E.) a dt6 intdgr6 au S.I.G. et ii nous petmet d'en ddriver le comme la sddimentation dans les cours d'eau, les rdseaux de
facteur de topographie (facteur LS). Finalement, A la carte drainage et les rdservoirs artiftciels. Aux ttats-Unis, on a 6valud des
pddologique numdrisde, nous associons ldrodabilit6 de chacun des coflts annuels de 144 $ A 197 $ millions pour les pertes de capacit6
types de sol (facteur K). d'emmagasinage en eau (Crowder, 1987) et de 1 $ a 1.2 $ milliards

pour les coilts associds au dragage des matdriaux provenant de
En appliquant cette 6quation, nous obtenons les pertes de sol pour l'drosion des sols agraires seulement (Clark II, 1985). De plus, les
l'ensemble du territoire d'dtude. Les pertes totales sont de 791 sddiments irodds, transportds par les cours deau, entrainent des
tonnes mdtriques/ha/an rdparties comme suit. 24 t/ha/an pour Ia cofits suppidmentaires lors des opdrations de filtrage des eaux de
forA-t, 95 t/ha/an pour les cultures et 672 t/ha/an pour les secteurs de consommation. On a dvalu6, pour les communautds de l'tat d'Ohio,
sol nu. (ttats-Unis), qu'une rdduction de 25% de l'drosion hydrique des

sols se traduirait par une dconomie de 2.7 $ millions en frais de
Abstract traitements des eaux. (Forster et al., 1987).

We integrated to a geographical information system (G.I.S.) the Malgr6 tous ces impacts dconomiques et environmentaux, tr~s peu
Universal Soil Loss Equation (U.S.L.E.) to estimate soil eroston d'dtudes globales des probl~mes d'6rosion ant dtd fattes ii ce jour.
losses due to water erosion in an agricultural region of 500 km2 in L'dquation universelle des pertes de sol (U.S.L.E) (Wischmeier and

teEastern Townships (Qudbec). Smith, 1958) est une mdthode qui permet d'dvaluer les zones At haut
the risque d'drosion hydrique. D'une fagon traditionnelle, elle est

A I-RV SPOT image was used to determine the land use (C factor). utilisde avec des outils conventionnels d'investigation
The digital elevation model (D.E.M.) was also integrated to a 0.I.S. (photographies adriennes, cartes topographiques et pddologiques et
to derive the topographic factor (LS factor). Finally, we added the mesures sur le terrain). Nous nous proposons d'en amdliorer Ia

rapidit6 de calcul en employant des outils modernes tels ladigitized soil map units with their soil erodibility to the G.1.S. (K tdldldtection et les S.I.G. afin de couvrir de plus vastes territoiresfactor). tout en rdduisant les coflts de rdalisation. Nous pourrons ainsi

When applying this equation, we obtained the total soil loss for our ddterminer plus rapidement et addquatement des mayens pour
study area. The total soil loss is 791 metric tons/ha/year divided as corriger Ia situation avant que les sols les plus sensibles ne
follows: 24 t/ha/an for forest, 95 t/ha/an for crops and 672 t/ha/an deviennent infertiles.
for bare soils. Hypoth~se

Mots-clds: trosion hydrique, tdldtcction, U.S.L.E. (dquation L'intdgration des donndes satellitaires, de la carteuniverselle des pertes de sal), S.1.G. (syst~me d'informatian pddoloiu numdrisde et d'un mod~le numdrique d'616vation
gdagrapique), imagerie HRV de SPOT, M.N.E. (mod~le (MN i (S T r, I stigmente Ia r~lpi&it de mnesurp de~ 1'6-6-~

**U*IIIiU~ .4~~IU~I/.hydrique. Nous assurans ainsi tin suivi d'un territoire plus vaste

Probldmatique qu'avec les mdthodes traditionnelles.

La baisse de fertilitd des sols agraires est en partie; due aux pertes de Objectif
sols causdes; par l'drosion hydrique. L'augmentation de la superficie
des cultures sarcldes (malis) dans des secteurs A topagraphie Le but principal de cette recherche est d'intdgrer des documents
accidentie tels que les Cantons de l'Est accrait les risques d'droston numdrisds pravenant de sources diverses A un (5.1.0.) dans Ie but
hydrique (Pesant et Boivin, 1985). A la station de recherches de d'augmenter la rapidit6 de mesures des pertes de sol dues A l'drosionLeny ila eud u e etsd 0,dstu hydrique At l'aide de I'U.S.L.E.. Les documents utilisds sant les
d'drasion hydrique pouvant atteindre I5 700 kg/ha/an (Pesant, suivants:
1983).
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-Image HRV de SPOT (utilisation du so]: fac, rC Celle dquaiion nous servira A ddtermincr los pertes de sal dues A
-Carte pddologique numtdrisdc (indices d'drodabilitd: K) I'drosion hydrique sur l'ensemble du territoire.
-M.N.E. (factcur de topographic: A partir de S (penic) et L

(longueur de ponte)) c) Traitcments numdriques des images:

Les S.I.G pcrmeitent de gdrcr, de synthdiiscr ct d'analyser la masse Une image HRV du satellite SPOT acquise le 25 ociobre 1986 a did
de donundes disponilples sur un temlioire. 11 s'av~rc donc I'outil le uiilisde pour ddierminer l'utilisation du sol.
plus addquat pour la gestion agricole et plus particuliremcni le suivi
de IPdrosion hydrique. -ttapes de iraitemenis:

Md6thodologic i) Corrections radiomdtriqucs: Pour obtenir des valeurs de
rdflectance au capieur dans los trois bandes HRV de SPOT, nous

a) Secteur d'diude: devons transformer les niveaux de gris en rdflectance apparente au
capieur en nous servant des valeurs do calibration fournies avoc

Le sectcur d'dtudc esi situd A 5 km au sud-est de Sherbrooke limage.
ei couvrc 500 km 2 (Figure 1). 11 est limiid au nord par la rivi&c
Saint-Fran~ois, au sud par Cooaticook, A l'ouest par le lac ii) Corrections gdomdiriques. Tous les documents sont corrigds
NlassaAippi ci A l'est par Sawyerville. On y retrouvc pnncipalement gdomdtriquemeni A un sysi~me de rdfdronce spatial (grille U.T.M.)
des fermes laiti~rcs ei, assocides A celles-ci, la culture du mais pour pouvoir 6tre inidgrds A un S.1.G.. (caries topographiques (1:
ensilage, des cdrdalcs ci des plantcs fourrag~res. 50 000) de Sherbrooke ct Coaticook (2113/5 ei 21E/4)).

72 0O 71 '45' 71 0O iii) Classification supcrvisdo: Des sites d'enirainemeni soni choisis
sur l'image pour chacune des quatre classes d'uiilisation du sal A
cartographier (hydrographie, for~i, cultures ci pflturages et sols

& A~c~c~rnr . ~nus). L'algorithmc de classification du maximum de vraisemblance
-~ est alors appliqud A l'image en utilisani les irois bandos spectrales

SKIPu *f R (verte, rouge et infra-rouge). (tableau 1).

- S ATCxw'r Tableau 1: Superficies obienues par Ia classification suporvisdc;
RAcIENIDe image HRV de SPOT du 25 octobre 1986 avec indices

JohnvdlehyCCct P associds A chacune des classes.
I ~4' ~ ~ , Classes Superficies Indices
I fIymninwille M% (k n 2 ) C P

watorik e 45 15' Eatt 0,07 0,351I 0,000 0,0
WNForat 66,09 331,575 0,003 0,5asaPCulture 26,49 132,931 0,030 1,0

o.SrAd Sol nu 7,35 36,873 1,000 1.0
Total 100,00 501,730

d) Carte pddologique:
JCOATIC-K

-, La numdrisaiion des 15 types de sol do. Ia carte pddologique s'cst
,1 effectude sur Ie syst~me do traitemenis d'imagcs DIPIX ARIES III A

l'aidc do la camdra Eikonix. Nous effectuons ensuite une correction
gdomdtriquc pour superposer ceite image A l'image HRV de SPOT.

Tableau 2: Superficios do chacun des types do sol ci indices K
007 45R'N(Us.. correspondants.

1 250(4 C.MV,;t,. Fno.Oc,

..1$ Types de sot Superficies Indices
% (kin 2) K

Figure 1: Secteur d'6tude D Terrecfranche sablonncusc dcDufcrin 13,80 73,199 *0,21
Sh Terre francho sablonncuse do Sherbrooke 15,26 80,952 0 0,11

b) Itquation universelle des peries do sol (U.S.L.13): G1 Torre franche doGreensboro 26,18 138,822 $0,09
Ca Terre franche do Calis 7,35 38,992 0,07

Ceite dquation, misc au point par Wischmciereit Smith (1958), nous T Terre nardcagcusc (tourbo) 1,38 7,316 0,00
permet do calculer los peries annuelles do sol causdcs par I'drosion CL Terre francho argilouse do Coaticook 6,72 35,663 * 0,21
hydriquc. Elle s'cxprimc comme suit: MI Terrefranchc rochcuse deMagog 4,94 26,173 0,24

Sf Terre franchc sabloncuse dc Sheldon 12,36 65,526 * 0,30
A= R*K*LS*C*P M Sable fin do Milby 3,63 19,245 0,04

Cn Terre frarcfue sb!o!,"se flne de Coton q3-,A1 1808 ASS A
oiA: A=perics annuelles do sol (kg/ha/an) Lta Sol aliuvionnaire non classifid 0,33 1,771 0,06

R=donndcs pluviomdtriqucs: 6nergic cindiique des pluies Dg Tcrrofranche gravcleusdocDanby il 0,32 2,706 0,31
(MJ~mn/ha'hcurc-an) L Tore francheargilousedcLennoxvle 0.12 0,629 0,21

K=indice d'drodabiliid: ddriv6 do tests utilisant le simulaicur do Rs Roche 0,53 2,817 0,00
pluic. (vanie dco A I) (itlia*heurelha*Mj*mim) Bm Term franchc do Brkshire 3,67 19.442 0,06

LS~facteur do topographic (calculd A partir do Ia penic (S) qi dc Total 100,00 **530,341

Ia longuour do Ia pente (L) tous doux ddrivds du M.N.E. *Indices K mesurds A l'aide du simulateur do pluic (did 1988).
C=Evoluiion des cultures: donndes moyennes (A partir doe Les superficies totales varieni entre certaines carios du fait quo

tableaux do Wischmeier (1978) (vanie do 0 A I) edou ntn pvinn asesm e orc.
P=Pratiqucs culiurales: donndes rnoyennes (A partir de tableauxlodcuetnopvinniasesm o ore.

de Wischmeier (1978) (varie o0 A I).
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c) Mesure dcs indice:,. d'drodabilit6 (K) des diffdrents typeCs de sols g) Dorndcs pluvioindtriqucs:
de a rgio ?tI'ade u smulteu depluc.Le factcur R dc IU.S.L.E. rcprdscnte l'ncrgie cindtique annuclie

Les mudhwes d'erodabilil de iq types dc sol, de la r4;iun ut 66 des pluies. Pour cctte dtude, nous le considdrons commrc constant
rrisur~b~ l 1.idJ du bimuIieuw &~ piwe de ht siuuzi de redierilis dc sur l'ensembicl du temtoirc. La valcur dc 1275 MJ~mn~ha/heurc/an
Lennoxville (Agriculture Canada). Cc simulateur de pluic est ddrivd liii a dt6 attribud (Lagacd, 1980).
dc ccliii mis au point par Meyer et McCune (1958). Nous cffcctuons
dctix simulations stir chacuin des cinq types de sols et cc danis trois It) S.l.G.:
classes dc pente (eniviron 4, 8 et 12%). Nous en ddrivons le facteur
K (6rodabilitd) deC l'.S.L.E. (tablcau 2). Les images correspondlant aux diffdrents flictcurs dc IU.S.L.E. sont

cnsuitc converties en format matriciel Quadtrec avcc lc logicicl
0) M.N.t. SPANS de TYDAC. Le format Quadire condense l'inormation INt

oii il nWcst pas ndccssairc d'avoir une prdcision plus grande. Les
Cc mod~lc numd~rique d'dldv ation provient de ]a US. Geological zones uniformes soni constitudes d'unitds de plus grandes
Survey (U'SGS) 11 a 6id r~alisd ) partir de la tante topugraphitqueau dimensions tandis quc Ics zones hdtdrog~ncs sont ddcimdcs jusqui'
1 250 0(W et sat rdsolution spatiale a did rdethiantilIlon ndc i 50 mi uniformitd du pixel. La figure 2 nous niontre un exemplc dc
pour les besoins de cette hiude Sat rdsulution altinidzrique est de ddcination Quadiree A tin nivcau 3. Nous pouvons ainsi obtenir
30,3 11n Le M N t est corrigd gdomdtriquement dans lc but de lc jusqu'.t 16 nivcaux dc ddcimation de l'iage ct cc processus s'arrate
superposer ?i l'image I IRV de SPOT. Nous en ddrivons les faucurs lorsquc les pixels sont uniformes. Ceci permect d'augmenter la
S (pente) et L (longucur de ]a pente) . ndccssaires lors dui calcul dui rapiditd d'cxdcujtion des calculs car, avec cc formiat, il y a
faicur de topographic (LS). Les pentes sont cxprinides en quatre gdndralisation dc l'information.
classes: 0-5%, 5-10%, 10%-15% et >15%, (les bomnes supdricures
diant exclusives). Les longueurs de pe.ntes sont comprises entre Ocet
63 (*50m pa nivcaui).

U'djuaiion pour le calcul de LS facteur de topographic (Wischmceicr
and Smith, 1978) int~gre Ics valeurs de pente et de longiteur de
pente. Elle sexprime ermine suit: Figure 2: Format Quadirec (niveau 3)

LS= (L/22,1I5)fn - (65,41, (sin(S)) 2 + 4,56 - sin(S) + 0,065) La prochaine dtapc consiste i crder des fichiers de variables associds
oii m= indice variant sclon la petite ii chacun des documents (facteurs K, P, C, R). Potur chacun des

tliames, un chifficr contenant Ics valeurs de chaquc facietir est crdd.
Tableau 3: Superficies de lit carte des pentes, indices S (radians) et

II associds. Nous dcrivons H~quation des pertes dc sols dans tin fichier et cc
programme fait appel 4~ chacune des valcurs prdalablemcnt incluses

t'ente Superficies Indices dans Ics diffdrents chiffriers pourcalculer les pertes de sols. Lat carte
% %M (kn112) S (radians) to rdsultante est aussi automatiquement obtenne sclon Ics classes dc

0.5 71,97 381,682 0,024993 0,3 pertes de sols ddsirdes.
5-10 21.45 113,774 0.074857 0,5
10.15 4,23 22,415 0,124355 0,5
>15 2,35 12,470 0,197397 0.5

Total 100.00 530,341

Tableau 4: Superficics de, pentes de sol ct pentes totales de sol pour chaique utilisation dui sol

Pertes de sol (kg/ha/an)
Per tes

0 0-10 10.50 50-100 100-500 500.1 K 1.2 K 2-5 K 5-10 K >10000 Totales
Utilisation (t/ha/an)
dui sol

Eau 0,351 0,000 0.000 0,000 0.000 0,00)0 0.000 0,000 0,000 0,000 km2  0
0,07 0,00 0.00 0.00 0,00 0,00 0100 0,00 0,00 0,00 %b

Forkt 8,461 0,172 0,000 0,000 0,000 0,000 0,000 0,000 0,000 0,000 km2  24
1,69 64,37 0,03 0.00 0,00 0,00 0,00 0,00 0,00 0,00%

Cultures 0,945 113,444 16,259 1,813 0.471 0,000 0,000 0,000 0,000 0,000 km2  95
0,19 22,61 3,24 0,36 0,09 0,00 0,00 0,00 0,00 0.00%

Sols nus 0,405 0,000 14.278 9,042 10,292 1,650 0,882 0,296 0,027 0,001 km 2  672
0,08 0,00 2,85 1,80 2,05 0.33 0.18 0,06 0,01 0,00%

Total 10,162 436,387 30,709 10,855 10,763 1,650 0,882 0,296 0,027 0,001 kn12  791
I2,03 86,98 6,12 2,16 2,15 0,33 0,18 0,06 0,03 0,00 %
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plots", Agricultural Engineering, Vol. 39, pp 644-648, 1958.
Conclusion
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simplifi~e par l'utilisation d'un S.I.G.. En effet, les param tres du Lennoxville, Quebec, 4 p., 1983.
module peuvent Etre modifies a volontde ce qui nous permet de
visualiser inddpendament les effets et l'importance de chacune des 8. Pesant, A. et Boivin, F., "Photo interprdtation de la pente, de la
variables du module. Cette dtude est donc une premiere ddmarche en superficie et du type de ddp6t des sols cultivds en ma's fourrager
vue de loptimisation du suivi de I'drosion hydrique des sois. La dans les comptes de Richmond, Sherbrooke et Stanstead", Faits
mdthodologie ainsi ddveloppde nous permettra de calculer saillants, Agriculture Canada, Station de recherche de
systdmatiquement les pertes de sol sur de vastes terriroires, et ce, A Lennoxville, Qudbec, 4 p., 1985.
moindres frais. Cette methode est d'ailleurs la seule pouvant
atteindre un tel but pour des superficics aussi grandes. 9. Pesant, A., Dionne, J. L. and Genest, J., "Soil and nutrient

losses in surface runoff from conventional and no-till corn
Par contre la m6thode pourrait s'avdrer beaucoup plus precise si tous systems", Canadian J. Soil Sci., Vol. 56, pp 443-451, 1987.
les facteurs necessaires au calcul de l'erosion hydrique dtaient plusprdeis. 10. Wischmeier, W.M., and Smith, D.D., "Predicting rainfallerosion losses - A guide to conservation planning", Agr.

Le facteur de topographie (ddnvd de S et L) serait plus exact si le Handbook, No. 537, U.S. Dept. Agr., Washington D.C. 58 p.,
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Le facteur C serait quant a lui beaucoup mieux dvalu6 si plusieurs 11. Wischmeier, W.M., and Smith, D.D., "Rainfall energy and its
images dtatent acquises pendant la saison vegdtative d'une m~me relationship to soil loss", Trans. Am. Geophys. Union, Vol. 39,
annde et ce, pour quelques arindes successives. Nous pourrions pp 285-291, 1978.
ainsi avoir une meilleure idde de l'dvolution des cultures au cours
d'une m~me annee ainsi que de la rotation des cultures au fil des
ans. La classification pourait comporter plus de thtmes ce qui
permettrait d'augmenter la precision du facteur C.

Le facteur de pluviomdtrie (R) pourrait quand lui 8tre calculd l
chaque annie. Ceci nous permetterait de tenir compte des valeurs
extremes parfois observables d'une annee a rautre.

Cette dtude 6tant une premiere approche, nous tenions I v6rifier la
validitd de la m6thode. L'amdlioration de ]a prdcision de certains
documents utilis6s aurait pour effet d'ameliorer de beaucoup la
precision du calcul des pertes de sol. De plus, l'ajout de modules de
diffusion des particules solides et de ]a pollution diffuse (produits
dissouts) nous permetterait de tendre vers un systfme expert de
gestion agricole.
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INTEGRATED IMAGE-MAP PRODUCTS FOR TOWNSHIP LEVEL LAND INFORMATION

M.J. Manore
Canada Centre for Remote Sensing

R. Protz, B.A. Proud
Land Resource Science,
University of Guelph

ABSTRACT (LRIS) for land use and municipal planning (Ottaway,
1988). Previous unpublished work within CCRS used GIS

As part of a project to introduce remotely sensed layers within an image analysis system to evaluate the
data into an existing Land Related Inforation System use of integrated products for local level land
(LRIS) for local level land-use planning, a series of management. While the Oxford Co. LRIS is primarily
digital map and image products were developed and focused on urban planning, this work concentrated on
evaluated for their potential to provide useful rural land use information and soil conservation, a
information to local land managers. The test site was lower resolution application better suited to the
Oxford Co., Ontario. where a comprehensive LRIS is capabilities of remote sensors (Cihlar et al., 1987;
used operationally by the county planning office. Sauchyn, 1989). This paper describes a follow-on
Using Thematic Mapper, SPOT and MOS-l image data, a project which had two specific objectives;
series of enhancements and ground cover
classifications were produced. These image products - to identify the specific information needs of the
were combined with data from the LRIS in two ways: in township level managers which may be satisfied by
image (raster) form as either themes or enhanced combined image/map products; and
images, and as vector map layers extracted from the
boundaries of image classifications. While the visual - to develop sample products for evaluation by the
impact of enhanced images overlayed with existing map local users.
files was very strong, the integration of map and
image data on a single, interactive display remains a The intent was to develop digital products which could
technical problem for many GIS/Image Analysis systems, be manipulated within a GIS in order to take advantage
On the other hand, Image classifications converted to of the network for data distribution which already
vector map layers offer to potential users existed within the county. However, restrictions in
information on land use/land cover in an easily the current display hardware of the Oxford Co. system
retrieved and manipulable form. The technical issues would prevent the full colour display of image data,
of integration are fewer in this approach and so some of the initial products have been created
disruption of existing data structures and system within the image analysis environment where the
management are kept to a minimum, viewing of images is superior.

Keywords: Remote Sensing/GIS Integration, Soil At the time of writing, the work was not as advanced
Conservation as had been expected. This paper, therefore, will

report only in the progress to date and will discuss
only preliminary results. Example products and user

INTRODUCTION reaction will be available for discussion at the time
of presentation in July.

The integrated use of remotely sensed data and map
information from Geographic Information Systems (GIS) DATA
has received much attention recently. While many
technical issues of data exchange between specific A variety of image and map data sources were
vendors' systems have been resolved, the use of available for the project (Table 1). The focus of the
inParatpd imna/mnn nrndqtI S iq ctill leow. One date was Nwh Tn;nship, a ,,k4 .C of the O.gfor
reason for this is the scarcity of digital GIS County data set. All map data were supplied in
databases used operationally within Canada. For topologically structured ARC/INFO coverages (line
several years. Oxford County, Ontario has been the and/or polygon) except for the NTS 1:50000 map sheet
site of an operational Land Related Information System which contained feature-coded spaghetti vectors in
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Intergraph IGDS format. These data were converted to elevation, etc. ) than in their location alone, and
ARC/INFO format through in-house systems and vendor that these are more appropriately treated in the GIS.
supplied translation packages. The NTS 1:50000 files
have been used to date, instead of the CBM 1:20000 Igage Classification: Rapid parallepided
files, because of the smaller data volume and their classifications were performed on the May TM image to
compatibilitv with image dpta at 25 metre pixel extract three visually evident classes; vegetated
spacing. Future work witn high resolution SPOT PLA fields, woodlot, and fields with high harvest residue.
data may require the higher positional accuracy of the Using only TM 3. TM 4. and TM 5, classifications for
OBM data to achieve acceptable overlays. Significant each class were created individually based on visually
misregistration of features was observed between map identified training sites. A post classification
layers from different sources (sometimes > 50 metres) filter with a threshold of 25 pixels was applied to
with the worst registrations observed in the 'clean' the results of spurious pixels.
agricultural overlays.

When displayed over the image data, the classified
To date, the Thematic Mapper and MOS-l MESSR image theme layers were found to be disruptive to visual

data have been UTM geocoded at 25 metre Pixel spacing interpretation rather than beneficial. Although the
through manual qround control point selection. The areas of the chosen class were highlighted in the
SPOT data will be UTM geocoded at 10 metre spacing in presentation, the opaque themes obscured all
the near future. Only the May 28. 1988 scene has be underlying detail.
used in the generation of products so far because of
the significance of spring time vegetation and crop The three classifications were then exported in
residue cover in soil conservation, raster format to the GIS where they were subsequently

vectorized into the same map coordinates as the
The exchange of data between the IAS and GIS was original map coverages. In this format, the results

performed using a combination of vendor supplied and of the classification become as displayable and
custom software. The systems used in this work were manageable as any existing map layer. Several options
a Dipix ARIES-III image analysis system (IAS) and an for display were examined; the most agreeable of which
ESRI ARC/INFO geographic information system, both was the classification displayed in solid shades
located at the Canada Centre for Remote Sensing. The underlying vector linework and/or attribute text from
map coverages from ARC/INFO were transferred to the the other coverages. Because the classified data are
ARIES and rasterized via exchange software supplied by solid themes with no interior detail, the overlying
Dipix (Landriau and Manore, 1989). Raster theme files layers do not significantly hinder the visibility of
which resulted from image classification were the underlying information.
transferred to ARC/INFO grid files where they were
vectorized by standard ARC/INFO routines. The Although the visual map products appear to very
translation of the raster data to ARC/INFO grid format useful, the real value of these transferred
was accomplished with in-house programs. classification polyqons is that they may be used in

analytical map operations .with the other covers.
TRIAL PRODUCTS Example products that will be derived in the near

tuture include;
Map Overlays on Image Data: Using the map and pre-
processed image data, a series of trial products was - the calculation of total vegetated, bare, and high
generated. The first were products for viewing on residue surface cover by region or operator's
systems with good image display capabilities. These property:
were three-band colour composites comprising contrast - the identification of bare fields on high slopes of
stretched TM 4, TM 5. and TM 3 (RGB) onto which light soil textures to target areas of high soil
selected. rasterized map layers were overlayed. The orosion potential;
road, natural drainage, and property overlays were - the identification of land cover (vegetated, residue,
found to improve the visual quality of the imagery bare) on fields with artificial drainage (tiles).
more than any others (Figure 1). They provided a good
geographic frame of reference which assisted the DISCUSSION
visual interpretation and location of ground features,
but which did not obscure the within field ground The preliminary results of this work have identified
detail. It Is anticipated that users of this type of a small number of potential products derived from only
presentation will appreciate the familiarity of simple a sub-set of the available image and map data. What
image Products (because of their similarity to aerial has emerged, however, are two distinct classes of
photographs) and will be impressed with the level of products which reflect the display and analysis
detail visible within individual fields. In capabilities of IAS and GIS systems.
particular, micro-drainage patterns, variations in
soil moisture, and the distribution of vegetation and Thq high level of local detail interpretable from
crop residue were easily interpretable. This type of enhanced, multi-band imagery is readily usable because
product (in either digital or photographic form) could of its similarity to familiar aerial photographs.
be used as a site reference when dealing with This detail cannot be extracted or reduced to data
relatively small areas such as a single farm. volumes manageable by vector based GIS systems, so it

is best left in image format for visual analysis.
The remaining map layers, such as soils, tile Only small areas at a time can be effectively analyzed

drainage, and contours were considered to be of less this way, so this type of product would be appropriate
value in this type of presentation because their for consultations with individual farm operators on
content was less readily related to what could be soil conservation practices. or for the assessment of
visually interpreted from the scene, and because they land cover/soil condition in known problem areas. It
sometimes obscured detail from the underlying image. was found that only a minimum of acllary map layers
It was reasoned that the value of these layers lies could be overlayed on these image data before they
more in their distinctive attributes (soil texture, obscured too much of the underlying detail.
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Ground cover maps that could be extracted from the
imagery by classification were observed to be well
suited to the analysis environment of the GIS. Theie
data could be extracted for large areas (i.e. whole
townships or counties), but at a lower level of detail
than available through visual interpretation. By
definition, a classification is a reduction of the
data. In this instance, the data are reduced to a
form ideally suited to thematic mapping and spatial
analysis in a GIS. kit

A significant technical issue which influences the
development of integrated image/map products is the
limited display hardware supported by IAS and GIS
vendors. Traditionally, IAS vendors have used raster
mapped 24 or 32 bit colour displays, while GIS vendors
have used high resolution vector graphics devices,
often with restricted colour palettes. The best
display system for integrated products permits image
display with high radiometric resolution (24 bits)
while maintaining qood vector graphics capabilities Figure 1: Thematic Mapper Channel 3 overlayed with
for map information and text. Only a limited number property boundaries for a portion of Norwich Township,
of vendors support these types of displays, which to Oxford Co., Ontario. The property lines were found to
date has restricted the easy integration of the two reinforce the patterns in the landscape and assist
data types and continues to be a barrier to the visual interpretation.
adoption of remotely sensed data to GIS users.
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TABLE 1: Data Available for Norwich Township, 1988

a) Oigital Map Data

Data Source Format Content
...........................................................................................

NTS 1:50000 Canada Centre IGDS line features from
for Mapping NTS topographic maps

Ontario Base Oxford Co. ARC/INFO line features from
Map 1:20000 Planning Office OBM topographic maps,

DTM

Polaris Oxford Co. ARC/INFO property boundaries
Planning Office from Ontario land registry

Agricultural Ontario Ministry ARC/INFO general land use, tile
Thematic Maps of Agriculture drainage, soils

and Food (OMAF)

b) Satellite Image Data

Sensor Date Scene Reference

Landsat TM 07-5-88 18-30 Quad 3

24-6-88 18-30 Quad 3

SPOT PLA 28-5-88 GRS 612-263

MOS-1 MESSR-1 29-9-88 MRS 167-59
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ABSTRACT

The present paper describes a land eva- tigation. On tile one hunu, it requires

luation process by using the powerful persons to evaluate and make a map of a

microcomputer based Geographical Infor- large area. On the other hand, because

mation 3ystem (GIS). It proposes a new the results depended on the evaluator's

model for land auality assessment, the intentions to a great extent, it is not

revising coefficient, and an approach to easy to compare the conclusions made by

identifying limitations. It shows that the different evaluators. The first problem

GI3, based on the microcomputer, is prac- has been solved, along with the deve-

tical and easy to use. The paper also lopment of remote sensing techniques and

suggests the importance of developing a their applications in land research.

data analysis software package concurr- But the second one has remained unsolved.

ently with tne perfection of the GIS. The Geographical Information System
has developed rapidly in recent years.

Key words: microcomputer GIS, land eva- 
has een apid to ran ieds.

luatonevalatin moel.It has been applied to many fields. Its

luation, evaluation model. four main functions--data collection,

INTRODUCT1ON data managment, data analysis and infor-

Land is the natural complex on the mation output--supplied an advanced and

earth's surface consisting of natural strong mean for land resources research

elements such as relief, rock, vegetation, in land information managment, onalysis

soil and hydrology (C.S.Christian and G.A. and automated cartography (P.A.3urcough,

Stewart,1953). One of the basic cnaracter- 1982). To date, tne GIS has been runn-

istics of land is having production capa- ing mostly on expensive minicomputers

bility. Land evaluation embraces both and mainframe computers (P.F.Fisher et

assessment of its natural characteristics al,1968). They are not suitable for

and estimation of its agro-economic ones. wide use in developing countries. The

The former is called land quality assess- functions of GIS based on the micro-

ment including specific purpose assessment computer, although its capacities are

ana general purpose assessment. The latter smaller than the mainframe computer,

is discussea here including its capability were quite perlect (U.Schultink,191).

and suitability for farming, forestry and ve established a GIS in IBM-XT computer

animal hubbandry. and used it to evaluate the land qua-

Conventionally, land evaluation was lity successfully in Huang Tu Liang

made by personnel with practical exper- area (50 ki
2 ), Ping Quan county.

ience through fiela surveying an inves- The approaches of land evaluation
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are clasbified as categoric system and were obtained by remote sensing interpre-
parametric system. Both of them have tation, DTM derivation and sorting out
either advantages or drawbacks. We com- soil survey information. Some of this
bined both in our work dividing the sui- information was quantitative or semi-
tabijity class using categoric system, quantitative and the others were qualita-
then calculating the subclass and limita- tive. Parts are shown in tablel. They all
tions using parametric system. The results were inputted into GIS, creating the
were quite satisfactory. attribute document of evaluation units

METHODS respectively.

Grid-digitizing the landtype units and EVALUATION MODEL
inputting into GIS to store as evaluation There are two main methods of land evalua-
units; establishing the mathematical tion in a parametric system which, having
evaluation model and taking it as one of been universally accepted, are Califor-
the analysis packages of GIS; comprehens- nian Storie Index Rating (Storie 1933,
ing all land resources information to 1976)aid G-man Bodenschatzung and its
assess land quality; outputting maps and derivatives (Rothkegel 1935; Strzemski
tables of land evaluation and limitations. 1972). Becatse the latter requires very
EVALUATION UNITS detailed knowlege of the land being

Researches of landtype are the basis of evaluated, their application is restri-
cted to those countries where such

landtype in the research area at the inrmtition is available. The Stone
sldte in the0000 re er reatatin te Index is widely applied but has certain

sa of 1:5000 inearpeta nd of inherent limitations, especially whenLandsat TIM anu infrared airphoto and regi- the results are compared with a farmer's

strated it with terrain maps. The land erence ote lard th ataoreof

site (it is the lowest grade among land tsper thefo d.suge a ne

class, subclass and site) was regarded as method of evaluation.

land evaluation object. Grid-digitizing Accoding toacoprens

it, according o the evaluation accuracy (Land quality is formed by comprehensive

, the size of grid cell was defined as (adqaiyi omdb opeesv

100100 meter square on earth. Coding and action of each natural element where
100*100ding t square '.Ion ear e C ing acharacteristics of any single element
kebariit ion tostocan not substitute for land quality),
the unit of evaluation. differentia principle (Because the

EVALUATION FACTORS effect of eacn element on land produc-

Using categoric system, the landtype tion caphbllity is not same as others,
was diviaed into four groups: agriculture they shouldn't be treated equally during
-suited, forestry-suited, animal hus- the evaluation process) and limitation
bandry-suited and inadvisable for all of principle (The element whose attributes
them. We selected several evaluating are least suitable for land production
factors for the first three groups accor- capability compared with other elements
ding to such respects steadily influenc- is the limitation factor), a weighted

ing land quality. These were geomorphic addition system is proposed:
conditions, soil conditions, fertility. QI=:Wi*CFi n--number of factors

irrigation and limitations. Becaues the wr i

growth of crops, trees and herbages need

different natural conditions, the factors into different class of

selected for each group were not at all suitability by dividing its scores
the ame.(see to table2).the same.

The data and information of each factor Wi._weightness of each factor, it
is calculated by Saaty's method.
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'amrli. Fantor- and its attribhuts of agrioulture suitable land

't" -\ra- ollay, text slopo organ. : P :P : irrig-
1)(- \tor-,:- :(m -urp matt.,X :(ppm): ation

---------------------------------------------------------------

1 33.8 ,andy 0 9 1.01 7.2 7.5 ,wat. Iog'
2 52.7 Ig.loam ).7 1.13 1.1 7.5 iwat.log:
.1 70.0 san.lie. 2.4 1.09 4.3 7.0 wat. log:
1 1)0.0 loamy 0.8 1. lb .8 7.8 quffir.
.5 6 1 .3 :1 g.lop. 3.115 1.)3 4.2 7 .3 suffio.

6 77.0 loamy 1.6 1.07 3.5 7.6 having
7 w3.0 sandy 1.8 1.0- 3.5 7.3 having
8 96.0 boa/lay 8.0 1 .09 3.7 7.4 noteood:
q 60.0 Ilg.lon. 11.8 1.01 3.2 7.5 notgood
10 62.0 loa/dlay 13.6 1.11 2.7 6.4 suffic. :
11 88.0 qan.-lig 10. 1.05 3.5 7.5 notcood:
12 120.0 oa/r-Jay 13.4 0.85 4.0 7.5 nothave:
13 60.5 lig.-lon 12.9 .13 2.0 7.3 suffin.:

1 Flat land with sandy soil soil
2-Shrub flat land with sandy meaaow 9__Gentle slope land with slightly
3-Shrub flat land with meadow soil eroded drab soil
4 Mixed grass flat land with meadow soil 10 Valley lana witn leached drab soil
5-Leached flat land with drab soil 11 Tableland with leached drab soil
6-Leacheu flat land with meadow soil 12-Low mountain slope land with leached
7-Leachea flat land with sandy drab soil drab soil
8 _Gentle slope land with leached drab 13__Valley land with brown forest soil

CFi single element evaluating func- 1=1

tion of each factor. It is K2

constructed with the relation- where KI,K2 tho effective growth co-

ship between factors and land efficient belonging to climate

procuction. That is to say, regionl and 2 respectively.

the most suitable value of

each factorcs attribute is def- K t

mned as CF 100, the most un- K,

suitable value is defined as XI,X2 the starting and ending

CF 0, between tnem, the func- date of effective vegetal period.

tion is lineally related with Pt the dffective temperature

the factor's attributes, coefficient (Ref.5).

Pw__the effective precipitation

Table2. Division of land capaoiity class coefficient (Ref.6).
and subclass in agriculture suitable land

There are different climates in
suitable suitable scores I mountains and on plains because of the
classes subclasses of index I

1 96-100 variation of altitude. The effective

I 2 93-96 vegetal period in mountains in Ping
3 90-93 I

1 85-90 quan county starts in the last ten days

II 2 80-85 of May and ends in the second ten days
3 75-80
1 70-75 1 of September whereas that in plain

2 65-70 starts in the first ten days of iday and! 3 60-65

1 55-60 ends in the last ten days of oeptember.

IV 2 50-55 I The .oeffi.t Pt and P* ace 5i.owl if
3 <50

table3. The revising coefficient is

0.899.
In the past,it was difficult to compare According to the differentia principle,

the land quality belongingtodifferent the limitations can not be pointed out

climate regions. In this paper, a revi- directly through factor characteristics.

sing coefficient (5) is proposed: The "quotient weightness" is then pro-
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TnhLo3. C'nft'firient Pt nnd Pi, within grow~th period

M ny Jin 11l Axigust 9eptomber* rI:R si S : LASI FIR: I C l: .,\S : F IR: SF.C I.s F fRI s : IS: I ilR SE(: iI,Axs:

.Pt:.11 ..19 .5.5 .58 .61 .66 .68 .68 .69 .68 .6i3 .59 .49 .43 .40:
,Pw .25 .25 .3( .35 .40 .50 .75 .85 1 1 1 1 .65 .75 .701
: -------------------------------------------

posed to indentify limitations. (Iiviuing CRIES Geographical Information System,

the single element evaluating functicns Resource Development Occasional Paper,

by square roots of their weight respec- CRIES Project, Nichgan State University,

tively, the minimum value of the calcu- East Lansing, 1986.

lation is limitation.) 3. Fisher,P.F. et al, "The Use of Micro
L=min(CFi/J-i) computers in Soil Survey", Soil Survey

Translating The evaluation model into and Land Evaluation, No.1, 1988.

applied subprogramme of GIS, transferring 4. Saaty,T.L., The Analytic Hierachy

the attribute documents of evaluation Process, McGrawHill, Inc, N.Y.,1980.

units to evaluation subprogramme, opera- 5. Deng Genyun, "The Resources of Light

ting and outputting various maps of land and Temperature and the Climate Potien-

evaluation and tables of evaluation tial in China", Natural Resource, No.4,

classes and limitations, the land evalua- 190. (in Chinese)

tion map is shown with a scale of 1:50000. 6. Lui Hongshun, "The Climate Potien-
tial and the Map of Light ResourcesCONCLUSION Distribution in China", Agricultural

1. There are many more functions 
of the

Geographical Information System, for Climate, No.1,1965. (in Chinese)

example, beside the comprehensive evaluat-

ing and mapping, the single factor evalua- I § ,

ting and mapping, multi-factors' overlay .1 Z

will be done if necessary. It shows a OM 1 E 0 - U U

wide perspective for deeper research of

land.

2. GIS based on microcomputer is handy
C

and easy to extend or rewrite softwares. 0
Because of the limitation of microcomputer

RAM, it is just suitable for applying to

the works on small area recently.

3. The crucial factor of whether the
results of land evaluation using micro-
computer GIS are satisfactory is the

success of mathematical model of evalua- 0

tion andthe reliability of information

obtained. It is even more important to

develop the data analysis package than

to perfect the whole system.
0
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ABSTRACT mainly reflect changes in lithologyrepresenting the contact of two
formations. -Lineaments may illustrate the crustal structure and are

Lineaments are features that represent faults, fractures, useful in the study of the tectonics of a region. Explorationists are
joints, contacts, topographic linear ridges, valleys -and tonal interested in mapping lineaments, since lineaments may be loci of
contrasts, and have a degree of linearity. They are important in the deposition of economic mineral resources. A number of
understanding the structure and tectonics of a region. They often metallic-and nonmetallic mineral deposits have been found along
represent- a major structural discontinuity that controls the lineaments, where they represent fractures, faults or shear zones
emplacement of igneous intrusions and may be related to the and-which control the emplacement of metasomatic deposits.
mineralization or entrapment of oil and gas reservoirs. Lineaments Structural traps of the oil and gas can also be interpreted -from
are of primary importance to geologists and can be studied using discontinuities of the surface.
remotely sensed data. The interpretation and mappir.g of
lineaments is often a subjective matter and varies with individuals' Lineament- mapping his applications in -the fields of
ability and experience, structural geology, tectonics, -geophysics, engineering and-

-economic geology. Lineaments have been mapped manually from
An automatic lineament detection technique has been aerial photographs and satellite imageries for subjective analysis,

developed that is useful in mapping lineaments bY image but duingte last decade, mapping has been aided by the digital
processing Landsat data. The technique invelves the enhancement processing 0fremotely sensed data. Deconvohtionfiltering of
of linear- features followed the delineation-of these enhanced satellite images in both the spatial and the frequency domains has
lineaments through pattern recognition techniques. Lineament been done fo enhancethe linear features, imprbve image quality
maps-can be produced using this technique, which -eliminates- and help in recognition and- interpretatioi. However,-lineamefit
subjective decisions and proves- very effective in extracting recognition-is subjective-and varies from interpreter tointcrlreter.
structural and tectonic information. Lineament mapping depends on visual perception and the ability

to iecognize patterns in images; thus, experience and-knowledge
Key-words: Remote sensing, automatic lineament detection, of the-area under study -are key factors in the-identification:of
pattern recognition. lineaments.

I. INTRODUCTION Studies -on-line -detection,. line extraction -and pattern

recognition from aerial photographs have been done in the field ofo
A lineament is a mappable, simple-or composite -linear urban environment. Pavlidis (1980)-proposed -a thinning

feature-of-a surface that-is aligned in-a-rectilinear or slightly algorithm for discrete binary -images- to 'obtain- a-continubus-
curvilinear relationship (O'Leary,-et al., 1976). Lineaments are skeldton of thefeaturesin-teimage. Nevatia and-Basu(1980)
either due to physiographic features (positive or negative)-or tonal have described the combination of edge detection and line features
changes:-physiographic features are-linear ridges, valleys, faulis, extiaction-to discern highways and runways. Gurney (1980)

-fractures,-joints and tectonic-trends in the rocks: and tonal features suggested matpi featurar features from LandsatMSS data less
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than one pixel wide by a careful selection of thresholds. Wang (3) thinning and line linking to permit the tracing of the linear

and Newkirk (1988) designed an expert system to map highways features.

from Landsat -Thematic Mapper data. Holyer and Peckinpaugh

(1989) proposed a new edge detection algorithm based on the gray Lineament display is generally enhanced by the application

level co-occurrence (GLC) matrix for automatic delineation of of a high pass filter or by an edge detector. The most common of

mesoscale structure in digital NOAA -7 AVHHR images of the the edge detectors used are 3x3 convolution kernels, which are

ocean. sensitive to noise. Common operators are Sobel, Laplacian,

Prewitt and Roberts. After the lineaments have been enhanced

The use of remote sensing for geologic studies presents using high pass filters, a gray level threshold is selected before

problems that complicate the lineament detection process. converting the image to a binary image. Selection of a suitable

Lineaments may be seen as changes in tones of gray, mainly due threshold is critical. A technique proposed by Gurney (1980) may

to the ground cover that controls the spectral characteristics of the be used to decide the threshold level. The GLC matrix technique

lineaments. Cultural features such as highways and field (Holyer and Peckinpaugh, 1989) is also effective for suppressing

boundaries also interfere with lineament recognition. Shadows the noise and thresholding the image to detect edges from infrared

may enhance or mask lineaments, and lineaments are often ocean images. The third step in the procedure has been dealt in

irregular or curvilinear. Thresholding the image at different levels different ways by many workers. The detection of lines is

will give different results due to reduction of the gray level range followed by thinning and line linking operations, which join the

that segregates information in to selected levels. Lineaments may lines and shrink the thick lines to a skeletal structure.

be enhanced using high frequency filters; these, however,

sometimes increase the noise in the image, and so a method of III. DETECTION OF TlE LINEAMENTS

enhancing the high frequencies selectively can be useful. A GLC

matrix approach helps to control the noise level in the image but is Lineaments can be delineated from the binary image by

sensitive to very small gradations in the image, thus causing the thinning and line joining to obtain thin and regular lines. Such

image quality to deteriorate. Also, this method does not give good processing extracts lines that may be straight or curved. Most of

results with Landsat MSS data. Variation in the spectral the curved lines may not be due to the geologic features, unless the

characteristics of the lineaments restrict the use of multispectral region is folded or thrust faulted. The size of the lineament to be

classification techniques to detect most features, although they can detected in the image will be controlled by the resolution of the

be applied to highway extraction. image (about 79 meters in case of Landsat -MSS data) as well as
by the spatial filter that is used to enhance the lineaments in the

Phot-inerprtaton f imgesfor inemen anaysi is image. It is not practical to detect lineaments smaller than 2 to 4

generally based on color, tone, texture, size, pattern and the nature i xels i n t becau t ha t l inalargesumber o f

of te srrondigs, nd hes chracerisics alng ith pixels in length because that will result in a large number of
of te srrondigs, nd hes chracerisics alng ith lineaments that can be neither analyzed nor interpreted. However,

knowledge and experience, are part of the procedure to recognize regional information about structural style can be extracted using

lineaments in images. Consequently, an approach based on a set r inaments rmapil and mo r a n length.

of logical rules can be formulated to interpret the lineaments

quantitatively from satellite images. The proposed method of lineament detection, namely to

A methodology for automatic line recognition that takes into trace the lineaments from the binary image, takes into

.onsideration the noise, threshold, size and orientation of the consideration the length of the lineament to be detected and its

lineaments of interest has been developed. Because lineament orientation. In this procedure the size and orientation of the

mapping is a form of pattcrn recognition, a technique of lineaments are set up as a matrix and moved to every pixel

comparing the lines of known orientation and size with the image location as a convolution kernel. The pattern in the kernel is

is suggested to extract the linear features from the remotely sensed compared with the binary image within the window. When the

data. pattern matches the binary image, the central pixel is assigned to

class 1, showing the presence of the lineament, and 0, indicating

II. ENHANCEMENT OF THE IMAGE its absence. The process is repeated for each pixel, and lineaments
in the form of lines are traced as an output image. The decision

The line detection technique can be considered in three about the presence of a lineament can be modified by reducing the

steps. (1) the enhancement of the image, then setting a threshuld matching from 1:1 to any desired minimum, depending upon the

for the image; (2) conversion of the image to a binary image; and regularity of lines in the binary image.
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detect larger lineaments. In the present image, lineaments about 7
pixels long were detected first and then the size was extended up

to 15 pixels (1200 meters); these were summed to produce the

final lineament map (Figure 4).

Figure I. A subset (24x24km) of Landsat MSS, band 7 image,
Salem area, Tamilnadu state, India.

An area (24 x 24 km) was selected from a Lndsat-1, MSS,

band-7 image of the south Indian craton (Figure 1). The band-7
image was chosen because lineaments are more apparent than in

other bands of MCS. The terrain is deformed and eroded,
high-grade metamorpi ic Archean crust.

Figure 2. Edge enhanced image of the subset of figure 1. The
Image enhancement is important because it determines the lineaments were enhanced in two orthogonal and two diagonal

final outcome of the linear feature extraction. First derivative directions, using 3x3 edge detectors.

filters were used to enhance the edges in two orthogonal directions " - ---- r-
and in two diagonal directions. The enhanced images were .

' L ".

merged using a linear combination technique to a single band >, ,o ,

image (Figure 2). The histogram of the filtered image showed the -

distribution of the gray levels to be at a few levels, and most of the A,..,.._ . .;.f. ,,, .J i--

edge information appeared to be confined to five gray levels.

The enhanced image was classified into five classes using a Pr - ,

statistical clustering algorithm based on spectral distances. The,.. .

five classes in the classified image were similar to the five ", ' -
"

thresholds in the filtered image. Good results were obtained by . . , .' :

selecting a match of one to one. The process was repeated for "- . -

other directions, and a sequence of passes in the north, northeast, -' ' a _ "i •
east and southeast directions produced a good lineament map of -

the whole region. After the image was scanned for lines in e-" .. 4 , " -' & d

different orientations, the results were combined, producing a . .
lineament map of the area under study. " " .

" .__ ... ... ... ... ... .. .. ..... 4aa"°L:'

Good results have been obtained by starting with a 5 to 7 Figure 3. Lineaments detected from the enhanced image of
pixel lineament length to determine the dominant directions present figure 2. Lineaments 7 pixels in length were mapped by four

in the image (Figure 3). This information then could be utilized to passes in north, northeast, east and southeast directions.
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The plotted lineaments can be analyzed for density
mapping, frequency diagrams and domain outlining. The
automatic analysis program may be used with knowledge-based
systems, which can directly interact with lineament maps and
produce a preliminary interpretation of the area of interest.
Because the lineament map for each direction is obtained
separately, the use of a program for counting the number of
lineaments in each direction is useful for studying the dominant
directions and for determining regional stress. Lineament maps
obtained from this technique are already in digital form and could
be combined with other types of geologic data for decision
making.
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ASTRACT the 2D surface trace of the structure, and not its

full 3D orientation in the earth.
Fault and fracture plane orientations and locations
are vital for energy resource exploration and These problems stimulated development of the
assessment, site stability evaluations, mineral Geologic Spatial Analysis (GSA) research project in
exploration, earthquake hazard assessment, groundwater order to provide researchers with tools that are not
modelling, and basic geologic mapping. A package of influenced by illumination effects, will yield
geologic spatial analysis (GSA) computer programs reproducible results, and provide true 3D spatially
dasigned to determine crustal fracture geometries is referenced analyses of structures. The GSA project is
being generated. Crustal structures are determined being jointly developed by Washington State
from analysis of digital data bases developed from University, Geologic Analysis Consulting Services, and
topography, lineaments from satellite imagery and Battelle PNL under grants from the U.S. Department of
radar data bases, faults and joints observed in the Energy's Office of Basic Energy Sciences. It is
field, earthquake foci, gravity, magnetics, and focused on conducting comprehensive analyses of
borehole data. The unique power of the GSA techniques regions using geologic data sets that can be
being developed are their three-dimensionality; older referenced by latitude, longitude and elevation/depth
techniques looked at orientations of structures or (Table 1). Based on these data, the GSA techniques
their surface traces, but rarely both. determine the location and orientation of faults and

fractures in 3D space in order to develop a regional
Keywords: Fracture, Lineament, Seismic fcci, Spatial geologic model for the user.
Analysis, Digital Elevation Model

The GSA routines require input of data in 3D

GEOLOGIC SPATIAL ANALYSTS space which will be vector, point, and
point/orientation data. Vector data are defined as
end points of a vector in 3D space (DEM defined valley

Topographic alignments related to crustal bottoms, lineaments, mapped faults, fractures observed
fracture planes were observed and documented by Hobbs on acoustic images, geophysical anomalies, etc.).
(1903) who coined the torm lineament. Subsequent These end points imply that the intervening data
studies of lineaments observed in both topography and points along the vector are related, i.e. the linear
imagery have proliferated with over 2,000 studies surface trace of a fault or fracture. Point data are
having been published to date. These qualitative local events or measurements that can be located in 3D
lineament analyses are strongly influenced by the space, i.e. producing oil or gas wells, seismic
illumination direction which creates strong hypocenters, mines, or geochemical anomalies.
orientation biases (Wise, 1969, 1981; Sawatzky and Point/orientation data are measurements of the strike
Lee, 1974; Siegal, 1977; Eliason, 1984). Numerous and dip of planar features at a single location.
studies (Podwysocki and others, 1975; Siegal, 1977; These might include faults and fractures observed in
Werner, 1979; Bradley, 1983; Rosenfield, 1986; the field or in a borehole.
Thiessen and others, 1987, 1989A) have shown that when
different operators interpret the same image, Vectors are analyzed in 3D space with the
significantly different lineament maps are produced. coplanar analysis method. A cross product algorithm is
Distinct maps are also produced when the same used to determine which vectors are coplanar (i.e.,
interpreter works with several image types (Siegal, lie within the same plane) and therefore are likely to
1977; Bradley, 1983; Thiessen and others, 1987, be controlled by a fault, fracture, or bedding plane.
1989A). Finally, previous lineament analyses provide The dominant coplanar detections are selected

Input Data Sources: Output Products: Analysis Techniaueas

o-c rah - I-fl Or,,tsj *r,,re Models -Cnrleinsr

- Remote Sensing - 3-D Active Seismic Surface Models - Seismic
- Seismic Foci - Assessment of Acoustic Images - Lineament

- teophysical Data - Stress Field Analyses

- lvrerground Acoustic Imaging - Comprehensive 3-D Geologic Model

- Fi.I Studies - Map3/Cross Sections
- Bozch,)le Data - Statistical Summaries/Analysis
- Laboru ory Analyses Trails

Table 1. Major components of the GSA analysis system.
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automatically or with an interactive program. The to operator bias and choice of the projection plane.
dominant planar features can then be displayed in We are developing two separate 3D approaches for
stereo with a 3D output analysis model. Intersection determination of alignments of seismic foci. The
zones of the dominant fracture sets can be identified first (Eliason and others, 1989) utilizes the basic
in order to assess their control on petroleum coplanar algorithm, which has been expanded to analyze
production, mine locations, and geochemical anomalies, point data. Randomly chosen earthquakes are used in
These initial versions of the COPLANEV (V for vector) sets of four events. Each set defines pairs of
analysis programs were developed using fracture vectors which are input into the coplanar analysis
cortrolled valley bottoms, which were defined algorithm. The results can be displayed using the
automatically from digital elevation models (DEMs). same programs developed for the analysis of DEMs. The

other approach (Rieken, 1985) uses a 3D counting box
Two separate approaches to the determination of algorithm. A series of variable width boxes witn a

alignments of point data are being developed for specified strike and dip are placed over a subset of
seismic foci and will be discussed later in this the seismic foci. Boxes which contain relatively high
report. Extensions of the present COPLANEV programs to concentrations of earthquakes may represent
incorporate point/orientation data are currently being seismically active surfaces. The strike and dip of
developed. The new programs would accept, as input, the boxes are incremented, creating computer contoured
fracture plane orientations measured in the field as tables which display the frequency of events for each
well as in the a borehole. The data will be combination of strike, dip, and location. The surface
incorporated into the analysis as a synthesized set of traces of the boxes that contain a higher number of
vectors radiating at a 120 degree spacing from the foci can be correlated to mapped structures (Figure
data point's location and within the measured plane's 2). The earthquakes which define the maxima in the
orientation, frequency tables can be statistically examined to

determine planar or complex fault surfaces utilizing a
Five test areas are initially being used to multiple linear regression technique. An ANOVA table

evaluate and guide the development of the GSA analysis is calculated to determine what order fault surface
techniques. These include study areas in northeastern best fits the seismic events. Finally, a 3D
Washington state (Eliason, 1984; Eliason and Eliason, stereoscopic view of the structure is generated.
1985; Beaver and others, 1989; Thiessen and others,
1989B) where mapped faults, seismic reflection LINEAMENTS
profiles, and economic mineralization have been
related to fractures based upo'n DEMs. In southern A comprehensive lineameuit analysis system has
California, seismic foci and topographically defined been written at WSU. The analysis package allows the
fractures are being compared to ones observed with a user to produce various lineament maps, rose diagrams,
televiewer (Ader and Springer, 1987; Springer and and maps of rose diagrams. The total amounts of
Ader, 1987) in the Cajon Pass DOSECC borehole. At the lineaments for each location on the map can be
Big Sandy Gas Field in southwestern West Virginia contoured, or the amounts within an operator specified
(Foley and others, 1988), enhanced gas production from orientation range can be tallied. One of the unique
Devonian shales has been related to fracture capabilities of our LINEAMENT system is the ability to
controlled increases in permeabilities. Lineaments compare multiple sets of lineaments (Johnson, 1988;
and mapped faults have been correlated to DEM Thiessen and others, 1989A). As previously stated,
fractures in the Paiute Ridge quadrangle at the Nevada different interpreters working with multiple image
Test Site (Thiessen and others, 1987). In south- types will produce distinct lineament maps. Several
central Washington, faults and lineaments have been studies (Isachsen, 1976; Wise, 1981; Thiessen and
compared to DEM defined fractures (Thiessen and others, 1987) have shown that only a portion of
others, 1989A) and earthquake foci (Rieken, 1985). lineaments in an analysis actually correlate to

mappable geologic structures. Using our comparison
routines, we can automatically focus in on those

DTGTTAL ELEVATOTN MOnRLS specific structures that are observed the greatest
number of times by different interpreters on different

The initial coplanar analysis concept was based images and data types. These are the features most
on the geologic observation that planes of weakness, likely to correspond to major structures.
such as faults, fractures, and bedding planes,
localize erosion and are often followed by topographic The LINEAMENT program can be used to analyze
lows. The technique involved searching for these lows mapped traces from any data base, such as linear
in a digital elevation model (DEM) (Figure IA) and magnetic or gravity anomalies, radar lineamants, and
then fitting vectors to all straight valley bottoms, mapped faults. Registration of these to a DEM create
The vectors are analyzed in 3D space using the cross vectors in 3D space that can be used as input into theproduct algorithm in order to determine which vectors COPLANE analysis sequence. With modifications, it will

are coplanar (i.e., lie within the same plane) and be able to examine structures found on acoustic
therefore are likely to be controlled by a fault, imaging data bases as well.
fracture, or bedding plane. The dominant coplanar
detections are selected automatically or by using an
interactive program and are then be displayed in rONCLUSTONA
stereo with a 3D output analysis model (Figure 1B).

The GSA tools provide geologists with
Noise in DEMs can bias the detection of valley quantitative 3D structural analyses relevant to

bottoms. At some sites, DEMs are not available. An exploration and development of fracture-controlled
alternate program (DVV) has been developed for petroleum, groundwater, mineral, and geothermal
digitizing valley bottoms directly from topographic resources. Seismically active GSA defined fractures
mapq and inputting the resultinq vectors into the are crucial for assessment of seismic hazards and
COPLANEV program series. understanding the neotectonics of a tgiuA.

SRTSMTCAT.Y.Y ACTTVE PLANES One of the major goals of the GSA system is to
integrate into an analysis of fault and fracture

The identification or seismically active orientations all data bases and data types that may
fractures is crucial for understanding the tectonics contain indicators of these structures. In this
and seismic risk for a region. Examination of seismic scheme, a single fault may be simultaneously defined
alignments has been mainly 2D with locations projected by alignments observed on acoustic images, valleys
to a cross section or a map where alignments are detected in a DEM, field mapped faults, seismic foci,
visually or automatically picked. Problems arise due lineaments from remote sensing images, geothermcl
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Figure 1. Coplanar output analysis model for a single 1:24,000 scale quadrangle in the Big Sandy Gas Field in
southwestern West Virginia. A) Topographic low points used in valley vector analysis. B) Three-dimensional view
of the central portion of the quadrangle, showing selected fracture planes identified with COPLANEV. Note the
extremely irregular topography. These GSA defined high angle fracture sets are currently being evaluated by
DOE's Morgantown Energy Technology Center (METC) staff for correlation to variations of gas seepage from soils
and production data from existing gas wells.
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Figure 2. Preliminary run of SEISPLN on a seismic foci data set in central Washington. The area is 74 km on a
side. A) Earthquake foci locations projected to the earth's surface, B) Previously mapped faults and folds in the
test area. C) Surface traces of seismically active planes detected with the counting box routine.
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Figure 3. Oynvpsi3 diagram for the lianford, Washington lineament study area. See Thiessen and others (1989B) for
more details. A) All linear features seen on a radar mosaic, DEN image, and aeromagr~etic maprs. The latter
Inc ludes previous interpretations by other groups as well as WSU interpreters. B) Computer generated compilation
map of features within five degrees and 0.8 km of each other. To be included on this map, a single lineament had
Lo be observed a mkultiple number of Limes on at least two of the original data bases (radar, DEN, aeromagnetic) .
C) Mapped faults and folds in the study area.
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EDGE FOLLOWING AS GRAPH SEARCHING AND HOUGH TRANSFORM
ALGORITHMS FOR LINEAMENT DETECTION

Jinfei Wang and Philip J. Howarth

Earth-Observations Laboratory, Institute for Space and Terrestrial Science
Department of Geography, University of Waterloo

Waterloo, Ontario N2L 3G1, Canada

Abstract lineament extraction from digital imagery. In this
paper, the capabilities of Edge Following as Graph

Most lineament mapping is done visually using Searching (EFGS) and the Hough Transform
enhanced images. To partially automate this algorithms for automated lineament analysis are
procedure, algorithms have been developed to imitate demonstrated.
some of the visual rules employed by geologists when
mapping lineaments. In this paper, the capabilities of
Edge Following as Graph Searching (EFGS) and the
Hough Transform algorithms for automated
lineament analysis are demonstrated. The EFGS Original Image
method can be used to extract edge magnitudes and
directions to produce an edge image. The Hough
Transform identifies straight lines which represent Preprocessing
edges.

The extraction procedures are demonstrated Edge Operatorsusing part of a Landsat TM image of the Canadian Edg Oprtr

Shield near Sudbury, Ontario. Results of the Magnitud, and direcJon images

automated analyses are compared with the major 1faults shown on a geologic map of the area. They 'ow Starting Edge Point Selection
that automated interpretation identifies more of the Starting polnta and tracing dn

faults than visual interpretation. , X
SEdge Following as Graph Searching[

Keywords: Lineament detection, Hough transform,
Edge following as graph searching, Edge Image
LINDA system.

Introduction Hough Transform

A lineament is a linear topographical or tonal Accumuiator array

feature on the terrain representing a zone of structural J-
weakness (Williams, 1983). It may be recognized on Local Maxima Selection
and interpreted from images and maps. Identification
and mapping of lineaments from satellite images is an
important use of remote sensing data in the Inverse Hough Transform
exploration for mineral deposits, since the lineaments
may be related to ore deposits.

On satellite images, lineaments usually appear as Yb

straight edges, but frequently a lineament may have
gaps in it due to occlusions, poor contrast of the
lineament with its surroundings or coverage of surface
materials. In visual interpretation and mapping of

lineaments, geologists use their knowledge and
experience to connect edges which are collinear and Figure 1 Procedures for lineament extraction and
broken into a series of segments. It is suggested that analysis
some of the "rules" that are used by geologists in their
image interpretation can be applied in automated
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Methodology However, both the slope and the intercept are
unbounded, which complicates the application of the

The procedures involved in lineament extraction technique. Duda and Hart (1972) pointed out that use of
and analysis are illustrated in Figure 1. This forms the angle-radius rather than the slope-intercept
part of a LInear-feature Network Detection and parameters simplifies the computation further.
Analysis (LINDA) System developed by Wang (1988). In this study, the method described by Duda and
The major steps are as follows: Hart (1972) was used and modified for geologic use.

The procedure involves use of the Hough Transform,
Preprocessing the finding of local maxima, application of an inverse

Hough Transform and straight line profile analysis.
Median filtering using a filter size of 3 x 3 pixels is Two parameters are controlled by the analyst. First, a

used to smooth the image and remove some of the threshold must be set for local maxima slection. This
noise. If this were not done, problems of isolating value controls the minimum length of the lines to be
individual lineaments would occur later in the detected. In this way, short lines and noise in the
analysis. image can be eliminated. Second, the analyst can

decide on the size of gap that will be closed up if two
Edge Followingas Graph Searching(EFGS) line segments are identified which lie on the same

line. The values for these parameters will vary
In the second stage, three major steps are depending upon the type of image being analysed and

involved. First, an "edge operator" is used to obtain the the characteristics of the study area.
magnitude and direction of the edgedness. This is
based upon determining the locations where Mapping and Analysis
maximum changes in digital values occur and what
the directions of these changes are. The procedure can Lineament maps are finally produced. Geometric
be applied to detect edges as well as light lines or dark characteristics of these maps can be analysed and
lines, depending upon the appearance of the measurements of line lengths, line densities, etc. can
lineaments in the image. Second, the starting points be made, as well as rose diagram plots to show
for the edges are identified. The starting edge point preferred orientations of lineaments in specific areas.
selection algorithm identifies the most prominent
edges and it is found that a large number of these Application
correspond to parts of lineaments. Finally, edge
following as graph searching is used to trace all the Study Area and Data
edges on the image. A graph can be formed from each
starting edge point. Each arc in the searching graph is To demonstrate the capabilities of the algorithms
associated with a cost. The cost is a function of edge for lineament detection and analysis, a study area of
magnitude and direction, as well as the tracing part of the Canadian Shield near Sudbury, Ontario has
direction. Following is the edge following algorithm been selected. In Figure 2, a subscene of a Landsat 5
(Wang and Howarth, 1987): Thematic Mapper (TM) Band 4 image recorded on
[1] Accept all starting points as edge elements. June 4, 1985 is displayed. This shows part of the
[2] If there are no more starting points, stop. exposed Grenville Province. The dominant rocks in

Otherwise, assign the next starting point as this area are middle Precambrian metasediments and
current node. an anorthosite suite of intrusive rocks (Ontario

[3] If there is no neighbour in front of the tracing Geological Survey Map 2361). Structural control is
direction of the current node, goto Step [2]. suggested by the preponderance of elongate lakes

[4] Compute the cost for the are connecting the confined to a few orientations. Northeasterly-trending
current node to each of its neighbours in the structures dominate in the subarea and it was
tracing direction. Accept the minimum cost observed that the TM Band 4 image (near infrared)
neighbour as an edge element. If no neighbour is displays the lineaments most clearly.
accepted, go to Step (2]. Otherwise, assign this
neighbour as the next current node and the Analysis
direction of the arc from the previous current node
to this node as its tracing direction. Go to Step (4]. After median filtering of the image, EGFS was

applied to trace all the edges on the image. A large
Hough Transform number of the starting points correspond to parts of

lineaments. A few lie on the hydroline corridor in the
Hough (1962) proposed an interesting and northeastern part of the image, but almost no starting

computationally-efficient procedure for detecting lines points are found on the major highways and railroads.
in images. It is known as the Hough Transform. This is because roa and railroads are not -cry
Rosenfeld (1982) described a method for replacing the prominent features on the TM Band 4 image when
original problem of finding collinear points by a compared with the high contrast that occurs at
mathematically-equivalent problem of finding water/land boundaries.
concurrent lines. This method involves transforming The edge image is shown in Figure 3. Comparing
each of the figure points into a straight line in this image with the original image shown in Figure 2,
parameter space. Hough chose to use the familiar it can be seen that the edge image contains all the
slope-intercept parameters, and thus his parameter edges at water/land boundaries. One edge, however, is
space was the two-dimensional slope-intercept plane.
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i the hydroline corridor in the northeast of the
ai 1"er abrupt changes of soil, vegetation or rock
typ. -h could represent lineaments, have also been
detec.. in the edge image.

In Figure 4, an example of one of the lineament
maps is shown. In this case, a threshold for local
maxima of 75 and a gap of 50 were chosen for the

. calculations.

".; "Results and Discussion

The lineament analysis procedures described
above were applied using four different combinations

'A ~ for the threshold for local maxima selection and for
., ,determining the maximum length over which a gap

t could be closed up (HT-1, HT-2, HT-3 and HT-4 as
shown in Table 1).

It is obviously impossible to field check the validity
ry of all the lineaments shown on the resultant plots.

However, to determine the capabilities of the
algorithms to detect major faults, it is possible to
compare the lineament plots with the faults shown on

,*.the geologic map of the area. The most detailed map
available, however, is at a scale of 1:253,440. In
addition, a lineament map produced from visual
interpretation of a colour transparency by two

Figure 2 A subscene of a Landsat 5 TM-Band 4 geologists was also included in the comparison.
A quantitative comparison was done using theimage (512 by 512 pixels) recorded on effectiveness index E:

June 4, 1985, near Sudbury, Ontario.

The area shown is approximately 15 Km L
by 15 Km. E=- x100%LW~p

suggested by Strong (1986) whore LTM represents the
total length of lineaments (cm) common to the
lineament map and the geologic map, and LMAP
represents the total length of faults (cm) on the geologic
map.

Table 1 Effectiveness of the Lineament Maps
Compared with the Geologic Map

\6 Imagery Gap Thresh. Lpngthlgm, E(%)
Allowed local max. on TM on map

'ak

Geologic map 1009 1009 100.00
Visual interp. 506 1009 50.15
EFGS 548 1009 54.31
HT-1 40 80 542 1009 53.72
HT-2 40 75 660 1009 65.41HT-3 40 70 695 1009 68.88
HT-4 50 75 698 1009 69.18

, , ,M'.'l , ~ The results are shown in Table 1. As can be seen,
X, ~visual interpretation identified approximately 50% of

the faults shown on the geologic map. The EFGS
resulted in an effectiveness index of just over 54%. Best

Figure 3 Edge image after Edge Following as results were obtained with the automated lineament
Graph Searching has been applied to the maps where effectiveness indices ranged from 53.72%
image shown in Figure 2. to 69.18% depending on the threshold values used. It

should be pointed out, however, that the lineament
maps also indicate many lineaments which are not
depicted on the geologic map.
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In terms of orientation, Figure 5 shows a rose
diagram for the subarea. The major orientation from
the automated analysis is shown to be east-west, and-
several faults are shown on the geologic map with this
orientation. Other orientations are northwest -
southeast, north-south and northeast-southwest. In
all cases there is good correlation between the
lineament maps and the geologic map.

Conclusions

In this paper, it has been demonstrated that it is
possible to develop algorithms to extract lineament
information from Landsat TM imagery of part of the
Canadian Shield. In a comparison with the geologic
map of the area, preliminary results show that
automated lineament identification is able to detect
more of the faults shown on the geologic map than
geologists using visual interpretation.
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GEOMORPHIC PATTERNS PRODUCED BY THE LAST CANADIAN ICE SHEET: MATCHING THE

SCALES OF REMOTE SENSING WITH THE FREQUENCY OF NATURAL VARIATION.
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Edinburgh, U.K.

ABSTRACT extent (Prest e.tat, 1968). Twomain radial flow oatterns
were taken to indicate a stable configuraticn of ice
domes.

Utilisation of six scalesof remotesensing Inthemapping
of ice flow landforms In the area covered by the last Our examination of LANDSAT images shows that there are
Canadian Ice Sheet has produced new insights into its streamlined glacial landforms on a scale largerthan can
dynamics. The spatial frequency range of natural be readi ly observed on conventional air photographs. This
variation within streamlined glacial landforms is mega-scaleglacial lineation pattern frequently occurs in
illustrated as a schematic distribution curve. Each cross cutting relationships with other lineations. If
remote sensing scale filters these frequencies into these lineations are invariably parallel to flow, as we
discrete ranges, determined by resolution and image size. believe them to be, they are evidence of different
The relationship between these six overlapping frequency directions of flow at different times and must imply
ranges and the frequency distribution curve for ice flow changes in the location of ice domes and a change in
landforms is illustrated in an adapted Venndiagram. This their relative strengths. Mapping thearea covered bythe
allows visualisation of the proportion of the natural Laurentide Ice Sheet from LANOSAT images coupled with
variation that is sampled by each remote sensing scale. careful examination of the cross cutting relationships

reveals evidence of discrete flows and their relative
It is shown that incomplete sampling of the frequencies ages. It has been discovered from this data that the ice
of natural variation can lead to misleading inter- dome tothe west of HudsonBay (Keewatin Dome) underwent
pretations, and therefore as many scales as possible should considerable migration (>500 Km) and that there was
be examined. This clearly has implications for remote movement of the dome to the east of Hudson Bay (Labrador
sensing investigations of many other natural phenomena. Dome) during the course of the last glacial period

(Boulton and Clark, in press).

KEY WORDS: Spatial frequency distribution, glacially We attrlbutethis contrast in interpretation (stationary
streamlined landforms, Venn diagram, LANDSAT, AVHRR, domes versusmigrating domes), to the way in which
air photographs. different scales of remotely sensed data sample the

frequency of natural variation of glaciogenic landforms
in specific ranges.

1. INTRODUCTION

3. THE FREQUENCY OF NATURAL VARIATION IN
Utilisation of the full range of remote sensing scales GLACIOGENIC LANDFORMS
for the mapping of ice flow landforms in the area covered
by the last Canadian (Laurentide) Ice Sheet has produced
new insights into the dvnamics of the Ice Sheet. Streamlined landforms produced by glaciers show a wide

range of spatial frequencies. Flutes have typical
This illustrates the importance of using techniques which spacings of 1-Oim, with length of 102-103m; drumlins and
explore as fully as possible the complete spatial megaflutes haye spacings from 10-10 3m, and lengths
frequency range of natural variation, between jO-Om (drumlins) and 102-104m (megaflutes);

10 -104m and lengths of 1 -10 m. We do not believe that
these groups represent arbitrary subdivisions of a

2. GEOMORPHIC PATTERNS AND ICE SHEET DYNAMICS "white" spectrumof landforms across the whole frequency
range, but rather natural frequencies at which spectral
power is concentrated. This implies that these landform

An Ice Sheet flowing across a sediment bed produces assemblages are natural generic groupings which reflect
streamlined landforms parallel tothe flow direction on a specific modes of operation of subglacial processes. As
number of scales (drumlins, flutes, megaflutes etc.). in manyother natural systems the scales of operation of
Such landforms were mapped from air photographs and a process are determined by natural scales within the
asserted to be of the Laurentide Ice Sheet at its maximum environment. Most flutes, for example, are formed by
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sediment flow into incipient grooves in the lee of lodged Renshaw and Mugglestone 1987, Boulton e-t at In
boulders, and thus flute frequency will be determined by preparation). The potency of these techniques is the
boulder frequency. Similarly most theories of drumlin speed of operation, which is Instantaneous in the case of
formation suggest a limiting size for drumlins (Menzies the optical method. Furthermore, polar representation
and Rose, 1987). Thus we expect a number of interacting allows the directional component and scaleof pattern to
scale-dependent processes or single processes controlled be analysed separately and with no a pZoJ input.
by scale-dependent boundary conditions to form a multi-
modal spatial frequency distribution. Figure 1. is a
schematic diagram showing the principal spatial
frequencies which we believe to be characteristic of 4. REMOTE SENSING SCALES
glacially lineated sediment masses. The fact that names
exist to describe different scales of landform (flutes,
megaflutes, drumlins etc.) intuitively leads to the Each type of remotely sensed image filters the natural
same conclusion. Quantitative research from the realm spatial frequencies into discrete frequency ranges which
of desert geomorphology provides an analogy (see Figure have high frequency boundaries determined by resolution
2). Wilson (1972) measured wavelengths of aeolian and low frequency boundaries controlled by the
bedforms from the world's major deserts and found that instantaneous working area (IWA). An air photograph, for
they formed a multi-modal distribution curve with each example, at a scale of 1:50,000 has a potential
peak corresponding to a particular bedform type and resolution of 1.5m and an IWA of 13 by 13Km, while a
associated process. LANDSATMSS image has a resolution of 80m and IWA of 185

by 185Km. Detectable frequencies clearly need to be of
wavelengths which are significantly smaller than the IWA.

A) LINEATION LENGTH DRUMLINS MEGA-SCALE Comparison of Figures 3. and 4. illustrates that each
FLUTES MEGAFLtIES GLACIAL GRAIN remote sensing scale samples only one of the three

natural frequency ranges typical of glacial ly-streamlined
landforms. If the air photo (Figure 3.) is used to map

7ice flow direction the dominant drumlin pattern will be-\ ?A discerned giving a flow orientation of 255 degrees but
I'0 l .. ICP le lo 10.' the low frequency orientation will bemissed. The LANDSATLog(tegih) e r e scene (Figure 4.) shows a very clear orientation at 225

degrees, but the higher spatial frequency orientation at
B) LINEATION SPACING (WAVELENGTH) 255 degrees is virtually filteredout. The limited IWA of

DRUMLINS + HEGA-SCALE the air photograph causes lower frequencies to be missed,
FLUTES MEGAFLUTES GLACIAL GRAIN and the resolution of the LANDSAT Image filters out the

higher frequencies. Comparison of both scales allows
orientations at both spatial frequencies to be discerned.? Once low frequency forms are detected on LANDSAT for

_example, they can often be traced across air photographs
10 ve e le l 101 where they previously went undetected.

LogCspacin) notres

Thus mapping at one scale enables only part of the
Figure 1. natural data set, which reflects former Ice flow, to be

captured. Because of this our analysis of drift
lineations in Canada utilised six different scales: air

DUNES photographs, air photo mosaics, LANDSAT TM and MSS, MSS
N DRAAS mosaics and AVHRR imagery. In Figure 5. we relate the

overlapping spatial frequency ranges of these data sets
40- to the Ice flow data they attempt to capture by means

RIPPLES of an adapted Venn diagram. The box represents a
3theoretically complete data set of ice flow landforms and

30- the circles correspond to the remote sensing scales that
were used, with the area of each circle representing a

20- subjective estimate of the proportion of data that can
potentially be captured at that scale. TheVenndiagram

10- illustrates the interplay between resolution and IWA in
influencing the detection of natural frequencies as the

0 scale of sampling increases. Air photographs capture only
a fraction of the available information of palaeo-ice

1 4 16 64 256 10 40 160 640 2560 flow, and so this fraction is represented by a circle of
CM wavetength m small area in the Venn diagram. For air photo mosaics,

the IWA is considerably increased thus allowing lower
igr2.frequency, !andforis to be de0tected (thi . ..re.e_ .. ___

capture is represented by the area shaded 1), but high
frequency flute patterns will be lost because of the

The derivation of precise spatial frequency distribution coarsening of resolution from 1.5 to 15m (area 2 shows
curves for ice flow landforms is a non-trivial task this loss of data). The region of overlap between the
involving analysis of all scales of pattern for all circles is the proportion of data that is discernible at
orientations over extensiz-areas. Current attempts to& both scales. The LANDSAT MSS and TM circles are
this at Edinburgh University involve computation of positioned concentrically as they have the same IWA, but
Fourier transforms by 2 dimensional spectral analysis of the resolving powerofMSS isconsiderably less. Mosaics
digital images, and also by optical image processing of LANDSAT MSS cover a 500 by 500Km area which allows
using binary amplitude filtering (Renshawand Ford 1983, very large features to be easily identified. AVHRR
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b - * ! = ifsolated and unlike lineations seen at LANDSAT scale, do
not spread contiguously over large distances. Small scale
lineations are thus difficult to group into discrete
flows and hence infer the gross ice sheet flow patterns.

Y- THEORETICAL COMPLETE DATA SET OF ICE FLOV LANDFORMS

AlA

ie K

Figure 3. Figure 5.

4 ~ A further complication to the sampling strategy arises
'! ~ ~ -'~4' 1 from the use of the human eye for interpreting spatialtfrequencies. The eye introduces abas by preferentially

-~enhancing some frequencies at the expense of others
(Drury 1987). Looking at the same terrain using different
scales this bias is considerably lessened, further
emphasising the importance of utilising as many scales as

~ *a4, 4possible.

A . IY $~ K ... Tedrc macig5. CONCLUSION

remote sensing scales to the

S ,.schematic natural frequency curve is illustrated inFigure 6. We believe that by using these six scales ofK remote sensing we have covered the entire range of~V.natural variationof glacially streamlined landforms with

~~AVIRI
I A N Il S A T P A I C (H S S )I

' 1 . _ R 's O L u T iO N L A N D S A T T " N I A
AIR POTO MISAIC" A IR P HC O TI

Figure 4.CNUO

fl 
\ 

UTUS ICDtTS tA 
GaAS,imagery, of larger IWA and decreased resolution is ableto pick out only the lowest frequencies and isi l ed iparticularly valuable in large scale regional u te les

interpretations and for detecting very low frequency I
patterns (eg. Cracknell e-t at 1987). Howeveragreat deal ~G.C.mosaics, illustrated in the Venn diagram by a large nti r ran of
degree of overlap and small area representing acquisition
of new data. The remainder of the area outwith the SPACINGcircles and inside the box indicates the existance ofstill uncaptured information. TheAVHRRscale of 1000's

of Kms is at the same order of magnitude as the Ice Sheet Lo j ' retres o
and thus excludes the possibility of missing any
extremely low frequency ice flow patterns. The missing
information is at the field working scale of cm's andmetres. Ice flow indicators at this scale tend to be Figure 6.
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the exception of very small ice flow indicators (cm's to REFERENCES:
m's in size), which are too small to provide reliable
ice sheet-wide flow patterns. Thus instead of capturing
information within only 2 peaks of a tri-modal natural 1) Prest, V. K., Grant, D. R. & Rampton, V. N. - 1968:
frequency distribution, the whole range of reliable Gtaoi.at map o6 Canada. Scaee 1:5 ,: Uon. Geol. Surv.
palaeo-ice flow indicators has been sampled (lie. a larger Canada Map 1253A.
subset of the Venn diagram) and as a result it has been
discovered that the major icedomes of the Laurentide Ice 2) Boulton, G. S. & Clark C. D. - 1989: The dynamics of
Sheet underwent considerable migration, mid-latitude ice sheets through glacial cycles. Tkan6.

Royat Soo. EdinbWgh: Earth Scienae,6. In press.
It has been shown that incomplete use of the frequencies
of natural variation can lead to misleading 3) Menzies, J & Rose, J. (eds.) - 1987: V'wnUn
interpretations (ie. a stable position of domes), and Sympo6iam. A. A. Balkema, Rotterdam: pp. 360.
therefore as many scales as possible should be examined.
This clearly has implications for the remote sensing of 4) Wilson, I. G. - 1972: Universal discontinuities in
many other natural phenomena. bedforms produced by the wind. J. Sed. Pet. Vol.42(3):

667-669.

5) Renshaw, E. & Ford, E. D. - 1983: The interpretation
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METHODE ASSISTEE PAR ORPINATEUR D'IPENTIFICATION ET
D'ANALYSE DES LINEAMENTS G EOLOGIQUES A L'AIDE D' UNE IMAGE

ROS (RtSULTATS PRtLIMINAIRES)

Jean Daoust t , Q.H.J. Gwyn' et Christian Roux 2

ICentre d'applications et de recherches en t6ldtection (CARTEL), Universit6 de Sherbrooke,
Sherbrooke, Qudhec JiK2R1; 2Ddpai-temcnt de mathdmatiques et de syst~mes de communication

tcole nationale supdrieure de teldcommunication (Bretagne), B.P. 832, 29285 Brest, France

RtSUMIt 2.0 EXTRACTION DES LINEAMENTS D'UNE
IMAGE SATELLITE

De nombreuses dtudes ont ddmontr6 que les zones d'anomalies
gdomdtriques des lin~aments, identifides sur les images acquises L'objectif de cette premi~re 6tape est d'6laborer une m~thode
par tdI&1dtection satellitaire, peuvent 6tre relides A des secteurs d'extraction des lindaments assistie par ordinateur. Cette
prdsentant un fort potentiel de mindralisation. La prdsente 6tude mdthode doit 8tre en mesure de traiter les images de fagon
ptopose datis un premier temps, une indthode d'extraction uniforme ain de produire des rdsultats normalisds permettant de
automatique des lindaments au moyen de filtrages directionnels et comparer diffdrentes rdgions sur la meme base. Les rdsultats
de transformations morphologiques. Les traitements sont escomptds consistent en une production rapide d'une image
effectuds sur l'image SEASAT des monts Stokes. situds au nord- binaire (deux niveaux de gris) correspondant 4 la carte des
est de Sherbrooke, Qudbec. Le rdsultat obtenu est une image lindaments de la rdgion 6tudide.
binaire correspondant A la carte des lindaments de cette rdgion.
Dans un deuxi~me temps, on effectue l'analyse des 2.1 StLEC1'lONET DESCRIPTION DU SITE,
caractdristiques des lindaments 4 partir d'une carte de hindaments
numdrisde. Cette 6tude vise essentiellement A fournir aux Le secteur d'dtude (20 kmn x 20 kin) est compris dans la bande
gdologues une mdthode d'identification et d'analyse des volcano-sddimentaire des monts Stokes, Qudbec. Ce site fut
lindaments dont les rdsultats sont normalisds. Ceci arin de choisi parce que sa gdologie est bien connue, qu'il suscite un vif
permettre, d'effctuer sur une meme base, la comparaison des intdret de la part des compagnies mini~res, que les donndes
potentiels de mindralisations de diffdrentes zones. satellitaires le concernant sont abondantes et quail a ddjht fait

l'objet de quclques dtudes concernant l'identification des
ABSTRACT lindaments sur images satellites (Pouliot, 1987; Deslandes,

1988). Ce qui offre la possibilit6 de comparer les rdsultats.
Many studies have demonstrated that areas of anomalous
lineament geometry appearing on satellite images, can be linked to 2. O~E
sectors of potential mineralization. The first part of this study
presents an automatic process to extract linear features from a L'image sur laquelle furent effectuds les traitements est une image
SEASAT SAR image of the Stokes mountains, north-east of ROS acquise par le satellite SEASAT-I Ie 17 septembre 1978. Le
Sherbrooke, Qudbec. The process use directional filtering syst~me imageur du satellite opdrait en bande L -( = 23.5 cm),
techniques and morphological transformations. The result of this poaitonHqtr"lkpxesd25npr2m.L
method is a binary image corresponding to the lineament map of plrsto H ute"okpxl e2 a 5.L
the area. The second part of the study consist in an automatic capteur dtait orientd vers l'est. L'angle d'incidence variait de 200
analysis of the caracteristics of the linear features appearing on a A 261 ddterminant ainsi au sol un couloir de balayage d'une
numerised lineament map. The goal of our work is to provide a largeur de 100 km. L'imagerie radar en bande-L a Wt retenue
quick method that gives normalised results, to extract geological pour scs aptitudes A pdndtrer le couvert vdgdtal et A rehausser les
linear features and to analize their caracteristics. These results dldments du relief.
would be helpful to compare different areas on the same base.

1.0 INTRODUCTION 2.3 PR~tTRAITEMENTS

Pluseur 6tdes nt dmotrd ue es onesd'aomaies Dans Ie but de comparer les rdsultats que l'on obtlendra aux cartes
Pluseur dtdesont dmotrdqueles one daomaies de lindaments provenant des interprdtations visuelles des images

gdomdtriques des lindaments, identif ides sur les images acquises SEASAT et SPOT du mime secteur, nous avons effectu6 les
par tdldddtection satellitaire, peuvent 8tre relides A des secteurs traitements suivants (utilisds par Deslandes (1988)): correction de
pobsdant un fort potcntiei de min~raiisation. Lcs indthodes l'image par rapport a la carte topographique de Sherbrooke
classiques d'identification des lindaments; sur images satellites et (1:50000), rddchantillnnge pour idduire la dimension des pixels
d'analyse de leurs caractdristiques (longueur en foniction de A 20m x 20m, appicato deux reprises d'un filtre mddian de
l'oricntation, densitd et entrecroisement) se rdsument taille 3x3 afin de rdduire la granularitd. Nous avons de plus
gdndralement 14 une interprdtation visuelle des donndes. Les extrait une sous-image de 512 x 512 pix~els que nous avons
rdsultats dtant ddpendant de l'analyste, il est difficile de comparer ddcim6 A 256 x 256 pixels (un pixel sur deux) afin de rdduire le
les caractdristiques des lindaments; d'un secteur ii celles d'un temps de traitement.
autre. Af in de normaliser ces rdsultats, notre dtude propose une
mdthode d'extraction des lindaments assistde par ordinateur et une.
mdthode d'analyse automatique de leurs caractdristiques
gdomdtriques.
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Le rehaussement de contraste s'effectue au moyen du filtrage
direction- d, de limage prA-traitde f(x,y). On effectue le produit
de convolution entre l'image et quatres filtres gradients
directionnels (Nord.Ouest [NO], Nord [NJ, Nord-Est [NE], Est
[El) do tailic cinq de fagon h~ obtenir quatre images.

Chacun de ces fibres rehausse les 6l6ments perpendiculaires A leur
orientation et attdnue les 6lements paralles. Ainsi un filtre Nord
rehaussera les 6idments qui sont orientds Est-Ouest et attdnuera
los 6ldments orientds Nord-Sud. En effectuant un filtrage
directionnel de limago scion los quatres directions, on se trouve a
rehausser tous los didments prdsentant une orientation
prdfdrentielle.

Los quatres images rdsultantes sont ensuite seuilldes.

Les seuillages s'effectuent visuelloment de faqon h conserver le
maximum ddld6ments lindaires et le minimum do surfaces. Los
images obtenues comprennent une multitude d'dldments plus ou
momns lindaires do longuour variable. Afin do roconnecter los

Fig. 2.1 Sous-image des monts Stokes (256 x 256 pixels) sur didmonts distants do seulement un ou deux pixels et qui scion
laquello los traitements furent effectuds. touto vraisemblance devraiont appartenir aux mes

lindarnents,une dilatation do taillo 1 ost effectude. On obtient
2.4 MItTHODOLOGIE alors los images:

L'extraction des lindaments s'effoctuo en trois dtapos. La (d~o4x,y), d~x,y), dp(x,y), d&x,y))
premiere consiste A rehausser l'image prd-traitde do fagon h On effectue ensuite une squelottisation do chacune des images
obtenir le plus fort contraste entro los 6ldments lindaires et leur dans le but d'obtenir des didments lindaires (dpaisseur dgale A un
environnoment, la secondo est le scuillage pormnettant dobtenir pixel) et non des surfaces alongdos.
une image binaire et la troisi~me consiste ?i affiner los dldments (sq~r.Jx,y), sqlx,y), sqt(,y) q(~

extritsparIc cuilago(Fi. 22).Los images do lignes ainsi obtenues comportent encore plusiours
6ldments lindaires do faible longuour qui seront retirds au moyen

image ROS prd-tratefxy d'un programme effectuant une sdlection des dldments solon leur
longuour. Los 6idmotits do longuour (1) infdrieure hk un seiiil (k)
sont retirds. Ce scuil a Wt dtabli empiriquement A 15 pixels. Los

f&= f*,y) * gd.(X,Y) images obtenues sont :
dir ={NO, N, NE, E O(l~X,Y), lWXIY), 410,Y), lg(x,y))

L'dtape finale consiste A~ effectuer l'union des quatres images do
lindamoius (Fig. 2.3) do fagon A obtenir une seule imaige

f~dx'y) fN(x,Y) fN(x,Y) f9(X,Y) correspondant A la carte do lindaments do Ia rd'gion u(x,y).

II

d Nox,y) dN(x,y) dm(x,y) d dx,y) ,/~~.4 ~ / '-.

k= 15 f
I < k pixel retird (a) (b)

d(x,y) = D(u(x,y)) _________uxy 1

c(x,y) = Sq(d(x,y) Fig. 2.3 images do lindaments (a) Nord-Ouest; (b) Nord ;(c)

Fig. 2.2 Mdthodologie d'extraction dos lindaments dune. image Nr-s;d s
numdrique.
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2.5 ESULAIS3.2 PRETRAMTMENTS

La cambinaison des images semblo produire une redondance de Une squelettisation de l'image de lindaments des monts Stokes a
l'infarmation. Certains dlc6ments paraissent d~doublds. Pouliot Wt effectude afin de s'assurer que tous los 6idments lindaires de
(1987) ayant ddjhi soulevd ce problme conclue qud6tant dans l'inage poss~dent une dpaisseur dgale A un pixel (Fig. 3.2).
I'impossibilitd de savoir si les lmndaments qui paraissent redondant
correspondent A~ uno memo information, it faut les considdrer
comme diffdrents. En ddpit de cette remarque, on a tenti de
fusionner en un seul 6ldment les lindaments prdsentant des
comportoments similaires et dtant tr~s faiblement espacds. La .

fusion fut effectue au mloyOfl d'une dilatation (D) do taille 2.**. \* *

suivie d'une squelettisation (Sq). Les 6idments qui somblajent
dddoublds sont presque tous devenus uniques. Cette itape a du
meme coup eu pour effet de translater Ies didments de quelques (a) (b) (c)
pixels par rapport Ai lor position sur l'image originate. On
observe ce phdnoni~ne en superposant limage de lindaments Fig. 3.1 Images-tests comportant des lignes dorientation: (a)
rdsultante c(x,y) 4 l'image ROS originate (Fig. 2.4). 00 et 900 [InnI]I ; (b) 450 et 1350 [Im2]; (c) 300 et 1200

Fig. 3.2 Secteur de 256 x 256 pixels de la carte de lindaments
numdrisde et squelettisdc des monts Stokes.

3.3 MtTHODOLOGIE

Fig. 2.4 Superposition de la carte de lindaments obtenue i L'analyse des caractdristiques est rdalisde au mayen d'drosions
l'image ROS. directionnelles, de dilatations et do transformations do voisinago

sur une image binaire squelettisde correspondant h une carte des
L'image binaire obtenue du traitement do l'image ROS prdsento lindaments (c(x,y)). On ditermine la longucur des lindaments en
los principaux El6ments lindaires identifiablos visuellement. Une fonction do l'orientation do la fagon suivante. Pour chaque
comparaison avoc uno carte des lindaments des monts Stokes, tranche do 150 (1 (i) ) comprise entre 00 et 1650, on effectue:
r=aeisdoar photo-interpr~tation, montre toutefois quo certains

Elm~tprdsentant un faiblo contraste avec lour environnement, 1(i) = Amk~c(x,y) r) D'(D ('(Es( (c(x,y)))]
no sont pas (16tectds par ]a mdthode.

3.0 ANALYSE DES CARACTI1RISTIQUES DES o4~ i = 1, 2, ... , 12
LINMAMENTS 1) une Erosion diroctionello (E) avec un Eliment structurant

lmd~aire ou multiponctuol (s(i)) ddcrivant avec l'axe des
L'objectif do cotte socondo Etapo ost do mottre au point un ordonndos un angle corrospondant A la direction recherchde.
programme d'analyso des caractdristiquos des lindaments. Cellos
-ci sont ddfinies commo dtant la longuour en fonction do 2) une dilatation directionelle (D) avec le m8me El6ment
l'orientation, la densitE do lindaments et lentrecroisoments do structrant.
ceux-ci.

3) one dilatation isotropo (D) avec: un Eliment stncturant do taille

Trois images-tests (32 x 32 pixels) gdndries par ordinateur ont dt6 )litEeto vc iaeoiiae(~~
utiiise'cs pour i. m 1Isc au point de ia mdthode d'anaiyse deslneseto vcliaeoiial cxy)
caractdristiques des lindaments. Chaque image comportait deux 5) un Ebarbulage (Am) afin d'iliminer los; composantos parasites.
sdries do lignos paralleles doriontations connues et despacement
rdgulier. Los lignes avaient one dpaisseur do un pixel (Fig. 3.1). L'drosion directionnelle (1) a pour effet do retirer tous los

El6ments lindaires no prdsentant pas la direction recherchde. La
Une carte do lindaments numdrisde provenant do I'interprdtation dilatation directionnelle (2) permet do reconstituer los sections do
visuelle, effectude par Deslandes (1988), do l'image SEASAT des lindaments prdsentant lorientation recherchde mais qui ont &t6
monts Stokes a Egalemont dt6 utilisde pour mettre A lMpreuvo la partiellement affectds par I'drosion prdcddente. La dilatation
mdthode d'analyse des caractdristiques des lindaments.
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isotrope (3) avec un 6idment unitaire effectue un ipaississement Tableau 3.2
des 6ldments lindaires restants. L'intersection avec limage____________________________
originale (4) permet de reconstituer dans leur totalit6 les
lindaments pr~sentant l'orientation ddsirde et I'dbarbulage (5) Entrecroisement des lindanients (images 32 x 32 pixels)
permet d'dliminer les rdsidus laissds par l'intersection des deux
images. Le rdsultat de ces opdration est une image ne compontant Image corrdlations
que les lindaments prdsentant t'une des douze directions analyse visuelle-anqtlyse automatique
recherchides. Pour chaque image obtenue, on effectue une
sommation des pixels non-nuls, ce qui correspond a calculer la
longueur totale des 6idments prdsentant une certaine orientation. Imi 1.0
A partir de ces images, on rdalise une rosace exprimant pour1.
chacune des tranches de 150, Ia longueur totale des lindaments m1.
possddant cette orientation en fonction de la plus grande longueur m
rencontr&e. m1.

La densitd dtant ddfinie comme la longucur des lindaments par
unitd de surface, elle est ddterminde en ddnombrant les pixels non- 4.0 CONCLUSION
nuls prdsents dans une fen~tre correspondant, au sol, A une zone
de 1km par 1km. Les lindaments dtant d'dpaisseur dgale A un Les mdthodes d'identification et d'analyse des lindaments,
pixel. leur longueur est bien dgale au nombre de pixels non-nuls. ddveloppdes dans cette dtude, permettrons d'obtenir rapidement
L'entrecroisement des lindaments est ddtermind en extrayant les des rdsultats normalisds. A partir de ceux-ci, il sera ddsormais
pixels qui poss~dent plus de deux voisins non-consdcutifs en possible de comparer les anomalies gdomitriques des lindaments
trame octogonale. On utilise alors un voisinage determind' par une de diffdrentes rdgions afin de ddterminer les secteurs h plus forte
fenEtre de 3 x 3 pixels. probabilitd de mindralisation.

3.4 IISU- "T L'interprftation visuelle de la carte de lindaments obtenue A partir
de la mdthode d'extraction automnatique appliqude A une image

La mdthode a dtd en mesure de ddterminer la longucur en fonction ROS des monts Stokes, montre qu'une grande quantit6 de
de lorientation des dldments de chacune des images-tes~s avec lindaments ont dt6 ddtectds. Toutefois, ne possddant pas de
une tr~s grande prdcision pour les directions correspondant A mdthode rigoureuse ddvaluatioi de. performances de la mdthode
celles du maillage de la trame octogonale et une prdcision 6laborde, il nest pas possible~ de conclure de faqon ddfinitive sur
satisfaisante pour les autres directions (Fig. 3.3). La densitd et son efficacitd. Une mdchode d'dvaluation quantitative des
l'entrecroisement ont 6galement dtd ddzerminds avec une tr~s performances sera dventuellement misc au point. La mdthode
grande prdcision comme en tdmoignent les rdsultats prdsentds aux d'analyse des caractdristiques gdomdtriques des lindaments A fait
tableaux 3.1 et 3.2. l'objet d'une 6valuation plus rigoureuse. Une sdrie d'images-test

ont dt6 utilisdes A cette fin. Les rdsultats obtenus permettent
Cette mdthode fut ensuite appliqude A l'image binaire rdsultant de d'affirmer que la mdthode est en mesure de ddterminer la
la numdrisation de la carte de lindaments provenant de longueur des lindaments en fonction de leur orientation avec un
l'interprdtation de l'image ROS des monts Stokes. Les rdsultats maximum de prdcision dans les quatre directions du maillage de la
seront dventuellement confrontds avec ceux que Ion obtiendra de trame octogonale. Elle est 6galernent capable de d~terminer Ia
l'analyse visuelle de Ia carte de lindaments. densit6 des lindaments et lentrecroisement de ceux-ci.

NORD NO0DWOR La mdthode d'extraction des lindaments a 6ti appliqude h une
seule image. On prdvoit maintenant effectuer les memes

OLIS ES otIX *A., ... traitements sur d'autres images prdsentant des caractiristiques
U~b.. 7 U 1? 0t? Ugdologiques diffdrentes afin d'dvaluer sa robustesse.

$oSLO suo 5.0 R9F9RENCES
(a) (b) (c) Chermant, J. L. et M. Coster, "Prdcis d'Analyse d'Images '

Fig. 3.3 Rosaces des lindaments, images comportant des lignes Editions du Centre National de Ia Recherche Scientifique,

d'orientation: (a) 00 et 90 [ImI]; (b) 450 et 1350 [lm]; Paris, France, 1985, 521 p.

(c) 300 et 1200 [1m3]. Deslandes, S.," Mdthodologie de d~tection des lindments
gdologiques: comparaison des images SEASAT et SPOT,

Tableau 3.1 mdmoire de maitrise (en priparation), Ddpartement de
Giographic et T6ldddtection, Universit6 de Sherbrooke,
Sherbrooke, QC, Canada, 1988.

Densit6 des lindaments (images 32 x 32 pixels) Pouliot, G., " Int~gration de donndes satellites dans l'dvaluation

Image cowflations de cibles de prospection mini~re dans la bande volcano-I analyse visuelle,-analyse automnatique sddimentaire Ascot-Weedon, Cantons de l'Est, Qudbec "

__________ _________________________mdmoire de maltrise, Ddpartement de Gdographie, Uni-
versitd de Sherbrooke, Sherbrooke, QC, Canada, 1937,

Iml 1.0 64 p.

lm2 1.0 Sekhon, R.," Application of Seasat-l synthetic aperture radar
(SAR) data to enhance and detect geological lineaments and

Im3 1.0 to assist landsat Iandcover classification mapping ", par
__________ _________________________Computer Sciences Corporation pour Goddard Space Flight

Center, Greenbelt, Maryland, U.S.A., 1981.
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anisotropic properties which are suggested by the'
ABACT orientation of the lineaments. The underlying

assumption is that preferred underground flow

This paper examines the analysis of a Landsat 4 paths are indicated by these features. Locally,
TM scene for lineament detection ir one area along precise traces of these features are also sites of
the Balcones/Ouachita trend in Central Texas. enhanced well production. Densities of lineaments
Landsat imagery was enhanced to facilitate and lineament intersection suggest loci of
lineament identification. Comparisons of lineament enhanced recharge owing to increased fracture
orientation are made among lineaments from a porosity and related dissolution.
variety of image sources. A short discussion of
edge enhancement techniques employed is
included. Woodruff's earlier work [5] mapped lineaments for

a segment of the Edwards Aquifer area (see figure
_'TOODUCTION 1) after visual inspection of air photos and

standard-product Landsat imagery. The study

Lineaments, in the simplest terms, are straight area ( a 512 X 512 subset of the original satellite
lines seen from afar on the surface of the earth. image) lies south-southwest of Austin, Texas. The
Lineaments were described as early as 1863 by Balcones Fault Zone cuts through it in a nearly
Dana [1]. The first systematic use of the concept diagonal orientation. This is a series of e-neehelon
devolved from works by Hobbs [2] in the early normal faults that have an aggregate movement in
part of this century. Hobbs perceived linear this area of several thousand feet. Maximum
features as being, "significant lines of landscape known displacement across a single fault in the
which reveal the hidden architecture of roc'c study area is about 600 feet. The main aspect of
basement..." More recently lineaments have been motion is down toward the Gulf Coast. Most of the
described in regional tectonic analyses [ 3]. tectonic events responsible for this fault
Lineament analysis has also been given tongue-in- displacement probably occurred during the
cheek treatment by Wise [4). Lines abound on the Miocene epoch. Tectonism is no longer active along
earth and misdiagnosis is always a real danger this trend.
(e.g., the unwary investigator who maps an electric
power grid). The Balcones Fault Zone is a near-surface

manifestation of a deep-seated crustal

Mindful of the pitfalls associated with such discontinuity. The Ouachita orogen lies buried
analysis, lineaments are examined in the Austin- beneath the area and forms a hinge between the
San Antonio, Texas area for indications of the grain stable continental interior and the still subsiding
of the Balcones/Ouachita structural belt. Ongoing Gulf Coast Basin [Flawn, etal, 1961]. Adjustments
water related processes continue to accentuate the across this hinge were probably responsible for the
ancient structural grain. Water dissolves the near down-to-the-coast dislocation of the Balcones fault
surface limestones and as channels are enlarged system and for the emplacement of the igneous
more water is introduced, thus causing more plugs that lie along the fault zone. The overall
dissolution of the strata. northeast-southwest trend of the Ouachita orogen

was probably a major determining factor in the

As described above, the Edwards Aquifer has been orientation of the main bounding faults of the
established as a high-permeability system with system [Muehlberger & Kurie, 1956]
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FIGURE 1 LANDSAT STUDY AA

FIGURE 2
IMAGERY SCANNED IMAGE

Originally the analysis was to employ a digital tape
for the Austin, Texas scene (Path - T27, Row -39),
25 January, 1984. Unfortunately, this tape proved
to have data irregularities in the columns
containing the study area (and in those columns
only). Therefore, as an alternative, a later Landsat
mosaic, 9 April 1984, was used. This mosaic was
scanned (in black and white) with an Eikonix
scanner. The digital product was then used in lieu
of higher quality tape data. For this reason, the
results discussed here should be considered
preliminary. Subsequent investigations will
employ Landsat digital tapes.

IMAGE ENHANCEMENT

Initially attempts at lineament enhancement
employed the local adaptive techniques described
by Driscoll and Walker [6]. The results, however,
tended to be either too noisy or too dark and were FIGURE 3
never quite satisfactory. FILTERED IMAGE

The results varied little from one increrment to the
Because of the earlier work by Woodruff [5], the next with the optimal enhancements for visual
orientation of the Balcones Zone related faults was interpretation occurring at 35 degrees east of
anticipated -- the general northeast-southwest north and 35 degrees west of north. Figure 2
grain apparent in the imagery. These earlier shows the area scanned from the Landsat mosaic
findings influenced the selection of directional after stretching. Figure 3 is the same area after
filters which were rotated in 5 degree increments application of the directional filters, Figure 4
through the areas 20 degrees to 40 degrees east shows the results in figure 3 after histogram
... d west ofUot. A ....... d tI..on........ equalization. Equalization improved the visual
filter was employed [7]. For increments west of qualities of the image.
north the trig functions were positive. For
increments east of north the trig functions were Lineaments were mapped by hand off of hard
negative. copies from a Tektronix wax copier. The

lineaments mapped on mylar were in turn scanned
-1 0 1 1 1 1 by lhe same Eikonix instrument, These were

COSA -1 0 1 + SIN A 0 0 0 +IMAGE digitized so that length and azimuth could be
-1 0 1 -1 -1 -1 automatically calculated,
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ABSTRACT
In this reconnaissance study, the Moodus, Connecticut, seismic area was examined primarily for the presence of tectonic fracture

indicators. Fracture indicators, tineaments and or fracture traces, are thought to be the surface expression of subsurface fracture zones
related to crustal stresses and therefore to provide clues to the cause of this area's anomalous seismic activity. Neotectonic and geochemical
information was also evaluated for its possible relationship to the area's endemic seismic events. The purpose of this study was to assess the
area's linear fracture indicators and to compare that information to independently obtained in situ and regional stress information. This study
was motivated, In part, by the proximity of an operating nuclear power station to the Moodus area.

The area examined covers six U.S.G.S. 7.5 minute topographic quadrangles around the Moodus area. Geologically, it lies In deformed lower
Paleozoic units of the Eastern Uplands adjacent to the Central Lowlands (Mesozoic basin) of Connecticut. The Imagery used Included
1:250,000 SLAR (mosaic), 1.100,000 SPOT (panchromatic); and 1:80,000 and 1:18,000 aerial photography (stereo, black and white). All
quadrangles were examined at the three smaller scales while only the Moodus quadrangle was examined at the 1:18,000 scale. Fracture
Indicators were mapped and data on orientation, frequency, and length were compiled through standard techniques.

The results of the analysis indicate that unambiguous neotectonic geologic features related to the seismic activity were not in evidence. No
supersaturated conditions were detected in 33 stream bottom samples and 8 water ar.alyses. Analysis of orientation data from observed
fracture indicators revealed prominent orientation peaks at 080-090 and 340-350 degrees. These orientations are essentially parallel and
perpendicular, respectively, to the direction of the maximum compressive stress (at) as determined by other researchers from analyses of in
situ stress and earthquake focal mechanism information. This suggests a causal association with a thrust stress regime In this area.
Lineament frequency was observed to increase in the Moodus quadrangle relative to the adjacent study quadrangles. This suggests that the
seismic area may be related to an increase in fracture frequency. Analysis of the multi-scale lineament data revealed an exponential decay in
lineament frequency per unit area and a linear increase in average Ihneament length, both as imagery scale number increases. These results
suggest that fundamental scale-dependent relationships may exist for fracture Indicator frequency and length data.

KEYWORDS. NEOTECTONICS, FRACTURES, UNEAMENTS, REMOTE SENSING, IN SITU STRESS, MOODUS SEISMIC AREA, CONNECTICUT

INTRODUCTION irregular topography characterized by steep hillsides, narrow
The Moodus Seismic Area has been the site of numerous, valleys, and rare, broad uplands. The Connecticut River Is the

generally low-intensity, seismic events in recent years and has a primary drainage and there are two major tributaries, the Salmon
record of seismic activity dating from Connecticut's colonial era River and the Moodus River, which flow generally from the
(Barosh et al., 1982). Scientific efforts to Investigate the cause of northeast to the southwest.
this anomalous seismic activity have ranged from detailed geologic Geologically, the study block ties primarily within
and surficial mapping of the area (London, 1989; LaF'eur, 1980) Connecticut's Eastern Uplands and extends slightly Into the Central
to monitoring seismic activity and drilling and testing deep Valley physiographic province (Rodgers, 1985). The Eastern
research boreholes (Zoback and Moos, 1988; American Uplands province is composed of severely deformed and
Geophysical Union, 1988). Some of these efforts have been metamorphosed, probable lower Paleozolo and possibly older units
motivated by the close proximity of the Haddam Neck (Connecticut whose stratigraphic relationships are difficult to ascertain
Yankee) Nuclear Station to an area of possible seismic risk. (London, 1989). While the details may be lacking, this sequence:

Monson Gneiss -Middletown (Ammonoosuc) - Collins Hill - and
SETTING OF STUDY AREA Hebron formations; appears to reveal the emplacement of lower

The area subjected to analysis in this investigation is a block of Paleozoic units onto an Avalonian basement complex (Lundgren,
six U.S. Geological Survey (USGS) 7.5 minute quadrangles. The six 1979; Weston Geophysical Corp., 1982).
quadrangles studied: 1) Middle Haddam; 2) Moodus; 3) Colchester;
4) Haddam; 5) Deep River; and 6) Hamburg; are centered on the GEOCHEMICAL STUDIES OF STREAM WATERS
town of Moodus and cover nearly 880 square kilometers (see In an attempt to identify areas of anomalous surface water
Pigure 1), Physiographically, the study area has a rolling, chemistry that might be related to seismic activity or fault

movements, streams in the Moodus area were examined and
sampled during late summer, low-flow conditions. A review of
available literature and outcrops had revealed no unambiguous

WESTERN E,%STERN evidence for or expression of neotectonic, surface disturbances. In
UPLANDS /CENTRAL ) UPLANDS some areas, the down-stream presence of travertine-marl deposits

L NR' LAand anomalous concentrations of related chemical species has been
LOyLANDS used to identify fault and fracture zones. These deposits are

I SMNA,,o apparently related to effluent, carbonate-rich, ground water fromF 7 1~ the dissolution of fault aouoe precioitatincj in turbulent, aerated,
Istream riffles (Thornton, 1953). Because of the presence of

carbonate-bearing gnelsses of the Hebron Formation In the study
area, it was hoped that fault and fracture features impacting the
surface stream network might be identified.

In all, stream sediments were examined at 33 points by visual
inspection and 8 water samples were taken from the area (see
Figure 2). Despite low water levels, no evidence for precipitation
of dissolved species was observed in the streams studied. Analysis
of the water samples confirmed this, Indicating that the stream

Figure 1, Map of study quadrangles and physiogapic provinces waters were undersaturated (see Figure 3). With the exception of
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'/ -. \labeling of the Salmon River valley as a lineament-fault by Barosh
et at. (1982) and the proximity of both this feature and the
Haddam Neck Nuclear Station to the seismic aren.J .Four different types of imagery were analyzed through the use
of techniques acapted tem Lattman (1958) and Melser and Earl
(1982): a 1:250,000 scale, SLAR (Side-Looking Aiborne Radar)
mosaic; a 1:100,000 scale, panchromatic SPOT (Systeme Pour

\ " rObservation de la Terro) image with partial coverage of the study
..- /block; a series of 1:80,000 scale, high.altitude, black and white,

' -7 ' -1-- stereoscopic, aerial photographs covering the study block; and a
series of 1:18,000 scale. low-altitude, stereoscopic, black and

1-2 white aerial photographs that covered only the Moodus quadrangle.
Through the use of this multi-scale approach, a more complete
characterization of lineament features was obtained. However,

) \because of the subjective nature of this technique, it must be noted
( " f that these results must be verified by site-specific techniques

, 4'L. before they will yield conclusive tectonic or geologic Information.

Side-Looking Airborne Radar Imagery
The SLAR imagery used In this study was acquired for the

V JConnecticut Geologic and Natural History Survey (CGNHS) by the
USGS in May of 1984. It has an east look direction and at

"\ / 1:250,000 scale provides an excellent base for analysis ofi i .jf racturelindicators. In nall, 481lineaments were identified within

or Intersecting the six quadrangle study block. These features,
primarily within the Eastern Uplands, ranged in length from 6 to

'?,...27 kilometers and may indicate first-order tectonic fractures.
MAP t/ .APBoth the Salmon and Moodus Rivers appear as lineaments that
,, >-. o (coincidentally) appear to intersect at the Haddam Neck power

.i N plant. Also evident on the image is a section of the border fault that
.separates the two physiographic provinces In the study area. In

addition, the results of this limited study compare well (about
' _.- K,..j-,r70% correspondence) to tha results of a SLAR lineament map at

- . 't.-..-( -. -'1:125,000 scale preparcdl by Altamura (1985).
" ___" .The SEAR lineament orientation data are presented In an

azimuthal half-rose diagram (see Figure 4). This figure reveals
Figure 2, Map of geoctiewical sampling points and area features that the features observed in the six quadrangle study block have a

salt contamination from a major highway observed in Sample 5, primary orientation maximum trending to the north-northwest
the stream w,.ters appeared to be well buffered with surprisingly between 340-350 degrees. Also, a secondary maximum trends
little mineral content. This may be the result of the abscence of northwest at between 300-320 degrees. These results compare
dissolved species in effluent grour.d waters, the precipitation of well to lineament data in Weston Geophysical Corp. documents
constituents within the glacial overburden, or low-water levels (1982) which note the presence of generally northwest trending
preventing the discharge of key chemical species, features. It should be noted that a lack of east-west lineaments may

be due to the east-look direction of the SLAR sensor.
ANALYSIS OF FRACTURE INDICATORS

In order to characterize the orienmation, frequency, and length SPOT Satellite Imagery
of linear fracture indicators in and around the six quadrangle study A SPOT 1:100,000 scale scene taken In March 1986 was
block, lineaments and fracture trace features were mapped on selected for this study because of its 10 meter pixel resolution in
available imagery types. As numerous studies in other areas have the panchromatic band. As this was prior to the Introduction of
correlated these linear topographic, tonal, vegetative, and or SPOT's scene-shifting process, only the three northern
combination features with discrete zones of fracture concentration quadrangles of the study block were covered by the Image. While
related to tectonic stresses, assessing their distribution in the
Moodus area was critical. This need was underscored by the N

20

n=48
1O° intervals
Percent of n
o 4

10 ,),

Figure 3, Results of geochemical stream water analyses Figure 4, Orientation of hneamenis observed on SLAR mosaic
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this limited its utility, the scene provided a very detailed view N
suitable for identifying fracture indicators and other landscape
elements. In all, 37 lineaments were noted over the visible
portion of the study area. The features were found primarily In the
Eastern Uplands and ranged in length from 4 to 10 kilometers.

The azimuthal half-rose diagram of SPOT lineament
orientations reveals a different distribution of features than the
radar imagery (see Figure 5). This distribution records two
primary peaks; a broad one to the north-northeast between 020.
040 degrees and a nar )w one that coincides with the previously
noted SLAR maxima uetween 340-350 degrees. The northeast n 113
orientation peak may be due to the subdivision of the Salmon River t00 intervals
lineament-fault into a number of shorter lineaments. The overall Percent of n
change in observed fracture indicators may possibly be the result 0 3
of the scale change, the relationship between first- and second-
order tectonic structures (see Canich and Gold, 1977), or to the
resolution of the SPOT imagery.

High-Altitude Aerial Photography
Fourteen 1:80,000 scale, black and white, aerial photographs

from a 1980 flight were required to cover the six quadrangle study
block. In all, 113 fracture indicators were observed on the stereo '_ -E
pairs of photographs used to analyze this region. They ranged in
length from 2 to 13 kilometers and revealed both the Salmon and Figure 6, Orientation of hi,.,.., on high-altitude photographs

Moodus river lineaments to be a series of shorter, discontinuous data set shows a pair of orientation maxima; again one to the
features. Several features correlate closely to the border fault and northwest between 320-330 degrees and the second in a new
possibly to a north and northeast trending dike (Rodgers, 1985). direction, to the east at 080-090 degrees. While the first peak is

The orientation data for the lineaments mapped on the high- similar to other northwest trending orientation maxima, the second
altitude photography reveals two primary maxima: a narrow, peak Is nearly orthogonal to all previously observed lineament
northeast peak between 030-040 degrees and a broader, north- orientation peaks. This may be due to these features being related
northwest peak between 330-350 degrees(see Figure 6). North to small tectonic structures or they may indicate the nature of the
oriented features between these two peaks are represented by a area's current stress-state. In any case, this eastern orientation
secondary maxima. The reasonably close correlation between the peak does not correlate to mapped geologic features.
high-altitude and SPOT data suggests that types of imagery are
capable of identifying the same sets of fracture indicators. Any Discussion of Results
differences between them may be due to the stereoscopic ability of Besides providing information on the overall distribution of
the aerial photographs. This possibility could be tested by fracture indicators across the six-quadrangle study area, the
compansion with the SPOT satellite's own stereoscopic capability, analysis results may provide insights about the low-intensity,

seismic activity prevalent in the Moodus vicinity. Results of in
Low-Altitude Aerial Photography situ testing at the Moodus Deep Hole provide detailed Information on

Because of study limitations, only the Moodus Quadrangle was the state of crustal stress in the area. Hydraulic fracturing tests
subjected to the 1.18,000 scale, lineament analysis. A total of 25, and borehole televiewer surveys indicate that: the direction of the
stereo, black and white, aerial photographs provided coverage of maximum horizontal compression (61) is essentially east-west at
the quadrangle. A total of 159 fracture indicators, ranging in 086 degrees; the least principal stress (a3) is due to overburden
length from less than 1 kilometer to almost 3 kilometers, were pressure and is vertical; and the area appears to be under a
mapped in this area. In some cases the mapped features appeared to reverse-thrust regime capable of causing low intensity events
correlate to previously mapped lineaments. These short features along faults oriented north-south (Zoback and Moos, 1988). This
are thought to be related to joint and fault traces, lithologic bedding ,nformation is supported by unpublished focal mechanism solutions
and strike lines, and possibly glacial scour and or foliation for a number of recent Moodus area earthquakes.
directions (Weston Geophysical Corp. 1982). These in situ measurements are also supported, less precisely,

The orientation diagram for the low altitude data is distinct by the results of the fracture indicator analysis. A plausible
from the previously observed distributions (see Figure 7). This explanation for the singular lineament orientation peak (080-090

N degrees) observed on the low-altitude aerial photographs Is that
these features represent fractures opened or forming under the
current, in situ stress field. In addition, with north-northwest

ne,37
1O intervals
Percent of n n,159

0 4 10 ntervols
Percent of n

(Limited Coveeae) 0 3

WF 5 rE wi
Figure 5, Orientation of lin, ament.3 ouserved on SPOT image Figure 7, Orientation of linedmuTt; on low-altitude photographs
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(340-350 degrees), and to a lesser degree north to northeast,
lineament orientations dominating the SLAR, SPOT, and high- 110 - i 25o000 Si.AR 1 0,

14 3 •I'I1 )0 SPOT 1-0s

altitude surveys, it is possible that these observed features reflect 232 1 60J000 i,-AW,4, pil*7,0
fractures affected by the reverse-thrust stress regime. , 1 ., . -A,,,,de Ph.o.,

Determining the number of fracture indicators observed within
or Intersecting each quadrangle provides another indication as to
the reason for endemic seismic activity in the Moodus area. Each
imagery analysis that examined more than one study area
quadrangle observed an increase In number of lineaments over the
Moodus Quadrangle (see Figure 8). This measure of lineament
"frequency* suggests that the Moodus area may be more fractured 40

than adjacent areas. It is uncertain whether this contributes to or
is the result of the increased seismic activity.

Results that are less specific to the Moodus area but of
potentially greater significance are revealed when the results from 00 ,WO Noo

all four scales of imagery are examined together. Figure 9 shows IMAGERY

the observed relationship between the average number of
lineaments intersecting a quadrangle and the scale of the image used Figure 9, Observed relationship between average lineament
in the analysis. The plot shows an exponential decrease In frequency per quadrangle and imagery scale number
lineament frequency with increasing imagery scale number. This to
intuitively makes sense as it indicates that with an increase in size 1436 1,2501-M SLAR 25 nO0 ,
of a lineament feature, fewer features of that size will be observed 62 G? * T • , . 0

in a unit area. It should be noted that as only one quadrangle was so1 • i8o.ooo igheAIi. Photog,,pt

examined at the 1:18,000 scale, this data point is only an estimate. 2 62 '18.000 Lo•Ai,4.PhologiOphy

An additional relationship is illustrated in Figure 10. When the
average lineament length observed is plotted against imagery scale
number, a distinct, positively sloped, linear trend is revealed.
This suggests that there may be an appropriate scale of imagery for W
the observation of a particular size of fracture feature. While both
these observed relationships may be a function of imagery W
resolution and or human perception, they may also relate to the
fundamental causes of lineaments in geologic environments.

CONCLUSIONS
The principal conclusions that can be drawn from this study

are: 1) no distinctly positive evidence of neotectonic disturbances o20oX0o
related to the seismic activity were observed; 2) the limited Figure 10, Observed rucitilvstip uetween average lineament
geochemical studies of local stream waters produced no indication length and imagery scale number
of effluent ground water related to fractures or the dissolution of REFERENCES CITED
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ORIGIN AND SIGNIFICANCE OF HE3MAVATHI - TIRTHAHALLI MEGA-LINEAMENT - A CONCEPT
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ABSTRACT Tumkur, Chitradurga and Shivamoga districts of Karna-
taka and Kasaragod district of Kerala, has been studied.Landsat MSS False Colour Composite on 1:537,000

scale has been interpreted to study the lineaments METHODOLOGY
in the study area (Frame 145-051 covering Hassan,
Chikmagalur, Kodagu, Shivamoga, Mysore, Dakshina Landsat MSS False Colour Composite has been interpre-
Kannada, Tumkur, Chitradurga Districts of Karnataka ted visually to map the lineaments in the area. The
and Kasaragod District of Kerala). The lineaments lineaments were grouped based on their length into
were grouped into 6 classes based on their length. 6 classes i.e lineaments having length <10 kin, 10-20
These six classes were divided into 3 groups and rose kin, 20-30 kin, 30-40 kin, 40-50 km and >50 km. These
diagrams of the lineaments based on their direction classes were divided into 3 groups (1) Lineaments of
were plotted. The most prominent lineament is about length < 10 km (2) Lineaments of length 10-20 km (3)
190 km long and is named Hemavathi-Tirthahalli mega- Lineaments of length > 20 km and rose diagrams based
lineament for easy reference. The direction of this on their direction were plotted.
mega-lineament is almost parallel to the west coast.
This mega-lineament with considerable length and RESULTS & DISCUSSION

almost parallel orientation to the west coast indicates
that it might have. developed during the West Coast The lengthwise classification of the lineaments showed
Fault period. Major lineaments like Yagachi. Tunga that the number of minor lineaments (281) having length
and a good number of other lineaments are also parallel of-<10 kms is more than that of any other class. The
to the west coast and might have developed during lineaments with length 10-20 km is also considerable
the same period. As most of the earthquakes (between i.e 64, whereas lineaments with length -" 20 km are
1967 and 77) in Southern Peninsula occurred in the only 20. Among the last category those between 20
vicinity of NNW-SSE to NW-SE trending mega lineaments, to 30 km are 12, 30 to 40 km are 4, 40 to 50 km are
the Hemavathi-Tirthahalli mega-lineament should be 2 and > 50 km are only 2, thus making upto a total

studied to understand its seismic status. of 365 lineaments in all. The Hemavathi- Tirthahalli
mega-lineament with a length of about 190 kms is

'"cy "ords Mega-Iineainn, West Coast Fault, Rose prominently seen on the image. This is the longest
Diagram, Landsat, Earthquake of the lineaments in the area. The other major linea-

ments in the area are (1) Yagachi - 49 kms (2) Vedavathi
INTRODUCTION - 50 km (3) Tunga - 33 km (4) part of Shimsa - 38

km (5) and part of Cauvery - 40 km (Fig.l),
Lineament studies have become an important step in

analysing the structural and tectonic aspects of an The rose diagram of lineaments having length- 10 km
area. Lineament studies are useful in groundwater, i.e minor lineaments showed the prominent direction
mineral, oil explorations and in engineering geological between N850E - $85 0 E. The next prominent direction
appiications as lineaments may represent fractures, is N450 - 550E (Figure-2a) whereas the rose diagram
faults, shear zones etc. Using Landsat MSS band 5 of lineaments with length 10-20 km has two prominent
image on 1:1000,000 scale Srinivasan and Sreenivas directions (1) N850E - 5850E (2) N15 0 - 250W (Figure-2b).
(1977) had mapped the lineaments in the study area. The rose diagram of major lineaments i.e having length
In the present work Landsat 5 MSS False Colour Composi- >20 km clearly showed that the prominent direction
Lu uii i:537,000 b-dub hii befi used to stud the Crigin ib N2- - a-V. Thu utlier prunirent direction Is N750

and Significance of Hemavathi-Tirthahalli mega-linea- - 85 0E (Figure-2c). The rose diagrams gave clear picture
ment and surrounding lineaments. about the orientation of lineaments in the area. The

major lineaments have prominent trend almost parallel
STUDY AREA to the west coast, whereas the minor have their promi-

nent trend in the E-W direction. The Hemavathi-Tirtha-
Landsat 5 MSS False Colour Composite of a scene halti mega-lineament, Yagachi, Tunga major lineaments
145-051 covering Hassan and Chikmagalur Districts and one set of lineaments with 10-20 km length are
fully and parts of Dakshina Kannada, Kodagu, Mysore, almost parallel to the west coast. The study of rose
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diagrams of major ( > 20 km) and intermediate (10-20 mega-lineamenL. The mega-lineament is prominently
km) lineaments gives a clear idea that majority of seen all along on the image except in some parts.
these lineaments have a trend almost parallel to the
west coast. Especially the Hemavathi-Tirthahalli mega- Between 1967 & 1977 about 100 earthquakes (86 in
lineament with a length of about 190 km is running Koyna area alone) of intensity 14' or above on Mercalli
almost parallel to the west coast. It is inferred that scale have been recorded in the Southern Peninsula.
all these might have developed because of the major Most of these have been found to occur in the vicinity
West Coast Fault. of NNW-SSE to NW-SE trending mega-lineaments. This

indicates that a moderate to high seismic activity has
The direction of west coast in general is NNW-SSE. been widely spread in the area. The proximity of this
The presence of faulting along the west coast has been activity to mega-lineaments again indicates that some-
discussed by many geologists. They believe that the time or the other they have been reactivated (NRSA,
pq. rpnnenf nf ihn Western Ghhet p ,r.! , with the 1981). So the Hema aii-Tihahdii inegaiineament
Malabar coast has been formed by faulting (Wadia, should also be examined to know its seismic status.
1975). The dislocation might have been in the nature
of step-faults. Step-faulting will explain the three When correlated with Geological and Mineral Map of
different levels, viz. the Deccan Table land, the coastal the area (1:500,000 scale, GSI, 1981) some mineral
plain (often of rocky surface) and the submarine shelf, locations (eg. Magnesite) are seen to be along this
and the two linking steep slopes - the scarped face lineament. The potential of this mega-lineament in
of the Ghats and the cliff line at the shore (Ahmad, mineral and ground water resource is to be explored.
1972). Between Ratnagiri and north of Bombay there Whether the lineament is a fault or fracture has to
are a series of hot springs along a straight line parallel be confirmed by field check. Other mega and major
to the coast, which shows that they are located on lineaments should also be studied in detail to understand
a line of fracture. These facts on the land support the tectonics and structure of the area.
the view that the coast is faulted (Krishnan, 1956).

CONCLUSIONS
The north and northeastward drift of Indian plate is
engineered by the accretion of plate margin at the 0 The synoptic view provided by the satellite image
Mid-Indian Ocean Ridge where the current growth rate helped in delineation of mega-lineament and other
at various sites have been estimated to be 1 to 3 cm/yr lineaments.
(Le Pichon, 1968). During the Early Tertiary period,
possibly, there was an imbalance in the accretion - 0 The Hemavathi-Tirthahalli mega-lineament might
shortening process, whereby the rate of plate growth have developed during the West Coast Fault period.
exceeded the rate of crustal shortening. The "regional The coast parallel trend and the length are the
upwarp" (Radhakrishna, 1967) or "monoclinal flexure" factors favouring the above inference.
(Subramanyan and Kirankumar, 1985) or doming (Subrah-
manya, 1985) in the west coast, can be attributed to 0 The occurrence of a number of Mega, Major and
the imbalance in the accretion - shortening process Minor lineaments indicate that the area is tectoni-
during the northward translation of the Indian plate. cally disturbed.
Increasing accumulation of tectonic stress in the zone

of upwarp must have led to the development of a major 0 As most of the earthquakes (between 1967 & 77)
fault culminating in Western Ghats as upthrown block in Southern Peninsula occurred in the vicinity of
and west coast as the down thrown block (Ravindra NNW-SSE to NW-SE trending mega-lineaments,
and Krishna Rao, 1987). Studies carried out using geo- the Hemavathi-Tirthahalli mega-lineament should
physical data also showed the presence of faulting be studied to understand its seismic status.
along the west coast (Chandrashekharam, 1985).

0 The potential of the mega-lineament for ground
The Hemavathi-Thirthahalli mega-lineament might water, mineral and engineering geological applica-
have developed during the west coast faulting. This tions can be fruitfully studied.
lineament with considerable length and almost parallel
orientation to the west coast indicates that it might ACKNOWLEDGEMENTS
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APPLICATION OF GIS AND RUMhTE SENSING
FOR LINEAMENT MAPPING OF STRUCIURAL

FFATlRES IN TfM ROUYN-BEAUCHASTEL
PROP RTY, QUEBEC

S. Gravelle and M. S. Akhavi

Reote Sensing Program
Nova Scotia College of Geographic Sciences

The Rouyn-Beauchastel property lies in the southern
part of the Abitibi volcanic-sedimentary belt within
the Superior Structural Province of northern Quebec. Chlbougamou

Various geological and geochemical maps were digit- fo
ized using an ARC/INFO GIS system and were trans- LoSorie LeblsQuivillon
ferred and registered to both Landsat Thematic Map-
per (TM) and SPOT images. The resultant geological
map was used as a reference theme file to detect the Rou -usefulness of enhancements performed on both raw N d
Landsat 'IM and SPOT data for delineation of struct-
ural features.

Enbancements were performed to highlight image ou
lineaments. The detected linears were transferred I
to the ARC/INFO enviroranent and were integrated with
the existing geologic theme files to produce an n
updated interpretive geological map.

More than thirty mjor lineaments were mapped. Most r S. --. 1
of these linears coincided with known faults or E-CUI-S
lithological contacts; however, six lineaments had -yn-Beou ,l~e
not been detected previously. Specifically, a
number of newly depicted northwest and northeast ?WW a
trending lineaments and their intersections, _ ___ 

-
_
-  

______.
deserve further study because mineralization in this
area often occurs in this type of structure. Figure I - Location of Study Area

(after Duplessis, 1987)KEY WORDS: Rouyn-Beauchastel property, lineament
detection, GIS/RS database, 7M and SPOT imagery

from digital image processing of Landsat 1M and
INIRODUCTION SPOT satellite imagery.

The Rouyn-Beauchastel property is located in the PROCEDRE
Abitibi region of northern Quebec (figure 1) and is
centered in the Rouyn-Noranda mining camp. The Various geological and geochemical maps were
property lies in the southern part of the Abitibi digitized using an ARC/INFO GIS system resultingvolcanic-sedimentary belt within the Superior in a composite geological map. This corposite
structural province. Numerous granitic and gabbrroic ap was then transferred and registered to bothintrusions have been observed in this Archean Landsat TM and SPOT geometrically corrected images.assemblage which are occasionally unconformally over- The geological map was then used as a referencelain by the Huronian sedimentary sequence. The theme file that was displayed over numerous enhanced
Archean basement has been cut by numerous faults and images.
frar-hirep develorAd durina various episodes of
deformation (Duplessis, 1987). Landsat TM4 data provided the spectral sensitivity

while SPOT data added detailed resolution. TheThis study was conducted in support of geologic Landsat 7M data with 30m resolution was theninvestigations by Groupe Conseil DOZ Inc. in the registered to the SPOT data with 10m resolution.Rouyn-Beauchastel property (Gravelle, 1988). The Figure 2 is an enhanced example of T14 data coveringmain objective of this study was to detect and ap the entire study area while figure 3 is a SPOTlineaments and other structural features by inte- image of the southwest portion of the study areagrating information residing in a geographic inform- indicating resolution details of the two data- types.ation system (GIS) with the geologic data derived An example of SPOT to TM registration is shown in
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figure 4, which coincides with the location of detected. These included newly depicted northwest
figure 3. This image is slightly blurred as a and northeast trending lineaments and their inter-
result of the registration process, however it section with other lineaments, which are signifi-
contained greater spatial and spectral details cant structures for emplacement of minerals in this
cc rpared to each satellite image ,%]one. property.

Enhancements such as look-up tables, principal Gravelle's (1988) work was entrusted to Groupe
ccmponents, Martin-Taylor and filtering were per- Conseil DOZ Inc. to verify the exact geologic
formed using a DIPIX/ARIES image analysis system to nature of newly identified lineaments and determine
highlight image lineaments. Directional filtering target localities suitable for conducting trad-
proved to be one of the better enhancement tech- itional geological investigations for mineral
niques used to identify lineaments. Figure 5 shows exploration.
an example of a NW directional filter of I1 band 7.

The lineaments identified during the various enhance-
ment techniques were outlined and classified as The authors are thankful to Mr. Alaine Moreau of
theme files in the DIPIX/ARIES environment and trans- Groupe Conseil DOZ Inc. for providing TM and SPOT
ferred to the ARC/INFO GIS environment. The linears imagery as well as conventional data, and assisting
were integrated with the existing geologic theme in the interpretation of the geology of the study
file and an updated int-erp=rctve c9tluyic map was arca. Mr. Joh Wigh-'-.. in, Prnclp~i of tne Nova
produced for the Rouyn-Beauchastel Property Scotia College of Geographic Sciences provided
(Figure 6). logistic support and encouragement. This paper

benefitted from a review by our colleagues MIr. W. R.
INTEPRETATION Trenholm and Mr. E. Wedler.

Over 30 major lineaments or groups of lineaments REF UCS
were identified and mapped. Gravelle (1988)
identified each lineament by a number on the result- 1. Duplessis, D., "Rouyn-Beauchastel Evaluation
ing map (figure 6) and examined its relationship Report" Groupe Conseil DOZ Inc., Rouyn-
with known geological information. Due to the Noranda, Cuebec, 1987
limitation of space, each lineament cannot be dis- 2. Gravelle, S., "Application of Remotely Sensed
cussed in detail in this paper. However, an attempt Techniques for Lineament Mapping of Structural
is made to provide generalized information in Features in the Rouyn-Beauchastel Property",
respect to geologic characteristics and significances Co-op Project Report, Nova Scotia College of
of these lineaments based on the interpretation of Geographic Sciences, 1988.
GIS/RS database aided with the existing geologic
information which was reviewed as an integrated map
layer.

The following is a brief description of these
lineaments:

Nineteen lineaments detected could o, associated
with known geological structures (faults or shear
zones) or related lithological contacts.

Seven other lineaments appeared to indicate the
continuation of mapped faults or shear zones.

Two lineaments were found to correspond with
geochemical and geophysical data examined in this
investigation. However, these lineaments were not
mapped on the existing geologic map (Duplessis, 1987).

Six lineaments detected in this investigation were
not previously mapped. These are anticipated to be
of structural origin or stratigraphic nature and
deserve ground truthing and further geological
investigation.

CONCLUSIONS

A geographic information database, supported by
digital image processing of TM and SPOT imagery,
provided anability to tr- -nfer ccnvcnticna map
data to an image analysis system and extract per-
tinent geologic information.

This included the detection of structural, strati-
graphical, and geochemdcal/geophysical relationships
which were previously known. However, it was con-
cluded that a numiber of structural units previously
mapped in this area could be extended; as well, a
number of newly identified lineaments could be
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ABSTRACT to perform radiometric corrections, geo-referencing and the seaming
together of image strips all on a digital image processing system.

Since 1984, INTERA's STAR synthetic aperture radar (SAR)

systems have provided high resolution radar imagery in digital form. The rationale for digital mosaicing includes:

INTERA has been motivated to develop the capability to perform all 1) Improved preservation of radar image resolution and

steps inecessary in the production of image mosaics in the digital dynamic range, compared to the multi-stage analogue process,

domain. These include radiometric corrections, geo-referencing of resulting in a sharper looking final image product which retains

the imagery by registering to a map projection, and the seaming of more of the original information.

image strips together. These operations are collectively referred to 2) Controlled radiometric corrections can be applied, providing

as digital mosaicing. In a recent development, data are logged from a a smooth visual transition from one image strip to the next in the

Global Positioning System (GPS) receiver on-board the STAR mosaic by balancing across a strip and by matching from strip to

aircraft and referenced to ground-based GPS data, making it strip.

possible to compute "virtual" ground control points which substitute 3) Seams that can be made virtually invisible.

for those normally obtained from existing maps. 4) Geometric warping can be mathematically defined and the
accuracy determined by residual error analysis.

This paper describes the elements of INTERA's digital mosaicing 5) This technology can be easily adapted "or the use of

technology, including the corrections applied, seam selection and imagery which has been fully rectified (i.e. with all terrain

geo-referencing techniques, and data management. displacement effects having been corrected).
6) The technology has excellent compatibility with

Keywords: SAR, Digital Mosaicing, GPS, Geo-referencing. development leading toward automated processing.

1. INTRODUCTION 2. STAR DIGITAL SAR DATA

Airborne radar images have been used for thematic mapping STAR SAR data are acquired on-board the STAR aircraft in digital

purposes for two decades. Typically, the imagery has been format and are recorded on a high density digital tape (HDDT) at

presented in the form of film products or "analogue mosaics" in 4096 8-bit bytes per scan line. The scan line is either a 46 km swath

which the film strips are fitted together, cut and warped, in a manner (with approximately 4.2 m by 11.6 m pixels) or a 23 km swath

similar to air photo mosaic production. High resolution digital (with approximately 4.2 m by 5.8 m pixels). The data are

synthetic aperture radar (SAR) image data acquired by the INTERA preprocessed in flight to translate slant range to ground range. Flight

STAR system were originally used in SAR mosiac production by line spacing typically allows for 60% overlap of the flight lines. The

initially transforming the data into film products and then treating STAR system is described in detail in Nichols et al. (1986).

these in analogue fashion. However, there are significant
improvements that can be made by doing most of the processing in Post-flight data processing of the 46 km swath width data averages

digital format before returning to a final hard copy output. three scan lines to 12.6 m by 11.6 m pixels and provides transcibed

INTERA's capability to produce digital SAR mosaics includes steps data from the HDDT to CCT's in preparation for input to the digital
image processing system.
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3. DIGITAL MOSAIC PRODUCTION (ic. there is little variation in the type of terrain and cover imaged) as
it reduces the computation time requirements considerably.

3.1 Area of Coverage an Dat me
The area to be mosaiced typically covers an area the equivalent of a 3.3 rolfW Cntl aJjnd mplJng
1:250 000 scale map quadrangle which in the mid latitudes covers In the situation where good map coverage exists (for example, in
about 110 km east-west by 80 km north south (1" latitude by 2' most of North America), each strip can be registered to the ground
longitude). If flight lines are flown in an east-west orientation (with by selecting ground control points identifiable on both the image and
either all north-looking or all south looking), approximately six lines the corresponding map. These are often man-made features such as
will cover the required area. For a north south orientation bridges or road intersections which return a strong signal on the
approximately eleven flight lines will cover the area. With the radar image and are easy to pin-point on the maps. The concept of
approximately 12 m2 pixels each flight line will be almost 9800 spatial warping (Pratt, 1976) is applied through a second order
records in length, resulting in approximately 440 Mbytes data input polynomial transform. This is calculated and applied to the images
and 160 Mbytes data output (with 60% overlap of the flight lines), in a cubic convolution resampling algorithm. The result is that the
Therefore, a major problem encountered in the implementation of image strips are all in a common, absolute coordinate system, and
digital mosaicing is the management of this tremendous data are ready for seam selection and mosaicing which is described in
volume. Since these quads must be produced at a commercially detail below.
competitive rate, significant demands are placed on hardware and
software processing speed, system storage and da:a transfer capacity In areas without good existing map coverage or where registration
and the operational interface, of individual strips to maps cannot provide the level of positional

accuracy required, an alternative approach is taken. Individual image
3.2 C.. oections Arnlied strips are registered one to the next by selecting a master image,
Initial processing on the digital mosaicing system (Dipix ARIES Ill) establishing an origin which can accommodate all the data with
consists of replacing any dropped lines by averaging or duplicating positive coordinates, and identifying common, or homologue points
adjacent scan lines of data. This cosmetic correction retains the in adjacent images. The distribution of points is best when the ar
geometric fidelity of the data. Next, radiometric corrections are of overlap is spanned froni corer to corer, % a pattern resembling
applied to each flight line to account for the across-track intensity a braced quadrilateral. The adjacent images are then resampled to fit
fall-off which is inherent in the radar image. At the same time the the master image (which is not resampled at this stage), using
mean is shifted to allow for a better distribution of the data across first-order polynomial transformations derived from the homologue
the 8-bit grey scale, optimizing the dynamic range of the digital data. points. A resampled image then becomes the master image as the
A control image strip is selected which best represents the terrain in next adjacent image is registered to fit it (see Figure 1). Each image
the area being mosaiced. Statistics are gathered for a sample is resampled into the common, relative coordinate system
rectangle in the control strip and the new mean and standard established by the first master image strip.
deviation for the distribution are selected based on the type of terrain

which has been imaged and SAR data processing standards (master strip)
recommended by the Canada Centre for Remote Sensing (CCRS) 1 2 3 4
(Wessels, 1987). For STAR data acquired with a gain setting of

one, the appropriate mean ranges from 55 to 65 on t 0-255 grey r

scale, with a standard deviation of approximately 24, as derived t Xg
from the following relation: Horologue Points

0 to2
mean

standard deviation = - to 2 13
/r# oflooks C4t

where the STAR system has 7 looks. The correction based on the
sample rectangle is applied to the entire image and statistics are . - 1 1

output for matching rectangles in the area of overlap for adjacent
strips. Radiometric corrections are applied and statistics output transformation
sequentially for all strips in a mosaic except in cases where a extrapolated to areas
specified mean and standard deviation are applied to all strips. This beyond overlap

can be justified if the data set is relatively consistent across the strips Figure 1. Image- to- image registration
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The selection of a first-order polynomial transformation is based on The various components of a final mosaic are tiled together using a
experimentation with first and higher order transformations. The first-in-wins algorithm, with seam files laid down prior to the
area of overlap between any two adjacent images is limited to 60 %, resampled image strip files. The complete mosaic is then ready for
and the image strips are long and narrow, but of approximately even image-to-ground registration, using existing map information, and
length. This results in good control over scaling and rotation in the incorporating supplementary survey information (eg. from Doppler
along-track (azimuth) direction, but a narrow band of control survey points with locations identifiable on the radar imagery). The
across-track (in the range direction). The transformation must be final resampling is performed with pixels output to 12 metres
extrapolated to the area beyond the narrow area of control in the square, using a cubic convolution routine with the second-order
overlap between the two image strips. Inconsistencies at the data polynomial derived from the ground control points and according to
acquisition stage complicate the image-to-image registration by a specified map projection. The digital radar image mosaic is ouput
introducing along-track variations in the strip geometry related to on CCT for lasar plotting and final print production at a selected
aircraft motion compensation, crabbing, drift and other factors, scale, much like a semi-controlled photo mosaic. No correction has
These variations in the data would be better handled by higher order been applied to account for relief displacement effects which result
polynomial transformations, but the higher order terms introduce a in ground targets being displaced by an amount proportional to the
greater degree of warping in the area beyond the overlap between target height.
two images. The first order polynomial transformation minimizes
this warping and therefore contributes to control across the entire 4. VIRTUAL GROUND CONTROL WITH GPS
mosaic area as the warped image is used as the master image for
registering the adjacent strips in the sequential build-up of resampled In a recent development a more refined mosaic product has been
image strips. The net result is a compromise in the registration of introduced which incorporates positioning information made
any two image strips, but a better fit of the final mosaic to ground available through the Global Positioning System (GPS).
control. Conventional STAR data acquisition is done with Inertial Navigation

System INS navigation on-board the aircraft. This system is
All the image strips are in a common coordinate system at this stage inherently subject to drift problems that increase with mission
and can be overlaid to allow for placement of the seams in the areas duration. INS errors are typically described by a sinusoid of
of overlap. The seams are located primarily within the mid-range increasing amplitude and an 84 minute Schuler period. The ability
data, thereby minimizing shadow and near-range/far-range signal to register adjacent image strips acquired in this fashion is therefore
return differences due to the different angles of incidence. The path influenced by the performance of the INS.
the seams follow ("meandering seams" - Scott, 1986) are intended
to minimize detection of the seams in the final mosaic and are With the introduction of GPS data, positioning information for the
defined using an algorithm which allows for the greatest flexibility radar image strips is greatly improved. The data are logged from a
in dealing with registration offset. Seam files are generated which GPS receiver located on-board the STAR aircraft and normally are
take data from image A to the left of the seam, and data from image referenced to correlated ground-based GPS data (differential mode).
B to the right of the seam line (see Figure 2). With precise aircraft navigation data and a model of the radar

data from A data from B process it is possible to compute "virtual" ground control points
* - > < > which substitute for those normally obtained from existing maps.

This is particularly relevant where existing maps are unavailable or

unreliable.

A earn BThe GPS data are acquired on board the aircraft simultaneously with

A lthe SAR image acquisition. Annotation data on the SAR image is
correlated to the GPS data providing the geographic position for a
specified line and pixels on the SAR image. Computations take care
of all errors except the displacement of a feature due to'its height

above the terrain. Corrections that must be made to the position data
are:

60 % overlap (a) Accurate computation of the cross track distance to the required
p12iL The GPS gives an accurate height above sea level, whereas

Figure 2. Seam Selection previously altitudes have been the pressure altitudes used in aircraft
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navigation. In the tropics it is possible to have up 500 metres 5. CONCLUSIONS
difference between the "barometric" and true height above mean sea
level. The true height has a considerable impact on the true cross Digital mosiacing techniques for synthetic aperture radar imagery
track distance to each pixel. greatly improve the quality of the output products by preserving the

radar image resolution and dynamic range, controlling radiometric
(b) Alone track error due to the long term drift angleShort term imbalance by matching grey levels from strip to strip and by making
deviations from the planned flight are compensated for in the STAR seams that are virtually invisible. Geometric warping is
motion compensation system. Deviations with time scales of several mathematically defined and controlled through input of ground
minutes cannot be removed by the internal motion compensation control which can be adapted to conditions and availability of
system. The net result is that imagery is displaced in the along track relevant information. Output products can be produced at various
direction. It can be correctly positioned using "long term drift scales, taking full advantage of the high resolution of the original
angle" data. digital SAR data.This digital mosaicing technology is used in a

production environment and continues to be refined to improve the
(c) Rang, deendent delay. This is a delay present in the SAR efficiency and accuracy attainable. The use of GPS to replace the
processing and is dependent on the range of the target. It causes a need for GCP input further broadens utility and accuracy of the
displacement of the image in the along track direction. Since the product. Future developments in automated image processing will
processing delays are known, the image may be restored to its serve to complement these techniques and will further improve the
correct location, production of digital mosaics from SAR image data.

With this information, the positions corresponding to several pixels 6. REFERENCES

on a specific scan line are determined at regular intervals along the
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4. Scott, Andrew. Personal communication, 1986.
This method of using GPS as the prime navigation system on
standard SAR surveys is not always economical at this time because
of the restricted window of operation due to limited access to the
GPS satellite constellation. As GPS coverage improves with the
launch of more satellites, it is expected that it will be possible to use
GPS as the prime navigation system on standard SAR surveys. The
result will be better registration of adjacent image strips as warping
of the flight lines will be reduced.
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SATELLITE IMAGE PROCESSING WORKSTATIONS

FOR THE EOS ERA

W. Markwiitz, G. Schreier, H. Rister

DLR, WT-DA, German Aerospace Research Establishment
D-8031 Oberpfaffenhofen, FRG

1. Abstract software requirements and forseen realization concepts will be shown.
Experience in the integration of the presented scenario is currentlyTie German Aerospace Research Establishment DLR in Oberpfaffen gained by DLRs Applied Data Systems Division, responsible for the Ger

hulen is .urrently establishing a User Support and Operation Center man part of tile Processing and Archiving Facilities (PAF) for ERS-1
(LSOC) lor data processing suppurt of the upcoming space application and SIR-C/X-SAR. A quite elaborate system for data processing will be
piojects, minly in the field of remote sensing First clients of this center provided by this basic Infrastructure, In order to handle SAR data for
%ill he tie ERS-l and X-SAR-Projects, where DLR will act as a Process- different sensors in terms of processing, validating, geocoding and image
ing and Archiving Facility (PAF). interpretation as well as orbit data computation and special sensor data
In the framework of these projects, modern technology will be intro- generation (PRARE in case of ERS-I).
du,.ed tu build up a new flexible data processing infrastiu.ture. The basic It will be shown, how the requirements of EOS data handling can be
elements are standardized UNIX workstations interconnected via Ether- covered by the current PAF implementation.
net-TCP/IP, forming a powerful computing network.
These workstations are scaled to serve a large variety of different applica-
tions, such as control of data reception, data base applications, orbit de- 3. Data Processing Requirements for EOS
termination, SAR processing and geocoding as well as interactive data To discuss the items in a more general context, the term EQS shall not be
analysis Especially for image processing tile configurations selected range restricted to the polar platforms of NASA, ESA and NASDA, but is ap-
from low-cost diskless machines up to superminis with number crunching plied with respect to the general scenario of remote sensing satellites dur-
capabilities, 32 bit depth real colour display and animation features.
To reach the needed performance, the workstations are supplemented ing the last decade of this century.
with embedded special purpose processors which provide the hardware Although technological developments are moving to on-board real-time
environment for a new image processing software In preparation of tile processing for SAR sensors, precision products need a more flexible ap-expected EQS-data streams and in order to meet the requirements for proach in image generating, based in the ground segment. Therefore, raw

expetedEOSdat stramsandin rderto eettherequremntsfor SAR data are expected to be one of the major contributors to tile datareal time processing and for the generation of new products, new hard- SAR data one ne o temr cnri tr odivar ad-onmodes re nteratd an a oden pweru! oftare volume. While optical data only need a geometric and radiometric cor-ware add-on-modu:es are integrated and a modern powerfu! software
package is under development. rection for image visualization, SAR holographic raw data must be treated
Requirements, basic concept and current activities at DLR will be pre- in a very complex computational manner prior to the further evaluation
sented, for remote sensing.
Keywords: In addition to the enormous amount of raw data, the various stages of

data enhancement put a further load to the ground processing systems,Operational Processing Systems, Image Processing Hardware, Image both in computing power and archive/ access capabilities.
Processing Softweare, Standards, EQS-Systems, ERS-l PAF. Furthermore, some EOS sensors and related applications will require

real-time or near real-time processing to ensure on-site monitoring of2. Introduction environmental changes. In order to monitor environmental changes, an
In the past much effort was spent to define payloads and missions of a enormous quantity of data sets has to be archived. Finally, during the
future operational Earth Observation System (EOS) based on polar plat- EOS era, there Is an Increased need for handling the data collected by
forms. These platforms are scheduled by the american, japanese and different sensors not as individual entities. On the contrary, satellite re-
european space agencies for the mid to end of the 90's. mote sensing has to be understood as integral view of our earth's surface,
Obviously, the sensor segment represents only one element of an opera- under various physical conditions.
tional end-to-end system. An other is tle data end user, whose require- The issue therefore Is tile corregistration of different sensor data among
ments as to amount, quality and flexibility of data are growing rapidly. each other or with geo-based raster or vector data. An important step
The inliCoriS beIw n wpa(e seoment and data user is covered by the towards corregistration is georeferencing and geocoding, aspired as stan-
payload ground segment, consisting of data receiving, data processing dard data format for EOS for all kinds of sensor products. Tie iuge
and archiving/ distribution components. This paper will especially address amount of data sets from the sensors or one side and the challenging user
the authors views of the needs and manageable solutions for this essential data products on the other side will lead to requirements concerning
element of the data chain. Basically, the physical / technical possibilities hardware and software for an EOS image processing ground system:
and restrictions must be made compatible to a wide range of different a. Utlazation of standard hardware, peripherals and software as far as
user requirements. possible to make use of the revolutionary technogical development In
As the most predominant data set, regarding both amount and processing order to cope with the enormous throughput Issue and to reduce the
implications, remote sensing image data and their future treatment by costs for update and maintenance,
image processing workstations is refered to in this article. Hardware and
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b). Utilization of a standard operating s)stem and standard programming a. Central Processing Unit

lingc.,ge% to guaiamee portability of code to adtanced hardssare sulu The avabihity of modern processing languages like 'C' have fortunately

ui.is This also includes a c.aieful ducumentation and development of promoted tile use of higher programming instructions rather than As.

S%% according to common SW engineering standards senbler coding. Fortunatelly, this develc.,menL is supported by the de

C. Incorporation of special processing hardware to meet the throughput facto standard UNIX operating system for nearly all used types of work

requirements fr knew) real-time processes or special data interlaces. stations Therefore, the application software should easily be portable to
different type CPUs, assuming well documented source code and the

d. Long term storage media with short access times or on-line random appropriate compiler are available. Practically, distributed processing

acces possibilities for archiving data and products systems should concentrate just on a few different CPUs to ease main.

e Commumiation betmeen dilfferent processes and systems to ensure ex tamahility As the development of CPUs is going towards 'Reduced In-

change of data and control information, including the possibilities of struction Set Computers (RISC)' and other new technologies. the per-

telescience formance with now at least 10 MIPS and more than I MFLOP will

f. Flexible, versatile operator interfaces to control and maintain complex increase accordingly.

processes. For image processing, this means visualisation tools for many b. Bus System and Special Processors

kinds of diffrent digital image data. A standard bus system is one of the most stringent requirements for a

For most applications oh the EOS-era, the requirements stated above can workstation Although manufactures tend to Integrate the whole set of

be met by a modular, ol-the-shelf available system of distributed, dedi- basic computer functions on a main board (CPU, memory, terminal.

cated workstations. Their specilications will be presented in the next LAN, etc ), special peripheral high data rate and co-processing devices

chapters. shall he connectable via a bus. One of the busses best supported pres.
ently is the VME-bus ('Virtual Memory Extended'), with a large vari-
ety of devices like array processors, image display peripherals, data for-

4. EOS Workstation Hardware Concepts matters and I/O device controllers, that can be plugged into the system.

c. Network and Interfaces
The term 'workstation' defines a wide range of computing equipment, Data and control information exchange between different workstations

from PCs to super-mini computers Their basic concept is that computing in a system is provided by a Local Area Network (LAN). Recent devel-
and/or interaction intensive jobs are dedicated to one appropriately opments support Ethernet with TCP/IP protocol as the most widespread

scaled machine which therefore is optimized in hardware and peripher- installation (10 Mbps). Ongoing developments will support optical net-

aWl works with about 100 Mbps as a high data rate backbone (FDDI =
While simple text processing and /e can be managed by a PC-hke work- Fiber Distributed Data Interface). Special software like NFS (Networkstation. SAR processing for instance must be installed on a super-mini File System) additionally guarantees tile transparent share of disks and

supported by special hardware. The analysis of this workstation-concept devices within t ale network.

shows, that even number crunching applications can have a better price/ Disks shall be connected via SCSI (Small Computers System Interface)
performance ratio on workstations than on super-mainframe computers Dsssalb once i CI(ml optr ytmItrae

fgrme i o or SMD (Storage Module Drive) or their derivatives. Recent develop-
(figure 1) ments are going towards higher data rates (>4 MBytes/sec) and in-

creased control functions of SCSI.

, n -.i .. ,i , ,t ,d. Data Display Systems and Man/Machine Interface

~'~'~'~ ''"~' '"''A common trend in workstation terminal technology is the utilization csf
high resolution (approx. IK* I K pixel) bit mapped displays with color

N X.I features. These screens offer multi window environment and graphical
c , 0-. menue representations.

Especially for satellite image data visualization display systems have to

provide at least 8-bit depth colors (256 out of 16 million). Preferably,
--., e .. 24 bit ROB true color should be used. Appropriate for true color dis-

BM, VI play and for many applications is the integration of image processing

S ,.- boards, which provide additional processing power and number crunch.
s7 Ing capabilities. These boards shall be compatible with the workstations

" ,. bus system (e.g. VME-bus).

iASSI I

Fig I.: Price/Performance ratio for computers (Modified from Dongarra, CU'"""

1987)

The example mentioned above leads to the conclusion, that workstations

could be tile flexible tool to cope with EOS image processing. Worksta- -

tions can cover a wide range of performance (measured in 'Millions of
Instructions per second' or MIPS and 'Millions of Floating Point Opera- BUS

tions per rPonet or Mih OPK, hsvtno ih? !ntin .'ngarde M" "

memory and disk capacity, to add special hardware via standard bus-sys-
tems or interfaces and finally interconnection to other workstations to

build a distributed processing system with better performance than a large IF
scale computer. Especially image processing workstations require the pos.
sibilities for raster and vector data visualization and a powerful man/ma-
chine interface.
To avoid that these requirements lead to incompatible. inlomogenous Fig 2 • Hardware layout of a basic image processing workstation

hardware solutions, some basic standards for the main components have

to be considered and accordingly adapted to future concepts. These

hardware standards are depicted in figure 2 and explained as follows:
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5. EOS Workstation Software Concept nately, there Is no commonly supported hardware or software standard
in raster or image data display up to now. Portability of this software is

As shown in the Previous chapter, a network of distributed, dedicated very complicated and often implies completely new coding.
workstations can be used to fulfil the computational tasks within an EOS Standards in graphics such as GKS (Graphical Kernel System) and for
ground data processing system. Obviously, as far as the price/perform- window-systems in multiprocessing environments, such as 'X-Windows'
ance ratio is increasing, tie cost for software becomes significantly higher and 'Look-and-Feel' are more and more anticipated and will hopefully
in comparison to the hardware. This will especially be true, if the design be supported by all manufacturers of workstations (Kannegaard, 1988).
and integration of application software do not follow certain software en.
gineering aspects and common standards. The standardization of remote sensing data formats is tackled by some
A distributed system supporting dozens of different projects and used by international organisatons Especially for SAR the CEOS (Committee
different groups of engineers, easil) becomes unmanageable, if each part for Earth Observing Satellites) agreed to support a common 'family'
of software is integrated within a different SW environment. Additionally, format for the forthcoming SAR sensors.
this would be contradictionary to the EOS requirement of system inter-
operability.
Tile interoperability and exchange of information can be realized, it the 6. The Processing and Archiving Facility for
software system consists of a set of different layers or shells, beginning SAR Data at DLR
from the application menue and going down to the kernel functions of
the processor A link between systems can be establisheded with two The hardware and software requirements for EOS image processing sys-
common parts of shells (interface driver) and software can be trans- tens, described in this paper have widely been adopted to the design of
formed from one machine to the next higher comparable shell of another the German Processing and Archiving Facility (PAF) located ad DLR in
machine. Oberpfaffenhofen. The workstation concept is realized for all data proc-

As allready mentioned, an operating system which extensively supports essing functions.
this shell concept is UNIX with its derivatives. UNIX is supported by Figure 3 gives an overview of the workstations envolved in the ERS-l
most workstation manufacturers Some major aspects of SW shells are PAF. Approx. 50 workstations are already installed, most of them as
stated below- target installations for the PAF. The distinct function of all major ele-

a. UNIX - Operating System Kernel ments of the PAF is discussed elsewhere (Gredel, 1989). Here, we want
These basqL shells cover hardware of the specific implementation and to describe the geocoding system (GEOS) which is basically adaptable to
serve UNIX system routines UNIX implementations are available from other sensor requirements due to its general image processing capability.
PC to super-mainframe computer and are standard for the workstation
domain. Despite slight differences in various UNIX implementations,
application systems can be transformed easily, if they are based on I RM'. M
UNIX. S.N3,xx M DS AC MS

b. Ccmmunication Drivers Site,

The network communication SW concept itself consists of a set of dif-
ferent standardized layers, In the following, special emphasis will be put
on the flexible application layer NFS (Network File System). NFS is
widely implemented (even on non-unix systems) and guarantees trans-
parent access to data and programms between linked machines. This
allows a number of workstations to share a commoi, data base, a special
peripheral device or to exchange control status information in a com- IG 1 , sFO PFas , s, ros ; ..t D s1iionOS MM Dtaas ASt!1V, TOS P e ttr

plex processing system. Pr ii 01stoyaMS,, MA aen. PAS •UK SyemFetS F otlotSse AS V=" Fil V4

c. Programming Languages cs TcS .iAin system stem

Because UNIX itself is written in C. this programming language Fig 3.: Overall workstation installation at DLR ERS-1 PAP
(Walker, 1984) is a standard for each UNIX implementation. Espe-
calIly critical interface control structures can easily be transfered to
otie" machines if written in C. As nearly all parts of the PAF, the geocoding system consists of SUN
The need for structured programming, easy software maintenance and workstations. The software development and data base functions are
new object oriented programming made ADA a new standard in pro hosted on SUN-3 WS, whereas the image processing functions are inte-
gramming, especially for spaceflight applications (Pyle, 1981). grated on SUN-4 WS (figure 4).
Besides, other programming languages like FORTRAN 77 and Pascal or
LISP and Prolog are available on many UNIX implementations. They
should be chosen where applicable. nefts&resoae

d. Application Systems
Although a wide range of different sensor raster images will be pro. .-

duced by EOS. some common requirements in image processing are

obvious for most data sets. Operational image processing can be subdi.
ided in specific tasks, which can often be .omputed by pipelined mod

ules. To meet the requirements for interoperability and flexibility in = .
EOS image data processing it is therefore recommended to use modify- P o duti

able and exchangeable image processing building block with a standard "w a- 0
application shell, rather titan to design a new end-to-end system for w .S,,00 ,m
each sensor, Systems for image processing (Wharton, 1988), Geo.
graphic Information Systems (GIS World, 1988) and Data Base Man-
agement (ORACLE, 1986) are available, but must carefully be obeyed O Pr
with respect to flexibility, maintainability and throughput power.

e. User Front Ends
L.sgr front ends for image processing applications are olten integrated in Fig 4 'Vorkstation HW of the Geocoding & Image Processing System
image processing application systems as refered to above. Unfortu-
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The Server Workstation (SWS) hosts the data bases needed for geocod. 8. References
ing (Elevation Model, Ground Control Points) and provides the disk stor-
age capacity for the diskless Software Engineering Workstations I. Walker, A. N., "The UNIX Environment", John Wiley, 1984
(SEWS) These SEWS serve as the engineers text, graphics, software de- 2. Pyle, I. C., "The ADA programming language", Prentice Hall, 1981
velopment and test tool. Major parts of the software can be tested and
compiled on these SEWS and easily be transfered to the target machines. 3 Wharton, S \V., et al, "The Land Application System (LAS) for Mul-

The Interface and Control Workstation (ICWS) is especially suited to tispectral Image Processing", IEEE GRS, Vol. 25 No 5, 1988
perform the data I/O to the optical disks (AOD) which are used as ar- 4. GIS World, "The 1988 OIS Software Survey", GIS World Inc. Vol.1
chive media and to control and monitor the tasks performed on the No 1, PB 8090. Fort Collins, Co 80526, USA, 1988
Product Workstations ,PWS). 5. ORACLE, "ORACLE Users Guide", Oracle Inc. 1988
The Product Workstations (PWS) are the workhorses for image process- 6. Kannegaard, J., "Open Look: Outlook and overview", SunTechnol-
Ing. In principle all tasks of SWS, SEWS and ICWS can be handled by ogy, Autumn, 1988
the PWS. Intentionally, these tasks are separated to ensure flexibility and
to optimize operational production. 7. Oredel, J., Markwitz, W., Noack, W., Schreier, G.. "Precision Proc.

essing of European ERS-I SAR Data with high throughput", SPIE,
A typical PWS is integrated on the basis of a powerful SUN-4 worksta- Electronic Imaging, Los Angeles, 1989
tion. equipped with enough main memory (at least 32 MBytes) and sufli.
cient disk capacity for operational purposes (for ERS-I geocoding: at 8. Klein+Stekl, "UPSTAIRS Users Manual", Stuttgart, 1989
least IGByte). 9. Dongarra, J., Martin, J.L., Worlton, J., "Computer benchmarklng:

Each PWS is equipped with a color monitor for interactive operation and paths and pitfalls", IEEE Spectrum July 1987
image display. To speed up the image processing tasks, a 'Transcept Ap.
plication Accellerator' (TAAC-1) is integrated, adding 8 MByte of data/
image memory and approx. 12 MFlop to the system. Digitizers and image
quick look facilities complete this image processing system, suited for
SAR data geocoding.

The Software Concept is based upon the UNIX operating system
(SUNOS 4.X) and the NFS features. The latter ensures, that the data
read and written by ICWS are transparently accessable by PWS and that
reference data hosted by SWS can be used by PWS as if the appropriate
data disks are directly coniiected to the image processing workstation.

As throughout the whole PAF, ORACLE is used for data base implemen-
lations. The image processing software shell UPSTAIRS - a product of a
DLRs working group (Klein+Stekl, 1988) - is used for integration of ap.
plication tasks. The kernel of UPSTAIRS is mainly written in C, thus it
takes only I day to transfer the whole system (approx. 100 MB of exe-
code) from SUN-3 to SUN-4 systems.

Most image processing application module,. of UPSTAIRS are written in
FORTRAN, (intentionally from the first in.egration of UPSTAIRS on
DEC-VAX computers) though C or other programming languages are
possible. Upgraded features of UPSTAIRS allow to utilize the system
both, as operational batch production tool and as highly interactive image
processing system for scientific analysis.

7. Conclusions
We have presented our ideas concerning the requirements for flexible,
operational image processing systems for the EOS era. It was pointed out
that the need for standards in hardware and software is mandatory.
Computing systems which are most likely adequate to cope with EOS data
requirements are workstations. Nearly all manufactureres providing work-
stations apply common hardware standards and support portable software
applications by using the UNIX operating system. It can be expected that
the performance of processor hardware on one hand and of-the-shelf
hardware boards on the other hand will increase accordingly to guarantee
adequate EOS era image processing.

DLR is currently integrating such a processing system for SAR data,
based on a workstation concept. Due to the experience derived there-
from and due to recent developments on the computer market we are
well prepared to meet the requirements of the satellite data processing of
the 90s.
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SATELLITE IMAGE PROCESSING SYSTEM (SIPS)

- DESIGN & DEVELOPMENT

T.C.Sarma, B.Lakshmi, D.S.Jain, B.Jaipal Reddy,
K.M.M.Rao, M.L.Mittal, K.Jairam Hebbar,

National Remote Sensing Agency,
HYDERABAD - 500037, INDIA.

TEL.NO:262572, TELEX:0425-6522

ABSTRACT

An Image Processing Work Station Satellite Image
Processing System (SIPS) for the interactive analysis of
remotely sensed, multi-spectral satellite aircraft data has been
developed successfully.

The basic display processor features an image refresh
memory in which the multi-band image data to be analysed is
stored (upto 4 bands) in 4 planes of 1K x 1K pixels of eight bits
resolution each. The selection of any band data from 4 memory
planes to be input to the Red, Green, Blue colors is possible.
There are three graphic planes of 1K x 1K pixels each for
overlaying the text-annotation or any graphic information like
boundaries etc on image data. Any area of 512 x 512 pixels from
the storage can be displayed on the high resolution color
monitor. A trackball controlled cursor is provided for
annotation insertion, graphics & training set entry. The
trackball is also used for panning and zooming of the images. A
micro computer, Micro PDP 11/23 with 10MB Winchester disk,
floppy drives and a terminal is used on the display controller.

Special care was exercised in system design, specifically
the software, for easy interaction and user friendliness. The
User interaction is completely menu driven and self explanatory
with on-line HELP facility. This helps the uninitiated user to
easily familiarize himself and use the system with minimal
training.

The display is programmed to operate in Black & White,
False Color or Color Sliced modes for raw data. It can also
display classified data in assigned colors. Various image
processing algorithms are implemented on this system which
provides the capability for this work station to be used as a
stand alone image processing work station. Based on the selection
of the training sets, supervised classification can be carried
out. Histogram generation and plotting,computation of
statistical parameters etc are also provided for. Image
enhancements using various techniques are realised by generating
appropriate Look Up Tables (LUTS) and loading into the hardware
for easy, quick on-line enhancements. Ratioing, principle
component analysis etc can also be performed on this work
station.
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The system can be used either in stand alone mode or as an
intelligent terminal to a 'Host' computer system. In the stand
alone mode of utilization, the 'data' input can be through a
'floppy' disk or a magnetic tape(CCT). Regional Remote Sensing
Centres in India will be using this SIPS work station as an image
analysis terminal to the VAX 11/780 based system through an inter
processor link to Micro PDP. When used thus, the data could be
transferred through the 'Host' via the link and the image
analysis carried out, 'Off-line' on SIPS. The result of the
analysis could be transferred back to the 'Host' computer for
further analysis or for storage.

This work station has been developed at the NRSA laboratory
and the technology transferred to an Indian Small Scale Industry
for productionization. The industry has completed the development
of the prototype which has been successfully tested and evaluated
by an expert team. The production units are being fabricated.

2
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DIGITAL PHOTOGRAMMETRIC WORKSTATIONS

P. Lohmann

Institute for Photogrammetry and Engineering Surveys

University of Hannover

Abstract prototypes of digital photogrammetric workstations
(DPW) have been developed in the last few years. The

Due to recent developments in the field of sensor and characteristics and advantages of such systems in com-
computer technology it seems now realistic to develop parison to analytical instruments can be expressed
systems for the integration of photogrammetry,remote (Ref. 1 and 2) by the following items:
and GIS. The paper shows the design and development of
such a system, which was based on a commercially - no need for high precision opt-mechanical parts
available image processing system. The system includes - robust measurement system
a stereo display for the stereoscopic image data and - stable image geometry
three-dimensional graphics which might be generated by - automatic, semi-automatic or manual operation
operator measurements or filed in/out to a geographic - high degree of interactivity
information system. Measurement and orientation pro- - data acquisition, storage and processing in one
grams as well as a package (hard- and software) for system
digital correlation and orthophoto production are part - on-line and real-time capabilities
of the system. All operations are callable by soft - direct three-dimensional graphic superimposition
menus on the stereo display using an optical mouse, possibilities
Some first results obtained with this kind of photo- - possible use as data acquisition and processing in-
grammetric workstation are presented. While the pre- struments in GIS
sented system design was very much depending on stand-
ard image processing hardware and components, new Recognizing decreasing hardware costs, the possible
hardware developments in computer technology show, advantages of such systems for the processing of digi-
that processing power of super computers will be tal images are the increase in accuracy, the high de-
available on graphic workstation level. Available gree of automation, yielding in a faster availability
hardware components for stereo display, digital image of the results. A classification of the existing sy-
storage, fast image access and computing power of some stems shows the existance of three major groups:
graphic workstations are presented. Transputer array
technology and parallel processing of image data via - Custom build systems, which are of great functionali-
parallel implementation of algorithms on these arrays ty and have a high performance, bute are generally
permits even very time consuming tasks such as image very expensive.
correlation to be performed in near real time. - Systems based on conventional image processing sy-

stems, where image processing functions may be di-
rectly used, but which generally have a lack of
openess with respect to hard- and software expan-
sions.

- Modular systems, which are open with respect to the
integration of hard- and software and generally can

1. INTRODUCTION be considered very flexible, but which require a
high effort in developing adequate user interfaces

The development of instruments in the field of photo- and data management software.
grammetry in the last century was characterized by
three phases. The first phase was the establishment of An overview of the existing systems is shown in Table 1
analog instruments being capable of measuring in ana-
log photographs and producing line maps. This era of
avoiding computations by opto-mechanical instruments
was followed by the so-called analytical instruments,
where still the images remained of analog type but the
measurements and components of these type of instru-
ments can be characterized as being computer assisted.
Due to recent developments in the field of computer
technology and because of the increasing importance of
high resolution digital images the integration of digi-
tal image processing techniques, remote sensing and
photogrammetry becomes possible. As an example some
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SYSTEM NAME REFERENCE

Custom build MATRA TRASTER TION Euget, Vigneron
Systems 1988 (Ref. 7)

DCCS Case 1982 (R. 18)
Mixture of KERN DSP 1 Cogan, Gugan 1988
Image Proc. & (Ref. 9)
Custom build CONTEXT MAPPER Lohmann et al.

1988 (Ref. 3)

Image Proc. GOULD DE ANZA Alberts, Koenig
1984 (Ref. 10)

DIPIX ARIES II El Hakim, Havet-
lock 1986 (R. 11)

KONTRON IPS 68K Gruen 1986 (R. 12)
12S Model 75 Gugan, Dowman

1986 (Ref. 13)

Modular DIPS II (SUN 3/110, Gruen 1988
Systems MAXVISION) (Ref. 1)

Sev. SUN based Dowman et al.Systems 1987 (Ref. 14)

Mixture of TOPCONCustom Build DCCS Helava 1987& Modular (Ref. 15)
Figure 2: Map revision using the CONTEXT MAPPER

Table 1: An overview of existing digital digital stereo-plotter
photogramatric systems

- STEREOPLOTTING

Stereoplotting enables the three-dimensional eva-
luation of stereoscopic image pairs, automatical or
operator assisted with the ability of stereo view-

2. THE DEVELOPMENT OF A DIGITAL PHOTOGRAMMETRIC ing of the model. In the current prototyp this is
WORKSTATION: THE CONTEXT MAPPER realized with two image processing displays being

viewed by a stereoscope with free roaming images
2.1 System descriptioi and fix floating marks. The operation of the work-

station is controlled with a mouse and pop up menus
In designing a photogrammetric wo:kstation one has to (Ref. 3). Some of the main features of the stereo
consider three major tasks, which a system should be workstation are:
able to work on (see Fig. 1): - Stereo viewing

- Handling of arbitrary image sizes
- Real time zoom and roam

Dia - Sub-pixel measurement possibility- Vast set of photogrammetric orientation, adjust-
ment and compilation software

- Enhancement and feature extraction on-line
- Automatic DEM generation (correlation)

N- Superimposition of 3-D graphics
- On-line editing

MONOPLOTTING ST EEPLOTTING IMAGE RECTIFICATION IMAGE RECTIFICATION

Digital Ortho- Persopetive Any images or maps in the system may be transferredMap Data photo viel4s to any projection system. If a digital elevation
Pmodel (DEM) is introduced orthogonal projections in

Film writer Rasterplotter any coordinate system can be resampled. The mosaic-
Peporing software enables the user to produce orthophoto

aS Fotr behotGo r o maps from a series of adjacing photographs or satel-
UpCodatedin lite scenes.

Beside these three main tasks a variety of input and
output routines for images, DEM, maps and other data
are existing. An interface for the ESRI Arc/Info geo-
graphic intormation system has been developed to ex-Figure 1: The CONTEXT MAPPER System port map data from the GIS, superimpose the graphics
to the images or in 3-D to the stereo-model, revise

- MONOPLOTTING the data and import it back to the GIS.
Monoplotting means a map revision system where digi- The workstation is based on a commercially available
tized aerial photography or satellite imagery is image processing system GOP302 from TERAGON/CONTEXT
transformed to the relevant map projection system AB. The host processor consists of a SUN 3/60 TM super,
and scale, taking elevation differences into account, visor processor with a 20 MHz MC 68020 DPU and 68881
An example for map revision is shown in Fig. 2 floating point coprocessor running under UNIX 4.2 op-
(Ref. 4). erating system. Special processors like the GOP (Gene-

ral Operator Processor) for fast complex filtering
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and correlation and the GTP (Geometric Transfrom Pro- - Pixel non-linearity
cessor) for fast geometric transformations and re-
sampling can be accessed via the VME bus of the sy- A good monitor should be flickerfree, non-interlaced

stem. Two identical display control units (DCU) based and have a refresh rate of more than 50 Hz. Examples

on a MC68000 processor with a RAM memory of 1 Mega can be found, like the SUN bitmapped display

pixel (20bit), a display window of 512 x 512 pixel and (1150 x 900 pixel), the AZURAY 2000/BW (2048 x 2048

a real time operating kernel(MODULA2) controlling the pixel) or the HITACHI HM-6219 (2730 x 2048 pixel), to

images as well as on-line image processing functions name just a few. High resolution is desireable to have

are part of the system. Due to the limited size of the a wide field of view (FOV). An image digitized with

display window, two DCU's have been selected, each 12.5 micrn on a 1024 x 1024 display gives only a FOV

controlling one color monitor. Both monitors are as- of 12.8 x 12.8 mm compared to standard 3 x 3 cm on

sembled in one cabinet and looked at with a mirror photogrammetric instruments. For stereo display, only

stereoscope. Because of the lack of DOVE prisma, the three methods are currently considered to be working
images have to be resampled to epipolar geometry, operational, namely the anaglyphic method, the use of

which is being done using the high speed GTP. The con- stereoscopes (KERN, TERAGON/CONTEXT) and the active
trol of the image movement in x, y, z and the selec- and passive polarization techniques (TOPCON, MATRA
tion of processing functions is done via a three- TION).
button optical mouse. Digital elevation data (DEM) can In order to be comparable to analog/analytical photo-
be automatically generated by the use of digital cor- grammetric instruments a sub-pixel measurement accura-
relation implemented on a specific filter processor cy and method should be available, which can be

(GOP). An example is shown in Figure 3. achieved either by zooming or by performing an on-line
resampling of the image data. The latter one implies
a high processor performance which will be addressed
in chapter 3.3.

3.2 Memory and Data Transfer Rates

In order to have as few disc I/O as possible, which
will slow down operation speed, the image RAM memory
should be as large as possible. Standard boards of 2
Mbyte (equivalent to 8 x 512 x 512 x 8 bit) are only
a poor solution. Working with high resolution satel-
lite images or digitized photographs will cause the
system to be heavily engaged in reloading images to
the RAM memory, while the operator roams over the
entire image. This problem can be overcome by the use
of bigger RAM boards or Real-Time-Video Discs. RAM
boards in units of 16 Mbyte each are available and may
be extended up to 256 Mbyte (GEMSYS 35 in KERN DSP 1).
There are however even bigger RAM's available like the
ISPI024 from DVS (see Ref. 5), starting with 64 Kbyte
boards expandable up to 16 Gbyte with an internal data
rate at the backpanel bus of the system of up to 480

. I Mbyte/sec. Real-Time-Video-Discs typically work at a
speed of more than 10 Mbyte/sec. High speed movement
of image plates in photogrammetric instruments is in
the order of 2.5 cm/sec corresponding to a transfer

Figure 3: Overlay of contour lines as correlated rate of 4 Mbyte for digitized photograph at 12.5

by the outomatic DTM-generator micron. In normal measurement mode the speed is only
2 to 3 mm/sec corresponding to a transfer rate of 1.1
Mbyte for a 1024 x 1024 display.

3.3 Processor Speed

3. DESIGN CONSIDERATIONS FOR FUTURE SYSTEMS The total amount of floating operations in the CONTEXT
MAPPER system during one loop including the resampling

As referenced in the introduction the development of a with bi-linear interpolation for sub-pixel measurement
DPW based on a standard image processing hardware is of a 16 x 16 window around the floating mark is in the
restricted in many ways, because in most cases the order of 8000 Flops, resulting in a total of 240.000
standard hardware architecture of image processing Flops with 30 cycles/sec during normal measurement. In
systems does not meet all operational requirements of addition the on-line correlation and other processing
a DPW. Three critical components will be looked at in functions, especially if the resampling window gets
mnre dptail in thp follnwinn qertinnq larger, demand a very high processing power. Standard

processors like the MC 68020/68881 as they are used in
3.1 The display system the SUN 3 series computer offer a power of 3 Mips or

7 to 10 Mips (1.1 Mflops) on the SUN 4. Higher perfor-
For precise measurement and operator comport the fol- mances can only 1. achieved either with special VLSI
lowing parameters should be looked at during the se- processors (see Ref. 6) or by multiple processors com-
lection phase of the monitor(s) (see Ref. 1): puters, like the SUN TAAC-1 giving 25 Mips or 12.5

Mflups or the AT&T's Pixel Machine PXM 900, a multiple
- Good brightness instruction multiple data MIMD computer with a perfor-
- High picture clarity and contrast mance of up to 820 Mflops.
- Defocussing convergence Beside this dedicated processors the problem with mul-
- Flicker tiple processors on bus coupled systems is, that
- Reflection glare
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adding more and more processors on the same bus, does 2. Helava, U.V: On System Concepts for digital -auto-
not linear increase the performance. From a number Proc. ISPRS, 1988, Kyoto, Japan.
of 4 to 6 processors on the same bus on, the perfor-
mance generally decreases. This can be avoided by 3. Lohmnn, P., Picht, G., Weidenhammer, J.,
using bus-less processors like transputers. The cur- Jacobsen, K., Skog , L.: The design and implemen-
rently available INMOS T800 chips (see Fig. 4) give a tation of a digital photogrammetric stereo-work-
performance of 1.5 Mflops/1O Mips each. station. Proc. ISPRS, 1988, Kyoto, Japan.

4. Weidenhammer, J.: Aspects of digital photogramme-
tric workstations for GIS data acquisition and
processing Proc. IGARSS 1989.

-Point to point transferT80 net 51 Nbytels TI 5. Digital Video Systems Hannover: The image sequen-
,g,,, ._ .Jo register Wokspace pointer ce processor ISP 1024, DVS Hannover, Product des-
is ,,*.~,..commnd pointer, 3itvei stick cription 1988.

for ALU functions

RISC technolo1ge l1tomands 6. Mueller, J.-P., Collius, K. A., Otto, G. P.,
*Eath link has Its mo M Roleerts, J.B.G.: Stereo matching using transputer
c ntroller In each direction arrays. Photogrammetric Archives, ISPRS, 1988,

Kyoto, Japan, P. 559 ff.
7. Eulet, G., Vigneron, Chr.: MATRA Traster TION

Digital Stereoplotter, Proc. ISPRS, 1988, Kyoto/
Japan.

Figure 4: The INMOS T800 Transputer chip 8. Case, J.B., 1982: The Digital Stereo Comparator/
Compiler (DSCC). International Archives of Photo-

They can be configured in any number and topology grammetry, Vol. 24 - II, PP. 23 - 29.
being appropriate for the application and they com- 9. Cogan, L., Gugan, D., Hunter, D., Lutz, S., Perry,
municate via so-called links giving a net point to C.: Kern DSP1 Digital Stereo Photogrammetric
point transfer rate of 1.8 Mbyte/sec for each link. System, Phot. Archives, ISPRS, 1988, Kyoto/Japan.
Arrays of transputers forming so-called computing
clusters can be built in different topologies by using 10. Alberts, J., Koenig, G.: A Digital Stereophoto-
software controllable network configuration units. grammetric System. International Archives ofThey may be used either as an add-on on standard gra- Photogrammetry and Remote Sensing, Vol. 25, A2,

phic workstations or as stand alone systems of 64 up Commission 11, 1984, Rio de Janeiro, pp. 1 - 7.
to 256 transputers. A 64 T800 super computing cluster 11. El-Hakim, S., Havelock, D., 1986: Digital image
has a performance of 640 Mips and 96 Mflops at a price processing facilities at the N.R.C.C. photogram-
of approximately 250.000 . Parallel compilers of metric laboratories. Int. Arch. of Photogramme-
nearly all high level computer langues, like C, try and Remote Sensing, Vol. 26 - 2. pp. 155-156.
FORTRAN, PASCAL and PROLOG are available as well as avariety of software development tools. 12. Gruen, A., 1986: The Digital Photogrammetric

d tStation at the ETH Zurich. Int. Arch. of Photo-
grammetry and Remote Sensing. Vol. 26-2,
pp. 76 - 84.

13. Gugan, D.J., Dowman, I.J., 1986: Design and
Implementation of a Digital Photogrammetric

4. CONCLUSION System. International Archives of Photogrammetry
and Remote Sensing. Vol1. 26, Part 2, pp. 100-109.

The increasing performance of computer technologies
has encouraged a number of companies and researchers 14. Dowman, I.J., Gugan, D.J., Mueller, J.-P.,
to develop digital photogrammetric workstations. This O'Neill, M., Paramananda, V., 1987: Digital
is a development which can be seen in the light of the Processing of SPOT data. Proceedings Intercom-
increasing importance of precise digital image proces- mission Conference on Fast Processing of Photo-
sing of high resolution digital stereoscopic images grammetric Data, Interlaken, June 2-4,-pp. 318 -
for the purpose of map production and revision. 330.
Many of these developments have been based on stan- 15. Helava, U.V., 1987: Digital Comparator Correlator
dard available general purpose image processing sy- System. Proceedings 'Intercommission Conference
stems. Due to the development of very powerful new on Fast Processing of Photogrammetric Data',
processors and computer architectures, which have a Interlaken, June 2-4, pp. 404 - 418.
processing power close to super-computers, and the
existance of adequate display and storage capacities
as well as algorithms and their knowledge based im-
plementations it is expected that these systems will
become operational very soon and shorten the time gap
b ween da ta acqu Is on and the ava ,, ,,,
results.
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Abstract: Computer system overview:

Enormous performance progress of computer systems The developed photogrammetric worstatlon is based
in the recent years is the reason to use more digital on the GOP 302 Image processing system. This system

map data. The nature of digital Image aquisition consists of a SUN-3 host running under UNIX 4.2
systems demands digital photogrammetric intruments. and serveral optional processors. Communication
Since SPOT offers high accurate satellite image data between the processors Is realized by the 32 bit
it does make sence to use digital image processing standard VME bus with a maximum transfer rate- of
systems for measurement as well as analysing pur- 20 megabit/second. Modular designed hardware
poses. allows system configuration to particular needs. On
The direct data flow from a digital photogrammetric the software side image processing tools and drivers
aquisition instrument to digital maps has many ad- are available; programming of processors Is possible

%antages for monitoring and processing map and other in higher languages Instad of microcode. An overview
information. Important features of digital systems about the system is given in figure 1.
are the possibilities to use fast prcoessing units for
computation, interactive aquisition or update of GIS
data. On the other hand the structure of data flow
between components is getting more complex and
needs therefore standardization and structuring
within a wide context.

The following paper presents aspects of realizing a Data Communication

digitial photogrammetric workstation considering the
environment of a conventional image processing

system and GIS components. Practical implementation 3 i
of such a system was a joined project with the
University of Hannover and the Image processing
company TERAGON-CONTEXT. The system is based memory pherals

on a SUN- UNIX machine linked with special pro-

cessors for fast rectification, correllation and inter- Raster Digitizer-
active manipulation of images. Data collected by this Scanner Plotter

system can be transfered via communication links to rEEEtn

a geographical information system. There the
opportunity is given to add the new information to El Mrurimconflguraton

existing data. Transfering data from a GIS to the
image processing system offers the possibility to
compare existing data with image Information. Figure I : Computer system overview
First experiences with the system and future develop-

ment perspectives are presented.
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Conflict: Design. realization, test:

Data detlied from photogiammetzi- instruments are Measurement piocesses are classified In 3 categories!
one possible source for geographical Information - automatic
systems . - semi - automatic
In a GIS many functions of displaying and manipulation - manual
of vector information are used and currently improved.
On image pioce~sing systems %%e can find methods Therefore a design of Interactions between those pro-
of extiacting specific information fiom images. cesses and communication protocols were defined.
GIS- haidwvare is normal) not considered to handle Offering programming utilities requires also a soft-
raster information, image processing systems are ware interface without the need of specific system
usually limited in graphics. programming. A complex part of the stero workstation
This conflict is solved by communication of both is the image and graphic display system with its
systems. Their advantages are used In the following interactions. The layout Is shown In figure 2.
way:

- Image processing system for data aquisition and
update

- Adding GIS components to the image processing -- 0 1 DC 1
system

- NetworkIng

- GIS for analysing and manipulation of vector in- " -
ktatinp

formation C
K - PC X

Solution and required hardware: .

Practically this is done at the photogrammetrc work- T
station in the following wvay: ;H E

- The GOP filterprocessor serves mainly image
filtering operations. Fast correlation is done by T
using the floating point part of this processor wvith
about 0.27 seconds correlation time for 2S x 26
pattern and r0 x SO search matrix size. The Imple-
mented method is peoduct moment correiation (4). Figure 2: Control and data fiow

- The geometric transform processor is used for re-
sampiling of images. After meaturing the inner and
relative orientation the stereo image pair is trans-

formed to epipolar line geometry. Resampling an Here we find hardwvare specific as wvell as hardwareimage of 2300 x 2300 pixels takes about S minutes. independent parts. The whole image and graphic dis-
play management is embedded into a controlling pro-

- The dispiay control processol is used for inter- cess running in the background of the system. Coi-
actle image manipulation, manual measurements and munication between processes is realized by message
rsual contiol. The use of correlation supports queues. Application programs communicate with the
measurements. The graphic capabilities of the system over remote procedure calls so that no specific
imsga.o p2300 x a used fi GiS data umia. I.demknniedge and pogamm g is equied. Using

different processors for displaying images and control

- The host system is used for supervised control and has advantages in operation convenience but needs a
specific computations. careful synchronisation and data management. The

2-display stereo solution also offers a maximum
- A netwo I, enables communication to local or remote vievving field for each of the stereo partners. For

CIS systems. test purposes aerial photos were digitized at the
OPTRONICS P 1700 scanner/ployter and results were
compared with conventional derived data.
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Operator Interface: GIS fcaturc=:

Opetator contiol at the stereo .oi kstation Is realized An important part of the system Is GIS communication.

by screen menues in conjunction with the optical The standard ethernet is not only considerable as a
mouse. The 3 buttons of the mouse are loaded with cable, It's a bus. Communication routines to the
special functions such as accepting/ignorlng points ARC/INFO system were developed so that data can
or moving In x, y. z. A great help for manual be transfered to or from a remote system. Data stored
measurement Is the possibility of interactive .mage in a local database on the Image processing system
manipulation during the measurement. Most of the can then be used as overlay Informatlon at the
display functions such as zoom or table lookup stereo or mono workstation. The local database
opetations are performed in real time and can be serves as a tool for combining Image and graphic
expanded to paltit-ular requliements. The maximum Infoirmation. Herea subsetof C1S functions isavallable.
displa)able image size is 512 x S12 pixel. Free realtime An example of using existing GIS data as overlay
roaming is possible within an area of 974 x 960 pixel. Information for map revision is shown In figure 4.

Therefore image loading techniques from disk to
memory either controlled or automatic were added to
the display functions. For precise measurements a f
special roam mode is selectable: Mouse movements
are Interpreted as fractions of a pixel. The neighbour-
hood around the floating mark is then resampled
according to a defined weight function and a better
adjustment of points is possible. Howver, this mode
takes time because of the poor floating point
capabilities of the display processor. Figure 3 gives
an overview about the menues for image manipulation
and photogrammetric functions.

MODE
COLORS

PIXEL VALUE
ZODH/PAN
GRAPHICS

STATISTICS 1 "
PLOTTER ...... ROAN

PRECISE

JUMP -- SELECT

LEFT FIXED RX6PT Figure 4: Map revision
RIGHT FIXED
MONO LEFT
I OO RIGHT
COORDINATES .PXEL

PEWDOWIN PHOTO
MODEL Status:
GROUND

The system structure is fisished, enhancements and
applications within different fields are In hand.

Presentation opportunities of the system were given
Figure 3: Menue system at the Hannover Fair in April 1988, at the ISPRS

Congress in Kyoto/Japan in July 1988 and at the
Eurocarto 7 in September 1988. With the announcement
from the manufacturer of the GOP 302 system to
stop the hardware development of the GOP 302

Photogrammetrlc program packages: system, the present advantages and limitations of
the system are fixed. Image processing systems of

W,\ith the modifications of the image pi ocessing system the next generation offer higher re ,lution and more
the implementation of a basic photogrammetric possibilities of combining images ard graphics so
environment was possible. The range of programs that portation of the software to a new system is
covers orientations, rectifications, orthophoto, dtm planned.
generation, bundle block adjustment and graphical
editing programs.
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Requirements for future systems:

The future of photogrammetric workstations will
depend on different conditions:

- digital image data: extensive distribution of digital
Image data and Increased computer performance is
the presupposition for the success of digital based
measurement techniques.

- networking: communication is not only necessary
between computer hardware; common data formats
and structures have to be defined and used ( !
within a wide context.

- existing systems should be upgraded with a common
data exchange possibility for other systems.
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Image Processing Workstations and Data Bases for
Quality Control of Geocoded Satellite Images

G. Schreier

DLR, WT-DA, German Aerospace Research Establishment
D-8031 Oberpfaffenhofen, FRG

1. Abstract having defined the characteristics of geographic fidelity in geocoded im-
ages, the interaction of data bases and visualization systems based on a

In the framework of processing facilities for future earth remote sensing workstation concept will be shown.
sensors (ERS-l, SIR-C/X-SAR), the geocoding of Synthetic Aperture
Radar images becomes an important aspect for supporting user data 3. Geometric Quality of Geocoded Satellite SAR
needs. DLR will offer such images, tackling with a wide range of process-
ing and cartographic parameters. Images
As geocoding claims for comparability with topographic references, the
geometric quality control of such data has to deal with image visualiza- The term geometric quality in this paper refers to the absolute measured
tion, pattern correlation and topographic reference data bases, all to- position of one or more targets in the geocoded image and their deviation
gether fast and flexible in access and manipulation, from the real geodetic position of the targets on earth In general, targets
The whole functionality of processing, quality control and data base man- are in general not only artificial corner reflectors but all types of natural
agement is integrated on high performance UNIX workstations, which and man-made objects normally depicted in maps (streets, rivers, shore
allow transparent data access within large networks and visualization in lines etc).
monochrome or true color. The basic geometry of SAR Images Is characterized by the active run-
The displayed images are compared with stored geographic references time measurement of the backscattered signal and the treatment of the
such as Digital Elevation Models, Ground Control Point Chips and topo- signals frequency content in SAR processors (Elachi, 1988) This geome
graphic maps. The hardware and software tools for such interactive, as try is called 'slant-range'-image and is aligned to the orbit in one direc-
well as automatic quality control art presented. The design of data bases tion and to the signal travel time ('slant') in the other one Assuming an
for the reference information and the current work in integrating such earth sphere or ellipsoid, the slant-range direction can be stretched by
data to form a basis for a Geographic Information System will be ex- simple trigonometric interpolation, thus producing a more natural view
plained. but not enhancing geometrical quality. The geometric quality of SAR im-

ages can be enhanced by georeferencing and geocoding. The first proce-
Keywords: SAR Geometric Quality, Digital Elevation Model Data Base, dure gives the geodetic location ol a few image pixels or the Image frame,
Ground Control Point Data Base, Maps, Map Data Base, Image Process- whereas geocoding resamples each image pixel to be aligned to a given
ing Workstations, Interactive Display Software. cartographic reference system (Guertin, 1981).

The basic Image generation technique of SAR images enables
2. Introduction georeferencing and geocoding systems to generate images with high geo-

metric fidelity without any ground control pointing, provided the satellite
An important task for the operational Processing and Archiving Facilites orbit, the slant-range timing and the processor reference data are given
(PAP) of the forthcoming remote sensing satellites is the quality en- very precisely (Curlander, 1984).
surance for the variety of products they are going to generate. This is also Unfortunately, the SAR image generation is severely affected by terrain
valid for the German off-line ground segment for ERS-I and SIR-C/X- undulations, introducing such effects as foreshortening, layover and
SAR currently integrated ;t DLR (German Aerospace Research Estab- shadow. These are based on a misregistration mainly in slant-range direc-
hshment) in Oberpfaffenhofen. Especially for these radar sensors, exten- tion As, which can roughly be calculated as:
sive calibration and validation campaigns are planned (ESA, 1989) and
rigorous product quality requirements must be met throughout the life- As = Ah - cot 0,
time of the PAP.
Besides sophisticated monitoring of all engineering and processing pa- where Ali Is the height difference and 0 is the incidence angle of the
rameters, validation and product quality assurance need interactive visu- SAR. (Example for ERS-! : As Ah2.35)
ali7ation of image data and reference to real earth's targets This is espe Thus, even precise ephemeral and processing data could not give a pixel
cialy true for the SAR geocoding. where the image pixel geometr, is by pixel accu, Y especially In hilly terrain. Terrain elevation effects
resampled to be directly comparable to a cartographic reference system could be tackd by takeing a Digital Elevation Model kDEM) into ac-
(Winter, 1989). count and calculating the SAR pointing function for each pixel rather
Besides, geocoding systems are often coupled to further image interpreta than refering to an ellipsoid. These products could reach accuracies
lion tasks such as mosaicking or ice-flow mapping (Fily. 1987) needed for topographic mapping, provided an accurate DEM is given and
Geocoding also is the entry to data synergism within Geographic Informa some geometric adjustments (using a few GCP) have been performed
tion Systems (GIS), thus establishing interfaces to data base systems be (Meier, 1985). These products are refered as GTC (Geocoded Terrain
ing capable to handle geobased information or reference data, Part of it Corrected), whereas the products calculated with mere ellipsoid refe-
are visualization systems which shall enable the user to browse the data in ence die called GEC (Geocoded Ellipsoid Corrected). Obviously, SAR
different presentation formats. Geocoding systems have to deliver three main further data sets: Digital
The following chapters describe such an implementation at the german Elevation Models (DEM). Ground Control Points (GCP) and Map Ref
PAP for the purpose of quality control of geocoded SAR images. After erences to ensure geometric quality.
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3. Georeferenced Data Bases Lev,

3.1. The Digital Elevation Model Data Base Lve,.
Level 2 0

Digital Elevation Models (DEM) are used to enhance the geometric ac- Level a
curacy for the GTC-prodcuts.
DEM raster data are normally stored its a rectangular grid reference Levl 4

frame which is either cattographic or geographic The latter has the ad.
vantage, that any further cartographic projection can be calculated easily Levols

based on geographic reference. Additionally, latitude and longitude are Level .

well defined all over the world.

For operational satellite data processing systems, such as the SAR Datu Date

geocoding system of D-PAF, it :s envisaged to store all DEM data on-
line on magnetic disks. Today's high density storage technology makes o, 4 kE 4 k

line storage feasible. For some land areas, DEM raster resolutions and an
amount of 16 Bit encoded height data are given:

- FRG 248.601 sqkm 20m raster 1.243 MByte Figure I: Organisation of the DEM-DB in geographical units
- Europe 10 500.000 spkm 100m raster 2.100 MByte
- World 149 700 000 sqkm 250m raster 4 790 MByte ent ways. So far, GCPs are understood as entities derived from distinct

The requiremqnts to be met when the DEM data base was designed are map (paper) sheets, establishing the reference between a map derived
as follows. location on earth and the pixel coordinates of the digital image to be

* all DEM data is stored in geographical coordinates rectifed, Further information may be added to the GCP characteristics

* DEM data may have different resolutions for different areas Tile SAR geocoding and quality control system will primarily be based on
this implementation. Additionally, features are envisaged to handle GCP-

* spatial resolution is restricted to some (23) fixed values from I" to I chip information. A 'chip' is a small geocoded image showing a remark-
deg.. to ease DB-organization able feature on earth. By image processing and correlation techniques

" height values are stored as 16 bit with definable offset data thus chip is ruatched with the target image, thus giving a distinct tiepoint

* in flat areas (dh < 255 in), heights are stored as 8 bit numbers to from the known chip location.

reduce the amount of data Trhe concept of GCP-chips will he used in conjunction with the DEM-

* for any location of th- earth, only one valid height is stored DB, The GCP-DB points to small areas in the DEM-DB (steep slopes,
valleys), where a 'SAR-simulation' is performed. This simulated image,

* to allow storage of multiple data sets, 99 test and 99 production data with its well known location, serves as a Ground Control Point for the
bases can be handled. geocoding geometry adjustment process (Schreier, 1988)

The data are orgamsed in a binary tree structure, where the leaves of the The retrieval of GCPs will be performed by a programmable function call,
tree, the nodes define different resolution sizes (se figure 1) specilymg the region ol interest (all over the world) in a geographic frame

Nodes (.an be distinguished as index nodes, whlich point t) sub-index and returning a list of GCP entries in the GCP-DB. From this, detailed
nodes , or data nudes, whiih point to data buckets. The header of each irformatisn of the GCPs can be retrieved The creation of new GCPs is
node .untains the geugiaphi. -.oordinaies of the area buundaries, the also perlormed via function calls from higher level programming Ian
resolution in north-south and east-west direction and several flag bits, guages.
indicating, whether the data set is complete. Additionally, some informa-
tion on data update and auxiliary information such as data origin and 3.3. The Map Library System
quality is given.

Finally. DEM data itself is stored in data buckets of 4 Kbyte each. One The Map Library System (MLS) is used to store all relevant parameters

node may point to up to 36 data buckets, giving 72 K-values of 16 Bit of map paper charts, which are suitable for quality control by direct map-

data. For level 6 nodes, this results in a finest possible resolution of ap. to-geocoded-image comparison.

piox. U.25" DEM iaster size to be stored (approx. 5 m at mid geographi. As tbe geocoding of satellite data mean% resampling of raster image data
latitudes) Eat.h data bucket cuntains informiton about the olfset of the to a lormat comparable to map geometry, topographic maps are the best
.ieiglit values. the data type and data urganization. The offset of the kand actual available) choice for geometric quality control of geocoded
height values is sclet.ted in such a way, that unknown or invalid values images. Unfortunately, the organization and handling of map paper
can be stored as 0. sheets in an appropriate scale for the areas of interest is a very difficult

Physically. up to 32K data buckets are stored in one extension' (= file), task. Maps from all over the world come along with different cartographic

1 lie actual design allows for up to 255 extensions, giving a maximum reference systems, and differences in sizes, quality, annotation and scale.

amount of 16 G-values of height data. These data base extension files In operational computer networks, the organization of such diverse data

can reside on different disks of one computer or even on different com- should be implemented in a relational data base system.

puters in a network (with NFS-suftware = Network File System of SUN Therefore, the requirements for an operational Map Library System for
Microsystems). Such a networked data base server may be an optical disk SAR geocoding are as follows:
jukebox with several Gbytes of accessible data. * Store parameter and annotation of more than 7000

The access to the DEM data is realized by high level language procedure maps for Europe
.Such j. v.ao be pdumiica by rORTRAN i C to iead aid wii|t: * Ensure Ilexibility for different parameters of maps

any particular area stored in the DEM-DB. All references to the area are
given in geographic coordinates. * Store internal-ID and national map name

0 Store geographic coordinates of map frame corners

3.2. The Ground Control Point Data Base * Store country and reference map projection characteristics

The ground Control Points are used to refine the basic SAR projection 0 Store physical archive location

function and to verify the geometric quality of the geocoding process. * Store archive update and utilization of maps

The L PSTAIRS image protessing system (Klein + Steki, 1988), installed Figure 2 shows typical topographic map series frames for different coun
at time DLR and used as a basis for the integration of geocoding software, tries Figure 3 gives a compilation of all relevant maps of Europe. suitable
actually supports the concept of GCP storage and management in differ- for geometric quality control.
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I . Figure 3: List of topographic maps of Europe

A I 4. Image Quality Control Workstation Hardware
.... All data bases presented in this paper are installed on a network of UNIX

workstation servers, used as target machines within the German PAF.
These workstations are of SUN-3 and SUN-4 type.

Figure 2. Topographical Map Series of FRG as sample input for the Map Figure 4 gives the IW layout of a typical SUN-4 based geocoding and
Library System quaity control workstation. The workstation comes along with a 10 MIPS

RISC-architecture CPU and approx. 1.1 MFLOP arithmetic perform-
ance. For the purpose of ERS-I geocoding, main memory is at least 32
MBytes and image data disk space about 1.7 GBytes. Operating system

Tile implementation of MLS is performed in ORACLE on UNIX work. and programs reside on a smaller disk. Each workstation has a standard
stations (Wiesmann, 1988). Queries and entries to the database can 1152'900 pixel color display of 8 bit depth (256 colors out of 16 mil-
either be performed by the SQL-query language or with a high level lions). The availability of different colors is used to perform visualization
menue-interface called SQL*FORMS (ORACLE. 1986). Additionally, and quality control. The reference points from map paper sheets are
SQL calls can be embedded in FORTRAN programs, allowing direct ac- measured from an attached AO digitizer Current plans foresee to up-
cess of application programs to the database. For the geocoding system, grade the image processing and image visualization capabilities of this
the major DB-calls are as follows: workstation by adding a special processor to the VME-bus of the

SUN-4. This processor is the Trancept Application Accelerator- From a given national map ID, retrieve the map frame organized in (TAAC-l) (SUN, 1988), having true color display performance (32-bit
ngeographic coordinates. depth) and 12.5 MFIop arithmetic throughput. First tests and SW inte-SFrom a given rectangular area. specified in geographic coordinates, grations with tie TAAC-I have been performed.

retrieve all maps - or only maps with some specifications - which cover
this area.
- From a given map-ID, retrieve the physical location of a map in the 5. The Geocoded Image Visualization Tool
mai archive. On the basic of some prototypes and experiences with image visualization
The last two items are used for quality control of geocoded satellite im on color bit mapped workstation, an image visualization software was de
ages Ahich will be performed as follows With the given corner coordi signed which is based on a display tool already used by University College
nates of the geocoded scene, the Q/C program can query the data base London (Muller, 1988). This display tool divides the screen area in some
for the appropriate maps The retrieved framing of the maps can be dis. major application windows (see Fig. 5).
played as graphics on the workstation screen and the operator can inter-
actively select a map, The physical archive location is used to search for 0 Main display window, where the original image can be displayed in
the map at the right place. several magnification or compression modes (Magnification factor from

16 to 1/16 including decimals).

FILM~r * Overview image, showing a compressed (averaged) total image for ori-
entation purposes. A box shows the actual part of the image displayed
in the main window. This box can be used for scrolling the main image.
An additional function allows a graphic overlay to be superimposed on
the overview image. This actually displays the frames of the map paper

I CM $-,, sheets used for ground control pointing.
, Cursor tracing fields show the actual location of the cursor position

Cwithin the main display in northing easting and longitude/ latitude This
is possible for any magnification factor.

. A pull-down 'command & control window allows to display specific
la=-, Information about maps or control points

, Some buttons are associated with pull-down menues for magnification,
cursor style, look-up-table selection etc.

* A tool, which allows to change LUT in monochrome and false color
domain with various options.

The display-SW is optimized to handle large data sets (up to 12K' 12KFigure 4, Image Processing Workstation Hardware pixels), where the image window scrolling is performed with maximum
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disk-I1O rate using memory paging mechanisms a ailable under SUNOS 8. The operator can either select a new tiepoint on the same image

4 0 (GOTO 7) or a new map for tiepointing (GOTO 3) or exit the display

Tie real-time geographic coordinate tracing caii be performed for any tool.

rectangular coordinate system of the geocoded image The characteristics When exiting the quality control, a statistic about map-to-image tiepoints

(f thin sstem and tihe image frame cuurdinates are supplied within a is computed. This statistic is delivered as an annotation data record to the

special data structure end data user.

The implementation of this tool is performed in C using the 'SunView'
graphical command syntax. However, it is p!anned to transfer this tool to 7. Conclusions
the 'X-Windots' screen standard to have inure flexibility in software and The current paper has tried to pinpoint the utiltation of reference data

hardware platforms. bases and color graphics workstations for the geometric quality control of

mouse . buttons t, zoom geocoded SAR images. It was outlined that current workstation hardware
and othar tunetlon. suppontod by and software technology is well suited for the integration of such tools,
puf down. menu., '6x0' and 'quit' buttons especially in an operational environment. Nevertheless, further work

must be done to include digitized vector data rather than map paper
sheets and to also consider radiometric reference properties in the differ-

Cow and& a notiio ent data bases. Image display hardware and software must cope with
ontdoi "'I. Positid these new possibilities by supporting multiple data visualization and over-

lay. The technological development in the computer market is going to

support these features by providung adequate hardware and software.
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3. The operator can choose a map for tiepoirting from the map grid

information. MLS informs the operator about the physical location of

the map in the archie

1. The operator fixes the map on the digitizer attached to the worksta.

tion. MLS provides the information about corner coordinates and car-

tographic presentation of the map.

5. The display window shows that part of the geocoded image corre-

sponding to the map area. The coordinates from digitized map points

are transfered to pixel locations in tle displayed image. This and the

alphanumeric display of nortisIng and easting is performed in a 'stream

mode'. thus moving the digitizer pen results in an automatic movement

oi the uage cursor in a geocodea manner

7. Once the operator finds a remarkable tiepoint in a map, lie can fix it

by a button stroke. Then lie adjusts the screen cursor to the corre-

sponding point and confirms it. The difference beteen 'mapped' and
'geocoded' point is stored in GCP-DB as 'residual'. The magnitude and

direction of residuals in a geocoded image are an indication of for geo.
metric fidelity.
(If quality control is performed on ellipsoid corrected images. tle ter-

rain elevation for computing the height offset can be retrieved from

DEM-DB.)



142

Reduction of Ground Control Requirements for
SPOT Imagery by Pass Processing

Bruce Sharpe and Kelly Wiebe

MacDonald Dettwiler & Associates Ltd.
13800 Commerce Parkway, Richmond, B.C.

Canada V6V 2J3

Abstract location allows for a refinement of the correction model so as to
achieve subpixel accuracy.

Pass processing is a method to determine models for the geomet- The determination of the ground location of a GCP requires
ic correction of satellite imagery. Most systems use a method we techniques such as surveying or photogrammetry, which can be

will call single scene processing in which the precision model is expensive. In some areas, the determination of ground control
determined by marking ground control points (GCPs) within the locations may simply be infeasible. Thus in order to realize the
area of the desired output scene. With pass processing, the cor- potential of satellite imagery for cost-effective mapping applica-
rection model can be determined from GCPs located anywhere tions, it is desirable to minimize the requirements for quantity
in within the same pass (orbit) as the desired output scene. and distribution of ground control.

The goal of pass processing is to achieve an accuracy for a given One of the key techniques in MacDonald Dettwiler's approach to
number of GCPs that is comparable to that obtained with single reducing ground control requirements is pass processing. Most
scene processing. Since the GCPs are distributed over many satellite image correction systems use single scene processing in
scenes the average GCP requirement per scene is greatly reduced. which correction models are determined using ground control
Moreover, pass processing reduces the sensitivity to the location only in the area of the scene to be corrected. With pass process-
of the GCPs and allows for the correction of scenes which contain ing, ground control from anywhere in the same pass (orbit) can
no GCPs at all. be used.

This paper reports on the results of a study to extend the pre- The goal of pass processing is to achieve the same accuracy as
vious work on pass processing for Landsat imagery to SPOT single scene processing while using about the same number of
and to mezure the accuracy that can be achieved under various GCPs. Since there can be tens of scenes in a single pass, the av-
scenarios for the distribution and number of GCPs. erage number of GCPs required per scene is reduced by an order

The results showed that the goals of pass processing have been of magnitude. Moreover, large areas with no ground control can

achieved for SPOT: accuracies comparable to single scene pro- be corrected with high accuracy.
cessing were obtained using an average of 1/4 GCP per scene; Pass processing is similar to the concept of spatial triangulation
large areas with no ground control were corrected, in which blocks of stereo SPOT imagery are corrected. However,

Keywords: geometric correction, pass processing, SPOT, spatial pass processing does not require stereo imagery and applies to

triangulation one strip at a time. The techniques could be used as part of a
spatial triangulation process.

Pass processing has been developed at MacDonald Dettwiler and

I Introduction implemented in our image processing systems for SPOT. This
work extends the previous work for the early Landsat satel-
lites [Friedmann et al, 19831 and the Landsat Thematic Map-

SPOT imagery needs to be corrected to remove geometric distor- per (Sharpe and Wiebe, 1988]. To assess the accuracy of the
tions and in order to make the correspondence between feature technique, a pass of SPOT imagery was corrected using vari-
Xrca~inui illA c tha.ld dVi, tht tis ti'o sufao.. The accu ous numbers and ustrbutions of controi points. Tie accuracy
racy attainable using systematic corrections, that is, corrections measured at indepettdent check points.
based on a priori knowledge and orbit and attitude data, is only
about 1 km. This error is mainly due to inaccuracies of the the
orbit data and the fact that absolute attitude measurements are
not available, only attitude rates. 2 Data
Ground control points (GCPs) are features which are visible in
the imagery and which have a known location on the earth's sunr- SPOT panchromatic imagery and ground truth were obtained
face. Comparing their location in the imagery with their ground for 15 scenes located in the province of Alberta (see Table 1).
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The imagery was acquired at near-nadir viewing (incidence angle more GCPs (; 1/2 GCP per scene) are used. It is noteworthy
of -2.3*). that the overall RMS error when using 9-10 GCOPs is hardly

larger than the model residuals when all 472 GCPs are used
(5.9 m vs. 5.4 in). The latter represent the best results that

GRS numberDa could be achieved using this data.
K J Date

537 1231 - 246 1 September 24, 1987 (Day 267) [A[#GOPs Along Across CombinedF ]in [a

1 6.3 22.8 23.6 15.8 37.6
Table 1: Scenes comprising the study pass. 2 9.4 26.1 27.7 14.7 45.8

Ground truth was derived from 1:60000 scale aerial photogra- 3 6.7 7.4 10.0 16.5 14.0

phy for about 80 regions uniformly distributed throughout the 4 7.0 5.0 8.6 5.7 15.8
imagery. About 6 GCPs per region were selected. There were 5 6.1 6.2 8.7 4.5 16.4
472 GCPs altogether whose ground truth was determined in this 6 5.0 4.4 6.7 4.2 13.5
way. Their estimated accuracy was estimated to be 1-3 m in 7 4.7 4.3 6.4 3.5 12.3
each of x, y and z. 8 4.5 4.6 6.4 3.5 10.1

9 4.5 3.9 5.9 3.5 10.0
10 4.5 3.9 5.9 3.5 9.5

3 Experiments
Table 2: Two-dimensional RMS errors for models determined

Once the image and geocentric coordinates of the GOPs were from a uniform number of control points. The along-track,
determined, subsets of them were selected to determine the pass across-track and combined errors are calculated over the whole
processing correction models. We will refer to these GOPs as pass. "Combined" means the RMS of the along and across-track
model points. The remainder of the GOPs were used as check error. The minimum and maximum errors are for the combined
points to measure the accuracy, as follows, error when calculated scene-by-scene.

The correction models determine the transformation from image
coordinates to geocentric location. The transformations were There are some anomalies in the results: the error increases in
applied to the image coordinates of the check points and the going from 1-2 GCPs and from 4-5 GCPs. These are most
results were compared with their ground truth location. The likely due to statistical fluctuations arising from the attempt to
differences were decomposed into their along and across track determine an inadequate model using a minimal number of noisy
components and statistics for each component were evaluated as data points.
a measure of the error in the model. Note that the elevations
of all points were used so that there are no contributions from
terrain errors. 3.2 Interpolation
The model points were selected so as to test the accuracy of the Ten different configurations of GOPs were tested, each of them
correction using varying numbers and distributions of them. The three times. Basically, a small number of GPs was used in each
results are described in the sections which follow, of one or two end scenes to correct the whole pass. Thus up to

13 scenes with no GOPs were corrected. We call this mode of

3.1 Uniform Distribution processing "interpolation" because the correction model is in-
terpolated between data points supplied at the ends to provide

For N = 1..10, N control points were selected as model points, correction of the imagery in the middle.
These points were uniformly distributed over the pass. To in- The measured errors for the interpolation are shown in Table 3.
crease the statistical sample, three different sets of model points The errors shown in Table 3 are defined similarly to those in
were chosen for each N. In all cases, the chosen model points Table 2.
were those which were deemed to be clearly visible in the in- Several conclusions can be drawn from Table 3:
agery.

Table 2 shows the accuracies measured. The combined error is 1. Not much improvement in accuracy is gained by going be-
the RMS of the along and across track errors, in other words, yond 4 GCPs. The overall RMS error is about 1 pixel or
it is the two-dimensional RMS error, calculated over the whole less for 4 or more GOPs.
pass. These errors (along, across and combined) are the RMS of
til elxmor ovcx 6ll thuee Luub. 2. R is bmcwhat better to have -- Ps in two scones at cach

The "min" and "max" columns show the minimum and maxi- end rather than just one.

mum combined RMS error that was measured over all the scenes 3. Concentrations of GCPs in the south give marginally bet-
and all the runs. ter results than in the north. This is probably because the

The errors usually decrease with an incr,.asing number of model northern GCPs were harder to locate in the imagery than
points, as expected. A combined error at the subpixel level is those in the south and so were less accurate.
obtained for 3 or more GCPs (1/5 GCPs per scene on average)
although a subpixel level for all scenes is not obtained until 8 or Summary: we were able to correct 11-13 scenes (660-780 km)
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containing no GCPs to an overall accuracy of 1 pixel (2D, RMS) or interpolation modes. Nevertheless, reasonable accuracy was
and with a maximum error of less than 15 m. maintained for several hundreds of kilometers beyond the end of

the control.

3.3 Extrapolation

Twelve different configurations of GCPs were tested, each of Our results can be summarized as follows:

them three times. In this series of experiments, GCTs were 1. Subpixel accuracy can be maintained in the along track di-
selected from one end of the pass. The correction model was rection for the entire pass (15 scenes) extrapolating beyond
used to correct those scenes and extrapolated to correct the re- control contained in one or more scenes at one end. This
mainder of the pass where there were no GCPs. The GCPs were is true as long as there are enough GOPs in the model (2
taken from 1, 2, 5 or 7 scenes and there were 1, 2 or 10 GCPs is not enough, 10 is more than enough).
per scene.

The measured errors for the extrapolation tests are shown in 2. Ac:oss track errors increase at the rate of about 4-5 in per
Tabe 4.mea errors shown ie eTaple4areefiones smilo nscene away from the region of control. The errors appeared
Table 4. The errors shown in Table 4 are defined similarly to to be due to an oscillation effect. If this is the case, then the

estimate of 4-5 in per scene is too pessimistic for inferring
Extrapolation is the most difficult of the modes of pass process- what the error would have been if we had extended the
ing and the accuracies achieved are not as good as for the uniform model further.

# GOCPs
Per scene/# scenes Along Across Combined

Total S--uth rTos M I-ax Min] Max n ax a Total
2 1/1 1/1 5.0 12.5 20.7 46.4 21.5 46.7 34.2
4 2/1 2/1 4.3 11.8 2.8 14.7 6.1 15.6 10.6

10 5/1 5/1 2.2 9.1 2.8 14.0 4.3 14.5 9.3
11 1/1 5/2 2.7 7.7 2.7 14.3 5.2 14.8 10.1
11 5/2 1/1 2.3 9.5 2.5 13.3 3.5 14.1 9.3
20 5/2 5/2 2.2 8.1 2.3 11.5 3.3 13.2 8.2
20 10/1 10/1 2.2 9.5 2.6 14.1 4.3 14.5 9.1
21 1/1 10/2 2.8 7.6 2.5 14.3 4.5 13.5 9.5
21 10/2 1/1 2.5 9.9 2.4 13.0 3.5 13.7 9.1
40 10/2 10/2 2.2 7.7 2.3 12.1 3.3 12.9 8.1

Table 3: Interpolation errors. The GCPs were located in one or two scenes at the ends (south and
north). Three sets of GCPs for each configuration were used; the RMS error of the three is reported.
The minimum and maximum values are for the RMS errors calculated on a scene-by-scene basis. The
combined error is the RMS of the along and across track errors.

# GCPs Scenes Along Across Combined
Total Per scene # Location Min Max Min Max Mis Max Total

1 1 1 N 4.2 15.2 10.5 50.8 13.5 51.5 29.0
1 1 1 S 5.0 14.4 8.6 52.4 10.0 52.6 29.5
2 2 1 N 4.2 15.1 2.9 44.3 5.9 44.7 22.2
2 2 1 S 4.7 13.0 4.6 58.8 6.9 59.4 31.2

10 10 1 N 4.4 6.3 2.5 43.3 5.9 43.5 22.3
10 10 1 S 2.3 9.5 4.0 54.3 5.3 54.5 29.9
20 10 2 N 2.1 7.7 2.3 42.3 4.9 42.5 22.0
20 10 2 S 2.1 8.3 3.0 40.3 4.2 40.7 25.8
50 10 5 N 2.3 8.1 3.4 39.9 5.7 40.0 20.0

uI u0 3 S 2. 8.0 G 3G.7' 33).0 4.5 34.0 206
70 10 7 N . 7.4 3.2 38.1 1 6.21 38.3 18.970 10 7 S 2.0 1 . 4.1 127.1_1 . 2. 16.1

Table 4: Extrapolation errors. The GCPs were located in scenes at one end of the pass, north or
south. Three sets of GCPs for each configuration were used; the RMS error of the three is reported.
The minimum and maximum values are for the RMS errors calculated on a scene-by-scene basis. The
combined error is the RMS of the along and across track errors.
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4 Conclusions

When good quality GCPs with a uniform distribution are used,
it is possible to correct a pass of 15 scenes (900 kin) to sub-
pixel accuracy using only 1/2 GCP per scene on average. Using
interpolation, we can correct 13 scenes containing no GOPs to
subpixel accuracy. We can extrapolate control located in one or
two scenes for 13 scenes maintaining subpixel accuracy in the
along -track direction, and losing accuracy at the rate of about
4-5 in per scene in the across track direction. The error was
typically about 50 in at tile end of the pass opposite the control.

In summary, pass processing applied to this sample of 15 SPOT
PLA scenes gave very satisfactory results for the cases of uniform
distribution and interpolation. Extrapolation was less accurate,
reflecting the difficulty of this kind of modelling. Nevertheless,
the accuracies obtained using extrapolation would probably be
quite acceptable for many applications.
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SIMULATING MAPPING, SENSING AND
FEATURE EXTRACTION IN A PC

T. N. Truske

BDM International, Inc.
1801 Randolph S.E.

Albuquerque, New Mexico, 87106

The properties of the map are set by
specifying: the extent of the field, the

Abstract width of the smoothing window in x and y and
the variance of the map contours. A groundA simulation model for testing feature feature of specified width, depth and height

matching and target extraction operations of can be added to the map data field
low altitude radar and laser targeting (Rosenfeld, V2, 1982). The map generation
systems is described which runs on a personal module does not consider earth curvature
computer (PC). The model creates topographic since the missile system operations
maps with selected roughness and translates
the map data into angle and range channel rpr e r foran.
data of a targeting system. Model elements curvature is insignificant.
also represent noise in the sensor data 2.2 Missile position
channels. Other modules apply feature and
edge extraction algorithms to the simulated The model specifies two missile
channel data. A second channel provides positions in terms of its height, cross range
reference data for correlation processing or and down range location. The respective
for computing estimates of the consecutive positions can be used in a control loop for
positions of the sensor platform. (Key words: the vehicle dynamics or to compute position
radar, sensor, simulation, mapping, image, to position error signals based on the
feature) results of the feature matching operations.

1. INTRODUCTION 2.3 Sensor parameters

This work was motivated by the need for The model requires that antenna
a test environment to examine the behavior of beamwidth in elevation and azimuth, pointing
feature matching algorithms (Rosenfeld, V1, angle and the elevation and azimuth antenna
1982) in smart missiles. The work included scan regions for both missile positions be
the design of the simulation model components specified. The type and level of noise in the
discussed here and a missile dynamics, Kalman angle and range channels of the system can
filter. The model was constructed to provide also be specified (Berkowitz, 1965).
a tool which could be used on a PC with a
math coprocessor but no video board or 2.4 Translatina field data to sensor data
similar circuit card augmentation. The model
provides a text bed, in the PC environment, The map of x, y and height data are
for examining the behavior of different translated into range modulation functions
algorithms and operations to support the that correspond to the line of sight signal
target tracking processes of smart missiles, returns from unobscured terrain and ground
2* MODEL COMPONENTS features. The model determines the ground

range and interpolated ground height on the
lines connecting lattice points which

2.1 MaD ceneration intersect each elevation plane emanating from
'i'h ovp-ion- er perfored on a the missile position. This operation uses the

Themodl pertios re nefredo ap data in tha % and ydrcin
simulated ground map which represents lated at the points where the azimuth track
profiles through a topographic map. The map intercepts the map grid. The interpolated
is built on a data field of uniform random height values from the map are tested at
noise which is then smoothed by triangular progressively smaller depression angles to
weighting windows in the down (y) and cross determine whether the ground point on the
(x) range directions. This process creates a given azimuth track is obscured. The model
surface cross-section which has reasonable then determines the angle and slant range to
properties in terms of the spatial the visible points. The slant range and angle
correlation of the ground data. data define the range modulation function.
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The range modulation function 3.2 Noise free data
corresponds to the range data from the
missile sensor in the absence of noise. In Figures 6, 7 and 8 show the respective
the actual missile operations the modulation results of the vertical slope emphasis,
function is contaminated with range and angle feature intersections and noise weighted
channel noise. Noise is added to the range operations. Particular points to note are the
modulation function data in the model to relatively clear feature identification
simulate the actual missile sensor data obtained using the simple algorithms based on
environment. The function aata are then used edge emphasis and data weighting. These
to determine the ground height as a function results are expected with a high signal level
of missile position and slant range to the feature in a low terrain noise and noise free
ground. Ideally the range and angle channel sensor environment. The data weighted
data would provide values which represent the operation is effective because it uses the
true field data weighted by the respective target feature data values to discriminate
range and angle apertures of the sensor against other terrain surfaces.
system. The model does not yet include range
and angle channel signal aperture weighting. 3.3 Moderate sensor noise
Figure 1 shows the operations of the model.

_____Figures 9, 10 and 11 show the height
2.5 Feature matching operations from slant range, vertical slope emphasis and

noise weighted operations for the case of
The model contains algorithms to moderate sensor range and angle channel

identify man made ground features. The noise. The noise in the angle channel is
program encouraged the use of algorithms uniformly distributed with a maximum extent
which were simple and robust. The algorithms: of one half the beamwidth in azimuth and
emphasize the horizontal and vertical feature elevation. The range channel noise is
elements and slopes, compute data represented by a uniformly distributed error
intersections for the various feature and with a 10% maximum range extent. The noise
slope emphasis operations, apply gradient and introduces additional spurious feature
Laplacian filters of arbitrary orders, apply components to the vertical slope emphasis
amplitude weighted filtering using a priori data and broadens the extent of the noise
feature information, and perform correlation weighted data operations. The range channel
matching of the data sets obtained from the noise is seen by the system as high
other feature matching operations. The wavenumber energy similar to that of the
correlation function operations can be used target feature.
to determine the change in antenna pointing
angle between successive data observations. 3.4 High sensor noise
The statistics of the changes in antenna
pointing angle between respective missile Figure 12 shows the effect of high
positions provide an error signal to support sensor range channel noise on the data after
Kalman filter simulations of the missile application of the vertical slope emphasis
behavior, algorithm. Here the noise in the angle

channel is uniformly distributed with a
3. EXAMPLE SIMULATION RESULTS maximum extent of a beamwidth in azimuth and

elevation. The range channel noise is
3.1 Overview represented by a uniformly distributed error

with a 20% maximum ranqe extent. A
Figures are shown for data fields which significant number of spurious feature

have respectively: no noise, moderate noise components are present due to the higher
and high noise levels and combinations of channel noise. The spurious components are
ground terrain and target features with primarily due to the lack of inherent noise
varying ratios of target to terrain signal to filtering in the algorithms.
noise energy. Figure 2 shows the simulated
ground map with a square feature in the 3.5 Terrain noise
center of the map. Figure 3 shows the same
ground map modified by adding higher energy Figures 13 and 14 show height from slant
wavenumber components which overlap those of range and noise weighting where the terrain
the desired target feature. This ground map has significant energy at wavenumber
is an example of a feature in the presence of components which overlap those of the desired
a high level of terrain noise, target feature. The poor feature

identification reflects feature masking due
Figure 4 shows the observed map field to the similarity of the terrain and the

height as a function of azimuth and elevation target feature. Of the onprations ssei, the
angle ror two missile positions. The two data weighted operation is moderately
positions are displaced in elevation by 10 effective because by using the information
degrees (the depression angle axis labellng about the target feature properties
refers to the leftmost data set) and in (dimensions in this example) it is operating
azimuth by 30 degrees. Figure 5 shows the map in the manner of a coherent detection
heights inferred from the slant range and process. It should be noted that other
depression angle measurements of the range properties of the ground return, such as
modulation functions as a function of angle signal polarization, might also be used to
for two missile positions. obtain additional levels of target

discrimination.
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3.6 Correlation operations

The algorithm operations applied above
were oriented to each individual field of
inferred height data. To determine position
changes in the missile from one data frame to
another, we calculate the two dimensional
correlation function of data which has been
operated on by some of the feature vs
enhancement algorithms. Figure 15 shows the
result of correlating the intersections cf
the horizontal and vertical feature emphasis I i -
operations for the two missile positions. The
data are based on the moderate noise level of
one half a beamwidth in angle and 10% in
range. The correlation operation correctly
identifies the elevation (10 degrees
depression) and azimuth angle (30 degrees) SO----IU------
displacements between the two missile 0 ,F
positions. The data demonstrates the benefit
of the additional computational costs of the Figure 1.
correlation processing.

4. CoNclusiONS

A simulation model for testing feature
matching and target extraction operations of
low altitude radar and laser targeting
systems has been developed which operates on
a PC. The model includes modules for creating
topographic maps with selected roughness and
translating the map data into angle and range
channel data of the sensor targeting system.
Modules were developed which represent noise
in the channels of the sensor system. Other
modules apply feature and edge extraction
algorithms to the simulated channel data. A
second system channel represents a reference
channel of external map data for correlation
processing or consecutive estimates of the
position of the sensor platform.

The model is programmed for the MS-DOS
environment of an XT or AT class personal
computer. Thus it is limited to relatively Figure 2. Ground Surface
coarse representations of the ground feature
maps and the number of data cells used to
represent each sensor data field. In spite of
these restrictions the model is useful in
representing the qualitative and quantitative
behaviors of various sensor systems and
feature extraction algorithms.

5. ACKNOWLEDGEMENTS

The author wishes to express his
appreciation for the support provided by
colleagues and management of BDM.

6. REFERENCES

1. A. Rosenfeld and A. C. Kak, Dcfital
Sin-al Processing Vol. 1, pp. 237-260,
Academic Press Inc. Orlando, Florida (1982).

2. A. Rosenfeld and A. C. Kak, Digital
Signal Processing Vol, 2, pp. 340-344,
Academic Press Inc. Orlando, Florida (1982).

3. R. S. Berkowitz, Modern Radar. Figure 3. Ground Surface
Analysis, Evaluation, and System Design, pp.
141-161, John Wiley and Sons Inc., New York,
New York, (1965).



149

V_ _ _ _'H_ _ _ _

Figure 4. Observed Height with Angle Figure S. Height from Slant Range Figure 6. Vertical Slope Emphasis

Figure 7. Feature Intersections Figure 8. Noise Weghted Feoiture Figure 9. Height from Slant Range (N)

Figure 10. Vertical Slope Emphasis (N) figure 11. Noise Weighted Feature (N) Figure 12. Vertical Slope Emphasis (N)

Figure 1.Height arm Slant Range Figure 14 *No~se Weighted Feature Figure 15. 2-D Correlatian-hvfgn (N)
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1MAGE ANALYSIS ON A MACINTOSH II.

David G. Barber, J. Douglas Dunlop, Joseph M. Piwowar and Ellsworth F. LeDrew.

Earth Observations Laboratory, Institute for Space and Terrestrial Science.

Department of Geography, University of Waterloo, Ont. N2L 3G 1

ABSTRACT defining either deterministic or probablistic descriptors.
Developing, testing and evaluating these descriptors is what

Current research in remote sensing is directed towards keeps most of us employed.

understanding the relationship between image data and the Spatial and radiometrc characteristics of modem digital

physical features they represent. The Macintosh II provides a imagery place limitations on the computing power required for

framework by which these relationships can be explored, image analysis. Until recently hardware requirements meant that

implemented and tested quickly. Enhancements, filtering, image image analysis was available only to those with enough

transformations and other image display functions allow for resources to afford expensive image processing systems. With

visual exploration of the image data. Numerical exploration is recent increases in processing and storage capacity of

facilitated through statistical measures and graphs. microcomputers, image processing is now available to a much

Implementation of new and existing algorithms using numerical more diverse group of scientists.

analysis programs allows the researcher to minimize the time In this paper we present use of the new generation of

between the idea and result. Rigorous quantitative analysis can Macintosh computers (Macintosh II, Macintosh IIx and

be supplemented with visual presentation either as images or Macintosh IIcx 1) as typical examples of the evolution of the

graphs. This combined visual and numerical approach and ease microcomputer into the arena of image processing. These

of movement between visual and numerical presentation, computers (hereafter referred to collectively as Mac II) are

promotes the willingness to explore. In this presentation we particularly well suited for this work because of the intuitive

illustrate image processing and analysis capabilities of the interface which allows efficient manipulation of image data for

Macintosh II with a specific illustration of development and both qualitative and quantitative analysis.

testing of texture algorithms for SAR sea ice classification We

conclude with suggestions for stand-alone and networking

configurations. IMAGE PROCESSING ON THE MAC

The image analysis system we describe is in use at the

Keywords: Image analysis system, Macintosh II, SAR, Earth Observations Lab, Institute for Space and Terrestrial

Texture algorithms. Science; we offer it as a model from which further development

is encouraged. Changes from our configuration are premised on

the current state of software development and individual

requirements of the applications research. We currently use two

Mac II's for image processing. Although multispectral

INTRODUCTION

IMacintosh 11, Macintosh lix and Macintosh llcx are trademarks of Apple
In remote sensing applications research human Computer.

interp:etation is often necessary to assist computers identify

features of interest. Feature identification usually consists of
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File Edit Tools Image Transform Gray Maps 11:50 1
S Earth Observabons Lob. Institute for Space and Teniesital Science

EXCEL FILE OSECTDAREA" "  : """'"" "'

n92% 92 138'M142im RaM 
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len Std Dev . Std. Error. 01 2

Variance Coof Var . Count,
1531 539 144385 11776

Sum Sum Squared' Missing
"I .. "IMAGE PROCESSING CONFIGURATION

1559 j., MULTIFINDER AND ETHERNET DISKS TEXTURlllKP.l
SUMMARY STATISTICS

Figure 1. Illustration of Mac II image processing. Four programs are shown running under Multifinder.

SAR Sea Ice Analysis

processing is possible, our applications have been limited to In this application we used the Mac II to create, test and

single band images because of the limited capacity of certain evaluate Grey Level Co-occurrence Matrices (GLCM) for
software programs to handle large files, discrimination of sea ice types. These matrices are a means of

Our image processing software consists of an image obtaining textural information from different image features,

diLlplay/manipulation program (Digital Darkrooml), numerical and are typical of many spatial analysis approaches to feature
analysis programs (Excel2 and Mathmatica 3), statistical analysis discrimination. A GLCM is calculated at an interpixel spacing
programs (Systat 4  and Statview 512+5); and a variable (5) and orientation variable (a) over the entire

graphics/statistical analysis program (Data Desk 6 ). In a typical homogeneous texture class. For each pixel in the class, at grey
analysis session the desired programs would be assigned a level i, the algorithm records the grey level for pixel j which is
portion of the available RAM and are cooperatively multitasked oriented at 8 and a from i. The frequency of occurrence of these

using Multifinder7 . A prerequisite to manipulation of data in pixel pairs at grey levels (ij) are normalized to reflect the
these different software packages is format interchange probability distribution for the co-occurrence of all pixel pairs at

software Most graphical, statistical and numerical programs grey levels i and j for each set of variables 6 and a. A variety of

accept ASCII format, so this was used as an interchange statistics, derived from the GLCM, provide point estimates of
standard To illustrate use of the Mac II for image processing image texture which are then compared between different
we provide the following example. features (Haralick, 1986). The utility of the. Mac I1 comes in

rapid turn-around between the idea, implementation, testing, and

reporting. The speed of this integrated system and ease of use

will be apparent to those familiar with the Macintosh interface or
those who see this system in operation.

Digital Darkroom is a registered trademark of Sitlicon Beach Software, Inc. We wish to interpret a SEASAT SAR image of the
2Excel is a trademark of Microsoft Corp.
3,Mathemaucal is a trademark of Wolfram Research Inc. Beaufort Sea (CRAGTAGI #RD2825), consisting of 978 lines4Systat is a trademark of Systat Inc.
5Statview 512+ is a trademark of BrainPowr, Inc.
6Data Desk is a trademark of Odesa Corp.
7Muldfinder is a trademark of Apple Computer lCanadian Radar AGc/Type Algorithm Group
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by 964 pixels (Fig 1) for classification of ice type. Each ice applications research:
class of interest is identified from the ground confirmation data. * A minimum of four megabytes (MB) of RAM.
We intend to describe the differences between these classes * A minimum of 40 MB .)f hard disk storage (80
using point estimates from various texture statistics.. The data MB is highly recommended for researchers
from a homogeneous texture classes is selected in Digital working with large images).
Darkroom (Fig 1). The format interchange software allows us • A backup system capable of fast backup and
to move from the image to all other programs currently running retrieve.
under Multifinder. Summary statistics are calculated in Statview * A minimum 8 bit video resolution and a
512+, on the homogeneous texture class. In this same program minmnum 13 inch display.
we have access to many univariate and multivariate statistical * Format conversion programs are necessary to
analysis tools. The statistics program also has a useful graphics incorporate data from standard digital image
component which we use to conduct exploratory analysis, such formats (eg. LGSOWGI).
as Principal Components Analysis or Multiple Discriminant
Analysis (Barber et al. 1989). Networking

In Excel a Grey Level Co-occurrence Matrix (GLCM) is
calculated for the ice class. Development of the algorithms to At the Earth Observations Lab we use a variety of
produce the GLCM, aid the statistics derived from each GLCM computer systems for remote sensing and geographic
are programm-d using a Macro language built into Excel. The information system research (Fig 2). To effectively utilize the
Macro language is a high level programming environment which capabilities of the Macintosh we have connected them to a
is interpreted rather than compiled. It is easy to implement campus-wide ethernet network. The speed and flexibility of the
.inalysis :outines, but the processing speed is slower than ethernet allows us to transfer ar, entire Landsat Thematic Mapper
compiied programs. We recommend using Macros for quadrant (7 bands) from one machine to another in
devilopment ane tsting of analysis ideas, not for production approximately one minute. We use the tools available on the
oriented image processing. Macintosh to implement and evaluate analysis procedures. If

Once the GLCM calculations are complete the results can results warrant, the analysis algorithms are ported to our SUN
be displayed graphically or numerically. We show an example or MicroVAXes for implementation on a more production-
of a three dimensional surface plot of the GLCM (Fig I). This oriented system.
plot can be rotated and provides insights into the differences of The sharing of resources between systems is equally as
each ice class in texture (or GLCM) space. Graphical displays important as the data transfer. For example, since the disks on
are particularly useful when evaluating the outcome of a the Mac II's are relatively small, we partition a section of the
processing routine, or comparing the statistical characteristics of large disks on the MicroVAX-ITI/GPX for access by the
different image features. The other useful method of displaying Macintosh across the network. From the Mac II side, this
results, is to convert the numerical data back into an image partition looks like a locally mounted hard disk (Fig 1), from
display format (part of the format conversion software) to view which the Macintosh can read files directly. The major obstacle
the iesults as an image. which must be overcome for truly effective integration is the

Many ideas will not evolve if implementation is time way in which the data are formatted on each machine. Even on
consuming or tedious. The most significant contribution of the the same machine, different programs require the data to be
Mac II, in remote sensing applications research, is not the specified in unique formats. Until truly universal standards are
variety of operations that can be perform, but rather kts ease of developed and adhered to by software designers, there will
use. This efficiency promotes exploration, thereby challenging always be a need for data conversion. The transfer of data
us to test our ideas in a structured analysis environment. btween systems thus becomes a two-step operation: copy the

data across the network, and translate it into an appropriate
format. We are currently developing a 'wagon wheel' file server

SUGGESTED CONFIGURATIONS where the hub is a common file format and each spoke
represents a translation capability to and from other tile

Standalone organizations.

We recommend the following configuration if the MAC
II is to be used as a stand alone system for remote sensing L at Ground Staion Operates Woring Group.
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Figure 2. Networking at the Earth Observations Lab, Department of Gecography, University of Waterloo

In either a stand alone or network configuration a variety At an entry level hardware cost of $10,000, and a typical
of peripherals are available. Monochrome and color video software applications costs of between $300 and $500, the Mac
digitizers allow imparting of video images into the computer at II reprcsents a new research tool which brings image analysis to
video frame rates (1/30 sec.). The ability to digitize video a larger and more diverse group of research scientists. It is the

imagery has benefits which range from quantitative analysis of willingness to explore and accessibility to more scientists which
airborne rnultispectral or thermal video (Barber cc cal. 1989), to makes the Mac II an important addition to the growing number
digitizing textural or tonal images as standards on which to of tools available to our profession.

evaluate image analysis algorithmrs. Output to hardcopy devices
is important for working copies of image analysis, ACKNOWLEDGEMENTS.

presentations, and publication in technical and journal reports.
Color, black and white, and slide presentation output devices This research was supported by a Centre of Excelletnce grant from
provide hardcopy from draft to publication quality, in a the Province of Ontario to the Institute for Space and Terrestrial
surprising variety of formats and price ranges. Science, and an NSERC Operating Grant to E. LeDrew.
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Modeling the Effects of Rain on Communications and Remote Sensing Systems

Robert K. Crane, Thayer School of Engineering
Darutmouth College, P:-nover NH 03755, USA

Rain on a communication path may disrupt its operation. Rain may be the object to
be sensed by a remote sensing system or may disrupt the operation of the system. In either
cube, the effects of the rain must be estimated statistically to provide information for system
design. Two aspects of the rain problem are considered, the estimation of the statistics of
the intensity of rain at a single geographical location (ie a point on a communication path)
and the estimation of the joint statistics of rain at two geographical locations separated by
up to 100 km (needed to estimate the spatial extent of the rain along a communications path
or within the resolution volume of a remote sensing systemn).

Two approaches have been used for the estimation of point rain rate statistics, one
employing rain climate regions and the other using local meteorological data to construct
rain rate distribution estimates. Both approaches are empirical. For the former, empirical
rain rate distributions are pooled from the limited number of observations made within a
climate region and for the latter a number of years of observations at a single location are
needed to provide a statistically stable estimate of the rain rate distribution. In practice,
long time interval data sets are not available and either the data have been pooled from a
climate region or large errors in the distribution estimates have been tolerated (often
unknowingly). From the available rain rate distribution observations, it is evident that for
mid-latitude locations, the use of rain climate regions (pooled data) is preferable to local
data if the measurements at a location span a period of less than 2 years.

The estimation of the joint distribution for the simultaneous occurence of rain at two
spatially separated locations is difficult because the rain rate process is nonstationary for
short time or spatial scales. Analyses of weather radar observations show that the spatial
fluctuations in rain rate can be modeled by a two-dimensional turbulent process with an
outer scale of the order of 250 kin. Working with a spatial domain larger than the outer
scale, a spatial correlation correlation function can be uniquely defined for the rain process.
The correlation distance (Ile) for the rain process Is 15 kn. The spatial correlation function
does not change from day-to-day or location-to-location. The temporal correlation function
for the rain process is not defined for time scales corresponding to the time required for the
rain process to move by an amount equal to the spatial correlation distance.
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ELECTROMAGNETIC MODEL FOR PROPAGATION THROUGH CLOUDS

S.S. eker
The Department of Electrical and

Electronic Engineering
Bogazigi University, Istanbul, TURKEY

ABSTRACT- Electromagnetic propagation through a sparse respectively. Actual ice crystals and snowflakes have
distribution of lossy dielectric particles in a cloud a huge variety of possible shapes. The circular disks
is investigated. rathematical model is developed to aid and cylinders represent an average over these shapes,
in the interpretation of the interactions data obtained and averaged over all orientations.
by electromagnetic remote probing of mixed ice crystals
and waterdrop clouds. Such clouds can contain many 2.PROBLE14 FORMULATION
possible crystals forms, most notably thin long cylin-
ders, bullets and flat plate crystals.Bistatic reflec- We consider the problem of scattering of time har-
tivity and attenuation are computed ,for waves of selec- monic electromagnetic wave from N discrete lossy dielec-
ted polarizations passing through clouds with specified tric scatterers which have random position and orienta-size, shape, and distributions. tion in a volume V. The particles have a volume Vp, a

relative dielectric, constant erand density p .

Keywords:Radiowave propagation, Stochastic cloud model, The surronding medium is considered to be free space as
Multiple scattering, in (2). In this way, one can obtain a mean field eouati-

on from 11axwell's eouations, assumina the incident field
1.INTRODUCTION on each scatterer is the mean field (Foldy approximation)

and sparse distribution of particle which indicate frac-
The increasing demand for communications is cau- tional volume (6=pvp)is very small. In the derivation

sing frequency-spectrum congestion. A problem in using of this result the assumption was made that the planeshort microwave or millimeter-wave bands for com unicn - wave is scattered only once (single scattering) by thetions purposes exists in that strong interactions can particles. This assumption is unrealistic, since the
occur between such radio waves and atmospheric hydrome- wave may be scattered several times by the particles
teors (e.g. rain, snow and ice crystals), that signifi- before reaching receiver. When the scattering coeffici-
cantly degrade the communications quality at frenuenci- ents of the particles and the particle density are small
es above about 5 GHz. contributions to the scattered wave by second, third,

and higher-order scattering may be ignored. There are
Because of the small loss tangent of ice at the cases, however, where the scattering coefficients of the

frequency rciiye of 30-50 GlIz, significant depolarizati- scatterer are laroe and the multiple scattering contri-
on of satellite-ground communication signal in this butions cannot be ignored.
frequency range could occur when cirrus cloud is present The resulting approximate dyadic mean field and
in its path.High-altitude cirrus cloud consists basicly effective permittivity are given by (2).
of ice needles and plates(l). It is therefore necessary
to establish a model capable of predicting the behavi-
our these systems. Because of the complexity and random
behaviour of th,? different factors involved in the phy- V(K)=eik'xeY(R)T(i,i) (1)
sical process or clouds, it is ouite difficult to find with
a model which is simple and at the same time sufficen-. .2, i ou
tly precise. y(R)-ko fu1in p(Q)d X V (2)

The widening interest in the scattering problem and
for Rnnictinnc to corcin to.
dual polarized links, as well as other applications, (f)=Ii P f (i4) (3)
indicates a need for a more indepth understanding of 0
the theory behind the conventional approach. This pa-
per presents a systematic formulation of the problem of where ko r'T0o is the free-space propagation constant,
scattering from a sparse distribution of arbitrary sha- W(i) is the average of the forward dyadic Rrattcring
pe in a random medium such as in clouds.The cloud mo- Nmplitude rf the h d&uweteors with given shape and die-
dci as we describe represents an MiILidl step in mode- lectric constant. The average is taken over appropriate
ling real mixed phase clouds. The cloud is taken to be distribution variables such as size and canting angle.
a mixture of scatterers. Thin circular cylinders and
disks represent either ice crystals or snowflakes In order to write the components of E, we firstexamine (2). The density is a slow varying function of
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position and hence we take it as approximately cynstant between the two chanels through depolarization caused
and take it out of the integral in (2). Now i utZ)d& by hydrometeors can severelly restrict the utility of

is simply the effective path length travelled by the these "frequency reuse" systems. The depolarization ef-

wave inside the cloud. We call this pathlength L. Also fect has thus attracted the concern of recent investi-

i.x is equal to the path length travaled,L. The compo- gators, and the extensive theoretical studies have made.

nents Ea, may be written as The degree of depolarization may be represented by the
ratio of cross-polarized to copolarized signals at the

21p -receiver. We may define two kinds of cross-polarization
E =eiKa8L =ei( La- ko)L a,8c(h,v) (4) factors. They are the cross-polarization discrimination

ko (XPD) and the cross-polarization isolation (XPI). We

Here Kis is the effective propagation coefficient and can obtain these factors from out theory, for example

is given by - XPD, - Ea (13)

K2n Ek k 
f

- 0 k as a,Be(h,v) (5) Where e(h,v) andBis the other polarization directions

In a region containing a population of aligned ice cry- KThus, we have for h polarization

s t a l s 0 + 2 2v , h n ( a ) d a ( 6 ) X P D _ 1 - X n ( 1 4 )

Kv ~ 0k + o f~ 
h  X+14A+-fhh ( - - )

Here the forward scattering amplitudes f. and fh depend - (••Y h I- _ e
on the incident angle, and on the effective particle X- - f
radius a; n(a) da is the number of particles per cubic hh

meter with radii between a and a+da. The difference
between Kv and Kh varies with incidence angle in the It is required to determine the bistatic crosssamemane- s ~section of disk and cylinder Following the conventio-

nal defination, 5 is defined in terms of the scatte-

The attenuation, and phase rotation arc given as ring amplitude wita polarisation in the p direction due
to an incident wave with polarization q as follows:

Av,h: 8 .686 Im (Kvh)x 103 dB/km (7) abp =4 p .f (Q ,i ,q)-q 2  (15)vh-180 ReKv x13dgk

Re (Kv,h) x 103 deg/km (8) where f (Q , i , q) is given by refs. (4) and (5).

In this model it is assumed that the drop axes The total scattering by the assemblage is defined
align with the polarization directions, so no cross in terms of the reflectivity, Zpq giv

polarization in this coordinate system. Thus, the pro- , given by

pagation coefficients are given in the preferred direc- = f a N 0\ d (16)
tions where no coupling exists. pq = pq (aO, a0, a

where Obp (a.) is the bistatic cross section of a sing-
In the physical problem, the drops will not in ge- le hydrom~ateor of equivolume radius a , and N (aO) is

neral align this way. Actually, it is the representati- the size distribution function of par~icle.
ve drop in its representative orientation we are dealing
with, and in general, this drop will not aligh with the 3.NUMERICAL CALCULATIONS
polarization directions. We may rotate to the preferred
direction where cross terms are not zero. The scattering problems discussed have been analy-

zed numerically in this section. Before doing this, how-
The general form of the propagation coefficient in ever, it will be necessary to have the dielectric cons-

the preferred frame tant, for the hydrometeors.

Kvv 21Tp X4-+k (9) Ray (6) carefully examined the existing measure-
ko ments made by many investigators at various frequency

2- 0 fk (10) and temperature ranges and obtained an empirical model
Khh - ko  of the complex refractive index. According to Ray's mo-

wh~re_ del the real part of N (N=,c) takes a nearly constant
whe_ + ± vv

)2 
+ 4fhvfvh /2 (11) value of 1.78 independently of both frequency and tem-

~h +fvv hh -7perature, and the imaginary part (the loss) takes an

Using these results we can make the final analogy extremely small value as 0.036.

to the conventional approach, relating the transmitted Snow particles are the complicated mixtures of ice
fields to the incident fields, with air, water, or both. The mixing rate and the shapes

h ahh  ahv  reik.x hO of the constituents may vary considerably depending on
- "external meteorological conditions to which snow partic-

les are exposed. The dielectric constants obtained by
(12) the above work have been used in the following calcula-

[ I [ 5vvJ [ei .? Yoj tion.

Thig is the amc equatiun as in Brussard (3). It In the numerical work, two different media were
relates the transmitted fields to the incident fields considered The first medium consists solely of disk-sha-
given by the last term on the right of equation (12). ped ice particles with radii ranging from l.00 Pm-o 3.6mm,

with a constant thickness/diameter ratiozO.l. The second
New microwave or millimeter communication systems medium consists solely of cylinder-shaped ice particles

are designed to use dual-polarization channels in order with radii ranging from 10 p m to 360 pm with a cons-
to increase communication capacity without increasing tant length/diameter ratio= 10. The particles are assu-
bandwidth. It is possible that the iLoterfering crosstalk med to be aligned and lying in the horizontal plane (7).
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Two different size distribution functions were as- Evans (9).

sumed for each medium model (3,8). The first size dist-
ribution is a negative exponential size distribution, 2.The reflectivity for vertical polarization rema-

and the second size distribution is uniform. In both ca- ins fairly constant with scattering angle for both the

ses, the particle concentration is constant and 104 par- cylinder and disk scatterers, while the reflectivity
ticles/m

3 
. A total of four models of scattering media for horizontal polarization has peaks in the forward

were studied They are; and backward scattering directions.
Disk ensemble: 1) a negative exponential size dist-

ribution , 2) a uniform size distribution. Cylinder en- 3.The reflectivity of a disk ensemble for vertical

semble: 3) a negative exponential size distribution 4) polarization is roughly six times larger than that for

a uniform size distribution, horizontal polarization wave. In the case of a cylinder
ensemble the reflectivity for horizontal polarization

The exponential size distribution is obtained by has a maximum value about three times that for vertical
using 10 pairs of values The radius values form a geo- polarization. Such a large difference in maximum of ref-
metric sequence with the first term equal to the smal- lectivities for horizontal and vertical polarization
lest diameter and the 10th term aqual to the largest are not observed in rain scatter.
diameter in the distribution. The concentration for each
of these radius values is 1000 m-3. The integrations in - - -
eqs. (6) and (16) are approximated by calculating the
scattering amplitudes for these radius values, weghting
them by corresponding concentrations and summing them
over all ten radius values. For the cylinder ensemble,
the smallest radius is taken to be 10 um and the largest
is 320 im. These values correspond to the radius distri-
butionN
nce(ao) = (l.21xlO 8) exp (6.93xlO 4 .ao)m-3 .m'1  (17) ;2;3 $.

where the subscript ce stands for "cylinder, exponenti-
al,,. .

For the disk ensemble, the following exponential ra- _,,_

dius distribution was used ne ,, m" ii?

nde(aO) = (l.21xlO
8 ) exp (6.93x10

3 ,aO ) m-
3 .m-I  (18) 0,(De)

Figure 1: Bistatic Reflectivity Patterns for a Disk en-
The uniform distribution used for the cylinder en- semble f=2.81 GHz,,:10

4 
m-

3 
, 200m<d<7.2 mm

semble is t/d=O.l E= exponentially, U: Uniformly dist-

2.86x10
6 
m

3
. m

-
l for 10-

5
m< a0 < 3.6xO-

4
m ributed radii

ncu(aO) -O| otherwise (19)

and for the disk, it is

2.86x106 m 3 .m' 1 for 10-4m <a0 < 3.6x10-3 m .01
n du(aO). 1. 0 otherwise (20)

The bistatic reflectivities obtained for the disk
ensemble are shown in Figure 1. The reflectivities Zhh
for horizontal polarization show a periodic variation 1

with maxima in the forward and backward directions. The /A ,
reflectivity for vertical polarization Zvv is fairly
constant for exponentially distributed radii. For uni- ,e ,e ,,0" 3W
formly distributed radii, a maximum in the forward di-
rection and a minimum in the backward direction exist 0$(Deg)

in Zvy . The Zvv values are larger than Zhh values for
the disk ensemble.

For a cylinder ensemble, the reflectivities for Figure 2: Bistatic Reflectivity Patterns for Cylinder

horizontal polarization show a peridodic variation si- ensemble f=2.81 GHz , -=104 m-
3 

, 2OU m<d<
milar to that of the disk ensemble. !he vertical ref- 720 Fm, £/d=l0 E: exponentially, U: Unifor-
lectivities are fairly constant, but they are smaller mly distrubuted radii

on the average than horizontal reficctivities Fiogrp
2 shots tho raflactivities for the cylinder ensemble.

The attenuation is also polarization and orienta-

The reflectivity calculations were made in the Ray- tion dependent and for normal incidence, the attenua-

leigh region. The results were qualitatively compared tion of a disk ensemble with exponential size distri-

gith published results. The following connents can be bution is calculated to be 0.8 dB/km at 10iHz, which

made: is approximately equivalent to the attenuation of a

30 ra/h rain.
1. The histatic reflectivities of a medium contai-

ning aligned disk or cylinder scatterers show a similar
angular variation pattern to those of a rain medium in
the Rayleigh regime calculated by Charlton, Holt and
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In the second case, attenuation of the four model 4.CONCLUSIONS
media were computed while the frequency was changed
from 30 to 300 0Hz. The same incidence and orientation This work has attempted to give a new formulation
angles were used as in the reflectivity calculations, of Electromagnetic propagation through a clouds. The
The attenuation for the disk ensemble is shown in Fi- areas of application of this model now corver a wide
gure 3. For the cylinder ensemble, the calculated at- range from space communications to weather forecating.
tenuation curves are shown in Figure 4. The attenuation
Ahh for horizontal polarization is larger than the at- The formulation as presented here offers several
tenuation Avv for vectical polarization. This can be features for calculation of electromagnetic wave propa-
explained by the cylinders orientation being in the gation through precipitation media. On the basis of our
horizontal plane. The difference between the reflecti- extensive calculations, we may summarize our observati-
vity values of the cylinder ensemble can be explained ons as.
similarly.

1. The formulation is matrix and stochastic in nature
Frequency characteristics of rain attenuation for and easily accommodates arbitrary polarization states.

various rain rates increases monotonously up to frequ- The formulation is valid in all frequency regions when
encies of roughly 100 GHz. Then it begins to decrease the criterions are met.
(1). A similar effect is occured in the attenuation by 2. Complete characterization of medium depolarization
disk and cylinder ensembles. In the resonance region, effects from hydrometeors (e.g., attenuation, isolati-
the monotonocity of the frequency characteristics of on, and phase shift).
attenuatior. may be disturbed. The oscillatory behavior 3.Scattering particle distributions of particle size,
evident at the higher frequencies in attenuation are shape, and orientation angle are directly included into
shown in greater detail in figures 3 and 4 It is appe- the model and varying medium density along the propa-
rent that above 16 0Hz for fig 3 , 60 Glz for fig 4 gation path can be accommodated.
resonance play a major role in models and essentially
precludes the utilization of simple models Similar os- It is hoped that the methods given in this work
cillatory behaviour can be observed for bistatic ref- may provide a basis for improve interpretation of
lectivity of disk and cylinder, measured results from present cloud probing systems or

to guide the design and deployment of future systems.
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Phdse Matrices of Radiative Transfer Equation
For Strongly Fluctuated Continuous Random Media

Ya-Qiu Jin

Department of Electronic Engineering, Fudan University
Shanghai, China

Abstract medium is determined by the bilocally-approxi-mated Dyson equation of the mean field. The

Employing the strong fluctuation theory, the criterion of small covariance can be elimina-

phase matrix and scattering coefficient of te. of s dince ca be ta-

the radiative transfer equation for strongly ted. However. its difficult so far to take

fluctuated continuous random media are obtai- account of all high-order multiple scattering

ned. Comparissions with the conventional theo- in numerical calculation of scattered intensi-
ry for weak-fluctuated media are discussed. ty, by employing the wave analytic theory.
By usng the Gaussan quadrature and the e- In this paper, by using the strong fluc-

genanalysis approaches, the vector thermal tuation theory, the phase matrix and scatter-

radgative transfer equation for a layer of ing coefficient in the RT equation are deri-

random medium is solved, and is favorably ved. A newly-introduced permittivity, as the

randomhedi is sole l adisfavraby zeroth order approximation of the effective

permittivity, and the coefficient of the delta

odin function for the singularity of the mean dya-

ntructon dic Green's function in nonisotropic random

The radiative transfer theory (RT) has media are reformulated, and calculated. Then,

been extensively applied to the studies of we have a RT equation, which has new consti-

multiple scattering and transmission of speci- tuents, and is applicable to multiple scatte-

fic intensity in random media. Random media ing, transmission, and thermal radiation in

might fall into three kinds: random discrete strongly-fluctuated random media. Comparisions

scatterers, continuous random media, and ran- with the conventional RT for weak fluctuation

domlyrough surface. Discrete scatterer media are discussed. By using Gaussian quadrature

may be treated as tenuously or densely dis- and the eigenanalysis approaches (ref.5), the
tributed spherical Rayleigh, or Mie particles, vector thermal RT equation is solved. Numeri-
nosphercal particles (spheroid, disk, cylln- cal example is used to favorably match the

der, etc.). or others. However. continuous experimental data of snowfield. The relation-

random media are not as directly perceivable ships between the brightness temperature and

as random discrete scatterers. It is charac- parameters (wavelength, polarization, observa-

terized by the covariance and correlation fun- tion angle, correlation length, layer depth.

ction of random fluctuation of the medium per- and composition of the medium, etc.) can be

mittivity. The RT equation and its solution obtained.

can be attributed to Refs.1 and 2. Reviewing

the derivations of the RT equation, it can be 2. The Phase Matrix of the RT equation

seen that the validity criterion is restric-

tive to the weak fluctuation and small cova- Consider a EM wave incident on a continu-

riance. The approach of weak fluctuation will ous random medium with the permittivity EAF)=

lead nonphysically negative effective propa- Em+ ,fUe), where SmiS the mean permittivity

gation constant as the covariance takes a <E(1), and £f(7) is the random fluctuation,

large value. Therefore, the conventional RT and ,&f(')>=O. The wave equation is written as

equation is only appiicauie to the weakly- k 02 _
fluctuated random media. Most of the geophy- VXVXE()--L8mE( (1)

sical media are often treated as strongly- 0 m 0

fluctuated, noisotropic continuous random

media. We hdve Lu zctorisidar the basis - - Takina a small volume V, with arbitrary shape

conventional RT equation, and enhance the in the random medium, t6e scattering from the

applicability of the RT equation to strongly- scatterer V, to the point ? outside V1 is

fluctuated media. In the strong fluctuation

theory (ref.3,4), the singularity of the mean ) (2)

dyadic Green's function and correlation of V1 F0
fluctuation have been properly taken into where oim is the mean dyadic Green's function,

account. The effective permittivity of random Assuming Sf((1, and the covariance D£<(1,
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the Born approximation UTFi)=the incident ~(1
field IfO(71). The small N must be imposed, Following the definition of the Stockes para-
since large DE will lead nonphysical effecti- meters. we calculate the elements of the scat-
ye permittivity (ref.3). Then, the second mo- tering matrix by substituting (9,10) into (8),
ment of scattering field (Its(iN)!> is used to4 22 (I A.
derive the phase matrix. However, for most of S (k /167T r2 )(,Z)2 t v ,zSdfl d?,'
multi-phase random media composed by diffe- VV2 0 t

rent constituents (such as snow, or some geo- <Qt(rI)Qt*(711)>expti(kvi-kvs).i-el-rI))
physical media). the fluctuation CE in any po- A A A A A
int and the covariance De are often not much N (~t) (t -V N t(v') (tv )Vi dF d

lesthan one. The scattered field from the t t' I
source k &?)E.(l)/&o in the homogeneous me- - FF)
dium Sm should be modified. F11(2

In the strong fluctuation theory (ref.3 where t~'xyz and t'it. Rewriting the
4). a diagonal Permittivity Tg is introduced, scattering and incident directions in terms
and is to be determined by the correlation o eoti
function of fluctuation. Wave scattering and o ee;4) eoti
propagation in random media has an effective 2 2 2 , 2
Propagation constant. The effective permitti- Svv (Diicos e cos 2co 8CO 2cos 2
vity takes account of the randomness and scat- +D2 2cos Osin o6cos O'sin 0'
tering effects in the medium, and is not equ- +D 2~ sncscssn'oo
al to 6m1' If high-order scattering is neglec-+2 1 cs sibcscsincs'
ted.9eff will approaches to Eg. And Eg appro- +2D13 sin~cosgcososine'cos8'cos95'
aches to &mT only if the fluctuation is weak. +1
Thus, is the zeroth-order approximation of +2 23 singcosgsinosina'cos'sinob'

the effective Permittivity. From the strong +D3 3 sin
2gsin 2 )~ (13

fluctuation, the total field in the volume V1  where
is 2 Wab drl~fd?7epik-a.?irJ(~-j)

P(F1~)=fE0 (r1 )+k0 fd?:jPV.3 g(Fi .F; ).Qoi:j).(rI), V V (14)

where V1 (3) where a,b can take different polarization v,

~?)Te ~ r.I8 "'~)]'or h, for all elements. Other elements are
n~r- .(4) obtained in the same way. C(.) is the normali-

- - -zed correlation function, and the covariance
F~r~(IS.(~n~)-~n)(5)r DiI=<QQ*>, D12=Re<QxQ;., D13 =Re<QxQ;>. etc.

2 are defined. For more explicit formulations,
g ' F,*=P.g(6 we consider herewith the transverse symetric

Here, the coefficient of the priciple volu- case. i.e. the correlation lengths LX=LY=Ll,
me is also diagonal, and is determined by the and
shape of V1 . This volume should be an equal- <Qt(rl,)Q~t,(rj*)>Dt~exp(-jzl-zj*I/LZ
correlation surface. Averaging (3) under the 2+ 2 2
bilocal approximation, the Dyson equation of .(Ixi..xII +ji-vil )/Lj 1 3 (15)

P>can be obtained. Then, the effective per- Then, substituting (15) into (14), we obtain
mittivity can be obtained, and the restricti- J
ve criterion D,(< can be eliminated. The 1(0)= drSv ,0;/V

scattering field at 7 outside the scatterer =M(9,9')exP(-A){po 3 3 sin 
2 sin 2e.

source Viis +Dio 2 cos 2 '/)(A

0 V,+2D 13 sinecos8sin6'cose' 11(A)

Making use of the distorted Born approxima- +D11cos"6cos
2 9'1I2(A)/2} , (16a)

tion, the second moment of scattering field2

V. 2

*(ri)) (a) 8); 21 (9 ))=Dj 1M(e~e' )exp(-A)cos e'(1 0 (A

where the mean dyadic Green's function in the -12 (A)J/2 , (16c)

far field approximation is written as 22(,')DM98)epA)IA#IA)/,

where (1 6d)
G01m(?,?i)zexP(ik~r) ~v exp(-ikvJ1)whr 42

+hshsexP(-ikhJl)/(4lTr), (9 9 )2

and the mean field in the zeroth-order appro- 2 e~'k~/)(i8sn' 2 017
ximation is A=(k;LI/2)sin~sin' (17b)

'PM(F'i)=Eviexp( iK~jf~i hlhlexp(ikhlrl).(1O) andlo. I,, and Iz denote, respectively, modi-

fied Bessel function of zeroth, first, and

To obtain the RT equation, we define the second order. The scattering coefficients are

Stockes parameters I and the scattering ma- obands
trix 9as obaneda

K sv,h (8)= 0 de'sin8'(P1l(1 2 ) P 21(22)) (18)
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it can be seen from (lba-d) that there are /(r) - :z =0 (25b)
contributions from D1i, D33 and D13 in P1 1 <,0oS /E(r)-Egz}

and there is only one covariance D1 1 in P12 ,

P., and P2 2 . Since there are components of Substituting S1, S3 of (23) into (25), and
the vertical polarization vector in both xy iterating numerically, the solutions of Si,
and z directions, and there is no component S3 , and Eg,egz are obtained. We may compare
of the horizontal polarization vector in z (23) with some limiting cases (ref.7). If Lz=
direction, the differences between Lzand L1  Li, then b=1, SI=S2=S3=S0/(3Eg). The volume
and Di, D33 and D13 effect the polarization is a sphere. If Lz>>L , then b+oO $1=$2=
transition from * to v. Moreover, if Lx*Ly. SO/(2Eg), S3=0. Vi is a thin cylinder, or a
all elements in P(8,8') shall be related with pin. If Lz(<Ll, then b+0, bi=S2=0, S3=E0/Sg
Dx" IDyV , Dxy, and L -L. It can be seen V1 is a disk. The results are consistent with
rom 14). The dependence of angles in Ref.7 in limiting cases.

is similar to that of discrete If the random medium is a two-phase me-
Rayleigh scatterer, since we have used the dium composed by two constituents with Esand
distorted Born approximation in low frequency 6b, and the fractional volume fs and 1-fs .
limit. The phase matrix P(8,6') as shown in respectively. Then, (25) are written as
(16), and the scattering coefficients of (18)
are used in our RT equation for a layer of f 9sg +(f F=- 0
strongly fluctuated, nonisotropic continuous s+SSs-E) - (26a)
random medium. When S., D, are very small,

then gapproaches to £m1 . and DiID 3 3 'D13 !D,.
Then our results reduce to the conventional 5 s-Egz E b-gzRT. fs Eos(6-g)+( |-fs ) EOSb-egz) =0. (26b)

So + a(o-gz) E0+S3(Eb-egz)

3. Coefficient of the delta function

The coefficient 9 in (6) depends on the 4. Numerical Results of the Vector Thermal RT

shape of the excluded principle volume, and Equation

is related with correlation function and cor- Using the results in the last two sections.
relation lengths. From (3), we have we obtain the vector RT equation for a layer

Fs (?) S4 dF,'pv. (F ,Fj )<Z(( )S [d- '  of strongly-fluctuated continuous random me-
V1  dium, which has new constituents of the phase

(19) function and scattering coefficient. We use
the Gaussian quadrature (N=16) and the eigen-

If let Vi-)0, then Fs(F )> should approach anlysis approaches to solve the RT equation
to zero. Then, we should have (ref.5), and obtain numerical results of the

brightness temperature versus other geophysi-
Lim (?)f d'PV.%(1 ,').(?'):0. (20) cal parameters, such as wavelength, observa-
VI'O V, tion angle, polarization, correlation functi-

If V, has the shape of an equal-correlation on and correlation length, layer depth, and
surface around " the correlation may be medium composition, etc.. Comparision with
factored from inside the integral. Obviously, the conventional RT is available.
it implies (20), since The solid lines in Fig.1 give the func-

tional relation between the brightness tem-
LimSdP',PV.Z;(?:,i[):0 • (21) perature and observation angle. The results
VC)V, i g 1 1
Following Stogryn's approach (ref.6) to deter-
mine the coefficient 9 in the singularity of
the Green's function Gg, it can be finally 107GHz
obtained that

S -Lim k2Sd?G' (T
V1 0 E03 12 9 250 2r

- 0 Lim Sdr VV(i/rg) . (22)N,"
4-rr[sgxegya'gz vi.10 1  H

Taking the correlation function of (15), and : EF
integrating over the surface 0 -- L .

2c 2 E(P) 2=0 d=66cme /L2+1 zI/Lz:177')=. =
the explicit formulations are as follows 2 = ,2

S1~~~~=E0b lY(Eg(ZD I2,)1 '2$  (23a) 200- 1 "  ";

S2=Sj, 1,21~b)
S:g/ (2b' 2 +1)), (23c) 0 50 1

z/(Egz Lj) (24) 60

Using (Q>:0 to determine Eg (ref.3,4,6),

--e) Fig.1.Brightness temperature vs angle
g0>( _ (25a) s=(3"2+i0.01)E 0

' f:0.4, 82 :(6+i0.6)E0 .
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are used favorably to match the experimental
data (ref.8) of snowpack, which is modeled as
a layer of random medium composed by dry ice,
and air. We choose L2 =O.O6cm, L1 =O.03 cm,
which follow the experimental correlation
lengths of snow grain sample (Vallese and
Kong. J. Appl. Phys.,52(1981)). Other parame-
ters are given by the experiment, and are
listed in the figure. The dashed lines come
from the calculation by using the conventio-
nal RT equation. We can see that the conven-
tional RT overestimate the thermal emission.
Generally, &1 is always larger than E , 6 z,
where " denotes the imaginary part. If the
layer depth d is not too large, thermal emis-
sion evaluated by Em and DE is always higher
thanthat by EgEgz, and D11, D33. D13 •

For possible effect due to the small
roughness of the subsurface z=-d, we simply
modify the reflectivity ra,2 (Choudhury, etc.
J. Geophys. Res., 84(1979)) as

2 0ra12(8)=exp(-hcos e)ra12(8) , a=v,h (27)

where h is the effective roughness, ral2 05
the reflectivity of smooth surface.

5. Conclusion

We have applied the strong fluctuation
theory to derive the phase matrix and scatter-
ing coefficient for the vector radiative
transfer equation for strongly fluctuated,
nonisotropic, continuous random media. The
new permittivity Eg is then numerically deter-
mined. Our RT equation is applicable to both
strongly and weakly fluctuated random media.
Employing the Gaussian quadrature and eigen-
analysis approaches, the vector thermal RT
equation is solved. Numerical results are
favorably matched with the experimental mea-
surement, and are compared with the conven-
tional RT equation, which overestimated the
specific intensity.

Acknowledgment

This work is supported by National Natural
Science Foundation of China (NNSFC), and
Fok Ying Tung Education Foundation.

References

(I). V.I. Tatarskii, "Wave propagation in a
turbulent medium", McGraw Hill, NY(1961).

(2). L.Tsang and J.A. Kong, Radio Science,
11, 599(1976).

(3]. L. Tsang and J.A. Kong, Radio Science,
16, 303(1981).

(4). Y.Q. Jin and J.A. Kong, J. Appl. Phys.,
55, 1364(1984).

(5J. Y.Q. Jin and R.G. Isaacs, JQSRT, 37,

(6]. A. Stogryn, "Electromagnetic properties
of random media", Rep. NO.6140, Aerojet
ElectroSystems Co., CA(1981).

(7). Van Blandel, IRE Trans. Ant and Prop.,
9, 563(1961).

(8). J.C. Shine, etc., Proceedings of the
12th international symposium on remote
sensing of the environment, ERIM, Ann Ar-
bor, Mich., 2, 877(1978).



163

RADIOBRIGHTNESS OF PERIODICALLY HEATED,
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Abstract

Soils that contain liguids or gases that freaze during diurnal insolation
will appear radiometrically distinctive. That is, they will appear to have
anomalously high thermal inertias caused by the latent heats of fusion or
sublimation. The effect should be observable in the diurnal variation of the
radiobrightness of freezing moist soils, or in the radiobrightness of Mars soils
that are saturated with C02 ice.

The 1-dimensional, heat flow equation for moist soils,

aEM = aK(T) DT
at az az

is non-linear because both the enthalpy, E(T), and the thermal conductivity,
K(T), are non-linear functions of T at freeze/thaw phase boundaries.
Furthermore, diurnal insolation may cause phase boundaries at more than one
depth, z. The problem is particularly difficult because these phase boundaries
propagate and, occasionally, cancel themselves, and because soils that contain
clay freeze over a range of temperatures rather than at 00 C--that is, they
possess diffuse phase boundaries.



164 2

The problem of periodic heating of two-phase media has come to be
known as Stefan's problem. There are several numerical techniques for its
solution. The Chernous'ko method was most readily modified for diffuse phase
boundaries, and was developed as a modeling tool for examining the
radiobrightness of diurnally heated soils. These models exhibit diurnal
radiobrightness spectral gradients similar to those computed from the 10.7,
18, and 37 GHz radiobrightness temperatures from the Scanning Multichannel
Microwave Radiometer (SMMR) on Nimbus-7 (reported in a separate abstract,
England, et al), and may explain the anomalously flat radiobrightness spectrum
of Mars.
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York University
4700 Keele St.

North York. Ont. M3J 1P3
Telephone: 416-736-2100ext. 3510

Abstract

A geonetrical-optical model has been developed to represent the radiative properties
of a known forest Canopy for a given illumination and viewing geometry in terms of the
physical Canopy parameters. Elements of this model for an individual tree will be
presented. The parameter expression used in producing the three dimensionel tree shapes
will be outlined. Presented also, is a comparison of the radiances of the model and the
original, at similar conditions of illumination, viewing geometry with respect to their gray
level frequency distribution and patterns. A comparison of the texture measures such as
entropy, inertia, correlation, contrast, sum of squares, inverse difference moment, sum
variance, difference variance, difference entropy and maximal correlation coefficient which
were calculated within spacial gray level dependence method (SGLDM) for the original
trees will be presented. Statistical tests such as student t-test and correlation coefficient
analysis have been conducted with the texture measures obtained for the model and the
original to show how closely they resembled each other.
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Abstract Snow Vegetation

A set of different surface modelings of dis- - ,
crete scatterer and continucus random media fses - 0 0 Ob EM =Em+Ef
is combined into a subpackage for the emissi- a, Td iO 0 0 CE, L, LZ

vity simulation of distinct surfaces, and
radiative transfer in microwave remote sen- F2, T2 7777
sing. The wave analytic theory with fluctua-
tion dissipation approach, the radiative tran-
sfer equation, the radiative wave equation, -
and approaches for scattering from rough sur- fsl1Ssl 5  0
face are applied to the simulations. Numeri- fsa*s O 0 fs.'
cal results are matched with the available fs 2 'Es 2 0O O0 a-b • -
measurements. a,. a2  ~7?77
1. Introduction

The microwave radiance received by sate- f e
llite-borne sensors is contributed by the d f(?),Eg, C ___ _0__

atmosphere (precipitation, cloud, etc.), the d2 P-(?),£, C i
earth terrain, and their interaction, which 777r? |()m+Sf
may be understood as a system. The radiative
transfer is significantly governed by the
emissivity of the distinct surfaces. Simula- 777
tion for this microwave system effectiveness
requires the capability to determine the func-
tional dependence of reflectivity and emissi- dl 0 0 0 0
vity due to changes in the surface type, and 4 dl I r)
relevant geophysical and hydrological parame- d 0 0 0d _

ters. This information was usually provided d. 000 0 d 2 (p)
via available empirical data sets for prati- 2 6 2
cal use. However, the range of available
fieldmeasurements is seriously limited. In 7 I77777
order to facilitate the evaluation of sensor
scenorios, a subpackage of the earth terrain FY Sea Ice Calm Ocean
modelings for dry and wet snow, sea ice, calm
and rough sea surface, vegetation and fores- V -
try, dry and wet soil, etc.,* and respective a, fs,S5 *eb d 777
numerical approaches are developed. The geo- s ////
metry of these models are illustrated in E2t T(z), ()
Fig.1. They are one or multi-layer of discre- MY Sea Ice Rough Sea
te scarterers or convinuous random medi. Surface I.
with possible rough subsurface. The wave ana-
lytic theory with fluctuation-dissipation a. f ds, Es*- d
approach, the radiative transfer theory, the a, sd7b
radiative wave theory, and approaches to 2
scattering from rough surface are applied to 2
developing numerical algorithm to determine Soil

the emissivity and reflectivi~y of the models.
Numerical results are favorably matched with Fig.1 Geometry of the models
the availoble measurements by means of truck-
mounted, ai-borne, and satellite radiometers T(z), E(z)
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(e.g. DMSP SSM/I data).
This study also provides a theoretical wet

basis for understanding the sensitivity of 0.9

the microwave sensor data to variations in
relevant parameters, and comparing the consis- 0.8
tency of different theories and approaches
for microwave remote sensing. 0.7

2. Surface Models and Approaches :h0.

(1). Snow: .I
0 0 

0  
0  

0 c mSnowpack is modeled as one or multi-layer of W 0.5
discrete scatterers (Fig.1). Dry snow is com- E
posed of ice particles embedded in air, and ci.
the fractional volume fs of ice particles is 0.4

generally larger than 0.2 ( fs=Pg/0.91, here
Pg is the density gm/cm 3 

). The radius of the
effective ice grain is around 0.4-0.8 mm. The 10 20 30 40 50 60 70 80
snowpack with refrozen laminas is modeled as Observation Angle*
multi-layer media. Wet snow consists of small Fig.2 Emissivity vs Observation Angle
water drops (radius a-0.2mm), ice particles, for dry and wet snowpack
and air. The fluctuation'-dissipation theorem
is applied to obtain the brightness tempera-
ture of the snowpack. The brightness tempera-
ture in zeroth-order approximation is

BO e)=k 3 cos8(E"/ 0BSgz ,)IAl(g) 12

"I(R1 2exp(i2klzd)i(-klz)exp(ikizzi) V 10.7 GHz
8(klz)exP(-iktzzl)j/k0z1Zl H.

+k0cose(E-/E 0 )s dz2T2 (z2)IA 2 (e) 2

"I(Rni2exp(i2kzd)B(-k 2z)exp(ikzZ2 ) 19.35 GHz
+B(k2 )exp(-ik z)/k 0 z1

2
/ (1) M0.8 H

where B denotes the verticvl or horizontal a
polarization, AI(e)B , and A2(6)0 represent ".4the transmission coefficients from the boun-- ?07 O .O

ded region 1 and the underlying region 2, TI T 2 273*K
respectively. k, is the effective propagation
constant of the region 1. R denotes the ref- ___

lection coefficient. The permittivityEg is
obtained by the strong fluctuation approach 0.01 0.02 0.03 0.04 0.05

(ref.1-3) as follows Wetness of Snowpack

Es- Eg f bEg =0 (2) Fig.3 Emissivity vs Wetness of Snowpack
Es+2Eg9E 2

The high-order solution of Ta(e) also has
been obtained (ref.]). Essentially, TB(e) is
governed by the value of Cg, which is the
imaginary part of the zeroth-order approxima-
ted effective permittivity of the random me- 10.7 GHz a=0.Smm
dium, regioni. The emissivity from dry and wet 300'. 0ol TI=265K
snowpack are shown in Fig.2. There is a sig- T1 =273K
nificant decre,:se in the emissivity due to T
the presence of snow, especially for vertical _vY V V
polarization. The emissivity of wet snow is
generally higher than dry snow. The emissivi-
ty versus snow wetness is given in Fig.3. It
can be seen that the increase of snow wetnes 20oo
initially increase the emissivity, then will !"
cool the thermal emission, especially at hich -

frequency. i is
The lamina structure due to refrozen surfacef 0
will darken and cool thermal emission. Numeri-
cal results and comparisons with chc measure- ,
ments are shown in Fig.4. 0 20 40 40 so

Since the fractional voluma of ice par- OBSERVATION ANGLE
ticles is large, the conventional radiative
transfer equation with independent scatcering Fig.4 Brightness temperature vs Angle
assumption has to be modified. The radiative for two cases of snowpack
wave equation (RWT, ref.4,5) has been deve-
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loped to take account of the scattering cohe- (3). Calm and rough sea surface:
rence of densely-distributed scatterers. The Ocean with smooth surface is modeled as a
RWT equation follows the conventional radia- simple half-space dielectric medium, whose
tive transfer equation (RT) in form, however permittivity is calculated by Debye formula.
the scattering coefficient and the phase ma- The emissivity of a rough sea surface is
trix has been modified. The RWT equation is greater than that of A smooth sea because the
solved by the discrete ordinate method. A nu- wind-driven rough sea surface is covered with
merical example is shown in Fig.5. RWT and RT a layer of foam and white caps. The effect of
is compared. white water (foam and white caps) is modeled

by a layer of random discrete scatterers with
a randomly rough surface, as shown in Fig.,.

,.-h - Both the wave analytic theory and the RT the-
ory can be applied to the calculation of the

0 " ur t- \ I emissivity. The Kirchhoff approach for wave
S ,W scattering from randomly rough surface with

large mean slope, or small perturbation me-
thod, two-scale rough surface approach (ref.

4 9,10,11) are readily applied to modify the
reflectivity and transmittivity appeared in

00 0 d-66c. the boundary conditions. A numerical example
0of the brightness temperature from the atmos-

conventional R-% pheric precipitation over rough sea is given
160 (lndependent sc itor nqg in Fig.7. The emissivity increases due to the

I I _I I \_ _ foam layer, wnich corresponds to a wind speed

10 20 JO 40 50 6o o 00 of about 10 m/sec.
Observation Angol I I I I

Fig.5 Brightness temperature vs Angle from
RWT and RT approaches

Snowpack may also be modeled as a layer of 250

continuous random medium (ref.6). The corre-
lation function of the permittivity perturba- ROUGH 19.35 GHz
tion is generally Gaussian or exponential
(ref.7). The correlation lengths from experi- E
ments of snow grain sample (ref.8) are about Ia 200
0.3-0.8 mm. Note that this value is roughly
equal to. or little smaller than the effec- 5 0 0o0
tive size of ice particle in discrete scatte- 80 0 4km

C) CALM 29K0 4k
rer model. K 0 0

' / a--0.•03cme 0*ciQ5cm_
(2). Sea ice: . 150 a=0. m ^- o, c
The model for sea ice is a layer of ice with
air pockets. The emissivity of sea ice de-
pends on age, thickness, salinity, density.
composition and surface characteristics.
First year sea ice (FY) has a layer of thin
congelation ice (dW20cm. .'0.85 gm/cm ; equl- 5 10 20 25

valently fiv0.008) over a thick ice layer (PS Rain Rate mm/hr
-0.91 gm/cm ). Multi-year sea ice (MY) has a
recrystallized ice layer (d-50cm, or more) Fig.7 Brightness temperature vs Rain rate

over a ice layer with thickness up to 500 cm. for the models of calm and rough sea

My sea ice has a large fractional volume of surface

air pockets (fs0.25). which causes more scat- ( Vegetation:
tering, and darken the thermal emission. By Vegetation canopy is modeled as a layer cr
using the fluctuation dissipation approach, multi-layer of discrete scatterers (more usu-
the example of the emissivities of FY and MY all neric etg spherid clnr,sea ice is shown in Fig.6. ally nonspherical, e.g. spheroid, cylinder,

disk, etc.) (ref.12), or a continuous random

I medium (ref.13) with Gaussian or exponential
correlation function, and noisotropic corre-

0,) Ilation lengths. The several examples in the
modeling are also shown in Fig.l. The fracti-

I- onal volume uf :.i.LLetr s in vetetLLiUz is
0 mgenerally smaller than 0.1. The RT equation is

19.35 Git applied to solve multiple-scattering and ther-

S- . Y mal emission from vegetation. For the two-dis-

I~ I tinct layers model, two RT equation with cou-

ld 11pling boundary conditions have to be solved.o ". I zocmy, 02o The permittivity of vegetation canopy (leaf,
f.0.0z T-Z73 grain, etc.) follows the empirical formulati-

S , -L , IIons of the four-phase refractive model (ref.
1. 1. 30 40 50 60 70 80 16). Then, the mean permittivity of whole la-

Fig.6 otserv on Anl " yer ( vegetation and air ) is obtained by the
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mixture formula, which is related with the tral properties of the SSM/I brightness tem-
scatterer shape. The correlation lengths perature. and is favorably matched with DMSP
(around the order of mm and cm) correspond to DMSP SSM/I data collected over the selected
the physical structure of the vegetation, and areas. The results are given in Fig.9.
are choosen to optimally match with the expe-

rimental data. Fig.8 shows a numerical result J.

and matching with the data of full grown corn
at 1.4 GHz. The vertical and transverse corre-
lation lengths are I cm and 0.1 cm, respecti-
vely. -

1 4 CHZ.

300 Ful Iy grO n
corn ea-

wO O V JO

A I 
1U 

V

,,0.8 Z.2. 303'

ntot~ 23 300'
(10.567.0 5682)

I0 20 30 40 50 60 70 80 I% d0 25 30 35

Observation Angle " Frequency (GHz)

Fig.8 Brightness temperature vs Angle for Fig.9 Brightness temperature vs Frequency for
a layer of full grown corn comparision with DMSP SSM/I data over selec-

ted areas
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Hampton, Virginia 23665

A new approach to the reduction of scattered, interfering signals
that corrupt measurments of the signal backacattered from radar
targets of interest is being developed. It is being tested with
sphere measurements in an indoor microwave radar range. This method
is based on the concept of Wiener filtering (which minimizes the
difference between the signal plus noise and the desired signal in the
time domain). In contrast to the traditional Wiener filter, in which
the time domain difference between two sequences are minimized, the
approach reported here employs the frequency domain phasor amplitudes
of a swept frequency signal. It minimizes the difference (least-mean
-square-magnitude) between the signal-plus-noise and the signal
complex phasors, across the entire spectrum. The Wiener filter
therefore has complex coefficients which act on the phasors associated
with the sequence of frequencies. The design of the filter is based
on the complex autocorrelations of the signal-plus-noise and the
noise. This approach is attractive in radar range measurments where
the support structures create interfering backscattered waves.
Initial tests with a 48 coefficient filter applied to 401 complex
phasor amplitudes indicate successful results.
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A HIGHRESULOTION FULLY POLARIMETRIC C-BAND RADAR

Anders Stjemman, Tommy Sturk, Gudmund Wannberg

Swedish Institute of Space Physics, Box 812, 981 28 Kiruna, Sweden
Telephone: 46 980 12244, Telex: 8754 IRF S, FAX: 46 980 15465

ABSTRACT 2. SYSTEM DESCRIPTION

In preperation for interpretting ERS- 1 data for land use, a C-band To be able to do measurements of fairly high trees in a geometry that
radar has been developed at the institute. The radar consists of two is similar to that of ERS- 1 with an incidence angle of 22 degrees it is
20 dB standardgain horns, placed with orthogonal p, arizations in necessary to place the radarantennas at a height of nearly 30 m. It is
the top of a 27 m high transportable telescopic mast and connected to also essential to be able to make measurements at many different
the two ports of the S-parameter testset in our HP 8510B network locations to collect data from a great number of different vegetation
analyser system with two 35 n long lowloss cables. The horns, types. The choice we did was to purchase a mast that is mounted on
which are fully steerable in azimuth and elevation, are both used a trailer and made of five telescopic sections which allows the mast
both for transmitting and receiving and the builtin twelve-errorterm- to be raised to a height of 27 m. The permissable antenna area is
correction of the network analyser is used to calibrate the measure- 1 m2 and max load is 1000 N. We also decided that we should use
ments to get the four complex S-parameters simultaneously over a the S-parameter testset, the calibration capability and the large
number of discrete frequencies. The data is then transformed to time dynamic range of the networkanalyser to make polarimetric
domain where it is corrected for the antenna gain and for the range measurements with only two linearily polarized pyramidial horns.
dependence of the illuminated beam area and of the spreading The frequency band of the horns was chosen to be compatible with
loss.The complex scattering matrices from individual scatterers that of ERS-1 i. e. 5.3 GHz. The networkanalyser and the
within the mainlobe can thereby be determined with a range resolu- hostcomputer is placed in a van which can tow the trailer.
tion downto approximately 10 cm (max bandwith of the horns is
2.05 GHz). In the future it is planned to expand the system with In order to make the system even more flexible we also purchased a
horns in the L-band and X-band or with a broadband (1-18 GHz) computer controlled antennarotor steerable in 180 degrees in
crosspolarized antenna depending on future grants. elevation and 360 degrees in azimuth. The cables that connect the

horns with the networkanalyser are 35 m long and has only 10 dB
transmisson loss at 5.3 GHz and are usable up to a frequency of

1. INTRODUCTION 10.2 GHz.

As a part of a national program the Swedish Institute of Space In purpose of getting better documentation over the measured data
Physics has initiated a project that will investigate the possibility of we also have placed a remotely controlled videocamera between the
using ERS-1 data for land resources overwiev. The reasons for horns looking in the same direction as them.
locating this activity at Kiruna was partly because of the location of
the ESA-ground station that is going to receive data from and to 3. CALIBRATION TECHNIQUE
some part control the European ERS-I satellite.

The reflections and the attenuation in the catbes o.id connlectors ate

In order to meet future demands on interpretting data from polari- numerically compensated for by the 12-errorterm calibration model
metric satellites it was decided that we should not only do measure- that is implemented in the network analyser. In order to compute the
ments in the same polarization and frequency as the ERS-1 but we right errorterms we are using the calibration kit that we purchased
should also do fully polarimetric measurements at several frequency for our dielectric measurements and we are making the calibration
bands. As a first step towards th's capability we applied for and with TRLcalibration technique. In that way we can calibrate at the
received grants from the Wallenberg foundation to purchase a net- waveguideside of coax-to-waveguide adapters that connect the
work analyser to be used as a transmitter and receiver as well as a coaxcables with the horns. By viewing the data in timedomain we
data processing unit in the whole frequency range of interest. immediately get an indication on how well our calibration
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succeeded. The horns themselves are low reflective and practically 5. CONCLUSION
lossless why in a first approximation their influence can be neglected
and merely gated away The antenna gains are rather readily With our radarsystem we are filling the gap between airborne radar-
CalLulated from their approximate aperture functions and can be systems and truckmounted radarsystems. We have the possibility to
compensated for in the frequency domain, afterwards the range control the exact position of the radar and to revisit the same spot
dependent terms in the radarequation can be corrected for in the time many times in order to make comparisons of the measured data
domain after an FFT of the data. By converting back to frequency under varying temporal conditions and at the same time we have the
domain one should get a good approximation of the scattering possibility to do measurements of rather high forest from above the
matrices as seen from the satellite and there should also be a fading canopies to resemble satellite measurements. By using the S-para-
effect in frequency which makes it possible to calculate the meter testset of our network analyser we are able to do polarimetry
necessary means in order to determine the scattering coefficients. with only two antenna elements so long they are low reflective and

connected to the ports with lowloss cables.

6. REFERENCES
4. MEASUREMENT STRATEGY

I HP 85 10B NETWORK ANALYSER Operating and programming
We are planning to select a number of locations in the neighbour- manual, part number.HP 08510-90070 Hewlett-Packard, 1985.
hood of Kiruna which represent different vegetationtypes such as 2 A. Stjernman, T. Sturk, G. Wannberg, A WAVEGUIDE
different kinds of forest, clearcuts, swaps and so on. In order to get DEVICE FOR MEASURING THE COMPLEX DIELECTRIC
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cross-section. 906048-52-4
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ABSTRACT can acquire information about the geosphere,
biosphere, hydrosphere, cryosphere, and atmosphere.

This paper describes a proposed program of space In addition to monitoring changes as they occur, this
observations as part of the Canadian Global Change information makes possible new insights into how the
Program. The proposed program was developed by the planet functions (Malone, 1988). Many of the changes
Remote Sensing Technical Group established by the in the global environment may be monitored on a world-
Royal Society of Canada. In addition to areas of wide basis with remote sensing satellite systems.
emphasis and guidelines for the selection of projects. Following several remote sensing satellites planned
requirements for satellite data and data handling for the early 1990s, the Earth Observing System (Eos)
systems (including data integration, communications) will be launched by NASA, the European Space Agency
are discussed. The full program is contingent upon (ESA) and the Japanese NASDA starting in 1996. Eos
additional funding, platforms will carry a large array of sensors designed

to monitor the Earth as one system, and will provide
R1SUMt the first comprehensive coverage of global processes

from a complementary suite of remote sensing
Cet article d~crit un programme d'observations instruments.
spatiales faisant partie du Programme canadien de ]a
transformation du globe. Le Groupe technique de la Realizing the serious challenge posed by the various
tdl~dtection constitu6 par la Socidt6 Royal du Canada environmental changes, the International Council of
a d6velopp6 ce dit programme. Les champs d'action et Scientific Unions initiated an International
les directives pour la selection des projets sont Geosphere-Biosphere Programme (IGBP) in 1986. In
discutds; ainsi que les specifications pour les preparation for the program of global change studies,
donn6es satellitaires et les syst~mes de manipulation the Royal Society of Canada initiated a planning
de donntes (incluant l'intdgration des donn~es, les process to define a Canadian Global Change Program
communications). Le programme gdndral en lui-mgme est (CGCP). A Remote Sensing Technical Group was set up to
conditionnel A des financements compldmentaires. assist in this planning process by defining a remote

sensing contribution to the program. This paper
1. INTRODUCTION provides a brief overview of the main findings of this

Group; a full roport will be published separately
In recent years the scientific community, decision (Cihlar et al., 1989).
makers and the population at large have come to
realize that the global environment is undergoing 2. OBJECTIVES AND SCOPE
substantial changes. The crucial importance of the
state of the environment for the well-being and future Given the long-term nature of the global change
prosperity of humankind has been brought to focus at program (measurements over a 20-year period are
the political and economic levels as well (Lecuyer and envisioned); the early stages of the planning process;
Aitken, 1987; Anonymous, 1988). Many of the present or and the research that needs to be done before space
anticipated environmental problems are continental or observations can routinely be used for monitoring
global in nature, and the traditional data gathering global change, it is evident that the program should
as well as processing techniques are no longer be planned in two stages. The objectives can
sufficient for either monitoring or process studies. realistically be defined only for the first stage

during which preparations for the routine monitoring
Global obsorvati-n-cf the Earth -ith satellitA of the earth should be carried out. It is proposed
sensors are required simply because no other approach that the following goals be achieved during the
permits measurements to be made at the required preparatory phase (i.e., by 1996):
spatial and temporal resolutions. Satellite sensors
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1. Complete the development of procedures, models, and latitude region in exhibiting, or affecting the
data handling systems which are required use trend of, global changes.
satellite data for:

Other conditions being equal, problems/issues where
* detecting global changes over Canadian territory Canada has strength should receive priority.

with emphasis on the boreal forest, grasslends,
agricultural regions, the coastal zone, sea and 3.2 Satellite data needed
lake ice, snow, permafrost, and the atmosphere;

Historical satellite data are kept in two basic types
* assessing the magnitude of the changes; and of archives, national and global. National archives

usually maintain data received by that country through
* determining its current and future impact of these direct downlink to a ground receiving station.

changes. Generally, these are data either provided by sensors
(often experimental) launched by that country, or data

2. Develop next-generation satellite data processing from foreign satellites which are considered important
and modelling technologies with emphasis on the in the national context. Existing national archives
integration of image analysis, geographic typically contain data from sensors that provide
information systems, and digital networks. images at high resolution and relatively high data

rates. The Canada Centre for Remote Sensing (CCRS)
3. Contribute to the definition, development, and archive of LANDSAT data received by Canada since 1972

implementation of international satellite is an example of this type.
observation programs for global change studies.

Numerous satellite sensors gather data that need to be
The above goals are motivated by the economic and collected around the world to provide meaningful
social self-interest of Canada; its responsibility information (e.g., atmospheric measurements). These
both as the second largest country in the world and a data can be efficiently handled by one agency in a
technologically advanced space nation; and its global archive. Such an agency may have national
commitment to environmental preservation and mandate, or may serve the needs of the international
sustainable development. The achievement of these scientific community (e.g., the World Data Centers).
goals will place Canada in an excellent position to Global archived data sets will be crucially important
establish a long-term, effective system for using for the success of global change studies, and the
space observations for global change as well as organization of these facilities therefore warrants
resource management purposes. special attention.

In order to develop the procedures and models for The Canadian program of earth observations for global
using the data from future satellite systems, change must assure access to both types of satellite
investigations should be planned on a case by case data. It is important that data received in Canada be
basis. Where possible, adv3ntage should be taken of stored in permanent arch:ves so that they are readily
other programs underway or planned, nationally or accessible and furthermore, Canadian scientists must
internationally. Some projects have been started or be able to access relevant data from other satellites
are under active consideration, others need to be archived outside of the country.
developed. The rdnge of investigations that should be
undertaken in Canada include atmospheric correction During the operational period of the IGBP, the
models, albedo and net radiation mapping for climate following satellite data should be available:
modelling, vegetation monitoring and modelling,
monitoring of atmospheric constituents, monitoring a Broad coverage of the entire territory (including
cryospheric variables and oceans monitoring. Details the coastal zone) using sensors that measure
concerning these investigations are provided elsewhere atmospheric or surface variables. These could be
(Cihlar et al., 1989). A final list of possible coarse-resolution scanning sensors or profiling
projects will result from further discussions within sensors.
the CGCP, as well as in the international scientific
community. * High spatial and spectral resolution coverage of

selected sites on a sampling basis. In general,
3. SATELLITE DATA AND ANALYSIS SYSTEMS NEEDS these sensors yield large amount of detailed local

information but they cannot provide global coverage
3.1 Project selection criteria with a sufficiently short repeat cycle.

The IGBP provides many challenges and opportunities. Both types of data described above will be collected
The human and financial resources that Canada may be by various satellites launched in different programs,
able to devote to the program will likely not be and only some of these will be directly received by
sufficient to cover all the important questions, and Canadian ground stations. This is why access to
choices will clearly be necessary. Three criteria are satellite data stored in foreign archives is important
proposed to make these choices in the CGCP: for the Canadian Global Change Program.

* The problem/Issue selected should be important for The multinational polar platform EOS program wii
global change in the Canadian or world-wide require a linked network of earth observation data
context. Importance could be economic or centres by the international partners to facilitate
scientific, or preferably both. data access and exchange. The USA plans include the

development of a data management system (EosDIS) that
* Problems/issues that are unique to Canada should will serve the international scientific community

receive priority. The main reason for "uniqueness" studying global change. So far, there is only limited
will be the geographic location of Canada on the demonstration project experience in archiving and
globe and the consequent role of this northern management of global data sets for supporting
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scientific research. Canada will need to plan Its Conceptually, the above capabilities can be provided
participation In the global data archive and by networking data bases (featuring a standardized
management by building on existing strengths in access) with image analysts/geographic information
government data centres and in industry. A Canadian systems; this configuration is termed GCNet. GCNet
link to the international data exchange and archive would take advantage of existing computer network
network will need to be established to facilitate the capabilities. Its unifying theme will be the common
access to data for global change which is necessary interest of the GCNet participants in the problems of
for active participation by Canada. global change, and the joint development and use of

tools needed for global change activities.
Data archived in Canada must be stored in a manner
which will assure their preservation and retrieval for The geographic information system (GIS) concept has
an essentially indefinite period of time. This been developed principally for combining and
requirement implies the permanency of the storage manipulating various location - specific data types
medium itself as well as the upward compatibility of with the intended purpose of obtaining a new insight
the data storage and retrieval technology as the into a problem or deriving new information. For global
state-of-the-art develops in the future. With new change work, the GIS should have the following
storage media such as optical disks and optical tapes, capabilities:
the first problem is becoming effectively resolved.
However, the question of recording data in a format * To handle point, line, polygon, tabular, raster
that will be readable in the future will require (image) and vector data easily and efficiently;
continuing attention.

* To rapidly convert between raster and vector formats
3.3 Data handling systems requirements without loss of spatial accuracy;

Research and applications carried out within the IGBP * To answer queries concerning data content; to combine
will be typified by extensive use of digital data data layers; to run models using the data; and
which must be processed through a variety of generally to apply various numerical spatial
inversion, descriptive, and predictive models. The operations;
data will reside in data banks managed by different
agencies, primarily in Canada but data from other * To display data graphically and to provide various
countries will also be required. It will be critically output formats (including cartographic outputs and
important that individuals involved in the IGBP have simulated model results);
the means to determine what data are available, to
obtain the required data sets from the data bases, and * To facilitate interactions with digital data bases
to combine and process these using appropriate models. listed above.

At the present time, the formats of individual digital A number of systems are presently available
data bases of potential importance to the CGCP are commercially, in Canada as well as internationally.
different, and access to the data is often difficult However, the existing systems do not have all the
and time-consuming. They are accessed via computer capabilities required for global change applications.
tapes and usually involves reformatting and the This is due to the combination of demanding
resolution of compatibility problems. The data and requirements and the continually developing state-of-
information system needed for the CGCP should have the the-art in GISs. The next generation of GISs is under
following features: development, and attempts are being made to build in

some of the desired features (e.g., Smith et al.
* Capability to determine from a remote terminal what (1986).

data are available in the various data national or
international data bases (regardless of the The discrepancy between the requirements suggested
physical location of these data); above and oresent capabilities highlights the need to

conduct further research and development in a focused
* Capability to ascertain (on - line) those way so that advanced GIS systems become available for

characteristics of the data which will allow global change activities. It should be emphasized that
deciding whether the data should be acquired for in comparison with existing GIS products,the advanced
the purpose at hand; systems will also be of superior value for the

management of natural resources (which currently
* Capability to transfer, or place an order for, a represents a major use of GISs in Canada).

subset of a data base;
The development and implementatiun of a data and

* Ability to combine data from various data bases and information systems described here will be a
forms (point, line/polygon, raster) into a unifying complicated process that will require time and the
framework, most often on a geographical basis; active cooperation of numerous agencies, in Canada and

internationally. Clearly, it will not be possible to
* Capability to manipulate elements of the integrated do a wholesale replacement of the existing facilities

data set; with new, compatible ones. However, it is possible to
agree on a comnmon set of standards as a goal, and to

* Capability to input the digital data into various adopt a policy of gradual transformation of the
models; existing systems to this standard (Office of Space

Science and Applications, 1987). In this way, a
* Capability to run the models as part of distributed system with progressively increasing

development, verification, validation, or capabilities can be developed.
application activities, and to exchange the
results. Developments with high relevanco for advancing the

GCNet concept are already taking place at the
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Department of Fisheries and Oceans; the Atmospheric qoals. It should be remembered that these investments
Environment Service; the National Research Council: will provide payoff not only in understanding and
the Department of Energy, Mines and Resources: and assessing the impact of global changes but also in
elsewhere. resource management and in the development of advanced

information handling technologies.
3.4 Observatories

5. REFERENCES
An integral component of a space observations is
verification of image-based algorithms or Committee on Space Research. 1987. Information
interpretation procedures against ground data. Bulletin No.108, April 1987. 138 p.
Consequently, it is important that, in the IGBP
planning process, provision for state-of-the-art field Cihlar, J.. E. LeDrew, H. Edel. W. Evans, G. McKay, L.
observatories be made that address the remote sensing McNutt, and A. Royer. 1989. Contribution of space
requirements. The planning of such observatories is observations to the Canadian Global Change Program.
underway in Canada and internationally. A list of Report to the Royal Society of Canada by the Remote
observational requirements for different components of Sensing Technical Group. In print.
the environment has been prepared (Cihlar et al.,
1989).

4. CONCLUSIONS

The IGBP provides an opportunity for Canada to develop
better understanding of the environment in which we
live, and the way in which our way of life may be
affected in the future by possible large - scale
changes in this environment. With a more complete
knowledge of the environment, we can implement
economic and social policies in tune with the
environmental imperatives and thus achieve the goal of
sustainable economic development.

Since the monitoring and understanding of global
change necessitates that repeated observations of a
variety of biophysical parameters be made over very
large areas, remote sensing - particularly satellite
observations - must make a key contribution to ensure
success for this program. This need places
considerable responsibility on those involved in
remote sensing research and applications as well as in
the development of programs and policies for the
future. It is clear that the potential for a pivotal
remote sensing contribution to the CGCP exists. Its
realization necessitates that much progress be made in
the areas of satellite data acquisition, archiving and
access; the extraction of biogeophysical information
from satellite observations using inversion models;
the establishment of systems that will facilitate
global change research, including technological
developments in certain key areas; and the formulation
and implementation of a plan of activities that
focuses the various techniques available for global
change studies - laboratory, remote sensing, field,
modelling - on problems that are of critical
importance to the Canadian portion of the globe. From
the viewpoint of remote sensing applications, it is
very important to bear in mind that the techniques and
knowledge developed through global change research
will be directly applicable to the more established
resource management uses of satellite data.

For remote sensing to make a contribution to global
change studies, it is critical that the data be
accessible at a low cost. This is because of the large
volumes of data required and the fact that funding
agencies do rioL iuve Lite runds that wouLd, .a i6ad od to
purchase the data if policies such as those presently
applied to high resolution satellite optical data
applied.

The proposed remote sensing program is very ambitious.
In our view, Canada has the necessary scientific and
technological capabilities. However, significant new
resources will be needed to achieve the Intended
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David L. Toll

Hydrological Sciences Branch
NASA/Goddard Space Flight Centar

Greenbelt, MD 20771 USA

ABSTRACT In this paper, initially, a solar band estimation
model from satellite narrow band derived reflectance

A solar albedo model based on converting narrow band is given and discussed. Then specific processes and
satellite derived reflectance to four major spectral problems related to solar, surface albedo are
regions (ultraviolet, visible, near-infrared and addressed: 1) the conversion of narrow band derived
shortwave middle-infrared) and weighted by the reflectance to solar band albedo; 2) the effects and
relative supply of global solar radiation is studied dynamics of the spectral composition of the incident
and further developed. Narrow band to broad band solar radiation; 3) the canopy and energy interactions
conversions within visible and near-infrared regions from changes to the angular distribution of the
are shown to be accurate; however, the transformations incident solar radiation; and 4) the ultraviolet and
are indicated to be surface feature dependent. shortwave middle-infrared derived reflectance
Atmospheric aerosol and illumination effects are contribution to the solar albedo.
indicated to be near insensitive to spectral region
integrations for solar albedo estimation, but are 2. SOLAR ALBEDO ESTIMATION MODEL
shown to be significant factors affecting the spectral
and canopy albedo. The erectophile and spherical Brest and Goward (Ref. 3) derived a solar, albedo
canopy albedos wero sensitive to atmospheric and model using narrow band Landsat MSS spectral data. A
illumination condition, whereas the planophile was more general form of the model is given next.
relatively insensitive. The contribution of a
shortwave middle-infrared reflectance to the canopy Psolar = kvis*pvis + knir*Pnir + ksmir*Psmir (1)
albedo is shown to be an important component,
accounting for albedo changes to 16% with increasing Psolar = solar albedo
green vegetation. Pspec = derived surface reflectance for the spectral

regions (visible (0.38-0.72 pm), near-ir
Key Words: Albedo, Atmospheric Effect, Canopy Modeling (0.72-1.30 pm) and mid-ir (1.3-3.0pm)).

k = proportion of surface, solar irradiance by
1. INTRODUCTION spectral region

The remotely sensed estimation of a surface, solar The spectral region derived reflectance is weighted by
albedo, or the percentage of solar radiation reflected the average proportion of surface, solar irradiance
at the surface, is associated with numerous problems, for the specified spectral region. In this approach,
In addition to basic remote sensing problems of sensor the spectral band derived reflectance representing a
radiometric calibration, atmospheric attenuation with satellite bandpass is converted to a broad band of
scattering, and emission corrections, image to map "uniform w spectral reflectance. For vegetation they
registration and sensor autocorrelation, there are assumed there are three major spectral regions in the
problems associated with estimating the entire solar band where the spectral reflectance is near
hemispherical surface exitance from the directional uniform. These three spectral regions are visible
only satellite derived radiance, and from converting (0.38-0.72 pm), near-infrared (0.72-1.30 Im), and
the sensor band pass derived reflectance to a broad shortwave middle-infrared (1.3-3.0 pm). Gausnan
solar band reflectance. There is an acute need to (Ref. 4) indicates these three spectral regions are
solve these problems for the determination of a solar uniquely characterized in terms oF the leaf optical
albeio to study many land and climate processes, properties of reflectance, absorptance and

transmittance.
Surface albedo (or the transpose, surface absorptan
accounts for nearly three-fourths of all absor 3. SATELLITE NARROW BAND SENSING
solar radiation in the Earth-atmosphere syst
Several studies (Ref. 1) evaluated changes in the I The satellite waveband spectral response function is
to atmosphere reflected shortwave energy fluxes on typically selected over narrow wavelengths in the
vertical atmospheric motion and associa solar region for inclusion within atmosphere windows
precipitation processes. Further, seve and for sensing specific processes such as chlorophyll
investigators have used surface albedo in surf absorption and mineral type discrimination.
energy balance estimation to solve for latent h
flux or evapotranspiration as a residual (Ref. 2).
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3,1 Satellite Narrow Band to Solar Band Conversion is probably needed. Since there is a difference

between linear slopes for soybeans and orchard grass,
A hlgh spectral resolution field spectrometer analysis of results indicate a simple empirical model(0.38-1.lpm) was used to collect spectra for myntwr o ag fsraefauecniin

simulating satellite waveband (Table 1) derived may not work for a range Of surface feature conditions

reflectivitics for two surface covers (soyboans and and hence future work should study more robust

orchard grass) at the Beltsville Agricultural Research procedure.

Center in Greenbelt, Maryland on October 8, 1986. The
surface reflectivity was derived from concurrent Table 1. Regression analysis statistics of the multiple correlation

reference panel spectra following procedures given in coefficient (R
2
), intercept (be) with standard error, and slope

Kimes and Kirchner (Ref. 5). The data were collected coefficient (bl) with standard error for the satellite simulated spectral
reflectance (independent variable) to the associated spectral region

between 0900 and 1200 Idst at solar zenith angles (visible, near-infrared or total 0.38-2.3 m).
ranging between 470 and 700. The field spectrometer
derived spectra with a spectral resolution to 0.01 pm, Soybeans Orchard Grass

were radiometrically calibrated and integrated over R
2 

b(s.e.) b(1) (s.e.) R
2  

bo(s.e.) bl(s.e.)
the satellite wavebands and for the total visible ..... ...........------------------------..........
(0.38-0.72pm) and the near-infrared (0.72-1.10pm) AVHRRI-VIS .964 .008(.002) .761(.031) .865 .003(.004) .791(.069)

AVHRR2-NIR .983 -.008(.008) .748(.020) .994 .005(.003) .743(.012)

spectral regions. The spectral integrations were AVHRR12-TOT .988 - .982
completed for comparing the satellite simulated
reflectivity to the total reflected radiation by major VISSR-VIS .967 .008(.002) .776(.030) .939 .000(.002) .798(.045)
reectv i . TVISSR-TOT .527 .062(.004) 1.423(.287) .696 .008(.014) 1.562(.230)spectral subregion. The objective is to determine if

satellite derived narrow band reflectance can be lSR-vIS .613 .010(.008) .298(.051) .830 .007(.004) .382(.038)
MSR-NIR .970 -. 009(.011) 1,847(.069) .978 -. 010(.006) 1.762(.057)extrapolated within the total visible or total near-hr MSR-TOT .999 .000(.007) .945(.004) .999 .000(.001) .951(.006)spectral region.

MSSI-vIS .948 .008(.003) .899(.044) .983 .000(.001) 1.032 (.030)
Linear regression analysis was conducted between the MSS2-vIS .965 .007(.002) .755(.031) .900 .001(.003) .705(.052)

MSS3-NIR .920 .001(.018) .720 (.045) .9, .011(.005) .768(.0241
satellite narrow band derived reflectanCes (the MSS4-NIR .995 .002(.004) .932(.012) .998 -. 000(.001) .909(.007)
independent variable(s)) and the total spectral region MSSI/4-TOT .997 - - .993 - -

(i.e., visible and near-infrared derived reflectance). TUI-viS .830 .008(.004) 1.401(.135) .966 .001(.002) 1.436(.059)
For example, a satellite waveband sensing in the TM2-VIS .946 .010(.002) .859(.043) .971 .000(.001) .981(.037)
visible such as band 1 to NOAA AVHRR (0.570-0.699 pm) 1)13-VIS .964 .008(.002) 893(.036) .961 .000(.002) .938(.041)
is compared in a linear regression model to the TIH-NIR .987 -. 007(.007) .697(.016) .989 .007(.004) .681(.015)
derived reflectance for the total visible reflectance T1J14-TOT .991 - .980 -

(0.38-0.72 pm). Analyses of the correlation
coefficient indicates the utility of the satellite 4. SOLAR RADIATION SUPPLY EFFECTS
system to estimate a broad band reflectance for the
visible, near-infrared, or combined visible/near- To study the spectral composition and angular
infrared spectral region. A slope coefficient not distribution of the solar radiation at the surface on
equal to one indicates that a linear transformation the solar albedo the diffuse atmosphere data set of
may be required before the satellite spectral Dave' (Ref. 6) was evaluated. The Dave' data sets
reflectance may be used to directly represent a from Models 2 , 3 and 4 were analyzed (Table 2). The
spectral region reflectance. data set is simulated at 77 wavelengths betwoen

0.31 pm and 2.40 pm.

Examination of Table 1 indicates all sensors with
wavebands in both the visible and near-infrared Table 2 gives the percentage of solar irradiance
spectral regions (i.e., MSS, Thematic Mapper (TM), and incident at the surface in terms of diffuse, direct
Advanced Very High Resolution Radiometer (AVHRR)) and global (direct + diffuse) radiation integrated
significantly represented the surface reflectance for over the four major spectral regions for Models 2, 3
the total visible and near-infrared radiation. This and 4 at selected Sun zenith angles. The global
generally supports several studies indicating a high radiation percentages are the spectral region solar
relationship of reflectance within both the visible irradiance coefficients (i.e., k) in Equation (1).
and near-infrared regions. The visible derived Both an incruasing Sun zenith angle (i.e., 0 to 70 9 )
reflectance of each satellite bandpass is highly and an increasing aerosol loading (Model 2 to 3 to 41,
correlated with the total visible reflectance by at contribute to increased scattering, producing less
least 0.964 r2 for soybeans and 0.920 r2 for orchard direct radiation and more diffuse radiation. For
grass (Table 1). There is however a range in value of direct radiation there is proportionally less energy
the linear slope coefficients for soybeans, ranging in the ultraviolet and visible regions with a shift of
from 0.899 (the closer to one the better is the energy to the longer near-ir and middle-ir
representation of the broad spectral region without wavelengths. As can be seen by the small changes in
incorporating a correction) for Landsat MSS-1 to 0.761 the global radiation proportions between illumination
for NOAA AVHRR-1, and for orchard grass ranging, from and model conditions, there is nearly a complete
1.03 for MSS-1 to 0.705 for MSS-2 (Table 1). compensating effect of an increased diffuse radiation
Similarly, for near-infrared reflectivities, when there is reduced direct radiation. Hence,
correlations are generally high for all sensors with analysis of results indicates a single average set of
bands sensing within the near-infrared. For soybeans spectral proportions for the global radiation may be
the correlation coefficient is 0.983 r2 and higher, used in Equation (1) with oniy a small introduced
and for orchard grass the correlation is 0.980 ry and error over many clear sky and illumination conditions.
higher. However, the range in linear slope In addition, Table 2 shows the ultraviolet and
coefficients is higher for near-infrared radiaton shortwave middle-ir contribute to approximately EX and
than for visible radiation, ranging from 0.909 for 10% of the solar albedo. Table 2 also includes the
MSS-4 to 0.681 for TM-1. The high correlation but percent diffuse radiation to global radiation. For
changing s cpe coefficients indicates the satellite increased scattering either from a higher Sun zenith
wavebands may be used to estimate a solar albedo, angle or additional aerosols there is an increase in
however, a transformation of the satellite reflectance the percentage of diffuse radiation.
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Table 2. Proportion of spectral Solat irradiance at surface by spectral between atmospheric models at high Sun zenith angles
region, Also given is percent diffuse to global. Analysis of Dave' (i.e., higher than 650 0,). At high Sun zenith angles
(1978) atmosphere diffuse data set. Model 2 Cases with no aerosols. little direct solar radiation is reaching the soils
Model 3 gases plus low loading (r'aO.0 0 .5 pm). Model 4 gases plus where there is a lower reflectance than the leaves.
moderate aerosol loading (r',0.45 8 .5 sm). However, the scattered diffuse radiation is

isotropicelly incident at the canopy top (as input to
( NR.. ) canopy moo,'l), having a- increased likelihood for

EXOat=osphere .063 .432 .350 .155 interaction with the soils. Hence, at high Sun zenith
angles, Model-4 with increased aerosol scattering has

Sun Zenith Angle a lower reflectance. The erectophile derived canopy

00 450 700 albedo (Fig. 2) has a greater probability for light to
Model 2 UV VS NR YR bV VS NR MR uv VS NR UR penetrate to the canopy bottom and therefore is shown
Dir:c - .4-X1 .385 lOS .031 .- 8 .9s .TO$ .X4 .74 .4T .10 to be the most sensitive to atmospheric condition. On
Diffuse .313 .635 .051 .001 .288 .858 .054 .001 .220 .711 .850 .001 the other side, the planophi le leaf angle distribution
Clobal .053 .430 .368 .100 .048 .480 .373 .008 .039 .460 .387 .097
Dltf(%) 29.6 8.6 0.7 0.1 39.8 Q.2 1.0 0.1 67.6 18.0 2.4 0.2 permits the least amount of light to penetrate the

understory and hence the solar albedo is least
Model 3 sensitive to atmospheric and illumination changes.
Direct .038 .48 .388 .110 .031 .480 .397 .112 .014 .428 .434 .124
Diffuse .154 .568 .242 .034 .142 .579 .245 .033 .111 .600 .257 .033
Global .052 .478 .370 .101 .048 .478 .374 .099 .040 .474 .388 .09 4.2 Shortwave SMIR and Ultraviolet Reflectance Effects
D ff(%) 34.4 13.8 7.6 3.9 45.6 18.7 10.1 5.1 74.3 33.8 17.8 8.8

Model 4 Papers reporting on solar albedos previously, have
Direct .037 .444 .390 .129 .029 .429 .402 .140 .012 .360 .434 .194 emphasized the incorporation of using only a visible
Diffuse .077 .528 .340 .058 .070 .S28 .345 .058 .058 .521 .359 .062 and near-ir reflectance without the estimation of a
Global .050 .472 .373 .104 .046 .471 .378 .105 .042 .464 .385 .108 ultraviolet or middle-ir reflectance (Ref. O).
Diff(%) 50.8 37.4 30.5 17.8 63.9 47.5 38.6 22.7 89.0 72.8 80.4 37.1 However, research has indicated the unique

contributions of middle-ir reflectance in comparison
4.1 Diffuse vs. Direct Radiation Effects to visible and near-ir reflectance (Ref. 4). Middle-

ir is affected both by liquid water absorption and
Analysis of the diffuse versus direct radiation scattering from the leaf's internal structure.
effects on solar albedo was studied using canopy
reflectance simulation modeling. The extended Suits Table 3 gives the solar albedo for different spectral
model, SAIL (Ref. 7), with the addition of a complete region combinations. Solar albedos are compared as a
leaf angular distribution was used. The SAIL model function of Sun zenith angle, LAD, leaf area index
has shown to be in reasonable accuracy against 'in- (LAI), single green leaf, bare soil, and atmospheric
house', field collected bidirectional reflectance aerosol scattering (Dave' Models 2, 3, and 4).
data. Results may be determined at any relative Inspection of Table 3 indicates a substantial
azimuth and view angle for a specific Sun zenith difference of over 20%, when using the 50% visible
angle. For comparison between conditions the view versus near-infrared approach in comparison to using
zenith and relative azimuth angles of 600 and go as all four spectral regions weighted by the proportions
recommended by Kimes and Sellers (Ref. 8) were used. given in Table 2. Differences from not including an
These angles were found to represent a hemispherical ultraviolet reflectance are small. However, the
albedo for a wide range of conditions to within 11%, middle-ir contribution is significant with a 15.4%
working optimally between 300 and 450 Sun zenith difference for the base-line parameterization. This
angles. The canopy optical properties (Ref. 4) were is 5% more than for the single leaf derived solar
estimated from the average green leaf optical albedo difference (Table 3) and represents 5% more
properties averaged over the ultraviolet, visible, than the total supply of middle-ir solar radiation
near-infrared and middle-infrared wavelengths. A soil (Table 2). The larger difference may be attributed to
reflectance was estimated for a moist clay soil at the low transmittance (i.e., and high leaf
35-40% soil moisture. The percent diffuse radiation absorptance) relative to near-ir yielding a lowering
was estimated using the data in the Dave' Models 2, 3 of the middle-ir canopy reflectance with increasing
and 4 for the four major spectral regions. vegetation. Table 3 gives data indicating the large

differences in albedo without a middle-ir as a
Figures 1-3 illustrate the change in solar albedo as a function of increasing LAI, changing from 7.1% at a
function of Sun zenith angle (0s) for each of the 0.5 LAI to 16.7% at a 7 LAI.
three Dave' models. Albedos are given for the common
spherical (Fig. 1) and erectophile (Fig. 2) leaf
angular distributions (LAD) and for contrast results
are given for the planophile LAD (Fig. 3), each at a 5. SUMMARY
leaf area index of three. At low to moderate Sun
zenith angles (to 600 OS) the solar albedo increases A solar band estimation model was discussed based on a
with increased diffuse radiation (Model-4). The near uniform spectral reflectance of vegetation for
increased albedo is from a decrease in the amount of four major spectral regions (ultraviolet, visible,
direct radiation incident at the canopy relative to near-infrared, and shortwave middle-infrared).
diffuse radiation. The canopy reflectance to the Analysis of field derived spectra indicates a narrow-
dirat. beai radtn =!....d because u. Lh bd . . . a near-inriifue derived roliectance
increased penetration to the less reflective, moist may be used to represent approximately 85% of the
soil. In the canopy modeling, the diffuse radiation total shortwave solar radiation. However, simply
incident at the canopy is isotropically distributed using the satellite derived reflectance to represent a
and has a lower probability of interacting with the broad visible or near-infrared spectral region may
soil and hence has a higher reflectance, similar to introduce differences to 30%. In these situations a
the leaf reflectance. Hence, as the probability simple linear transformation of the satellite derivwd
decreases for solar radiation to interact with soil, narrow band reflectance is required to correspond to a
the canopy reflectance will be higher from the broad spectral region reflectance for solar albedo
increased leaf reflectance and transmittance. All estimation.
three figures illustrate a reversal in solar albedo
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Table 3. Comparison of canopy, leaf and soil solar albedo reflectance. The ultraviolet reflectance- was less
estimates with a relative azimuth of 900 and a view-angle of sensitive with errors introduced at approximately
600. Base-line spherical LAD, Dave' Model-4, LAW3, and Sun 0.3%. Conventional solar albedo estimation -using a
Zenith (0s) at 460. Data in parentheses are the percent 50% visible to near-ir reflectance weighting may lead
differonce from -- [ABS(-(2,3 or 4)-f1)/|1]. to errors up to 25% in comparison to using all four

Column Sumary major spectral region reflectances weighted by thespectral, global radiation incident at the surface.
fl. All 4 major spectral regions weighted by the relative

proportion of the surface, global radiation.
f2. Visible and near-ir weighted at 509 each. 6. REFERENCES
f3. No ultraviolet, represented by visible. Wtgs. as in fl.
#4. No middle-ir, represented by near-ir. Wtgs. as in #1. 1. Sud, Y.C. and M. Fennessy, 1982, A study of the

SOLAR SURFACE ALBEDO influence of surface albedo on july circulation in
semi-arid regions using the glas 0CM, Journal of

PAALBWERIZATION #1 #2 g_1 Climatology, 2:105-125.
Ti1 ea 25.58 28.59(11.5) 2 .72) 27.4T7.4)

2. Taconet, 0., R. Bernard, and D. Vidal-Madjar,
Bare soil 15.48 16.0(3.4) 16.6(1.2) 15.7(1.9) 1986, Evapotranspiration over an agricultural

Base-line (O=4s, region using a surface flux/temperature model
LAI3, Dave'-4, based on NOAA-AVBRR data, J. Climate Appl.
spherical) 21.76 25.9(19.1) 21.8(0.3) 28.9(14.9) eteorol., 25:284-307.

Base-line changes: 3. Brest, C. and S. Coward, 1987, Deriving surface

LAD-Planophile 22.51 26.9(19.7) 22.5(0.2) 25.6(13.8) albedo measurements from from narrow band
LAD-Brectophile 23.22 27.4(18.2) 23.2(0.3) 25.6(14.6) satellite data, Int. J. Remote Sensing, in press.

qs-Oo  19.63 23.6(20.5) 19.6(0.0) 22.6(16.5) 4. Causman, H., 1985, Plant leaf optical properties
Os-75° 25.12 29.1(16.0) 25.2(0.3) 28.9(14.9) in visible and near-infrared7 ht, Grad. Studies,
Dave'-2 20.10 24.2(20.7) 20.1(0.0) 23.0(14.4) No. 29, Texas Tech, Lubbock, TX.
Dave'-3 20.48 24.6(20.4) 20.5(0.3) 23.4(14.6) G. Kimes, D. and J. Kirchner, 1982, Irradiance
LAI-0.5 16.28 17.9(10.0) 16.4(0.8) 17.4 (7.1) measurement errors due to the assumption of a
LAI-1 17.58 20.1(14.1) 17.6(0.6) 19.5(10.8) Lambertian reference panel, Remote Sensing
LAI-7 24.00 28.9(20.4) 24.1(0.2) 28.0(16.7) Environ., 12:141-149.

The supply of global radiation by spectral region as a 6. Dave, J., 1978, Extensive datasets of the diffuse
function of atmospheric scattering and Sun zenith radiation in realistic atmospheric models with
angle was shown to be relatively insensitive with the aerosols and co=on absorbing gases, Solar Energy,
diffuse and direct radiation compensating for one 21:361-369.
another. However, although the global radiation was
relatively constant, the changes to the proportions of 7. Yerhoef, W., 1984, Light scattering by leaf layers
direct and diffuse radiation, changing with with application to canopy reflectance modeling,
illumination angle and aerosol loading, were shown to the SAIL model, Remote Sens. Environ., 16:125-141.
substantially change the solar albedo. The
erectophile LAD was shown to be the most sensitive to 8. Kimes, D.S. and P.J. Sellers, 1985, Inferring
atmosphoic condition with the planophile LAD the hemispherical reflectance of the earth's surface
least sensitive. for global energy budgets from remotely sensed

nadir or directional radiance values, Remote
The shortwave middle-infrared reflectance was Sens.Environ., 18:205-223.
indicated to be a significant part of the solar
albedo, with differences to 169 when using a near- 9. Dickinson, R., 1983, Land surface processes and
infrared reflectance to represent a total shortwave climate-surface energy balance, Adv. Ceophys.,

25:305-353.
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Figures 1, 2 and 3. Solar albedo versus Sun zenith angle for three
atmospheric-solar radiation Models of Dave' (1978). Albedos were derived
using canopy modeling analyses over three leaf angle distributions.
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CLIMATE CHANGE EFFECTS ON THE SNOWMELT HYDROLOGY OF WESTERN NORTH AMERICAN MOUNTAIN BASINS

A. Rango and V. van Katwijk

USDA-ARS Hydrology Laboratory
Beltsville Agricultural Research Center
Beltsville, MD 20705

ABSTRACT method being used to estimate the change. Both
general circulation models and development of climate

Several effects of increasing atmospheric CO2  scenarios have been used to estimate precipitation
content on climate are considered in this study, response [1) and [2]. The effect on precipitation is
namely, increasing atmospheric temperature, changing in doubt even for a specific location, however, the
snow water equivalent at the beginning of snowmelt, most commonly cited changes range between a 10%
and changing precipitation during the snowmelt runoff decrease and a 10% increase.
season. The effects that these changes would have on
runoff from mountain basins were evaluated by use of 2. PROCEDURE
the Snowmelt-Runoff Model (SRM). The major effect on
runoff was caused by increasing temperature. An Any of the climate changes in response to a CO2
increase in total seasonal runoff resulted, but the increase thlat have been mentioned should have an
more interesting effect was a redistribution of effect on hydrological processes. In mountainot:s
runoff to the months April and May. Depending on basins where the accumulation and melt of seasonal
whether snowmelt season precipitation and winter snow snow cover is important for runoff production, changes
accumulation increased or decreased, the effects on in temperature and precipitation regimes could be
the hydrograph could be significant. The model particularly important. Because controlled experi-
results indicated a potentially serious problem in ments to evaluate such changes are impossible and
western North America where climate change could accumulation of actual data on such changes will take
widen the gap between water supply and water demand many years, the most effective way to evaluate the
as well as causing existing water storage and hydrological effects of climate change is through well
distribution systems to be ineffective, organized model experiments. A simple snowmelt-runoff

model (SRM) used for simulating and forecasting flow
Keywords: Climate Change, Greenhouse Effect, from mountain basins during the snowmelt season [4]
Snowmelt Runoff, Hydrological Modelling, Mountain was adapted to allow evaluation of the simulated
Basins, Water Supply effects of climate change. In SRM, there are only

three major input variables, and all three will
resp6nd to climate change. These variables are

1. INTRODUCTION temperature, precipitation, and snow-covered area.
Because the three major input variables are physically

As early evidence of the greenhouse effect starts to interrelated, simulating the end effect of the climate
accumulate, there is a definite need to project what change is complex. For the moment the model parameters
the long term consequences of such a major change of SRM will be assumed to be unaffected by the climate
would be on the hydrological cycle. An increase in change. These parameters are the degree-day coeffi-
global CO2 in the atmosphere has become well accepted cient, snowmelt runoff coefficient, rainfall runoff
with most projections indicating that major effects of coefficient, temperature lapse rate, critical
the increase will be felt in the middle part of the temperature (dividing rain and snow events), time of
next century. It has been widely speculated that snowpack ripening, lag time, recession coefficient,
there will be a major climate change in response to and the basin area. Future studies will be directed
the atmospheric CO2 increase. There is general at determining how climate change may affect the
agreement that atmospheric temperature will rise magnitude and timing of some of these parameters.
dramatically in response to a doubling of atmospheric
C0 content. "iatioa l frura tht; eLtLauru ludlcuLu The adapted SRM was tested on two mountain snowpack
a rise generally between l.OC and 5.OC [1) and (21, basins in the western part of North America. The Rio
although recently even a 6.0*C increase has been Grande basin is located in the Rocky Mountains of
mentioned (3]. southern Colorado and has an area of 3419 km

2
. The

Illecillewaet basin is located in the Canadian Rocky
There is also agreement that precipitation amounts Mountains of British Columbia (1155 km

2
). In both

will be affected, but the amount and direction of basins snowmelt contributes the major portion of
change is more uncertain than the temperature streamflow. In the Rio Grande basin the average
response. Increases or decreases in precipitation annual precipitation is 700 mm and the average annual
are projected depending upon locality and the type of runoff depth is 220 mm. The Illecillewaet basin has
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an average annual precipitation of 1890 mm and an end result revealed a redistribution of the runoff to
average annual runoff depth of 1455 mm. The Canadian the months of April and May in response to the temper-
basin is considerably more humid than the U.S. study ature increase combined with an overall decrease in
basin. seasonal runoff volume of about 2%. Figure 1 compares

the 1983 simulated hydrograph using actual data and
Three climate changes were attempted on each of the the simulated hydrograph resulting from the climate
basins to simulate the possible effects of a CO2  change outlined above.
increase in two years, 1983 and 1984. These changes
were first run separately and then in combination. 20
For temperature, a progressive warming of 1V, 20, 3',
40, and 5*C was input to the model and a snowmelt run-
off hydrograph was generated. Subsequently, changes 0
in snowmelt season precipitation of -10% and +10% were 1 MUM. s 10 ,
input to SRM. The final climate change simulation
was a change in winter snowpack accumulation. The 1100 -SIKUTE (AMAU

April I snow water equivalent was changed by -10% and ' /
+10% and the effect on snow-covered area evaluated. 4! \\:
After separate computer runs were made for each SO .

changed variable, various combinations of changesi1 -
were input to SRM, and the resulting snowmelt-runoff 0.
hydrographs were evaluated. PAY JNE V At,,T

Fig. 1. Simulated change in runoff on the Rio Grande

3. RESULTS AND DISCUSSION basin for 1983 as a result of a 3*C increase in
temperature, a 10% decrease in April snow water

The major effect on the snowmelt runoff hydrograph of equivalent, and a 10% decrease in snowmelt season
the two Rocky Mountain basins seems to result from an precipitation (T+3, SWE-10, P-10).
increase in temperature during the snowmelt season.
The greater the temperature increase, the greater the
runoff response. A major redistribution of runoff The type of change shown in Figure I could have
results in a concentration of increased flows in April drastic side effects for water supply considerations
and May coupled with a decrease in flow in the months in western North America. Water storage and distri-
at the end of the snowmelt season. This effect was bution systems may be stressed considerably and not
noted by Martinec and Rango [5). Because of this be able to handle the increased early season flows.
redistribution there ia also an overall increase in Further, the decrease in seasonal volume will be very
the total snowmelt season runoff. significant in most regions of western North America

where total water supply is not even adequate today.
As one would expect, if the climate change has an The increasing demands for water are not synchronized
effect on winter snow accumulation, a resulting effect with these decreasing water supplies that could result
will be felt during the snowmelt season. For example, from climate change. A further intensification of the
on the Rio Grande basin a 10% increase in April 1 snow problem may be revealed as further experiments with
water equivalent will result in about a 6% increase in the model are conducted. Model parameters, up to now,
snowmelt season runoff. A similar decrease in runoff have remained unchanged as the model variables of
during the snowmelt season will result from a 10% temperature, precipitation, and snow cover have been
decrease in April 1 snow water equivalent. The runoff perturbed. It is very likely that as temperature
response to the same changes on the Illecillewaet increases, and snow cover leaves the basin earlier,
basin is not as pronounced as on the Rio Grande. evapotranspiration losses will increase, and the time
Unlike the results of the temperature increase, sequence of parameter valuez will be shifted. This
however, the bulk of the increase or decrease in shift will most likely cause an additional decrease
snowmelt season runoff occurs in June or July as a of the runoff volume. Further experiments will take
result of a change in winter snow accumulation, this effect into account.

Finally, an increase or decrease in snowmelt season Depending on the specific geographical location, an
precipitation has the least effect on the snowmelt amazing range of effects on runoff can apparently take
hydrograph. A 10% change in the April-September place. The major effect results from the temperature
precipitation only has a net effect of a 1-3% percent increase, but the effect of changed precipitation can
change in runoff. The effect on runoff can be magnify or diminish the runoff response to temperature
expected to increase on basins where a significant to the point where there will be serious consequences
amount of precipitation falls during snowmelt. for water storage and distribution systems. The

results of this study show that there may be a need
When more than one of the climate variables in SRM to construct new facilities or modify existing ones
are changed at the same time, the results on runoff so that the growing gap between water demand and water
are magnified or diminished depending on the specific supply does not become a disaster.
climate change in a pertleul-r arpn. For example. on
the Rio Grande basin an increase in temperature,
winter snow accumulation, and summer precipitation has 4. CONCLUSIONS
the most drastic effect on snowmelt season runoff.
Most model calculations and scenarios, however, call Although the effects on climate of increasing
for a temperature increase and some sort of precipita- atmospheric CO2 and the greenhouse effect are not
tion decrease. As an example of what can be expected firmly established, early indications are conclusive
in this situation on the Rio Grande basin, an annual enough to attempt to evaluate the hydrological conse-
temperature increase of 3*C was assumed along with a quences of the climate change. Simulations produced
snow water equivalent decrease of 10% on April 1 and by the Snowmelt-Runoff Model ($RM) on two snowmelt
a 10% decrease in snowmelt season precipitation. The mountain basins in western North America indicate
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that significant changes in the normal hydrograph may
occur. Increasing temperature will change the timing
of flow causing major increases in April and May
runoff. Precipitation response to the changing
climate when added to the temperature response can't
change the effect of redistribution of flow, but it
can magnify or diminish the effect of temperature.
Depending on the geographical location of a basin,
snowmelt season precipitation and winter season snow
accumulation can increase, decrease, or remain un-
changed. The most likely result is a decrease in both
precipitation and April I snow water equivalent. The
resulting hydrograph shows the possibility that there
may be a significant widening between water demand and
water supply. This results from both a decrease in
flow as well as an occurrence of the maximum flow at
a time when the water supply is not needed and when
water storage systems typically have less storage
capacity. If these effects are widespread, there may
be a need for major expenditures to develop new water
supply systems to upgrade existing facilities.
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ABSTRACT

Long term overgrazing in Mexico has caused a sharp discontinuity in surface properties along the
international border in the scmi-arid Sonoran Desert. The United States side, protected from overgrazing by
the Taylor Act since 1934, exhibits longer, more plentiful grasses, less bare soil, and lower albedo than
adjoining Mexican lands. The difference in surface properties affects evapotranspiration rates and evokes a
temperature gradient between the two countries. The more exposed Mexican landscape tends to dry more
rapidly than the United States following summer convective precipitation. Depletion of soil moisture causes
higher surface and air temperatures in Mexico. This study used several satellite datasets, along with supporting
ground and aircraft data, to detect and monitor differences between the two semi-arid grassland regimes.

KEYWORDS: remote sensing, hydrologic cycling, rangeland management, desertification

INTRODUCTION

Approximately 35 percent of the earth's differences in land surface conditions, usually
land surface is characterized as arid to semi-arid, resulting from differing land management
based either on vegetation or climate. In these practices, in otherwise comparable
regions, surface moisture and thermal energy environments. The border between the United
are in a delicate balance, and the low amount of States and Mexico in the Sonoran Desert presents
vegetative cover available for thermal inertia such a boundary. The border has been marked
contributes to wide diurnal temperature by a fence since 1920, and the U.S. side has been
fluctuations and dramatic changes in evaporative protected from overgrazing since the Taylor
cooling after precipitation events. Temperature Grazing Act of 1934. Over time, marked
changes over short time periods probably have a differences in land surface parameters have
large-scale forcing effect on regional energy evolved in response to differing land
budgets. As such, measurement and monitoring management practices (Bahre & Bradbury,
of surface temperatures and hydrologic cycling 1978). Bryant et al. (1985) estimate that Mexico
in arid and semi-arid zones is useful for currently has approximately 5% higher albedo
scientific investigation of desertification and 29% more bare soil than adjoining United
processes. In the past, the large areal scale and States lands.
sporadic weather episodes associated with these A border swath extending from Nogales to
regions has made assessment of causal Lochiel (approximately 40 km to the east) was
relationships difficult. The growing archive of chosen for investigation. In addition, three
satellite data, with its timely and synoptic paired sites along the swath were selected for
coverage, promises to alleviate this difficulty. intensive in-situ analysis (figure 1). Each site-

Experiments designed to measure arid lhnd pair was ecologically distinct and accessible.
surface variables and their possible effect on Finally, a network of weather stations
climate are complicated by the inability to throughout the region was identified for analysis
establish "matched pairs" of study sites (Reining, of long-term temperature and precipitation
1978). Ideally, the site pairs would be located trends.
on either side of a boundary marking profound
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SUPPORTING INVESTIGATION .
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Balling (1988) analyzed archival records S . :
from the weather station network, and found 7 , , ,
summertime daily maximum air temperatures
significantly warmer in Mexico by about 2.5 Figure 2. In-situ measurements at Lochiel,
degrees (C) after accounting for elevation and August 1988.
latitude. Controlling only for elevation, the
difference increased to 4 degrees. Evidence of difference in ET, sustained over a period of
warming in arid regions experiencing decreas-.d several days, is associated with cooler air and
vegetative cover agrees with classical surface temperatures in the U.S.
agricultural meteorology and rangeland Two low-altitude aircraft flights were
management literature (Dregne, 1983, Penman, conducted along the bordei swath during
1956). No significant difference in precipitation summer 1988. Airbcine thermal-infrared
amount was found between the two countries, measurements on the first flight, which occurred

Balling (1989) assessed the affect of one day after rainfall, showed Mexico on average
available soil moisture on a temperature cooler than the U.S. by one degree (C).
gradient across the border. During the drying Measurement on the next flight, which occurred
period following heavy precipitation across the five days after rainfall, showed Mexico warmer
network, air temperatures in Mexico were cooler than the U.S. by about 1.25 degrees.
than in the U.S. for the first few days, and It is argued that changes in land surface
thereafter warmer than the U.S. parameters, by altering local and regional

Intensive field study was conducted during surface radiation budgets, are of sufficient
summer 1988 at the Lochiel site pair. Ground magnitude to have a significant feedback on the
surface temperatures were found to be initially prevailing climate. Many investigators have
lower in Mexico than in the U.S. following shown that spatial discontinuities in surface
rainfall. In subsequent days however, conditions may affect the rate of local convection
temperatures were higher in Mexico than the in summer months. Miller et al. (submitted)
U.S. readings. Additional measurements show a assessed the impact of the Sonoran border
more rapid depletion of soil moisture in Mexico discontinuity on summertime convective cloud
(figure 2). development. Analog early- and late-afternoon

Field measurements reveal equal or higher Geostationary Operational Environmental
ET rates in Mexico initially after rainfall. This, Satellite (GOES) images were digitized and
combined with higher albedo and greater convective cloud formations were identified.
measured subsurface heat flux evoke lower Each image pair was compared quantitatively to
.,i,-face temperatures in Mexico immediately calculate the rate of convective cloud formation.
alter rainfall. The ET rate in the United States is A higher growth rate (from 50% to 177%) was
substa,tially higher than in Mexico beginning found over Mexico. It appears that higher
about 3 days into the drying cycle. This surface and air temperatures of the overgrazedMexican landscape may increase atmospheric



instability and thereby support a higher growth 006 .
rate of afternoon cumulus than on the U.S. side
of the border. These findings are consistent with
other investigations (Mahfouf & Mascart, 1987, 2

Anthes, 1984) which have shown that spatial PR (60HZ)

discontinuities in surface conditions may affect 0 pi |
the local convection rate in summer months.

SATELLITE DATA PROCESSING Rainfall

The temperature and albedo gradient along 003 0

the border are evident in the thermal and 0 ? , 6 ,
visible/near-infrared channels, respectively, of WEEK
datasets from a variety of satellite-based Figure 3. Comparison of SMMR polarization ratios with

instruments. Among these are the Heat Capacity weekly rainfall totals; November - December 1982; USA.

Mapping Radiometer (NASA, 1978), the It is believed that differences in PR's from
LANDSAT Thematic Mapper (NASA, 1978), and several SMMR channels may be convolved to
the Advanced Very High Resolution Radiometer yield large-area model estimates of soil moisture
(AVHRR) (Kidwell, 1981). Thus a large and content, surface roughness, and integrated
diverse data archive exists with which to atmospheric water content (Kerr, 1988). Such aexamine this and similar phenomena. topei ae otet(er 98.Sc

Thermal channel AVHRR data were used to model applied to TCT data for drying episodes in
observe the progression of the post-rainfall July and December 1982 showed a more rapidtemperature gradient along the border swath soil moisture depletion in Mexico.tempratre gadint longthebordr sathData from the LANDSAT Multi-spectral
and at the Lochiel site. The AVHRR is a polar aa foM the LANd multectra
orbiting satellite which provides daily thermal Scanner (MSS) were used to formulate the
data in two channels (10-11 microns, and 11-12 Normalized Difference Vegetation Index (NDVI)
microns) at a 1.1 kilometer spatial resolution. (Tucker, 1979) . LANDSAT NDVI, [(CH4 CH2)
Sequential AVHRR datasets were acquired for CH4 + CH2)], is a ratio formed with the red and
the drying period following several of the near-infrared MSS channels. The NDVI is a
rainfall events identified by Balling (1989). The greenness indicator which has been described by
data were calibrated (Lauriston et al., 1979), many investigators as an indicator of vegetativesubjected to the split-window atmospheric quantity and vigor, particularly in agricultural or
correction (Strong & McClain, 1984), corrected other heavily vegetated regions. NDVI for theNogales site pair was calculated for four years
for emissivity (Price, 1984), and geo-registered. ('79, '82, '86, '87) at the annual vegetative
Estimated surface temperatures in Mexico were maximum (autumn) and compared with the 45-
found to be consistently and significantly day antecedent precipitation recorded at the
warmer than the U.S. beginning 4 days after nearby Nogales weather station. NDVI on each
rainfall and continuing for at least ten days. side was highly correlated (.98) with the amount
Prevailing cloudy conditions and other data of antecedent precipitation. Also, the NDVI was
acquisition problems prevented analysis ofofatcdnpriiain.As, he DV wsconsistently and significantly higher on the U.S.
satellite data during the first few days of the side than in Mexico (figure 4).
drying cycle after any major event.

Data from the Scanning Multichannel
Microwave Radiometer (SMMR) (Njoku et al., RAIN

1980) were processed to estimate soil moisture OA / NOVI

in broad swaths (ie: 0.5 degrees x 2 degrees) on (usa)
either side of the border. The SMMR is a five
frequency, dual polarized radiometer with m oNVI
spatial resolution ranging from 30 km at 37 GHz I(ex) 0spatial

to 150 km at 6.6 GHz. The SMMR TCT product, - L
binned in .5 degree latitude by .5 degree
longitude cells, was used to construct

polarization ratios (PR) at 6.6GHz. The 6.6 GHz1
PR [(V-H)/V+H)] has been shown to be sensitive X . , .

to soil moisture, particularly in areas of sparse '79 '82 '86 87

vegetation (Kerr & Njoku, 1988). The PR in the MR
border region varied with weekly precipitation Figure 4. Comparison of MSS NOVI at veogettive maximum

for several rainfall events in 1982 (eg: figure 3). with rainfall at Nogales station.
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Clearly, more observations are needed to better Bryant, N.A., Brazel, A.J., Hutchinson, C.F., "Land

define the relationship between NDVI and Surface Parameter Variability and Climate in
Southwestern North America," NASA OSSA /

cumulative precipitation for semi-arid regions. Interdisciplinary Research Program in Earth Science,
However, despite a relatively high proportion of Proposal, 1985.
exposed soil, the index appears to respond to
vegetation cover in an encouraging fashion. Dregne, H.E., Desertification of Arid Lands, Harwood

Academic Press, 1983.

CONCLUSIONS & FUTURE STUDY Kerr, Y.H., Personal Communication, 1988.

Preliminary conclusions from this study Kerr, Y.H., Njoku. E.G., "Monitoring Seasonal Variations
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ADAPTATION OF THE ISCCP CLOUD DETECTION ALGORITHM
TO COMBINED AVHRR AND SMMR ARCTIC DATA

3. Key and R.G. Barry

Cooperative Institute for Research in Environmental Sciences
University of Colorado, Boulder
Boulder CO 80309-0449 USA

ABSTRACT visible portion of the spectrum largely unusable. A complex
analysis method that can recognize and cope with these

Cloud cover and surface temperatures in the polar situations is therefore necessary (WMO, 1987).
regions are important indicators of global climate change, The purpose of this study is to implement, test, and
however, automated analyses of satellite radiance data have modify the basic International Satellite Cloud Climatology
concentrated on low and middle latitude situations. The Project (ISCCP) algorithm for use with polar data. The
Intemattonal Satellite Cloud Climatology Project (ISCCP) cloud Intemational Satellite Cloud Climatology Project (ISCCP) to
detection algoridun is applied to Arctic data, and modifications map clouds with satellite data began in July 1983. Its goal is
are suggested. Both Advanced Very High Resolution to provide a uniform global c!tnatology of satellite-measured
Radiometer (AVHRR) and Scanning Multichannel Microwave radiances and from these to derive an experimental climatology
Radiometer (SMMR) data are examined. Synthetic AVHRR of cloud radiative properties. As a basis for developing the
and SMMR data are also generated. Modifications suggested ISCCP algorithm, Rossow et al. (1985) compared six cloud
include the use of snow and ice data sets for the estimation of algorithms. The current state of the project is such that there
surface parameters, additional AVHRR channels, and surface is no single version of the algorithm which can be applied to
class characteristic values when clear sky values cannot be all areas of the globe. The algorithm is currently operational
obtained. Greatest improvement in computed cloud fraction is globally, but performs rather poorly at high latitudes (Rossow,
realized over snow and ice surfaces; over other surfaces all 1987), where it was found that the method in general detected
versions perform similarly. Since the inclusion of SMMR for too much cloudiness, in part because it does not distinguish
surface analysis increases the computational burden, its use between open water/sea ice and snoA-covered/snow-free land,
may be justified only over snow and ice-covered regions. and because thresholds were not "tuned" for the small

temperature differences and generally low IR radiances
Keywords: ISCCP, AVHRR, Arctic clouds, common in the polar regions.

INTRODUCTION DATA

The important role that polar processes play in the The Advanced Very High Resolution Radiometer
dynamics of global climate is widely recognized (Polar (AVHRR) on board the NOAA-7 polar orbiting satellite
Research Group, 1984). The variation of cloud amounts over measures radiance in five channels encompassing the visible,
polar ice sheets, sea ice, and ocean surfaces can have infrared, and thermal portions of the electromagnetic spectrum
important effects on planetary albedo gradients and on surface (1: 0.58-0.68jim, 2: 0.73-1.01tm, 3: 3.55-3.93itm, 4: 10.3-
energy exchanges (Barry et al., 1984). Cloud cover exerts a l1.3pm, 5: 11.5-12.51im) with a nadir resolution of 1.1 kin.
major influence over the amount of solar and longwave Global Area Coverage (GAC) imagery is a reduced-resolution
radiation reaching the surface, and is linked to the sea ice product created through on-board satellite processing, with each
through a series of radiative, dynamical, thermodynamic and pixel representing a 3 x 5 kim field of view. Channels I and
hydrological feedback processes (Saltzman and Moritz, 1980). 2 were converted to approximate spectral albedo and corrected
Extent and thickness of sea ice influences oceanic heat loss for solar zenith angle; channels 3, 4, and 5 were converted to
and surface albedo which thereby influences global climate via brightness temperature (NOAA, 1984). The typically low
the ice-albedo feedback (Budyko, 1969). water vapor content in the polar atmosphere atd the low

Current procedures for automated analyses of satellite physical temperatures reduce most atmospheric effects to a
radiant.e dat have been developed fm low ,ikd midlie latitude point witee they may be icoIe,.ted f£, tse .Lu - yS .

but their application to polar regions has been largely The Nimbus-7 Scanning Multichannel Microwave
unexplored. These methods are reviewed in Key (1988), Radiometer (SMlvIR) senses emitted microwave radiation in
Rossow (1989), and Key et al. (1989). Those that have been five channels: 6.6, 10.7, 18.0, 21.0. and 37.0 GHz, with two
applied to polar data often fail in the polar regions because polarizations (horizontal and vertical) per channel. At these
snow-covered surfaces are often as reflective as the clouds and frequencies, passive microwave data is relatively unaffected by
the thermal structure of the troposphere is characterized by clouds and provides useful data year-round independent of
frequent isothermal and inversion layers. Additionally, the solar illumination. The 18 and 37 GHz vertical polarization
polar darkness during winter makes that data 'ollected in the channels are employed here for surface parameterization, with
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fields of view of 55x4l km and 27x18 kin, respectively, dimensions are randomly chosen within the restricted range,
In order to study both clouds and surfaces beneath and the class of the object is randondy assigned. Regions are

clouds, it is worthwhile to combine the AVIIRR and SMMR then filled with nonnally-distributed data for each AVHRR and
data into a single image set. These are merged in digital form SMMR channel and for sea ice concentration using
and mapped to a polar stereographiL projection. This empirically-derived statistics.
projection yields equal-area pixels true at 70' latitude with a
five kilometer pixel size. SMMR data were converted to the THE ISCCP ALGORITHM
five kilometer cells by duplication of pixels. Further details
are given in Maslanik et al. (1988). The ISCCP cloud algorithm has three major

Three areas of the Arctic are examined (Figure 1); a components: cloud detection, radiative analysis, and statistical
seven-day summer series (July 1-7, 1984) of areas I and 2, analysis (Rossow et al., 1985). Of concern here is the cloud
and a winter series (January 6-12, 1984) of area 3. These data detection step. The algorithm assumptions are that cloud scene
are part of an ISCCP test data set and include representative radiances are more variable in time and space than clear scene
samples of all surface types found in the Arctic. snow-covered radiances and cloudy scenes are associated with larger visible
and snow-free land, sea ice of varying concentrations, open channel and smaller infrared radiances than clear scenes. The
water, and permanent ice cap. major steps of the basic algorithm are summarized in Figure 2a

and include a spatial variation test for the wannest pixel in a
\ -- , -7 / X, subregion (assumed clear), a temporal variation test, five-day

7 \ /~// / clear sky compositing (requiring seven days of data), and a
, 7/ final bispectral threshold test of each pixel on each day based' //on clear sky composite values. Although this algorithin is

70 \/ undergoing constant change, the basic steps described here
/, / \7remain valid.

The algoritlun has been adjusted here in order to deal
with the problems cited earlier. Major modifications suggested
include the use of snow and ice data sets for the estimation of

k I i 7 -\ surface parameters, elimination of the spatial test for the
wannest pixel, the use of AVHRR channels I (0.7pm), 3
(3.7ptm),-and 4 (11i11) in the temporal tests, statistical tests for

I - compositing, and the final multispectral thresholding, and the
- \ \ use of surface class. characteristic values when clear sky values

cannot be obtained. Additionally, the difference between
channels 3 and 4is included in temporal tests for the detection
of optically thin low cloud and cirrus. The major steps of the
modified algorithn are, shoWAv in' Figure 2b.-0re otaond

TESTING AND ALGORITHM COMPARISON

Three versions of the ISCCP algorithm are compared.
The original algoritlun developed for low latitude summer

2 conditions recognizes only two surface types: land and water.
No SMMR or sea ice concentration data are employed.

Figure. 1. The three study areas within the Arctic, one Spatial/tenporal tests in the initial classification step are
centered on the Kara and Barents Sea and the other two thermal only (AVHRR channel 4), and a bispectral threshold
covering much of the Canadian Archipelago and northern test (channels I and 4) is used as the final classification. This
Greenland. version with a thennal-only threshold test was also used to

shnulate winter applications. The algorithin with modifications
Ancillary data inciude surface temperatures from the described in the previous section is the third version tested.

European Centre for Medium Range Forecasting (ECMWF) and Four regions from the AVHRR imagery and four regions from
sea ice albedo derived from a combination of DMSP imagery the synthetic data sets are used as test data. Each region is
and the NOAA/Navy ice charts. 50x50 pixels or (250kmn) and differs in surface and cloud

Spectral features examined are AVIIRR channels !, 2, types and proportions. Surface proportions changed in both
and 3 albedos, channels 3, 4, and 5 brightness temperatures, data sets over the analysis period by up to 20%. These
and the differences between channels 3 and 4 and 4 and 5. changes are due to sea ice movement and melting.
Four surface and three cloud classes are analyzed. Surface All versions of the algorithm perform best over land
types are snow-free land, snow-covered land, open water, and anti open water. Snow and ice remain the problem areas
medium to high concentration sea ice. Cloud classes are low, although the modified versions performed best under these
middle, and high as defined by brightness temperature in conditions. When cloud amounts are high (more than 80%),
AVHRR channel 4, assumed to represent temperatures at the all versions compute cloud fraction to within approximately
top of optically thick cloud layers. 5%. When cloud amounts are low, the modified version is

In order to test the sensitivity of the various cloud more accurate, although cloud fraction often appeared to be too
algorithms, a control data set with known characteristics was high. In the actual data, this is at least in part due to errors in
needed. A synthetic data set was developed which consists of the manual interpretation. In the synthetic data, this is
seven days of AVHRR and SMMR data, SMMR-derived sea probably due to the fact that clear sky areas are filled with
ice concentrations, and a land mask. The surface and cloud values in the range of the mean plus or minus three standard
type maps for each day of the seven day period are first deviations (following a Gaussian probability function), so that
generated, where the minimum and maximum allowable sizes extreme values may be beyond threshold cutoffs and will
of surface and cloud "objects" are specified. Object consequently be labeled as cloud.
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Figure. 2. Flow chart of (a) the basic ISCCP cloud detection algorithm and (b) the algorithm modified for use
with Arctic data. Input are shown on the left; additional details are given on the right.

The basic versions of the algorithm often overestimate Greenland and the Canadian Archipelago, and highest over the
cloud amount by up to 20%. This is common over ice where, Greenland Sea.
in the bispectral threshold test, the threshold for water is used.
This albedo threshold is too small to account for variation in
sea ice albedos, and consequently many clear pixels were
mistaken as cloud. Similar observations were made by Rossow SURFACE ALBEDO (AVHRR CHANNEL 1)
(1987). A related situation is that tie basic version often C> JULY 2.6
makes an accurate assessment of cloud fraction, but for the
wrong reason. For example, one sea ice region was covered

by a very thin cloud layer. Channels I and 4 alone did not SovIo,

detect this condition, yet the cloud amount determined by the 2 Unon

original algorithm version is similar to the manually-interpreted
amount. It appears that the algorithn is labeling cloud what it NP
sees in channel I as sea ice. The snow and ice data sets used 3

in the modified versions solve these problems by providing 1 .s
appropriate thresholds. Svalbard 's

Root mean square (RMS) errors illustrate that the
modified version was most accurate in computing cloud
fraction for both data sets. The thermal-only version Norway

performed reasonably well with the synthetic data set, at least JULY 2-6 tNP
in part for reasons explained above.

APPLICATION -C

The modified version of the algorithm is next applied to
the Arctic study areas. Surface albedos determined over the
five-day compositing period for the two summer study areas, 2 Greentand
which overlap the winter area, are shown in Figure 3. Values 3

are averages over each quarter region. Sea ice albedo derived
from DMSP imagery and NOAA/NAVY ice charts is in
genera fgree rent qro ,en ice. Comoosited surface
temperatures are shown in Figure 4 for AVHRR channel 4.
Since surface emissivities in channel 4 (11 in) are near unity,
the temperatures presented are considered to be close estimates
of physical temperatures. These are in close agreement with L
tihe ECMWF data.

Cloud fraction for the middle five days of the period
was also computed with tile modified ISCCP algorithm (not
shown), and is similar to the mean cloud amount for each Figure. 3. Surface albedos (AVHRR channel I) in study areas
month. Cloud amount tends to be lowest over northern I and 2 for the compositing period July 2-6, 1984, hi tenths.
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SURFACE TEMPERATURE (AYHRR CHANNEL 4) Next the temporal variability of pixel radiances must be
JULY 2-6 xamined, using AVHRR channels 1, 4, and the reflected

nmponent of channel 3 during summer and the difference
10 Soiet een channels 3 and 4 in conjunction with channels 4 or 5

winter analyses. Temporal changes are most important in
winter when surfaces may be colder than cloud layers and

88 spectral information alone is inadequate. Compositing over a
NP .5-day period, using 30-day values where necessary, providesthe clear sky information for tile multispectral thresholding of

272 the daily data. This method provides a basis for future cloud
detection algorithms for the polar regions.
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The best method of cloud detection with Arctic
AVHRR data includes first an accurate identification of surface
types and changes. This allows thresholds to be set
appropriately. Passive microwave data is useful in this step.
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Tvipical Deforestation In ParA, Brazil: Analysis with Landsat and Shuttle Imaging Radar-A
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Abstract different in canopy volume, structure
and moisture content.

Deforestation globally is proceeding at rates far
in excess of previous experience. The amount of carbon II. Methods
being released from soils and forest as a result is
uncertain. It is generally thought to be in the range A. The Paragominas Region: Eastern Par&
of 1-3 X 10" g annually, but the data on which the The state of Par& is the second largest Brazilian
estimate is based ere from 1980 and the current surge state in Amaz6nia, covering 1,248,000 km'. By 1975
of deforestation may have pushed the rate of emissions 8,650 km' had been cleared; by 1978 clearings had
beyond these estimates. The most satisfactory increased 160% to 22,445 km' (Tardin et al. 1980). By
measurements will be cbtained in due course from 1980 the area cleared had increased another 50% to
satellite imagery. The need is immediate. 33,900 km2 (fide Fearnside 1985), about 3% of the

We have examined forests in the Brazilian Amazon total area of forests of Par&. There are no more
Basin state of Par& with Landsat and Shuttle Imaging recent estimates.
Radar-A (SIR-A) data. The area of primary forest there More than 90% of clearing is for pa ',ure. There has
can be defined with either the combined SIR-A/Landsat been sufficient time for abandoned p, ,ture to revert
data or with the Landsat or SIR-A data alone. It to secondary forest, if the pasture ias not severely
appears that SIR-A data helps distinguish a greater degraded. Hecht (1982) estimated that 50% or more of
number of classes wi.nin the primary forest. It does the pasture in Paragominas was degraded.
not appear to help similarly for clearings. The highest
SIR-A data values comes from areas that appear to be B. Imagery
degraded primary forest. We acquired Landsat images of the Paragominas

Secondary forest has replaced many of the sites region for 1981 and 1986 from the Brazilian Space
originally cleared. They are easily distinguishable Agency, MCT/INPE. We sought Landsat data from dates as
from primary forests with Landsat data. Secondary close as possible to November 15, 1981, the date of
forests had NDVIs (0.60 to 0.69) characteristic of the shuttle overpass. The best match was a Landsat
rapidly growing vegetation. Landsat was sufficient to Multispectral Scanner (MSS) image from August 6, 1981.
classify this type of secondary forest. A Landsat Thematic Mapper (TM) image of the same

L-Band radar data would be most helpful in region dated July 17, 1986 was acquired. A part of the
determining primary forest composition but are optical film of SIR-A Data Take 131 was digitized at
insufficient in areal coverage to help with the the Jet Propulsion Laboratory (JPL). SIR-A data cover
determination of the areas or rates of deforestation, a swath 50 km wide, were acquired at an incidence

angle of 50' +/-3-and are HH polarized (Cimino and
I. Introduction and Objectives Elachi [eds.) 1982).

Our recent work has been in the forests of the C. Data Entry and Setup
Amazonia because of its high rates of deforestation. The 1981 MSS and radar data were used with an
For this work we sought sites where both Landsat and ERDAS-PC system. Each file-of-radar data was smoothed
radar data were available and where successional or with a 3 X 3 low pass filter to reduce speckle and
secondary forest stands were common. The state of Par& registered to the 4 bands of MSS data to create a 5-
in the eastern Amazonia was chosen because the imagery banded image. The 1981 MSS and 1986 TM data were co-
was available and there seemed to be a higher registered and covered a common area of 15,750 kW=.
probability of finding secondary forests.

Our hypothesis was that the 23.5 cm wavelength D. Clearings and Forests
Shuttle Imaging Radar-A (SIR-A) data added new The 5-banded data set allowed interpretation of the
information fundamentally different from that available SIR-A and MSS data within two broad categories,
from optical satellites for the analysis of forests. primary forests and cleared land. Tne second category
For instance, Hoffer et al. (1986) has shown strong also included secondary forest younger than-26 years.
correlations between SIR-B L-Band backscatter and The first approach was analysis of the-correlation
biomass for pine forests and Sun and Simmonett (1988) of the MSS and SIR-A data of areas that were obviously
have found the major contributor to L-Band backscatter primary forest or clearings. We-selected 55 clearings
was the trunks of pines. It is clear that radar have " various sizes from the 5-banded dataset. We then
the potential to add information on the woody biomass examined the distribution of MSS normalized difference
of the forests to the data on leaf activity available vegetation index (NDVI) data. The NDVI was-calculated
from optical satellites. But, the pines studied by by subtracting Landsat MSS5 from MSS7 and normalized;
others and the tropical wet forests are intfinsically NDVI=(MSS7-MSS5)/(MSS7+MSS5). The NDVI is correlated
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with green-leaf biomass and leaf-area (Tucker et al. and slightly less radar backscatter than the primary
1980, Holben et al. 1980). We also examined the forest. Other areas with the highest radar backscatter
distribution of the NDVI data against the radar data and the same NDVI as primary forest are immediately
for a 1,160 km1 block that was half forested. adjacent to the largest clearings and appear to be

A second approach to the examination of the 5- degraded primary forest.
banded dataset was an unsupervised classification of
large blocks (1,160 km') and a similar classification B. Unsupervised Classification of Merged Data Set
of the same blocks with only the 4 HSS bands. Unsupervised clustering of five blocks (1,160 km')

A third approach was to analyze the data of a 1,160 was done for both the MSS/radar data set and for the
km1 block with principal components. MSS data alone.

For the MSS data alone the variability was greater
E. Change Detection among the clearings as opposed to the forest sites.
We used change detection techniques with Landsat to The greater variability resulted in identification of

determine the amount of clearing and forest regrowth several clusters of similar plots among the clearings
from 1981 to 1986. We subtracted the spectral values of as opposed to a single cluster among the forest plots
MSS5 and MSS7 for 1981 from 1986 to create a difference (Table III).
image which highlighted the areas of greatest change When the merged MSS and SIR-A data were clustered
such as forest to cleared or from pasture to forest. the variability in forests was increased sufficiently
The final step in the change detection process was to add another forest type without affecting the
unsupervised classification of the change image, number of classes of clearings. This observation

confirms that radar data will be more helpful in
III. Results understanding forest types than types of clearings.

A. HSS NDVI and SIR-A Data C. Principal Components
The mean NDVI for all "clearings" was 0.40 and for Principal components analyses (Table IV) of the

forests was 0.57. The clearing category could include mean MSS and SIR-A values for clearings revealed that
everything from bare soil to secondary forest, 21 to 26 76% of the variance could be described with one
years old, as old as the first clearings in the region. principal component, 91% could be described with two

There was a strong correlation of MSS data between and, 99.9% could be described with three. In remotely
the two visible and the two near-infrared bands (Table sensed imagery the first principal component (PC1)
I). The radar data were positively correlated to the usually describes the overall brightness variance in
near-infrared bands and negatively to the visible the data. Information on other aspects of the image
bands. generally resides in the other components (Forster

The mean NDVI for forests was 0.57 which is 1985).
typical. There was little variance in the MSS bands; PC1 for the clearings was almost equally
more variance occurred in the radar data of the same distributed among all 5 bands of data. The second
sites. The correlations between the four MSS bands and principal component (PC2) described 15% of the
the one radar band (Table II) were similar to the variance and was dominated by the radar coefficient
clearings. and by the two near-infrared bands. The majority of

The radar and NDVI data for the 1,160 km' block the variance was in the radar data. The third
were examined. Forested sites had the strongest radar principal component (PC3) was divided almost equally
response, consistent with the observations of others among all five bands of data. The results suggest that
(Wu 1983, Brisco et al. 1983) and unlike Mato Grosso there is little additional information to be gained
where some cleared areas had stronger SIR-A backscatter from use of L-Band radar in these clearings.
than the surrounding forest (Stone and Woodwell 1988). Principal components analysis of the forests (Table
However, the largest contiguous areas of highest radar V) revealed that 66% of the variance was described by
return were primary forests immediately adjacent to PC1, 27% described by PC2, and 8% of PC3. If PCl
very large clearings (10 to 60 km2) with the lowest describes the overall brightness variance in the data,
NDVIs (Fig. 1). That this forest had the strongest all the remaining differences within forest types were
radar response was probably due to degradation of the in PC2 and PC3.
forest due to selective logging, which may damage up to PCl in the forest analysis described 66% of the
50% of the remaining trees, clearing fires which have variance compared to 76% in the clearings. Because
escaped into the forest, or microclimate changes which there was a greater range of brightness in the
make the primary forest all "fringe". It appears there clearings this result was expected. PC2 described 27%
was greater radar response from degraded primary forest of the variance in the forest sites compared to 15% in
due to a combination of canopy loss, increased soil the clearings. As in the clearing sites, PC2 was
response, and enhanced response from the trunks of dominated by the SIR-A data and by the first near-
trees. infrared band. Because of the greater amount of

Another dissimilarity with the Mato Grosso data variance described by PC2 and PC3 for the forest sites
were the presence of numerous areas with significantly compared with the clearing sites, it appears that
higher NDVIs and lower radar backscatter than the radar data would be more helpful in distinguishing
primary forest sites, and with higher backscatter than between forest types than between types of clearings.
the majority of clearings. High NDVI sites are thought PC3 was also dominated by the SIR-A data unlike the
to have high photosynthetic capacity. One hypothesis is clearing sites where the green band (MSS4) dominated.
that these were secondary forests, vigorously growing Because the correlation between MSS and radar data
yet lower In standing woody biomass and therefore lower was weaker in the forest bites than in the clearing
in radar backscatter than primary forests. This sites there is more basis for looking more closely at
hypothesis was supported by the observation that areas L-Bands data to understand these forests.
defined in the field as secondary forest (C. Uhl pers.
comm. 1988, also had NDVIs greater than 0.60. D. Change Detection

As we proceed from the lower to higher NDVIs (Fig. The results of an unsupervised classification of
2), there was little increase in radar backscatter the region covered by both the 1981 and 1986 Landsat
until an NDVI of about 0.50. At this point the NDVIs of data (15,751 km') showed the region to be 78.1%
the primary forest began to dominate. Areas that forest, 20.4% clearings and 1.5% clouds, shadows and
appeared to be secondary forest had the highest NDVIs bad data in 1981.
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Santos et al. (1979) estimated that 18.4% of
Paragominas had been cleared by 1978, similar to our C. Radar and Optical Data Correlations
estimate for 1981 of 20.4% cleared of the portion of Radar backscatter did not vary significantly with
Paragominas that we studied. The mean rate of clearing NDVI for the areas of pasture and clearings.
from 1960 to 1981 was 153 km2 yr'1 or 0.97% yr'1 , the Therefore, factors other than NDVI and its correlate,
same rate found by Santos et al. (1979). In contrast, green leaf area, were controlling the radar response.
the statewide clearing rate was 0.37% yr' from 1975 to It may instead be controlled by remnant woody biomass,
1978 and 0.45% yr' from 1978 to 1980 (Tardin et al. as suggested by Stone and Woodwell (1988) or by other
1980). Consequently, the deforestation rate in the factors, and therefore be unresponsive to changes in
Paragominas region was double the statewide average. NDVI up to 0.45 or to leaf area.

The unsupervised classification of the 15,750 km' Above an NDVI of 0.50 there were three well defined
change image showed that 69.2% of the area remained forest types, probable disturbed primary forest with
unchanged as forest. Because we knew that 78.1% of the the highest mean radar values and with NDVIs from 0.50
region was forest in 1981, another 8.9% of the region to 0.60, undisturbed primary forest with intermediate
could have been cleared. As 2.8% of change was due to radar values and NDVIs from 0.50 to 0.60, and
clouds, shadows, and flooding, 70.2% of the area was secondary forest with Intermediate to lower radar
estimated to have remained as forest, values and NDVIs from 0.55 to 0.69. That the secondary

The area of new clearing was 7.9% (78.1% less forest has a lower radar return signal than the
70.2%). The rate of forest clearing from 1981 to 1986 primary forest could be an indication that woody
was 1.6% yr'1, an increase of 50% over the mean 1960- biomass was dominating the radar return signal from
1981 rate of forest clearing, the primary forests.

The majority of the variance between different
IV. Discussion and Summary types of clearings is displayed along the NDVI axis

and the majority of the variance between types of
We have explored here the contributions made using forests is displayed along the SIR-A axis. To

SIR-A data to supplement Landsat in detecting and determine the biomass classes of regions dominated by
measuring deforestation and reforestation in the green biomass and woody biomass we need to use the
tropics. Currently, the contributions are limited, both the visible and microwave portions of the
Optical data from Landsat and other satellites are spectrum.
sufficient for an inventory of forest versus nonforest L-Band data would be most helpful in determining
over large areas. Radar data offer the intriguing primary forest composition but are insufficient in
possibility of directly determining woody biomass and areal coverage to help with the determination of the
improving our understanding of forest types, regrowth, areas or rates of deforestation. Optical data such as
and degradation but at this point the quality and those from Landsat and AVHRR are sufficient for
quantity of the data are insufficient, determining the area and rates of deforestation and

reforestation in the tropics.
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average. If the majority of clearing began in 1969 as Energy Systems Inc. with the U.S. Department of
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comparison with SIR-B data. Inter. J. of Rem. Sens. Landsat data only Landsat + SIR-A
Tardin, A., Lee, D., Santos, R., de Assis, 0., blockl 91.9% for 1 clus 89.2% for 2 clus

Barbosa, M., Moreira, 1., Pereira, M., and C. Filho, 6.8% cr 3 clus 9.9% clr 3 clus
1980. Subprojecto desmatamento convenio IBDF/CNP-INPE, block2 83.7% for 1 clus 79.1% for 2 clus
Sao Jose Dos Campos, 44 pp. 16.2% clr 7 clus 20.3% clr 4 clus

Tucker C., Holben, B., Elgin, J., and J. Hc~urtrey, block3 81.1% for 1 clus 80.2% for 3 clus
1980. Relationship of spectral data to grain yield 18.0% clr 6 clus 18.2% cr 3 clus
variation. Photogr. Eng. & Rem. Sens. 46(5):657-666. block4 57.7% for 2 clus 46.9% for 3 clus

Vu, S.T., 1983. Analysis of synthetic aperture 42.1% clr 7 clus 46.2% c~r 5 clus
radar data acquired over a variety of land cover, block5 88.1% for 1 clus 79.6% for 3 clus
Digest IGARSS '83, 2(FP-5):1-6.5. 10.4% clr 2 clus 19.1% clr 1 clus

mean forest 80.5% mean forest 76.4%
clearing 17.3% clearing 22.7%

BI B2 B3 B4 SIR Table III. Summary of results of unsupervised
B1 1.00 classification of clearing types and primary forest
B2 0.97 1.00 types using 1,160 km' blocks of MSS data and merged
B3 -0.67 -0.76 1.00 MSS/SIR-A data.
B4 -0.78 -0.85 0.98 1.00
SIR -0.53 -0.50 0.37 0.43 1.00
Table I. Correlation between the Spectral data of Described Variance Eigenvector Coefficients
Clearings. % Cuml% SIR-A Green Red NIRI NIR2

P1 76.1 76.1 0.31 -0.47 -0.49 0.46 0.49
P2 15.1 91.2 0.89 -0.09 0.02 -0.37 -0.28

B1 B2 B3 B4 SIR P3 8.4 99.6 -0.36 -0.58 -0.44 -0.51 -0.30
BI 1.00 P4 0.4 99.9 0.03 0.59 -0.74 0.12 -0.31
B2 0.99 1.00 Table IV. Clearings Principal Components.
B3 -0.35 -0.39 1.00
B4 -0.63 -0.66 0.93 1.00
SIR -0.65 -0.60 0.01 0.27 1.00
Table II. Correlation between the Spectral data for Described variance Eigenvector Coefficients
Forests. % Cuml% SIR-A Green Red NIRI NIR2

P1 65.5 65.5 0.34 -0.51 -0.51 0.36 0.48
P2 26.6 92.1 0.55 -0.26 -0.22 -0.64 - 0.42
P3 7.6 99.7 -0.76 -0.39 -0.44 -0.25 -0.15
P4 0.2 99.9 -0.06 0.17 0.05 -0.63 0.75
Table V. Principal Components for Forests.
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Figure 1. Smoothed SIR-A data of 1200 km2 near Figure 2. Radar DN and Landsat NDVI valucs for all
Paragominas, Par& The large center field covers 57 pixels in a 1,160 km' block. Typical clearings are
kM . The lover right of the image is the near side of within ellpses 1 and 2. Areas of secondary regrowth
radar data acquisition. Note the brightest radar with the ,.ghest NDVIs are in ellipse 13. Typical
backscatter is from forests Immediately to the north, primary forests are ellipses 14 and 15 and probable
west, and south of the large central field. These degraded primary forests are 16, the region of
bright tones represent areas of probable primary forest strongest radar backscatter. Primary forests have
degradation. higher radar D~s than clearings. Secondary forests had

higher NOV15 than did primary forest or fields and a
higher radar DN than fields. The majority of the
Information about different field types is along the
NDVI axis and the majority of the information about
forests Is along the radar axis.
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Institute for Remote Sensing Applications, 21020 Ispra (Varese) Italy.
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Over the last two decades interest in the condition of the Earth's environment
and resources has grown considerably. Importance is now attached to all
levels from specific populations to the processes of global change. As
vegetation forms the base trophic level of all terrestrial ecosystems, the study
of vegetation dynamics is a vital element of environmental monitoring. At
the Institute for Remote Sensing Applications the analysis of vegetation
dynamics is applied to the monitoring of renewable natural resources in
Africa. Current topics are crop production, vegetation change in major river
basins and degradation of the savanna tropical forest ecosystem.
Multispcctral data from the Advanced Very High Resolution Radiometer
(AVHRR) sensor on the NOAA series of satellites operated by the National
Oceanic and Atmospheric Administration (NOAA) are used extensively in this
work.

AVHRR data are available in full resolution (IKm) and reduced resolution (4
Km) formats. For the African continent the reduced resolution Global Area
Coverage (GAC) data archive offers more complete coverage (both areally and
temporally) than is available from full resolution data archives. There is
near daily coverage of the et tire continent at 4km resolution, or limited
coverage at lkm resolution. The aim of this work is to establish the value of
the low spatial resolution data through comparison with full resolution data
sets.

Contemporaneous AVHRR imagery in reduced resolution GAC and full
resolution High Resolution Picture Transmission (HRPT) data types are
available for most of West Africa. Imagery from 25th January 1988 was found
to be almost completely cloud free for the entire land mass. A study area was
selected: 40 N to 20 0 N, and 180 W to 60 E - covering more than 4.5 million km2 .
For this window all five channels of the HRPT and GAC data for 25th January
1988 were geometrically corrected using an orbital model plus satellite earth
location points. Resampling was to a 1Km pixel by nearest neighbour for both
data sets. A final image translation from manually derived control points
ensured optimum image to image registration. The Normallsed Difference
Vegetation Index (NDVI) was calculated for both data sets, then difference
images were generated for all channels plus the NDVIs. Mean value and
variance were obtained on a range of cover types from original channels,
NDVIs and difference images.

At GAC resolution detailed features such as small river valleys are lost.
Regional scale features are preserved, providing information on vegetation
dynamics over important cover types like the savanna - forest transition
zone. GAC resolution data provide a synoptic view of the entire West African
region in a single 512 pixel by 512 line window. This combined with the
existence of good time series make these data well suited to environmental
monitoring on a regional scale. The increased spatial resolution of the HRPT
data is of value in providing more accurate spatial information, but the 16
fold inccase in data processing volume plus the lack of good time series
make these data less suitable for regional studies in the West African context.
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RADARSAT: CANADA'S MICROWAVE SATELLITE

E. Shaw EJ. Langham

Canada Centre for Remote Sensing RADARSAT Project Office
Energy, Mines and Resources Canada Canadian Space Agency

ABSTRACT associated benefits from land applications would be greater
than those from sea and ice mapping.

The overall characteristics of the RADARSAT remote sensing
mission are described as an introduction to the papers that The fact that RADARSAT is a Canadian project leads to the
follow. Emphasis is placed on the features that make it unique next mission objective which is to establish a Canadian mission
from satellites that carry optical sensors including its sun- control facility for polar orbiting satellites. Finally,
synchronous dawn-dusk orbit, cloud-free, real-time images, and RADARSAT data is to be collected and made available
electronic radar beam steering. These features lead to globally. This objective will be achieved by assigning the sole
important differences in the availability of global data, rights for data distribution to a private sector company.
geographic coverage and mission management.

PARTNERSHIPS
INTRODUCTION

The RADARSAT project has partnerships with U.S. agencies,
Now that agreements have been reached with all partners in Canadian provincial governments and the private sector.
RADARSAT, the Canadian Government will proceed with the Canada is responsible for the design and integration of the
construction and operation phases of this mission. This marks overall system, for construction of the radar, for the provision
an important turning point in the life of a satellite project of the satellite platform, for control and operation of the
whose mission, design and configuration has evolved satellite in orbit and for operation of the data reception stations
considerably. This paper reviews the present design in the in Prince Albert, Saskatchewan and Gatineau, Quebec.
context of program objectives and describes some of its special
characteristics and the way in which the mission will be - U.S. Agencies
managed. Technical descriptions of the ground and space
segments as well as the economic and commercial aspects of NASA will provide the launch services and will operate a data
the mission are dealt with in more detail in the following reception station in Alaska in exchange for radar data for its
papers. research programs; NOAA will facilitate the participation of the

American private sector in the distribution of data.MISSION OBJECTIVES
- Provinces

The RADARSAT project has its origins in the Canadian
national requirement for information for resource management All Canadian provinces have participated in the planning of the
and environmental monitoring. In particular, during the 'oil RADARSAT Program. Quebec, Ontario, British Columbia and
crisis' of the late 70's when oil exploration was being vigorously Saskatchewan will share in the costs in order to develop
pursued in the Arctic, it was apparent that sea state, ship technology within their industries. An agreement has also been
position and ice information would be required on an developed with the remaining provinces for their participation.
unprecedented scale when oil tankers brought the oil to They can make a pre-payment in order to receive data at cost
southern markets. Satellite remotely sensed data gives coverage of reproduction.
on the scale and frequency required but poor illumination much
of the year at high latitudes and persistent cloud cover make - Private Sector
synthetic aperture radar (SAR) the only acceptable sensor
technology for reliable, fast, information. Mission requirements A private sector company, RADARSAT International (RSI),
for RADARSAT were based on national and bilateral studies has been incorporated to distribute the radar data. RSI is
with the U.S. and were updated following the results of an seeking industrial partners in the U.S. to provide the U.S.
experimental piogram which had been conducted during and private sector with an appropriate role in the global marketing
after the Seasat mission. These experiments showed that SAR of SAR data. RSI has the right to distribute the data in excess
data also had important land applications such as mapping of of the international partners' governmental requirements. In
surfice structure, soil moisture conditions, and crop and forestry return, they will invest in developing this market and provide
monitoring in cloudy regions. Economic studies showed the royalty payments to the Government from sales.
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SATELLITE MISSION

The RADARSAT launch is scheduled for mid-1994, using a DECEMBER
medium-class, expendable launch vehicle. The satellite payload "
will consist of an advanced synthetic aperture radar (SAR), and
its associated down-link transmitters, tape-recorders and its 

P --

command computer. The satellite platform will furnish the
electrical power, attitude stability, orbit maintenance, and
housekeeping telemetry. The satellite will use space-qualified
sub-systems and redundancy in order to attain its 5-year
lifetime. SUN

The orbit selected for RADARSAT is similar to the orbits for UE
the LANDSAT and SPOT satellites; it is sun-synchronous with JUNE
an altitude of about 800km, but the time of its descending and
ascending equatorial crossings are about three hours earlier at
dawn and dusk respectively.

- The Orbit

The orbit parameters for RADARSAT are shown in Table 1. SUN

DAWN DUSK ORBIT

Geometry Circular, sun-synchronous SUN-SYNCHRONOUS
Figure 1 - Period of Eclipse

Equatorial crossing time: 6 a.m.
Perhaps the greatest advantage, however, is that the SAR can

Altitude : 792km be turned on at any time in the orbit, which means that there
is no distinction between ascending and descending passes from

Inclination : 98.6 1 an operational point of view. This will greatly increase the
opportunities for large scale geomorphological studies using

Period : 100.7 minutes different radar illumination directions.

Repeat Cycle : 16 days Another advantage to operators of receiving stations for remote
sensing satellites is that the data reception periods for

Sub-cycle: 3 days RADARSAT do not conflict with the other optical sensor
satellites. This allows more efficient use of the tracking
antenna and recording equipment.

Table 1: Orbit Parameters
The normal configuration of the RADARSAT mission has the
SAR pointing to the north so that there is almost complete

For microwave satellites, the dawn-dusk orbit offers several coverage up to the North Pole. However, twice during the
advantages because the solar illumination is more constant and mission for a period of about 2 weeks, the satellite will be
the satellite is rarely in the earth's shadow. This leads to better rotated 180 degrees about its yaw axis so as to direct the beam
thermal stability of the satellite and to smaller, more efficient to the south. The purpose is to obtain a complete SAR map of
solar arrays. Antarctica at the times of maximum and minimum ice cover.

Also, because the satellite is in sunlight for most of the year, THE- SAR
there is no need to carry large batteries to power the SAR in
eclipse. As illustrated in Figure 1, there is a brief period of The SAR is an advanced multi-mode instrument, that operates
eclipse, maximum duration seventeen minutes, in the middle of at 5.3 GHz (C-Band). It has a choice of three transmit pulses
the Antarctic Summer. and numerous beam selections to give images with a variety of

swath widths and resolution. (see Table 2).

Mode Swath Resolution Incidence Angle

Standard 100km 28m x 30m 20 - 49 (4 looks)

High Resolution 55km 8m x 8m 20 - 49 (1 look)

Experimental 100km 28m x 30m 49 - 60

Scan SAR 500km 100m x 100m 20 - 49 (6 looks)

Table 2 - SAR Modes



199

The multiple beam feature is achieved by a beam-forming MISSION MANAGEMENT
network with electronic phase-shifters, that can be changed in
a fraction of a second. This enables both the beam width and Mission operations will be coodinated by a Mission
the pointing direction to be changed very rapidly. Indeed in the Management Office (MMO) which will serve as the interface
SCANSAR mode the switching takes place continuously in between the user community, the Mission Control Facility for
effect creating two or more interleaved SAR swaths at the same commanding the satellite, and the ground reception and
time. These are then processed to create a single wide swath processing facilities. In Canada, the ERS.1 processing facility
image. will be upgraded to handle the increased throughput of

RADARSAT. In addition to coordinating and scheduling the
These various configurations of the SAR each have applications national and international requests for SAR data acquisition,
for which they are best suited. Thus, for example, the wide the MMO will monitor the entire distribution system. Thus,
swath mode will be that most used for ice surveillance, while from the point of view of the project partners, it will be the
the standard mode will be preferred for crop monitoring and executive office for the mission, responsible for implementing
the high resolution mode will be used where most detail is the provisions of the various agreements.
required. 'Stereo' images can be obtained by imaging the same
area at different incidence angles. The experimental modes are Because of the certainty of obtaining cloud-free images
a group of high incidence angle beams which are not subject to responding to user requests will be easier. However, because
the same performance specifications as the other beams. These it now becomes practical to monitor real-time phenomena such
beams are useful foi monitoring of shipping and icebergs where as sea and ice conditions, the throughput demand of the
the reduced return from the sea compensates for the delivery system is increased. Also, the number of modes and
deterioration of the beam shapes. beam directions of the radar will need more attention to resolve

conflicts. The satellite will carry two high speed tape recorders,
The SAR can be turned on at any time in the orbit to a each capable of storing 10 minutes of data, but to improve the
maximum accumulation of 28 minutes data per orbit. The chance of their surviving the five year mission in working order,
radar coverage available using the 500km swath mode over their use will be limited to high priority data requirements.
North america is shown in Figures 2 (one day) and 3 (three
days). The gaps in coverage will be filled in on following days. The satellite has been designed so that it will have excess

capacity to that required by the Governments who have
participated in its construction. The excess capacity will be sold

Cicls ares' satkm masks e SARCoveage for by the private sector distributor, RSI, who will market direct
500 km Swah reception and data distribution agreements to interested parties.

, 0 .Since interpretation of radar images is till in the developmentz :&.--., ._stage for some applications, the mission is also supported by a
vigorous applications development program. This work is based

on an airborne SAR experimental program and will be
expanded to include data from the ESA ERS-1 satellite which
is due to be launched in 1990, and it will continue beyond the
end of the first RADARSAT mission. When applications
technology reaches appropriate stage it will be transferred to
the end users. In fact this process has already begun through
agreements with Canadian regional remote sensing centres and
special purpose information centres, such as the Ice Centre and
the Crop Information Centre.

Figure 2 - One day coverage CONCLUSION

Canada has a record of success in pioneering communication
satellite technology; this project is the first Canadian remote

Circles, a5 stmsks sensing mission. It will pioneer the use of the dawn-dusk orbit,

- the first multi-mode SAR on a satellite, the satellite radar
mapping of Antarctica, and the commercial distribution of radar
data. It is ambitious, but we have had the advantage of taking

,, -part in both the SEASAT and ERS-1 missions along the way.
We have benefited greatly from international cooperation in the
past and, through the RADARSAT project, we hope to
contribute in our turn. On of our most important objectives
is to make RADARSAT data available worldwide and in this
way we are following the example of the optical satellite remote
sensing projects. We are looking forward to joining with other
countries and agencies and playing our part in making high
quality remotely sensed data available to organizations working

__ on global environmental problems.

Figure 3 - Three day coverage

/
, /
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RADARSAT: REVIEW OF PERTINENT ECONOMIC
AND COMMERCIAL ISSUES

Marcel St-Pierre
Chief Economist

RADARSAT Project Office
Canadian Space Agency

Ottawa, Ontario

ABSTRACT sector and universities, will work in a coordinated and effective

The expected availabihty of operational satellite synthetic radar manner, to prepare users in various targeted market segments
data in the nineties, such as RADARSAT, offers an opportunity for the acceptance, use and integration of RADARSAT
to fulfill the true commercial value of remote sensing from information data products in their decision making process.
space. This opportunity will be enhanced by the high reliability
of this Source of information as an input to the decision making The purpose of this paper is threefold: to review the factors
process affecting the management and monitoring of our and barriers which have affected the development of a viable
natural resources and environment, commercial remote s-ensing market to date; to stress the

potential of the RADARSAT SAR system to meet commercial
This paper reviews some pertinent economic and commercial and operational user requirements; and to identify the
issues relevant to RADARSAT, stresses the potential of the necessary conditions for the realization of the anticipated
RADARSAT SAR system to meet commercial and operational economic and commercial benefits identified for the
user requirements and identifies the necessary conditions for RADARSAT project in Canada.
the realization of the anticipated economic and commercialbenefits identified for the RADARSAT project in Canada, Review of the factors and economic issues which have affected

the development of a viable operational and commercial
INTRODUCTION satellite remote sensing information market.

Ever since the launch of the first Landsat satellite in 1972, Since the launch of the first Landsat earth observation satellite
Canada has been among the world leaders in the field of series in 1972, the remote sensing "information industry" has
remote sensing. Recognizing the constraints imposed by its evolved considerably. Until recently, the Landsat system had
limited financial resources, Canada has, over the years, remained primarily a research and development effort,
established a recognised worldwide competitive expertise by although, in many circumstances, it has been presented and
being selective in its choice and development of critical used as if it were an operational system. (KRS, 1988)
segments of the remote sensing sector. (EMR, Dec. 1988) The Landsat technology was presented as a revolutionary cost
The development of an airborne synthetic aperture radar (SAR) effective tool to assist in the management, exploitation and
and of systems to process the SEASAT data are concrete monitoring of the Earth's resources and the environment. Large
examples of this strategy which resulted in the Canadian remote potential economic benefits were attributed to the use of that
sensing industry dominating both the world radar survey "technology" and, ronsequently, it generated high expectations
markets and the processing technology. Government approval among early users.
of the RADARSAT project in the Spring of 1989 will reinforce
the commercial and technical leadership of the Canadian Unfortunately, being primarily R & D and not market driven,
industry in the field of remote sensing. RADARSAT will be an it became obvious that this system had not-been designed to be
operational satellite carrying the most advanced civilian radar cost effective and to meet the operational and commercial
in the world. With RADARSAT, Canada will become one of requirements of users.
the major world suppliers of operational satellite remote
sensing data in support of the management of the Earth's As the technology failed to deliver all of its promises, the
resources and its environment, reality eventually caught up with the dream. Too much

emphasis had been put on selling the technology and not
Prujet.t approval also marked the beginning of a challenging enough on understanding and addressing user needs and
and critical period hhich will determine the technological, requirements, and on delivering, in a cost effective and timely
operational and commercial success of RADARSAT. Between manner, the information contained in the imagery. The
now and the launch of the satellite in 1994, key timely information provided was often not packaged and presented in
decisions will need to be taken to ensure that the Canadian a way that could be easily merged in the user decion making
remote sensing community, including the Governments, private process. (KRS, 1988)
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In a nutshell, the lack of commercial success in the early days operatiof the Landsat sytei and its continuity, and, is most
of tie remote sensing industry can be attributed to the failure likely to result in a data availability gap between Landsat 5 and
to recognize that, at the user end, the information product must Landsat 6.
be usable immediately. In view of the apparent lack of progress being made by EOSAT
The Landsat experience has demonstrated that remote sensing since 1986 to develop a market for remote sensing, and as part
information takes its full value, in most cases, only after it has of the process of funding Landsat 6, the U. S. Congress
been properly extracted and merged with other sources of directed, in 1988, the Department of Commerce to conduct
information and integrated into other information systems. studies for an Advanced Civilian Earth Remote Sensing System

(ACERSS) to follow Landsat 6. KRS Remote Sensing, a Kodak
Too many applications were developed without the target user Company, was awarded the contract to study the technical,
in mind. Too often, remote sensing data suppliers failed to financial, management and policy options for an ACERSS. The
clearly demonstrate and prove the value and the cost approach favoured by KRS was a market driven approach to
effectiveness of the new or complementary source of support the selection and development of a system that would
information they were proposing. They failed, in many cases, embody the ingredients that could ensure the commercial
to clearly explain to the user, in his own language, terminology viability of the system selected.
and environment, how the proposed new source of information
could be an asset to his business. The consultants reviewed and assessed the conditions under

which an ACERSS could become commercially viable. One of
The early eighties saw the election of several Conservative the main conclusions of the study was that such a system would
governments. Reduction of the deficit became an ucgent priority not be commercially viable before the year 2000 and, therefore,
in most of these countries. These governments also held would need to be subsidized directly or indirectly by the
different views on what ought to be the respective role of Government on an ongoing basis.
government and industry. They strongly believed that
governments should not unduly interfere in the market place In Canada, the possibility of the RADARSAT satellite system
and compete with the private sector. Directives were thus given being developed, built, operated and financed completely by the
to privatize and commercialize several Crown corporations and private sector on a commercial basis was evaluated in 1986. It
government agencies for which there were no longer a was concluded that in view of the current foreseeable state of
perceived public purpose. the remote sensing market, a full commercial approach would

not be feasible.
Early in the process, remote sensing systems were identified as
prime candidates for privatization. These programs involved But as the project had been judged economically desirable for
large government expenses and moreover, the large economic the country, the federal government decided to go ahead with
benefits attributed to their use were mostly in the form of cost it and to seek the involvement of international, provincial and
savings and increased profits to the users. Thus, it was only private sector partners in its financing. On the other hand, the
logical that the limited groups of u:ers that benefit from these data distribution and marketing portion of the system being
systems should pay full market value. Consequently, several judged commercially viable, it was contracted out to a
governments came to the conclusio, that such systems ought to Canadian controlled consortium, RSI International Inc., which
be developed and operated by the private sector on a was incorporated in 1988.
commercial basis.

RSI International Inc. was granted an exclusive license to
In the mid-eighties a serious attempt was made in that distribute and market globally the RADARSAT SAR data and
direction. France created SPOT Image, a private company, to data products, with the exception of data collected for the use
market and distribute the SPOT data products worldwide. The of the Canadian and United States Governments and for
overall objective was to develop a system which wcald be approved scientific research as defined in a Memorandum of
commercially viable within a period of about ten years. The Understanding between the two countries.
ultimate goal is for SPOT 4, by 1996, to be developed, built and
operated on a full commercial basis without government France, the United States and Canada have now realized that
subsidies. Until then, however, the French government is to pay the market for remote sensing information needs to be further
for all the capital and operating costs for SPOT 1, 2, and 3. developed and as a consequence, is not yet ready to support a

fully commercially viable industry. Government support is still
The United States transferred the Landsat satellite system to a necessary and is economically justifiable.
private consortium, EOSAT, in September 1985, following the
enactment of the Landsat Commercialization Act of 1984 and On hindsight, past experience leads to the two following
the issue of a Request for Proposal (RFP) to the industry. The conclusions:
government agreed, on an interim basis, to subsidize the
operation of Landsat 4 and 5 and the capital cost for Landsat (1) remote sensing systems were probably ready for
6. Thu a 0 ilih pgivt;. 1tu01 to bp obi to obuLk "prii.tiZati ible. tU boriO b ut riot for r. Asystem can be
Landsat 7, the follow-on system, on a fully commercial basis. economically viable from a public policy viewpoint without

being commercially viable. The advantage of privatization,
Unfortunately, the funding provisions negotiated with the which does not necessarily exclude a government subsidy, is to
private sector were never endorsed by Congress (Washington bring more market and efficiency considerations into the
Remote Sensing Letter, March 1, 1987). This has created a development and operation of remote sensing systems and
climate of uncertainty regarding the interim funding for the therefore improve the development of commercial by-products;
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(2) the distinctions between the concepts of "economically" and RADARSAT is not intended to replace the satellite borne"commercially" viable, and "privatization" and optical sensors and/or the sensors available on airborne"commercialization" need to be better understood. In the case platforms . To the contrary, RADARSAT is there to fulfill I
of the satellite remote sensing system, the market is not specific market requirements that cannot be adequate!y
sufficiently developed to capture, through an appropriate provided by other sensors. In many cases, RADARSAT will
pricing policy, all the economic benefits attributed to user turn out to be an excellent complementary source of
groups. The level of benefits vary from one application to information to other sensors and, at times, will be considered
another and, to capture the consumer surplus realized by the a reliable "second best" solution.
different user groups, in different market segments, would
require the use of a price discriminating policy, an approach To optimize the potential for operational use of SAR data,
which may not be permitted under existing USA laws and the several key concepts and systems have emerged during the
United Nations Open Skies policy principles. RADARSAT planning phase. Several related key decisions

were made prior to RADARSAT being approved and, some of
them, have already been implemented or are currently being

RADARSAT: A Turning Point in the Operational and implemented. These are: the Ice Centre, the Crop Information
Commercial Use of Satellite Remote Sensing Information data System, the Ocean Information System and the Geology
Products. Information Centre.
RADARSAT had been originally conceived as an end-to-end
system to fulfill the needs for near real-time data information (1) the Ice Centre located at Environment Canada isrequirements such as ice, ocean, coastal and environmental responsible for monitoring sea ice conditions in Canadian
requremontoring.Sin icen, oer, iasta be eniobetr navigable waters and for producing daily forecast reports formonitoring. Since then, however, it has been modified to better different users . An Ice Data Integration and Analysis Systemcoewith land application requirements. In short, RADARSAT difrnuss.AnIeDtItgaioadAalisStmcope w(IDIAS) was developed under contract by MDA to merge and
is a practical solution to Canada's operational and regional process in near real-time different digital data sets in support
monitoring requirements which call for a reliable and of sea ice analysis and sea ice forecasting conditions.
dependable system (not affected by cloud coverage and
darkness) with fast turn around, frequent and timely repeat (2) the Crop information system was approved in 1986 and is
coverage. currently being developed at the Manitoba Remote Sensing

RADARSAT is an earth observation satellite, carrying a Centre. This system will have the capability to merge, integrate
powerful synthic aperte orvai(oAR stens, capablegand pre-process different satellite data sets in a timely mannerpowerful synthetic aperture radar (SAr) sensor, capable of to allow improved crop forecasting accuracy. This system isimaging the earth through cloud and darkness. nle radar will currently under development in full cooperation with the endacquire data ranging from a fine-resolution and narrow-swath users (Canadian Wheat Board, Statistics Canada and themode (10 meters, 50 km) to a lower-resolution wider swath Department of Agriculture) to ensure that the system will meetmode (100 meters, 500 km ). The standard mode will have a their operational requirements.
swath of 100 km and a resolution of 28 meters.

(3) the Ocean Information System was approved in 1987. ItsRADARSAT will transmit data from space to earth receiving purpose is to allow access to different ocean related data basesstations for processing and transmittal to users in near-real time and to facilitate the merging and analysis of the information
via communication satellites such as TeleSat's Anik. to a taht
RADARSAT will cover Canada's Northwest Passage every day, through a GIS.
'all of Canada every three days and all of the world every 16 (4) finally, the concept of a Geology Information Centre is
days. currently being developed. A contract has been awarded to

assess the feasibility of merging and analyzing, through anThe timeliness, accuracy and reliability of radar data is a appropriate information system such as a GIS, different
distinct advantage over optical satellite sensors in operational geological related data sets.
and commercial use. It may be true that optical data from
LANDSAT or SPOT are superior for many thematic mapping In sum, RADARSAT has the potential for responding and
applications, but data acquisition is only possible on clear days, offering a solution to many of the concerns and critics raised to
a major impediment to operational use in many geographic date by users in the market place: predictability of data, repeat
areas of the world. coverage, quick turn around, accuracy of information and higher

spatial resolution. The instrument will be quite flexible andIn that regard, the following statistics are self explanatory: capable of meeting different user information requirements.
between 1986 and 1988 Canada has received and archived caale eetnifeen ser info at urement245,559 SPOT images of which only 8.9% are completely cloud RADARSA's electronically steerable beam feature makes it
free images and 15.3% are called usable images (containing a possible to acquire information of the Earth's surface overlreime aunt of1clous.3 Afer tred e s orain te different swath widths, different incidence angles and differentlimited amount of clouds). After three years of operation, there spatial resolutions. On any orbit, it can access informationare still areas of Canada for which we have not yet been able within a swath np to 800 km (500 km nominal) with ato obtain at least a usable image. (EMR, update 1988) resolution ranging from 10 meters io 100 meters depending on

In contrast, RADARSAT users can invest in systems to exploit the swath width selected.
radar data with the confidence that they can deuend on a RADARSAT APPLICATION DEVELOPMENT AND
constant, accurate and predictable source of data supply. The INFORMATION SYSTEMS: Key to Operational and
probability of RADARSAT SAR being able to image a specific Commercial Uses of the Satellite SAR Data Information
area at a predictable date and obtain a 100% quality image is
100%. Because RADARSAT has not been originally conceived as a

pure R & D system but rather as a (re) operational system, it
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is imperative that an efficieni, selective and practical approach (4) consideration as to whether or not the application
to the development of the market for RADARSAT data envisaged would require the use or the development of a
products be elaborated and implemented to ensure both its supporting information system such as GIS, or IDAIS.
operational and conmmercial success in Canada and abroad. The state of development of SAR applications is, in general,
Opeatiuonal and Lost effective end-to-end systems need to be except for ice applications, far less advanced than that of optical
.onL.eived and developed to respond, in a market driven sensors. But, based on experience and lessons drawn from
mannel, to tile user nieeds and requirements for major potential Landsat on the need to always keep the end user in mind, it is
appliiattlon. Although significant steps have beer, made in that nevertheless possible to meet the challenge of developing timely
direction since 1986 such as the Ice Centre, the Crop high quality RADARSAT SAR applications. However, this
Information System and the Ocean Information System, it is challenge will require an overall commitment by the Canadian
important to remain alert and focus on our approach for remote sensing community at large. Scarce resources will need
meeting our objectives and goals regarding our ability to to be efficiently coordinated and focused on the development
address properly user needs and requirements in a cost effective of selective applications which fully meet end user
and timely manner. requirements.

Between now and the launch of the satellite in 1994/1995, the
Canadian remote sensing community, including Government CONCLUSION
Departments and Agencies ( at the Federal and Provincial
levels), the private sector (RSI International, value added firms, The development of application products and services that fully
software and hardwvare suppliers) and universities across meet end user needs and requirements for timely, cost-effective
Canada ,ill need to work, in a timely, coordinated and effective and easily usale information in the decision making process
manner, under the leadership of the Canadian Space Agency is the key to the establishment of a commercially viable remote
and the Canada Centre for Remote Sensing, to prepare users, sensing industry.
in various targeted market segments, for the acceptance, use
and integration of RADARSAT information data products to RADARSAT has the potential to satisfy adequately the
their operations. The merits of using the Canadian Advisory operational and commercial requirements of several end user
Committee on Remote Sensing (CACRS) structure as a groups. This will only be feasible, however, through a concerted
.oordinating framework should be given serious consideration. effort, by the remote sensing community at large, to increase
Existing relevant government programs at the federal and industry awareness and understanding of how remote sensing
provincial levels such as the Radar Data Development Program can benefit industry information needs.
(RDDP) of the Department of Energy Mines and Resources
(EMR) need to be reviewed to ensure that they are fully in
support of RADARSAT. Furthermore, maximum use should be REFERENCES
made over the next few years of the SAR data availability from
the EMR Convair 580, and the ERS-1 and JERS-1 satellites, to Energy, Mines and Resources, Canada Centre for Remote
identif), develop or fine tune cost effective SAR data Sensing, " SPOT Imagery Catalogue", 1988 update, Ottawa,
application in support of RADARSAT prior to its launch. Ontario, Canada.
Relevant pilot and convincing demonstration projects in support
of RADARSAT major targeted market segments should be Office of Technology Assessment,"Remote Sensing and the
conceived as soon as possible. Private Sector, Issues for Discussion", Washington D.C., March

1984.
More specifically, the following considerations will need to be
kept in mind, during tile development of RADARSAT data KRS Remote sensing "Study of Advanced Civil Remote Sensing
appliLations, to ensure the operational and commercial success Syste.n", Vol. 2, Market and Financial Assessment, a report
of RADARSAT: submitted to NOAA by Peat Marwick Main & Co. and

Geodynamics Corporation with KRS Remote Sensing, A Kodak
(1) priority for development of SAR data applications will Company, August 1988.

need to be clearly defined both from an economic,
commercial and scientific point of view; Energy, Mines and Resources, Canada Centre for Remote

Sensing, Radarsat: The Program after 1999, Ottawa, Ontario,
(2) user needs and operational requirements in the targeted Canada, Dec. 1988.

market segments will need to be fully considered and
understood (alternative or current source of information, Washington Remote Seas:g Letter, Vol. 6, March 1, 1987.
stock or flow type of information, cost, labour, reliability,
frequency, investment, systems, timeliness etc..);

(3) the usefulness, value. advantages and cost effectiveness of
the new source of information proposed for an operation
compared to an existing one should be fully documented
(reliability. quality, timeliness, ROI, pay back, cost-benefit,
cost-effectiveness, product differentiation, references and
champion cases); and,
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RADARSAT INTERNATIONAL INC.:

COMMERCIAL DISTRIBUTION OF RADARSAT PRODUCTS

D.R. INKSTER

INTERA TECHNOLOGIES LTD.
#2500, 101-6th Avenue S.W.

Calgary, Alberta T2P 3P4
Canada

Abstract 2. CORPORATE ORGANIZATION

As a result of its all weather capability, RADARSAT offers a RadarSat International is a new Canadian company, organized by
global imaging capacity that vastly exceeds that cf the visual the following Canadian aerospace and remote sensing
satellites. To ensure that this international capacity is translated companies.
into cost effective and timely products, the Canadian company
"RadarSat International' (RSI) has been formed. RSI has been SPAR AeroSpace Ltd.
assigned an exclusive international license by the Canadian Space INTERA Technologies Ltd.
Agency (CSA) to market and distribute RadarSat products, DIGIM Inc.
excluding data required by the Governments of Canada and the MacDonald Dettwiler and Associates Ltd. (MDA)
U.S. for their own use. At present, RSI is organizing and
preparing for its marketing, data production, and distribution With SPAR and MDA, this group includes much of the Canadian
roles, capability in space segment payload development and ground

segment receiver stations, processing and display systems.
This paper describes the initial organization of RSI, and the INTERA and DIGIM are the two largest Canadian remote
company's national and international plans for marketing, sensing data sales company, with extensive experience with radar
processing, sale and distribution of RadarSat products. An initial data, multispectral data, and value-added services and products.
plan for the classes of product which will be available to users is These companies are committed to contributing funding, staff,
given, and the mechanisms which will be developed to allow and experience to RSI, and to making the company a technical
users to access the RSI system are described. and commercial success.
Key Words: RadarSat, RSI, commercialization, marketing The Memorandum of Understanding between the Canadian Space

Agency, NASA and NOAA calls for the identification of a U.S.-
based distributor of RadarSat data. It is expected that such a
distributor will be selected by RSI during the pre-launch period,

1. INTRODUCTION and that that distributor will become a shareholder in RSI. Other
partners may join the RSI team during the prelaunch period. To

When Phases C and D of the RadarSat program were approved in the extent that partners bring technology or marketing experience
June of 1987, funding from the Canadian Government was that is important to RSI business areas, they will be welcomed as
subject to several conditions. In addition to finalizing equity participants in the company.
relationships with Provincial and International partners, the
RadarSat Project Office was required to develcp an agreement
with a private sector partner for the marketing and distribution of 3. BUSINESS PLAN
RadarSat products. It was argued that a partner with experience
in the international remote sensing market could effectively RSI will build its business on the rights granted in the
deliver RadarSat products and services to that market. There was Memorandum of Understanding between the company and the
no suggestion that the RadarSat Progrim be a commercial Canadian Space Agency. These rights can be summarized as
program. That is, it was never intended that the in.tial capital follows:
costs of developing and launching the spacecraft and the
on-going costs of operating the system be recovered from the -an exclusive international license to distribute and market
sales of data, even using the most optimistic sales forecasts. RadarSat data to all users, excluding the Canadian and U.S.
However, partial cost recovery is possible. Therefore, it was governments. These governments have the right to acquire data
proposed that a private sector partner could return some revenue for.Ih-ir o progrn s or for re searc I , e i d, tat they
to the Government to help offset the operational costs of the do not sell or distribute data to others.
program, and, at the same time, develop a viable international
business. Based upon these ideas, and the results of competitive -access to about 35% of the data collection capacity of the satellite
proposals from several potential partners, negotiations began to collect data for its customers.
with the private sector. Over a two-year period, a business plan
and agreement were developed, and the company RadarSat -an exclusive right to process RadarSat data required by
International Inc. (RSI) was established. At present, RSI is Canadian Government departments and by other customers,
poised to take a major role in the international space-borne remote using existing Government processing facilities and the
sensing business, company's own systems.
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-an exclusive right to produce, market and sell to Canadian users,
LandSat and SPOT data collected by Canadian receiver stations,
commencing in 1989. FIGURE 2

RADARSAT MARKET BREAKDOWN

-a right to participate in other Canadian space-borne remote
sensing missions and potential follow-on missions to RadarSat to 60
the extent that they can be reasonably commercialized. so.

In return for these rights, RSI has obligations to conduct a PERCENT OF 40

vigorous and effective international marketing campaign, to TOTAL 30. I
produce data to rmect market requirements, and to distribute da, i SALES 20"
products and services according to a policy of to
non-discrimination. In addition, the company will return revenue
to the Government in proportion to the level of data sales. RENEW NON- ICE OCEANS

The success of the RadarSat program as measured by

international sales of data will be determined by the perceived
value of the products, and by competition from visual satellite
programs such as SPOT and LandSat. These two visual satellite
programs are both well established, with international networks
of receiver stations and distributors, and with combined sales of Since the markets for radar and visual satellite data are so
approximately $30M U.S. during 1988. The principal markets different, it is difficult to forecast the success of RadarSat based
for the visual satellites include the monitoring of renewable on forecast utilization of visual satellite products. A more
resources such as forestry and agriculture, the geology market, realistic approach involves forecasting the market for RadarSat
and the market which requires maps and mapping products. For data using the experience of the international market for airborne
example, Figure 1 shows recent sales of LandSat and SPOT remote sensing adar programs. Figure 3 shows the historical
products in the Canadian market. It is interesting that the market commercial market for airborne radar programs, including
for the visual satellites does not incluoe a significant element geology, mapping, ice reconnaissance, and ocean surveillanceassociated with monitoring of surface events that are rapidly markets. Murkets for research data, and programs conducted bychanging, iuch as ice reconnaissance and ocean surveillance national governments have been excluded from this figure.
Even in the crop monitoring area, LandSat and SPOT data is of Viewed in this context, the RadarSat program is seen as a logical
limited use, since cloud cover often makes it impossible to collect extension and growth of an existing market, rather than a new

the imagely (hat is required, and untested market.

FIGURE 3
INTERNATIONAL SAR DATA SALES

FIGURE I
LAN)SAT/SPOT MRKT (CANADA) 140

120

60 180
SO' 11$ us. 60

PERCENT OF 40 40
TOTAL 30 20

20 069-73 74-78 79-83 84-88 89-93 94-00

RENEW NON- ICE OCEANS
RENEW

The marketing strategy of RSI is based upon the unique market
for radar data. During the period before 1993, an emphasis will
be placed upon establishing agreements with international
receiver station operators. These agreements must be in place
well in advance of the launch of the satellite to ensure that, after
launch, an efficient user interface is established, and that data can

Figure 2 provides an interesting contrast with the market be received, processed and distributed effectively. During the
segmentation shown above. Here we see a forecast of the market same period, arrangements will be made with clients who requirefor Radar. n nrnamevt Th,. .. ...-__.A .. . . e,,. . . ..f .vuuRas sdart, dv ,advantage TulbC ol volunlics o dat4 un a regular basis. iy making pre-launchwith respect t; the visua' prc-dicts of being available regardless commitments, these clients will be assured of access to the data
of cloud cover or darkness, hence will be useful in markets they require. During the two-year period before launch, a majorwhere routine monitoring is essential. On the other hand, the effort will be made to develop the market for so-called "off-line"
visual satellites with their richer spectral content will likely be data. This market will include users who require data within a
relatively more successful than radar in the more traditional period of a few days or longer, for such applications as
remote sensing market areas. These figures suggest that users renewable and non-renewable resource monitoring and mapping.
will find data from RadarSat to be complementary, rather than The key to success in this market will be to cooperate with
competitive with data from LandSat and SPOT. existing vendors of visual satellite products. This cooperation

could involve the development of a single network of agents and
distributors, a common catalogue, and a common order system.

______ _____
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It is hoped that a system can be developed whereby potential SGF :, SAR geo-referenced fine resolution- products,
users of RadarSat data around the globe can easily obtain generated in swath section units.
information about the program, place their orders, and receive
their data, without an unnecessarily large investment in marketing SGC : SAR geo-referenced coarse resolution products,
and infrastructure, generated from SGFs in swath section units.

The distribution of LandSat and SPOT data in Canada in advance SSG - SAR systematically geocoded products, generated
of the launch of RadarSat requires special attention in the RSI for user specified scenes.
Business Plan. Tlis function is very important, as it allows the
company to dt Jlop a marketing, data production, and SPG : SAR precision geocoded products, generated for
distribution system for remote sensing data well in advance of the user specified scenes.
launch of RadarSat. It is intended for RSI to take over this
function during 1989. While the details of this new private sector The pricing policy for RadarSat products will be based upon
distribution of remote sensing data are not yet finalized, the market conditions for remote sensing products in the mid-1990s.
strategic approach is clear. First, it is the intent of RSI to Significant discounts will be offered to large volume on-line
minimize any impact on users associated with the change. users, to ensure that RadarSat products are price-competitive with
During the transition, users will not see significant changes in the more traditional means of acquiring surveillance information.
product line or level and type of service currently available from Off-line users will find RadarSat products to be available on a
CCRS. Second, RSI intends to make a significant impact in the "Guaranteed delivery" basis at a price that is competitive with
area of marketing. During the transition, a network of other satellite products. The intent of this policy is to establish a
distributors will be established across Canada, and these large and dedicated market which will support follow-on radar
distributors will eventually provide a new and, hopefully, more satellite missions.
efficient user interface. Finally, using the distributors and a
vigorous marketing effort, it is anticipated that sales of remote RSI intends to establish a close and cooperative relationship with
sensing products can be significantly enhanced. The company the international value-added industry. Value-added companies
intends to use the existing CCRS production facility at Prince producing maps, forecasts, interpretations and other higher level
Albert to meet market requirements initially. As the market products are considered to be part of the marketing function.
develops and as the product line evolves, this facility will be They will have a greater ability to service local markets for all
upgraded as required. Eventually, with the launch of RadarSat, it types of RadarSat products than RSI itself. Therefore, these
is expected that a fully integrated production, marketing and companies will be supported with marketing and development
distribution system will be used to service the needs of users for efforts. More important, RSI will refrain from offering
all types of remote sensing data in the country. value-added products in competition with the rest of the industry.

4. RADARSAT PRODUCTS AND SERVICES 5. SUMMARY

The details of the products and services which will be available to The decision of the Government of Canada to involve the private
users from the RadarSat mission are currently being planned. sector in the marketing, production and distribution of
For instance, RSI intends to conduct a User Requirements Study space-borne remote sensing data is an important one which will
starting in 1989 and continuing until preliminary results are affect this area of technology dramatically for many years.
available from ERS- 1. The intent of this study will be to define Within Canada, all of the "stake-holders" in remote sensing will
the types of products required by the market, and issues see changes. Starting with the LandSat and SPOT data streams,
involving the timing of delivery of these products. Based upon and continuing with RadarSat, users will notice a change in the
the results of this work, the specifications will be set for the marketing and delivery of products. Whether they deal with a
upgrades to the ERS- I processor required for RadarSat. local distributor or with RSI, they will deal with a party with a

Perhaps the simplest way to segment the products which will be commercial interest in their application. The value-added

available from RadarSat is to divide them into "on-line" products industry, and hardware and software vendors will benefit from
and "off-line" products. "On-line" refers to products required the presence of RSI. RSI will use value-added companies as part

for near real-time monitoring applications, such as ice of the marketing organization, thereby enhancing their ability to
reconnaissance and ocean surveillance. These products will be win projects both nationally and internationally. The impact on

ordered in bulk by large volume users, and will be rapidly equipment vendors will be based upon initial sales to Canadian
processed and delivered by communication systems. For clients followed by access on a preferred basis to the international
Canadian non-Government users of ice reconnaissance data, market. Canadian companies which have historically enjoyedrequirements for on-line data will most likely be integrated with success in this market will find new markets for reception,
AES data requirements. It is expected that AES will request processing, distribution, interpretation and analysis hardware andAES ata equiemens. I is xpeced tat ASswiltreues as a result of the RadarSat program. Finally, the
acquisition and processing of most passes covering Canadian ice sowre as ansu l e atpg. Finallyethe
covered waters. These data will be processed and communicated feedback will be available on the value of different areas of

to the AES IDIAS system within hours of collection. Rather than remote sensing technology; this can be used to guide internal
reprocess data for non-AES users, a system will be established research and development. Equally important, a revenue stream

whereby users acquire data from the AES archive on a will be returned to the Government in proportion to the sales of
commercial basis. International users will, in most cases, be RSI to help off-set the operating costs of the RadarSat mission,
served from their local receiver station. Where there is a and other remote sensing activities. While this revenue stream is
significant on-line market, these stations will be capable of a small portion of the total cost of the space and ground segments
meeting the demand on a winnieit.ial basis. of RadarSat, it is expmted to grow a ieinuic bcibing fiolU bpace

Users can expect the availability of "off-line" products to be becomes more commercially viable.

rather similar to current practices of LandSat and SPOT. In If RSI is to succeed, it is essential that the stake-holders
comparison to SPOT, RadarSat has even more flexibility in mentioned above maintain the proper perspective of the
imaging geometry and product resolution Hence, users will commercial viability, or rather the !akof commercial viability, of
have a choice of selecting the coverage specifically required for remote sensing from space. As noted earlier, RadarSat is not a
their application. A range of processing parameters will also be commercial program, in the sense that it is not intended to recover
available. At least the following products will be available: all costs from the commercial sales of data. The relationship

between RSI and the Canadian Space Agency (CSA) reflects this



207

reality. As the major partner, the CSA maintains control of the
design, launch and operation of RadarSat, as well as the
reception, archiving and cataloging of the data collected. In
addition, through the Canada Centre for Remote Sensing,
product development and application development research is
funded and conducted. RSI, through its contribution of less than
5% of the total program costs, is a minor partner involved in the
activities described above. RSI will only succeed if a strong
partnership with the Government can be established. This
partnership must involve an RSI role in research and
development of RadarSat applications, to ensure that products
can be developed that are suited to the international market.
Further, it must include an RSI role in ground segment activities
associated with tasking the system, and with reception,
cataloging and archiving to ensure that RSI has the expertise
necessary for its international marketing activities. This
partnership, currently being negotiated with the CSA, will further
enhance Canada's role as a major member in the international
remote sensing community.
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LAND APPLICATIONS OF RADARSAT

R. J. Brown
Canada Centre for Remote Sensing

Ottawa, Ontario

ABSTRACT changes in irrigation practices, etc.
d. Characterization of catastrophic events such as

For most agricultural monitoring applications floods, tornadoes, hail storms, etc.
timeliness is by far the most important data
characteristic. Landsat has proven to be inadequate This paper will address how radar data and, in
for this task with its 16-day repeat cycle and particular, Radarsat imagery may be used to meet the
vulnerability to cloud cover. Within Western Canada, functional requirements identified above.
where the time from crop emergence to harvest is
typically of the order of 2 months, even a 16-day Through the RDDP our research program is a
repeat cycle is marginal for any crop condition cooperative effort involving universities, government
monitoring role. A satellite-borne synthetic aperture agencies and industry which include the University of
radar (SAR), with its all weather capability, holds Sherbrooke, Laval University, University of Guelph,
great promise to meet this frequent data requirement. University of Waterloo, University of Saskatchewan,
The proposed Radarsat SAR, in addition to having this the College of Geographic Sciences, the Ontario Centre
all-weather capability, has also several important for Remote Sensing, the Manitoba Centre for Remote
imaging parameters which greatly enhance the potential Sensing, the Canada Centre for Remote Sensing,
for using this sensor within agricultural Agriculture Canada, Statistics Canada, the Prairie
applications. This paper will identify these features Farm Rehabilitation Administration, the Canadian Wheat
alone with some examples of the significance. Board, Intera Technologies Ltd., Terrain Resources

Inc., Ducks Unlimited Canada, and the Saskatchewan
Keywords: Radar, Agriculture, SAR, RADARSAT Research Council. Each of these agencies is looking

at specific aspects of how to use SAR imagery in
agriculture so that Radarsat data can be used

INTRODUCTION effectively when these data become available in the
mid 19gO's. Presently, the research program uses a

Through the Radar Data Development Program (RDDP), combination of data from a ground-based scatterometer
within Canada, the national research and development facility, which is operated by the University of
efforts into the use of microwave imagery for the Saskatchewan, and from the CCRS airborne SAR and
different application areas is coordinated. These scatterometers. These will be followed- up by an
different application areas include Ice, Oceans, Non- analysis of data from the European Space Agency (ESA)
Renewable Resources and Renewable Resources. This Earth Resources Satellite (ERS-1), Japanese Earth
paper will deal primarily with the use of synthetic Resources Satellite (JERS-1), the Shuttle Imaging
aperture radar (SAR) imagery within Renewable Resource Radar (SIR-C). Hence, by the time Radarsat is
applications development and, in particular, within launched in 1994 we will know the capabilities of SAR
agriculture, for agricultural application and will be able to use

the imagery from this satellite for resource
There are four distinct agricultural applications management. Figure 1 lists the satellite SAR's which

areas which are: will be available in the next decade along with the
expected launch dates and sensor\satellite

a. Landuse identification including crop type and area characteristics. It can be seen from this table thatestiatin " .... - .... 44S.... + CAD o~
estimation thr will 'a a lrg nu r ........ .........

b. Vegetation vigour estimation which includes crop in space during the next decade. This is vital for
and forage yield prediction, applications development, since any operational

c. Landuse change monitoring which includes monitoring program using remotely sensed data, needs data
marginal landuse, soil conservation practices, continuity.
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RATIONALE FOR RADARSAT DATA 49 degrees. Actually, if the Experimental Beam mode
is included data may be collected to incidence angles

In most agricultural application timeliness is an of 55 to 60 degrees. Thus, for applications areas
important and driving data characteristic, where changes in incidence angles do not have an
Consequently, SAR sensors, which have the capability important effect upon the Information content of the
to image under virtually any atmospheric conditions, imagery, data may be acquired of an area of interest
offer the potential to play a major role In the remote virtually when requested. For example, these data
sensing of vegetation. Visible and near infrared could be used for land use identification and area
(VIR) imagery has been shown to provide good estimation. At C-band, crop type determination is
Information for many applications but these sensors relatively insensitive to Incidence angle and hence
are restricted in their utility because it is for this application data could be collected over the
necessary that cloud-free conditions exist at the time full extent of the 500 plus accessibility swath.
of data acquisition. Consequently, the Landsat
Multispectral Scanner (MSS) and Thematic Mapper (TM) Not only can these data be acquired regardless of
have not been used extensively in monitoring atmospheric conditions, but for some applications, SAR
applications because of the uncertainly of data, which data acquired earlier than would be the case for VIR
is unacceptable within operational programs. One data can be used. For example, canola can be reliably
notable exception, in this VIR wavelength region, is separated from the grains using SAR Imagery about
the use of AVHRR data for large area vegetation three weeks before it is possible using Landsat MSS
condition assessment. This sensor, with a swath width VIR imagery (Brown et al., 1984). We expect similar
of approximately 2500 km, can image any agriculturally results for the Identification of potatoes. This is
significant area of the earth daily. Hence it is presently under investigation by one of the members of
possible to overcome the cloud problems with this our cooperative research group. The ESA ERS-1 sensor
frequency of coverage coupled with processing will provide some useful information on the utility of
procedures to generate multi-date composite images SAR data, acquired at small incidence angles for crop
which have been partially corrected for atmospheric identification The effect of incidence angle on crop
effects (Holben, 1986). It is perceived that an type determination is very difficult to assess using
agricultural monitoring system, using remotely sensed aircraft data because of the rapid change of this
data would use a combination of imagery from VIR and parameter with ground range on these data. The only
SAR sensors at low and high resolution. For example, good satellite SAR data that can be used to assess the
the low resolution AVHRR Imagery, along with other incidence angle effect was acquired with SEASAT
data such as meteorological and field reports, could (incidence angle = 23 degrees) but this sensor
be used to identify those areas where there may be a operated at L-band which is a wavelength about 3 times
problem. The higher resolution SAR or VIR would then greater than the 5.66 cm wavelength of Radarsat. At
be used to look at the areas of concern in more the longer L-band, there will be more penetration of
detail. In some cases, however, the SAR has a unique the vegetation canopy and consequently, depending upon
role to play which cannot be fulfilled using VIR the vegetation density, the SAR will be measuring a
imagery. For example, in the estimation of soil combination of radar backscatter from the vegetation
moisture (an input to crop yield models) the SAR can surface, soil surface and vegetation structure between
play a major role, In particular, it is felt that the the soil and the top of the plants. Hence these data
Scansar mode of Radarsat will be of great value in the are not a good indicator of the expected performance
estimation of soil moisture over a large area. of Radarsat.

One important aspect of the use of remotely sensed The Scansar and Wide Swath modes, with reduced
data is often overlooked. That is, a system to spatial resolutions of 35, 50 or 100 m, should be
preprocess the raw imagery, to correct for radiometric ideal for large area soil moisture estimation. Dobson
and geometric distortions, and to make these data and Ulaby (1986) have reported that the radar
available to the user agencies in a timely fashion. backscatter is most sensitive to soil moisture at
This has been addressed already and a remote sensing incidence angles between 10 and 20 degrees and at C-
Crop Information System has been installed at the band. We have found, using aircraft data, that at C-
Manitoba Remote Sensing Centre as a joint project band that there is substantial sensitivity of the
between CCRS (federal government) and the provincial radar backscatter to soil moisture at incidence angles
Department of Natural Resources. Presently this of 45 to 60 degrees. For example, we have imaged two
system is using primarily data from the AVHRR sensor adjacent fields that have recently been planted to
but has been designed to handle SAR imagery when these potatoes and had not emerged yet. One of the fields
become available and to integrate the SAR and VIR data had been irrigated while the other had not. The radar
sets. backscatter from the two fields was substantially

different. The one with the greater soil moisture had
The ensuing sections will present some of the a substantially larger value of the radar backscatter.

results from the current research programs and It should be noted that, at C-band, the SAR is
illustrate the capabilities of Radarsat SAR for essentially responding to the soil moisture in the top
agricultural applications. 5 cm of soil. Thus, there is a need to develop the

models to relate these surface .- sture values to
RADARSAT CHARACTERISTICS AND APPLICATION AREAS moisture at the root zone in order to use these data

in yield models. In other cases, it is exactly the
Radarsat will be in a 792 km high, dawn-dusk polar surface moisture that is required. For example, to

orbit. The SAR sensor (C-band, horizontal determine whether there is sufficient moisture for
polarization transmit and receive) has five main emergence and the beginning of crop development the
operational modes which are given in Table 2. One surface soil moisture is required. Part of our
important feature of Radarsat is the 500 km research program is examining the quantitative
accessibility swath. In the Standard Napping mode, relationship between radar backscatter and soil
with a spatial resolution of 28 m, data may be moisture and assessing the contribution of surface
collected over a range of incidence angles from 20 to roughness to the radar backscatter magnitude. This is
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being done using a combination of the ground-based Pultz, T.J., R. Leconte, R.J. Brown, and B. Brisco,
scatterometer facility, to get a precise relationship "SAR Response to Spatial and Temporal Variations in
between radar backscatter and surface parameters, and Soil Moisture and Vegetation", Proc, of IGARSS'89,
airborne SAR to extend the analysis over a larger Vancouver, B.C., 1989.
region (Pultz et al., 1989).

Ulaby, F.T., C.T. Allen, G. Eger III, and E. Kanemasu,
It may be possible to also use the Scansar data to "Relating the Microwave Backscattering Coefficient to

monitor vegetation condition over large areas to Leaf Area Index", Remote Sensing of Environment, Vol
complement that information supplied by the AVHRR 14, pp 113-133, 1984.
sensor. It has been shown that there is a
relationship between the radar backscatter and leaf
area index (Ulaby et al.,1984, Le Toan et al.,1986). Table 1: Past and Future SAR Sensors in Space
We are continuing work in this area, also with the
ground-based scatterometer and airborne SAR to extend Satellite/ Launch Freq./ Incid/ Reso'n Swath
these measurements to other areas, crop types and soil Sensor Date Pol. Angles (m) Width
conditions and are confident that SAR may be used in (degrees) (km)
the future to assess vegetation condition. Another
approach which is being pursued is to relate texture
to vegetation conditions. We have found substantial SEASAT 1978 LHH 23 25 100
different textural information in fields of different
vegetation condition. SIR-A 1981 LHH 50 40 60

The SAR, operating in either the Standard Mapping SIR-B 1984 LHH 15-60 17-58 20-40
or Fine Resolution modes could be used to monitor
catastrophic events such as floods. The actual mode ESA ERS-1 1990 CVV 23 30 99
of operation would depend upon the spatial resolution
requirements. SAR imagery is by far the best data JERS-1 1992 LHH 35 18 75
source for this purpose because of the certainty of
acquiring the data. Normally, in such situations SIR-C 1992/ X,L,C 15-55 10-60* 15-90*
imagery is required as soon as possible after a 1993 (Quad Pol)
happening. Considering the 500-600 km accessibility
swath most areas within Canada can be imaged within RADARSAT 1994 CHH 20-60 10-100* 50-500*
two days and in the worst case within three days.

EOS 1996, X,L,C 15-55 25-500* 50-700*
CONCLUSIONS 1998 (multiple

Pol)
The multiple modes of operation of the Radarsat

sensor suggests that this SAR will be the most useful ESA ERS-2 1990's CVV 23 30 99
satellite SAR to date for many applications. The (Late)
capability of acquiring data at resolutions from 7 to
100 m and over swath widths from 40 to 500 km covers
application area from large area monitoring to *depending on mode
detailed examination of small areas.
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ABSTRACT

As developments have occurred in the use at remote sensing
infonrmation for ice surveillance, they have been incorporated
into the ice informat:on system at the Ice Centre, Environment
Canada (IEC). The key to effective use of remote sensing data
is its integration into a complete ice information system. The
Synthetic Aperture Radar (SAR)-ta to be provided by RADAPSAT
will provide one of the key sources of satellite ice surveillance
data to the ICEC. This data, along with other information
sources, will be incorporated into the Ice Data Integration and
Analysis System (IDIAS), and will be used to prepare the icd
analyses and to initialise and update ice forecast models.
Algorithms designed specifically for the extraction of ice
information from r:mote sensing data will provide guidance
products for the forecasters to be used in preparation of the
ice tnf.rmation products.

The ICEC currently uses both satellite and aircraft remote
sionsing data to help create their ice information products. As
tiv.. capabilities of the sensors and platforms have evolved, the
ICELaw has commissioned the development and use of new data
cvllection systems, and the development, testing, and
implementation of expanded ice information systems such as IDIAS
and the Berg Analysis and Prediction System (MAPS).

In conjunction with these advances at ICEC, the Canada Centre for
Remote Scns:ng, as part of the Radar Data Development Program,
has been working on algorithm development specifically related to
the use of SAR data in preparation for the launch of RADARSAT.
This includes the development of ice classification routines, an
ice velocity extraction algorithm, and, the merging of SAR data
with ancillary data sources to facilitate the incorporation of
rrmote sensing information into ice models.
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In addition to the increased volume of ice survoillan.e
information which RADARSAT will provide, the use of this
operational spaceborne SAR information with routine aircraft ice
reconnaissance and ice models has the potential tc provide

significant statistics on ice processes. This will form an
integral part of an Arctic Environmental Data Base for

climatological monitoring.

This paper describes the nature of the expanded ice service to
be ready for use with satellite SAR data and delineates the
algorithms currently under development in support of this
system. It then describes the benefits to be derived from the
incorporation of RADARSAT data into the IDIAS system and the
upgrades necessary to accommodate the increased data volume,
including a description of the improved products which Are
currently envisioned. Finally, the paper will present ideas for
the generation of ice climatological information as part of the
routine data analysis and information extraction function.

Ley Words: Radar, SAR, Ice, Information Systems, satellite remote
sensing.
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SUMMARY Recently approved by the Canadian Government,
the project will go forward as an internanional

RADARSAT is a Canadian-led cooperative program endeavour, with the United States providing the launch

with the USA to launch and operate a remote sensing on a NASA medium class vehicle. There is also a

satellite with a Synthetic Aperture Radar (SAR). The partnership between federal and provincial governments

spacecraft is scheduled for launch into a sun- with contributions from British Columbia,
synchronous dawn-dusk polar orbit in 1994 on an Saskatchewan, Ontario and Quebec. All the Canadian

expendable launch vehicle for a five year mission, provinces will, however, participate through making

The orbit altitude and inclination are 792 km and use of RADARSAT's data. A group of Canadian and US

98.5" respectively, companies is forming a consortium called RSI as a data
marketing and distribution company.

The right-looking SAR, with the unique ability
to shape and steer the radar beam over an 800 km With its launch in 1994, the satellite's five-
accessibility swath will provide daily Arctic year design life is timed to follow the earlier ERS-l

coverage, three day coverage of the Canadian land and JERS programs 1, 2 and to precede the flight of a

mass, and 16 day coverage of the globe. A wide SAR on the NASA and ESA polar orbiting platforms.
variety of swath widths, incidence angles and
resolutions can be selected. The SAR can also be 2.0 MISSION CONCEPT
oriented to the left of the flight path to enable
coverage of central Antarctica. The current mission plan is to locate receiving

stations at Fairbanks (Alaska), Prince Albert

The objective of the RADARSAT program is to (Saskatchewan), and Gatineau (Quebec), with the
generate data of both applications and research value mission control centre and main data processing and
related to global ice, oceans, renewable resources and distribution centre in the Ottawa area. The ANIK

non-renewable resources, communication satellites will be used for a high data
rate back haul from the remote ground stations to the

The expendable launch vehicle will be of the Ottawa centre. ANIK will serve also to forward the

medium class in NASA terminology. The spacecraft will processed and interpreted imagery to the end user.
have an ability to store the instrument data which can For applications such as Arctic ice or sea conditions,
later be transmitted to an appropriate data where the data are urgently needed, the time interval
acquisition station, thus ensuring global coverage, between satellite overflight and transmission of the

finished product to the user will be of the order of

1.0 INTRODUCTION four hours.

RADARSAT will be the first radar-equipped multi A unique capability of the satellite is to swing

purpose remote sensing spacecraft designed with both the SAR beam from the right side to the left side of

the research and operational user in mind. The SAR the flight path by a yaw manoeuvre of the spacecraft.

swath, side-looking to the right of the satellite's The particular objective here is to provide complete

path, can be electronically altered in width and coverage of the Central Antarctic land mass which

spatial resolution to suit particular applications, would otherwise be inaccessible. This coverage will

By combining two co-located images taken with be obtained once during maximum ice conditions and

different incidence angles, stereoscopic data sets can once at minimum conditions.
be made. The baseline orbit of RADARSAT is sun-

These multiple modes of operation offer, at one synchronous at 792 km altitude with 98.5" inclination,

extreme, a high resolution beam of 45 km width and, at and an ascending node of 1800 hrs. This is designed

the other, a lower resolution 500 km swath. The such that the SAR can provide the daily and cumulative

latter, termed the SCANSAR mode, provides the unique three-day coverage as noted above and also has a 16-

ability to cover nearly the entire Arctic, from 700 day global repeat cycle. The latter will provide SAR

latitude to the North Pole, every day. The cumulative access to anywhere on the globe at least every 16

coverage in a three-day period enables total access to days. The coverage by the 500 km SCANSAR swath for

anywhere on the globe north of 48N or south of 48*S. one day and three days is illustrated in Figure 1. A
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(a) 1 DAY COVERAGE and (b) 3 DAY COVERAGE

FIGURE 1.

high data rate tape recorder will be used to recover In addition to the high duty cycle per orbit,
data from regions remote from the data acquisition and the very high reliability required to support its
stations. five-year operational usage, the RADARSAT SAR has

three other unique features which distinguish it from
The Canadian data acquisition, processing and previous or other presently planned spaceborne SARs.

distribution systems are expected to be based on those These include the ability to place and tailor each
developed for ERS-l. Thus the RADARSAT program will selected swath within an 800 km wide accessibility
benefit from experience gained during this and other region through elevation beam steering and beam
preceding missions, shaping; the flexible use of three radar bandwidths to

achieve high and nominally uniform ground range
3.0 SYNTHETIC APERTURE RADAR (SAR) resolution across the swath or to match its operation

CHARACTERISTICS to special requirements; and the very high processor
capacity which produces priority imagery at one-

The synthetic aperture radar (SAR), will operate quarter real-time rates, and potentially achieves a
at C-band (5.3 GHz) in a variety of commandable strip zero backlog of unprocessed data over each 24 hour
mapping modes, illuminating a swath to the right of period.
the spacecraft nadir track. Operation of the SAR
sensor will be allowed for a maximum of 28 min during The SAR is being developed in Canada by Spar
each 101 min orbit. Capability will also be provided Aerospace Ltd., with major subcontracts to Canadian
to record and store 15 min per orbit of SAR data Astronautics Ltd. and COM DEV Ltd. The 300 W average
aboard the spacecraft when it is not within viow of a power radar transmitter wl.ll be based on the Dornier
receiving station, foL later transmission to ground. Systems/AEG ERS-l high- power amplifier, with minor

SUbsateli11te Track

Experimental

SCANSAR 59.

• _ '- -. Fie --s 49 -

2 B2

FE If
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TABLE 1 Basic RADARSAT SAR Characteristics

Frequency ................................ 5.3 GHz

RF bandwidth ............................. 11.6, 17.3 or 30.0 MHz

Sampling rate ............................ 12.9, 18.5 or 32.3 MHz

Transmit pulse length .................... 42.0.s

Pulse repetition frequency ............... 1270 - 1390 Hz

Transmitter peak power ................... 5 kW

Transmitter average power ................ 300 W
(nominal)

Average radar data rate .................. 73.9 - 100.0 Mb/s

Sample work size ........................ 4 bits each I and Q

Antenna size ............................. 15.0 x 1.6 m

Antenna polarization ..................... HH

Antenna elevation phase quantization ..... 8 bits

modifications. The antenna will be 15.0 m long x 1.6 The availability of the SAR for operation is
m wide, and will be electronically steerable in constrained by the spacecraft power system, the
elevation through a 290 primary region, and further payload thermal design and the hardware of the SAR.
10" experimental region to form many different beams Typical continuous length of regular operation is 15
and beam shapes upon command. See Figure 2. These minutes and the maximum availability of data is 28
beams are realized using phase-only control of an minutes in one orbital period.
elevation beam-forming network consisting of fixed
power dividers to achieve a single aperture taper, but 4.0 THE SPACECRAFT SYSTEM
using 32 non-reciprocal ferrite phase shifters for
excitation control. The radiating surfaces will be The RADARSAT spacecraft is about to commence its
composed of slotted wave-guide panels formed in detailed design phase, with the design definition
aluminum. Table 1 outlines the basic radar phase now completed. The spacecraft configuration, as
characteristics, seen in Fig 3 comprises two main modules, the Payload

Module and the Bus Module.
When the spacecraft is rotated in its Antarctic

mode, both the thermal design and power raising The spacecraft has been configured to be
capabilities may limit maximum SAR operation to 15 launched by the NASA medium class launch vehicle. To
minutes in this mode. Analys'.s shows that this is fit the 15m SAR antenna within the 3.5m x l.9m
adequate to provide coverage af the Antarctic. diameter shroud without compromising the electrical

FIGURE 3: CONFIGURATION sANEW
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performance, a four panel antenna design has been 4.2 Bus Module
adopted, with the panels stowed parallel to the launch
vehicle axis. The bus will be purchased from a US company and

selected for its proven reliability and heritage.The launch vehicle injects the spacecraft

directly into its polar orbit. After separation the The hydrazine propulsion system is used to
solar array and SAR antenna are deployed. The SAP provide fine control of the spacecraft injection into
antenna Extendible Support Structure (ESS) is a key its operational orbit and to maintain the altitude
element in achieving reliable and accurate deployment during its life. A IC km altitude accuracy is
necessary to mate the antenna sections and in necessary to achieve the required ground track repeat
maintaining the flatness of the SAR antenna under its pattern.
varying thermal conditions.

The power system comprises a 2.5 kw solar array
Spar is the prime contractor for the space and three, 50 amp-hr batteries, which are sized to

segment with responsibility specifically for the provide the required SAR operation throughout the 5
payload module, the SAR subsystem, and the year life. Operation of the SAR is not required
integration, test and delivery of the spacecraft for during eclipse. The eclipse experienced in the chosen
launch. Table 2 summarizes the spacecraft orbit occurs for a short duration about summer
characteristics, solstice and then only over the south pole. During

sunlit operation the payload will draw power from both
TABLE 2 Spacecraft Characteristics the array and batteries and the batteries will be

recharged during the interval that the radar is not

Kg operating.

Launch Mass - Bus (including fuel) 1451 The attitude control system uses reaction
wheels, gyros, magnetorquers and sun and earth sensors

Payload 1475 to maintain the spacecraft pointing with an accuracy

of better than ± 0.10 about all three axes.-Adapter S5

Margin An S-Band Telemetry Tracking and Command system
(TT&C) is used to command and monitor the spacecraft

TOTAL 3152 "health" and allows for ground control of the SAR
including in-orbit reprogramming of the pulse
waveform, the pulse bandwidth and antenna beamshapes

Power 3 : 50 AH nickel cadium batteries as well as the selection of other radar operation
parameters.

Orbit - altitude 792 km

inclination 98.5 deg 5.0 GROUND SEGMENT
period 101.5 min
ascending node 1800 hr 5.1 Data Acquisition and Processing

Design Life 5 yrs The SAR data may be downlinked in real time to

an ERS-I compatible ground station or stored in high
speed tape recorders for subsequent downlink.

4.1 Payload Module The data reception stations are equipped with

lOm X-Band antennas which track the spacecraft above
This module accommodates all payload elements, 50 elevation. The data is received at 100 MBPS,including the SAR and the X-band downlink antenna, the stored and subsequently retransmitted at a lower rate,

Earth senor, and one of the two S-band telemetry on commercial conunication channels to the Data
antennas, Thermal control will be seli-contained Processing Centre (DPG). Here the data is processed
within the module, using active and passive to produce SAR images, which can then be transmitted
techniques, to the end user. The objective is that the system will

be designed such that no backlog of unprocessed dataThe on-board data handling system provides two builds up. The time between data collection and
X-Band downlink channels capable of operating at 100 reception by priority users will be of the order of 4
Mbs-l in the 8.215 to 8.400 GHz band. One of the two hours.
channels is used for realtime data while the second
channel is used to downlink recorded data. A 5.2 Mission Control System
redundant tape recorder system is provided capable of
storing 15 minutes of data at 85 Mbs-l. The system is managed by a Mission Management

Office (MMO), which has executive control of
Both channels (real time and recorded) are operations. The MO receives requests for data from

capable of simultaneous operation and both data the various user groups, sets priorities for the
.trcc nl..dc all ia=c data a-. . tccmry and operatio- o the speoer9ft, And mAkeAc Inpute to the

ephemeris required to process the final image. detailed scheduling.
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The detailed operation of the spacenraft is 6.0 CONCLUSIONS
controlled by the Mission Control Centre (MCC) on a 24
hours a day, 7 days a week basis. The MCC is RADARSAT is the first Earth Observation system
responsible for monitoring the status of the to be designed and developed in Canada. The many SAR
spacecraft, for scheduling the imaging sessions, as operating modes make this system unique and pioneering
well as for irplementing any necessary orbital and in a global context both in terms of its versatility
attitude corrections. The MCC also monitors the use of operation and in its technology.
of spacecraft resources such as high power amplifier,
tape recorders, batteries and fuel. Detailed The RADARSAT system is being configured to
scheduling information is provided to the other provide a flexible response to a wide variety of user
elements in the network to ensure correct downlinking requirements. It will provide a regular, predictable
and processing of data. Information is fed back from fast turnaround data information system to the benefit
the Data Processing Centre to the MCC so that the of its users.
sensor operating parameters can be modified and image
quality maintained. REFERENCES

Although a single TT&C station will suffice 1. Duchossois, G.; "Overview and status of the ERS-
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ABSTRACT

The paper considers the Radarsat Synthetic Aperture (slightly overlapping) sections of the 'accessibility
Radar (SAR) system in terms both of its capabilities region' (the full angular region that the SAR was
and its implementation. The system has been designed required to be capable of imaging). Together, they
to be flexible in its operation, providing covered the full width of that region.
accessibility to areas over a wide range of incidence b) The system had to be capable of generating a
angles, and allowing imaging of any of a large number choice of pulses, each covering a different bandwidth.
of swaths of different widths, and at a variety of Depending on the incidence angle of the swath to be
spatial resolutions. This flexibility is achieved imaged, the appropriate pulse could then be selected
through a hardware design which incorporates elevation to give the required (approximately 25m) ground range
beamforming and digital pulse generation. The system resolution.
also includes facilities for radiometric calibration
of all image products. The paper describes the various With these two capabilities incorporated into the
standard modes of SAR operation, the approach to design, the system was capable of satisfying the
calibration, and the hardware components that make resolution and coverage requirements with a set of
them possible. With these capabilities, the system seven beams, referred to below as "the Basic Beams".
should be able to provide the accurate quantitative The additional operational flexibility also, however,
radar scattering cross-section information required by gave the potential for a much wider variety of imaging
a wide variety of users. modes. In particmular, it allowed the SAR to image with

various combinations of swath width and spatial
Keywords: Radarsat, Synthetic Aperture Radar (SAR). resolution, and further sets of beams, referred to as

'the Wide Swath Beams' and 'the Fine Resolution
Beams', were defined. The system is also able to
operate experimentally in other modes besides those

1. INTRODUCTION defined as standard: imaging at incidence angles

greater than 500 is of particular interest.
At the time that the feasibility studies for the
Radarsat Synthetic Aperture Radar (SAR) were begun, Because the antenna design chosen for implementation
the only civilian satellite SAR system that had flown of the beamforming capabilities inherently provided
was that on Seasat. The intention was to design a C- very rapid switching between beams, the system also
band system for Radarsat that could provide image had the potential for operating in a 'ScanSAR' mode.
quality equal to, or better than, that of Seasat's L- This mode, in which imaging is switched between two or
band SAR, but which would allow much greater choice in more adjoining swaths, permits coverage of an even
the swath position. Seasat had imaged a 100 km wide at wider region in a single pass. ScanSAR operations for
an incidence angle of around 230 (Jordan, 1980). imaging 300 and 500 km wide regions were add "o the
Radarsat was required tc image swaths which were at set of standard Radarsat imaging modes.
least 100 km wide, but, additionally, to allow imaging
of any specified point within a 500 km region from an In this paper, the various imaging modes of the SAR
incidence angle of 200 to at least 450

. 
A spatial are described, and the hardware implementation that

resolution of about 25-30m in both ground range and permits this operational flexibility is outlined. A
azimuth had to be maintained for 4-look imaging different form of image is optimum for each
anywhere within this region. application, but this system should allow any given

user's requirements to be more closely satisfied than
This set of requirements led to the introduction of would be possible with a conventional fixed beam,
two features in the system design: single pulse design. For many of the potential

a) The antenna had to have elevation beamforming applications, accurate radiometric calibration of the
capabilities so as to allow imaging of any of a set of images is also necessary. The Radarsat calibration
defined swaths. These swaths occupied adjoining plans are outlined in the penultimate section.



219

2. IMPLEMENTATION OF THE RADARSAT SAR DESIGN c) Calibration subsystem. A simple block diagram of

The operational flexibility of the Radarsat SAR is the calibration subsystem is shown in Figure 2. The
achieved principally through two components in the layout is designed for use in monitoring of the pulse

system: the pulse generation section of the low power characteristics as well as for tracking of internal

subsystem, and the antenna, with its elevation gain variations in the system. During each imaging
beamforming network. This section contains brief period, signals are tapped off before the antenna,
outlines of each of these components, as well as the attenuated and reinjected following the limiter and

internal calibration subsystem used in the radiometric low noise amplifier. Calibration of these two
calibration procedures discussed in Section 4. components and of the receiver gain characteristic is

performed at the start and end of each continuous
a) Digital pulse generator. The system must be capable sequence of pulse transmissions. Together, these
of generating pulses with two different bandwidths provide the information used in the internal
(17.3 and 11.6 MHz) in order to provide reasonably radiometric calibration updates.
uniform ground range resolution across the incidence
angles covered by the set of Basic Beams. A third
pulse covering a 30 Miz bandwidth, designed for fine
resolution imaging, is also required. Digital A T.
technology has been chosen for the implementation of
this component. This choice should enable a consistent
form of pulse to be generated, and will allow q5
experimental operation with pulses with other forms of ------------
modulation. The ground range resolutions obtained with :"
each of the three current pulses are shown as7
functions of incidence angle in Figure 1.

Figure 2: Radarsat Calibration Subsystem

% % I 
a M H z P U L S E

" P3. THE RADARSAT IMAGING MODES.

Figure 3 is a schematic diagram of the coverage73 MH. provided by each of the defined Radarsat beam modes.
* .. 0These modes are described in the following

30.0subsections.

3.1 The Basic Set of Beams

00 2.0 NCE0CE ANGLE (0) A set of seven beams have been defined to provide

images which satisfy the original set of requirements.
Each beam covers a swath of approximately 100 km and

Figure 1: Ground Range Resolution overlaps the next beam in the set by at least 35 km
(except where other system constraints make this
impossible). By reducing the swath width to near the

b) Antenna elevation beamforming network. The Radarsat specified minimum, the gain of the beam can be

SAb antenna is designed to provide the required maximized and so optimum sensitivity to low scattering

elevation beamforming capabilities through the cross-section can be obtained. The large overlaps

implementation of adjustable ferrite phase shifters at between swaths allow a better choice of beam to image

each of the elements across the antenna width (Zimcfk any specific area.

et al, 1988). The coefficients for a number of For the purposes of normal imaging operations, each
standard beams will be stored in an on-board computer beam is associated with one of the available pulses:
memory, but sets of coefficients for alternative beams the 17.3 MHz pulse is used for the two beams nearest
can be transmitted from the ground for storage on- the subsatellite track, and the 11.6 MHz pulse for the
bUdu. The hlauware ib inherenliy capable of rapid
switching, enabling the system to operate in a ScanSAR remainder of the set. The ground range resolution, the

mode (see Section 3.4) as well as a variety of data rate and the ground processing load are thereby

conventional single swath imaging modes. kept reasonably uniform for all beams.
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SRESOLUTION EPFIENA

-/ WIDE SWATH BEAMS BEAMS
BASIC BEAMS

BEAMS Figure 3: The Radarsat Imaging Modes

The form of image provided by the Basic Beams can be
regarded as a compromisc between wide coverage and improvement in resolution (approximately in the ratio
fine resolution, optimized to give sensitivity to low 3.2) could be obtained by using the wider (17.3 Hz)
scattering cross-section. In general, it is possible bandwidth pulse. In order to provide a significant
(subject to data rate limitations) to pair any of the enhancement in ground range resolution, a third pulse,
beams with any of the available pulses to give with a bandwidth nominally of 30 MHz, was incorporated
alternative combinations of coverage and resolution, into the system. When this pulse is used for imaging
The following two sections describe the imaging modes of an area at 450 incidence angle, the resolution will
that have been defined to provido the two extremes in be comparable to the single-look resolution in
the trade-off between these two performance parameters azimuth.
for conventional single swath imaging.

Since the wider bandwidth of signal must be sampled at
3.2 The Wide Swat Beams a correspondingly higher rate, the data rate of the

link to the ground limits the width of the swath that
For conventional imaging of a single swath (as opposed can be imaged. A set of Fine Resolution Beams have
to Imaging in a ScanSAR mode, as described in Section been defined for imaging at the far side of the
3.4), the width of coverage is limited by the capacity accessibiliLy region, where the incidence angle is
of the data link to the ground. Two beams have been highest and so the finest ground range resolution can
defined for swaths of maximum possible width, covering be achieved. These beams are designed to cover the
adjoining regions within the normal accessibility maximum swath widths (45-50 ki) possible within the
region of the SAR. Because a lower sampling rate can data rate limitations, but to provide higher gain and,
be used for operations with a narrower bandwidth hence, better sensitivity than the wider Basic Beams
pulse, both wide swath beams are defined for use with covering the same angles.
the 11.6 MHlz pulse.

3.4 ScanSAR Imaging
The swath widths are increased to around 150 km,
compared with 100 km for the set of Basic Beams, but, For conventional single swath SAR imaging, the Wide
because a lower bandwidth pulse is %4sed, the range Swath Beams represent the limit in swath width that
resolution is necessarily less fine (again, by a can be achieved with the current data link. Even
factor of approximately 1.5). without the data rate limit, it would not be possible

to image significantly wider swaths because of timing
3.3 The Fine Resolution Beams and range ambiguity constraints. If a modified form of

operation known as ScanSAR is used, however, a much
For the images produced with the Basic Beams, the wider area can be covered in a single pass.
spatial resolution is of about 25-30 m in each
Ji1U%;11b!U14 ICUL PLVt bllkr' f.~t ..Ub . 31.'.. ThuS 40Uw '11M PjJL. 1Utp v&. 5.t.UL~na op~tlJ.Uf is to so,,oxzthe.

raw data could alternatively be processed to give a imaging time amongst a set of two or more distinct
single-look image with an azimuth resolution of around subswaths (Moore at al, 1981). Pulses are transmitted
8 m. The fine resolution in range Is obtained through and returns received for a period in one subswath beam
pulse compression techniques. To improve this before operations are switched to another, and so on
resolution, it is necessary to Lse a pulse with around the full set of subswaths. Each period must be
modulation covering an increased bandwidth, sufficiently long to allow a synthetic aperture to be

formed (i.e., to allow an image of a section of the
When the Basic Beams are used to image any of the subswath to be produced), but short enough that the
swaths at the far side of the accessibility region, successive periods in any one subswath cover adjoining
the 11.6 1Iz pulse would normally be employed. Some or overlapping sections. (See Figure 4.)
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Many combinations of subswaths, switching periods, and 3.5 High Incidence Anyle Beams
resolutions are possible, but two principal forms of
ScanSAR operation have been defined for Radarsat: The set of Basic Beams allow imaging of any region

from 200 incidence angle to beyond 450. For some
a) Two-subswath ScanSAR, combining the coverage of the applications, even higher incidence angles are
two Wide Swath Beams to give a total width of over 300 regarded as optimum and the beamforming network
km. enables imaging to be performed at these higher angles

on an experimental basis. As the elevation angle of
b) Four-subswath ScanSAR, covering the full nominal the beam increases, the timing constraints and range
500 km accessibility region of the Basic Beams. ambiguity effects become more restrictive and so

coverage and performance estimates are tentative at
Because the raw data for any one subswath covers a this stage. Provisionally, however, an extra six
period only a fraction of that from conventional beams have been defined for experimental imaging out
imaging, there is a corresponding degradation either to an incidence angle of nearly 600.
in the number of looks or in the azimuth resolution.
For the two-subswath ScanSAR, an azimuth resolution of 4. RADIOMETRIC CALIBRATION
about 30 m could be obtained for one azimuth look and
about 50 m for two looks. For the four-subswath The radar system incorporates the internal calibration
ScanSAR, images with one and two azimuth looks can be subsystem outlined in Section 2, which is designed to
expected to have azimuth resolutions of about 55 m and provide information for continuous updating of the
100 m. (Luscombe, 1988) radiometric measurements. This information represents

only one aspect of the Radarsat radiometric
Both proposed standard forms of ScanSAR are designed calibration plan. The calibration procedures are also
for use with the narrowest bandwidth pulse, but, designed to make use of regular measurements from
because of the large change in incidence angle across images of ground calibration targets, and of various
the full swath, there is a wide variation in ground functions and characteristics (beam patterns,
range resolution; from about 45 to 25 m for two- temperature profiles, etc.) obtained pre-flight and
subswath operations and from about 45 to 20 m for four updated periodically in-flight. All radar images
subswaths. The data can therefore be processed to produced with standard beams and imaging modes will be
produce images with a more consistent ground range calibrated, and it is proposed to use an
resolution (nominally around 50 or 100 m), but with up internationally-established calibration site to enable
to three times as many looks. For images with cross-calibration with other sensors.
approximately 100 m resolution covering the full 500
km accessibility swath, for example, there would be 5. SUMMARY
around six looks in total.

The optimum imaging characteristics (incidence angle,
resolution, number of looks, swath width) depend very
much upon the application. The Radarsat design should
allow the system to be responsive to the requirements

2 of a wide variety of users, and should enable more
timely imaging of any specific area of interest than
would be possible with a fixed beam system. The
calibration procedures defined for the system are
designed to provide as accurate quantitative radar
scattering cross-section information as is possible
within limitations of cost and technological
development. This, in combination with the
flexibility of operation, should make the Radarsat SAR
truly "an economic tool for the nineties".
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ABSTRACT SAR products can be generated directly from raw data archive, the
processed data archive or from newly acquired data which is transmitted

This paper presents a description of the Control and Management from the Data Acquisition Facilities over a dedicated Data Transfer
subsystem which provides user access and production control facilities at Network.
the Canadian Radar Data Centre Synthetic Aperture Radar Data
Processing Facility (SARDPF). A complete description of subsystem It Is the Intent of this paper to focus on the specific functions of the CM
architecture and functionality is presented. subsystem. The remaining subsystems are described in reference papers I

and 2.
The SARDPF is designed to receive and satisfy user requests from the user
community for ERS-1 SAR Image Mode products. 2. CM SUBSYSTEM ARCHITECTURE

The Control and Management subsystem provides the following functions 2.1 Hardware Architecture

within the SARDPF:
The CM subsystem architecture is designed to provide high reliability and

" an Order Desk facility, availability. The host processor is a Digital Equipment Corporation
" a Mission Management Office operator interface to support the MicroVAX II with 9 Megabytes of main memory (expandable to 17

identification and submission of data requests for new ERS.1 Megabs tes). The processor is supported by a number of peripheral
data acquisitions, devices and related control and data interfaces.

" a SARDPF operator Interface to contrel all SARDPF operations,
" an ERS.1 raw and processed data archive catalogue, The processor is configured as follows:
" the control of an ERS.1 SAR processor subsystem, a GICS

subsystem, a Transcription subsystem and a Data Path Switcher 0 CPU board with console interface and 1 Megabyte of memory,
subsystem. * 8 Megabyte memory board,

* controlthcdistributionofproductstotheusercommunity, 0 spare slot for an additional memory board (to meet future
expansion),

The paper concludes with a brief description of the planned upgrade of 0 disk controller supporting one 70.Megabyte disk drive plus a dual
the Control and Management subsystem for the Radarsat phase. floppy disk drive,

0 tape drive controller supporting one Fujitsu Computer.
Compatible Tape (CCT) drive unit,

KEY WORDS 0 disk controller supporting one Fujitsu 690 Megabyte disk drive
unit.

ERS.1, Radarsat, SAR An overview of the subsystem architecture is depicted in Figure 2.1

together with the Interfaces to other SARDPF resources.

1. INTRODUCTION F - -

The SAR Data Processing Facility (SARDPF) is comprised of the
following subsystems:

* Control and Management (CM) subsystem, 7 -- ----
• Geocoded Image Correction System (GICS) subsystem, r - -- " '- E R ES-! E A RP P = . -r 1,5":' RS P )P or~;: .:

Product Transcription (TR) subsystem,
* Data Path Switcher (DPS) subsystem.

The CM subsystem provides all the required high.level system functions I j
at the SARDPF. It is primarily desigr.ed to support the processing ofSAR I
products derived from data acquired by the ERS.1 satellite in response to J
user requests submitted by the user community. In addition, the FC
subsystem can support SAR product distribution over an Image Transfer
Network (ITN) to Direct Users. c - ,r,

I"CUREZ.1 CISUBSYSeM ARCIIITEC(.TURI
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1 he dual floppy disk drive is used to load vendor-supplied diaign. -s1 6 Operator Interface
;mokages. The dris e is not used as part of normal s)stem operation.

Order Desk
The 70-Megabyte disk drive is used to store all system application
software tasks. In addition, all MicroVMS system software is resident on Up to three Order Desk operator terminal interface ai
thii disk. supported. It is assumed that the terminals are fully compati'-

with the DEC VT220/VT320 series of terminah.
CI 1110 e I II I mi' Ide t s t o fuctioll ls!

0 s)stem backup operations to CCT directly front the Micro% '0 . Mission Management Office (MMO)
operating system, One MMO operator terminal interface is supported by the CM

* specific catalogue and product order backup operations as pa t ie
Management activities of the subsystem. subsystem.

The Fujitsu 690-Megabyte disk drive is used to store information specific , SARDPF Operator
to the system application. Primarily the ERS-l archive catalogue entries
are stored on this disk. The following terminal Interfaces are supported by the CM

subsystem and represent the SARDPF operator workstation:

2.1.1 Resource/Peripheral Control Interface
. colour graphics display,

The High-Density Digital Tape Recorder (HDTR), Time Code (;enerator , two monochrome, alphanumeric terminals.

tTCG) and Time Code Reader (TCR) units interface to the host processor The colour graphics display provides comprehensive Mttus
via the DEC UNIBUS. However, since the MicroVAX 111s based on the information in terms ofa "mimic" representation of SARDtF
DEC Q.SUS, a Q-IIUSIUNIBUS bus interpreter is utili7ed. resources and using colour to portray changes in state.

2.1.1.1 HDTR Interface One alphanumeric terminal display is dedicated solely to

The CM subsystem uses three identically configured HDTR units for production control activities. The other is dedicated to
recording and playback or raw and processed ERS.! SAR data. All management activities. This approach supports the future
HDTR date Input and output connections are made via the DIS upgrade to separate processors.
subsystem under the control of the CM subsystem. 2.1.1.7 Subsystem Interface

The HDTR units are Honeywell HD96 28-track units. The subsystem is
able to support up to six ofthese units. The CM subsystem controls the fotlowing SARDPF processing

subsystems:

The HDTR control interface Is manufactured by MacDonald Dettiler
and enables the selection of transport functions. * GICS subsystem,* TR subsystem,

2.1.1.2 Time Code Reader/Generator Interface 0 SARP subsystem,
* DPS subsystem.

The CM subsystem contains two identical Datum 9310 TCGWTCR units.
One is configured as a TCG and the other is configured as a TCR. The The GICS, SARP and TR subsystems interface to the CM subsystem via
TCG provides the IRIG-A signal that ii :ecorded on the HDDT. The TCR an ethernet interface. The DPS subsystem in controlled via an RS232
extracts time code front HDDT. Both or its are remotely controlled by tie serial Interface.

subsystem. The GICS subsystem is responsible for the generation of all the SARDI'F
The TCR remote control enables selection of forward or reverse time code e-,,ded products on CCT in response to work orders submitted by "
translation. The decoded time code is used by the subsystem for tape i)shsteot.
positioning.

I he SARP subsystem is responsible for the generation of fine resolution
2.1.13 Bit Error Rate Tester (BERT) Le'o elerenced SAR data which is recorded on HDDT and represents thi

"provessed data" archive. In addition, the SARP subsystem is responsible
The BERT unit is controlled by the CM subsystem via an IEEE STD 488 for the generation of special (SLC, SLD, MLD) and raw SAR products on
interface. The unit is used for on-line maintenance tests of the HDTR CCT.
units.

The TR subsystem is responsible.for the generation of fine and coarse
2.1.1.4 Moving Window Display (MWDI resolution georeferenced products on CT; and over an Image Transfer

Network (ITN) to the Direct Users. The products are derived directly
An MWD unit is controlled by the CM subsystem via an RS232 serial front the ERS-1 "processed data" archive. In addition, the subsystem is
interface. Up to two such units can be supported. responsible for all product quality control at the SARDPF %ith samples of

product imagery output on a dedicated image recorder.
The MWD is used to display SAR imagery as it is being processed.

The DPS subsystem is responsible for performing all the necessary data
I ..o t.nttrli 1t sussler Net%% ork (IN I hilet fate path %witching remirold to routo imaoe data 1e4wee the tClC, gARP. TR

subsystems and the IIDTR units. Data path configuration commands are
I he CM subsystem supports a CTN (X.25 protocol) communications lihl, issued by the CM subsystem.
t external agencies. The interface supports the exchange of electronic
mail messages between the SARDPF and the following agencies: 21.1.8 Printer Interface

* Satellite Operations Centre iSOC), The CM subsystem supports the following printers:
" Earthnel ERS-I Central Facility (EECF),

" Ice Centre Environment CanadatlCECt. * invoce printer,
" Fisheries and Oceans Canada (FOC), o tape lalel printer.

* reports printer.
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The Invoice printer Is used solely for the generation of user invoices and is * to enter ERS.1 raw data on HDDT for processing into the
dedicated to the CM subsystem, archive,

0 to perform maintenance activities on the catalogue; le.
The tape label printer is shared by the CM, GICS, SARP and TR modification and deletion of entries.
subsystems for the generation of HDDT and CCT tape label. to perform purging operations on completed product orders.

The reports printer is shared by the CM, GICS, SARP and TR subsystems 3.4 Automatic Operations
for the generation of SARDPF system performance and product reports.

The Management component software interfaces directly to the Control
2.2 Software Architecture component. This Interface Is designed so as to enable one of the

components to reside on another host computer without modifications to
The CM subsystem Is partitioned into two software functional the interface. The interface can readily be configured to support
components: Management and Control. This partitioning is a key design DECnet/Ethernet communication between components.
feature whereby the two components can be ported to independent host
processors as part of a Radarsat upgrade program. The functions of the The Management component performs the following operations on receipt
CM subsystem are described in terms of these components. of inputs from the Control component:

" update of the ERS.1 catalogue on the successful processing of
3. MANAGEMENT FUNCTIONS OF THE newly acquired data.

CM SUBSYSTEM * update of product order status as the order undergoes processing,
" update of SARDPF resource status.

3.1 Order Desk Operator

The order desk operator Is the primary interface between the user 4. CONTROL FUNCTIONS OF THE CM SUBSYSTEM
community and the SARDPF. The Order Desk operator is provided with
the following operational features: Control functions of the CM subsystem are summarized in terms of the

operational features provided as part of the SARDPF operator

" to browse (query) the raw and processed ERS.1 data archive workstation and the automatic operations provided by the Control

catalogue, component software.

• to query SARDPF product prices,
" to enter, modify or query user details, ie. name. address, etc.. 4.1 SARDPF Operator Production Control Functions

" to enter, modify, query or cancel user requests for SARDPF 4.1.1 Operator Equipment
products on behalf of users,

" to enter data requests for new ERS-1 data in terms of The SARDPF operator production control workstation consists of the
geographical areas, following:

3.2 Mission Management Office (MMO) Operator , colour graphics display representing a "mimic" status of all
SARDPF processing resources and external resources,

The MMO operator represents the primary interface between the * a monochrome Moving Window Display (MWD) to monitor
SARDPF and the Earthnet ERS.l Control Facility (EECF). The operator imagery as It is being processed,
Is provided with the following operational features: * an alphanumeric, monochrome terminal to perform all SARDPF

" to perform all Order Desk operator functions if necessary, production control operations.

* to modify SARDPF product prices, 4.1.2 Operator Features
* to query, modify or cancel data requests submitted by the Order

Desk operators, The SARDPF operator interface is designed so as to minimize data entry
" to submit data requests via the Control Transfer Network (CTN) and thus workload.

to the EECF,
" to enter or query ERS.1 satellite Instrument schedule parameters 4.1.2.1 Production Control Operations

associated with data requests,
" to submit DAF assignment requests to the Satellite Operations The SARDPF operator is able to perform the following operations

Centre (SOC) via the CTN. Assignment requests are submitted in associated with product orders:
response to Instrument schedules received from the EECF,

" to update the status of data requests and instrument schedules In * cancel a selected product order,
response to electronic mail messages received from the EECF and * display the details of a product order,
SOC via the CTN, 0 schedule a product order for immediate execution or for an

" to submit postpass reports to the EECF, assigned activation time,
• to monitor specific SARDPF resource status Information. 0 reschedule a product order,

• remove a product order from the processing queue,
3.3 SARDPF Operator Management Functions & abort, suspend or resume product order execution,

* invoke and control the display of SAR imagery on a MWD for a
The SARDPF operator is provided with a dedicated terminal to the designated product order,
Management component of CM subsystem. The operator is provided with 0 perform product and catalogue quality control operations,
the following operational features: 0 Initiate windowing of products on an Image recorder.

• to enter special product orders for the processing of SARDPF 4.1.2.2 Retransmission Schedule Operations
products which are derived from raw data on CCT. This data Is
not retained or referenced from the ERS.1 catalogue. For product orders which require data retransmission of raw ERS.1 data

" to browse (query) the ERS-1 catalogue, from the Prince Albert or Gatineau Data Acquisition Facilities, a
• to query or update default SAR processing parameters used In r e iinceule is a atial ata in Th e a

theretransmission schedule Is automatically maintained. The SARDPF

" to ship completed product orders, operator is able to perform the following operations:

• to invoice shipped product orders, * transmit the schedule to the SOC,
" print the schedule on the reports printer,
• display schedule details at the terminal.
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4.1.23 ITN Product Distribution Schedule Operations 5. RADARSAT UPGRADE PHASE

For product orders which require product delivery over an ITN, an ITN For the Radarsat upgrade program where system throughput
Product Distribution schedule is automatically maintained for each Direct requirements will be higher, it is anticipated that the Control and
User: ICEC and FOC. The SARDPF operator is able to perform the Management components will reside on separate host proces.ors. In this
following operations: regard, the CM subsystem design has addressed the following design

goals:
* transmit the schedule to ICEC, FOC or both direct users,
* print the schedule on the reports printer, 0 a well.defined ControlfManagement interface which can support
" display schedule details at the terminal. independent host processors,

c capability to support up to six HDTR units,
4.1.2.4 Auxiliary Data Entry 0 capability to support up to six TCR units,

* capability to support up to six TCG units,
In order to support the processing of newly acquired ERS.I data, the 0 capability to support a Radarsat SAR processor,
SARDPF operator is able to enter auxiliary data which is received from 0 capability to support up to two MWD units.
the EECF via the CTN. The following data can be entered by the
operator:
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4.1.2.5 Maintenance Operations

The SARDPF operator is able to invoke the following system operational 7. REFERENCES
tests:

1. Kavanagh, P.F., Wong, F., Guindon, B., and Princz, G.J., "Canada's
" bit error rate testing of a HDTR unit, Fast Operational ERS.1 SAR Precision Processing and Geocoding
* operational test exercising a specific processing string of the System". See these conference proceedings, 1989.

SARDPF. Ten tests are provided for selection.
2. Sack, M., Ward, J. and Princz, G.J., "Overview of Canada's ERS.1

4.2.1.6 Resource Monitoring and Update SAR Data Processing Facility". See these conference proceedings,
1989.

The operator is able to update the "in servlce"/"out of service" status of
resources at, or external to, the SARDPF.

4.1.2.7 System Perfoi :mance Reports

The operator is able to invoke the print.out and purging of the following
SARDPF system reports:

* System Event Log,
outlining a summary of time.stamped system events over a
specified time period,

* Performance Report,
describing a summary of product orders processed by the
SARDPF In terms of their completion status over a specified time
period,

* SAR Parameter History,
giving a comprehensive summary of critical SAR processing
parameters over a specified acquisition time window.

4.2 Control Component Software Functions

The Control component software performs all the necessary resource
allocation and control In response to the activation of a given product
order. In addition, all processing requirements, in terms of work orders
for the GICS, SARP and TR subsystems, are determined, distributed and
monitored.
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ABSTRACT circular polarization.

The paper describes a highly shaped beam Kumar (4-63 has shown that the dielectric
telemetry antenna which can be used for the lining or loading can improve the axial
RADARSAT satellite payload. The antenna ratio and gain of a horn antenna. This
comprises a symmetric reflector of shaped technique has been reported by Olver
prorile and a circularly polarized feed Clarricoats and Raghavan (73 in 1988. We
horn. Three solutions of antenna are have used a similar technique to improve
investigated, the first one that involves the axial ratio and gain of the feed horn.
seventh-order polynomials, the second one
that involves the geometrical optics The feed horn consists of a piece of
principle, and the third one that involves circular waveguide with steps. Given the
modified geometrical optics principle, dimensions of the horn, the boundary
Computed radiation patterns are shown for condition that the tangential E-field must
600 mm and 800 mm (dia.) shaped reflector vanish on the perfectly conducting surface,
antennas in free space. is used to set up an integral equation for

the surface current density. The integral
INTRODUCTION equjation is then solved using the method of

moments, and once the currents are found, the
RADARSAT is a Canadian satellite which will fields are readily calculated. This method
map a region ot the earth's surface using gives more accurate results for small horns
microwave synthetic aperture radar (SAR) than the simpler aperture models, especially
techniques. This paper describes a shaped tor the tar-out and backlobe radiation. The
beam telemetry antenna suitable for re- agreement between experimental and theoretical
transmitting the radar data back to an radiation patterns is excellent [8-93.
earth. The telemetry coverage area extends
in all directions from nadir to the We have designed a feed horn to increase the
horLzon as seen from the satellite. The bandwidth of the antenna from 2% to 5%. The
X-band antenna beam is required to be feed horn has been built and tested in the
circularly polarized, and to peak sharply trquency range of 8.0 to 8.4 GH=. The return
on a 59.2 deg. off-axis annulus to provide loss of the feed horn is better than -20 dB in
compensation for range and atmospheric the above frequency range as shown in Fig. 1.
attenuation. Also shown is the measured return loss obtained

for the ERS-1 telemetry antenna feed. Figs.
The antenna comprises a centre-fed shaped 2a and 2b show mounting arrangements of the
reflecor and a horn teed. This type of feed horn with the reflector. Kumar (93 has
antenna has been designed and developed described a detailed design and radiation
by Kumar El3 for the ERS-1 satellite. In patterns of the teed horn.
the present paper, the author has shown
that the axial ratio, bandwidth and gain ANTENNA DESIGN AND RESULTS
of the antenna can be improved to meet the
system requirements for the RADARSAT The optimization of the different para-
telemetry anLenna. meters defining the antenna reflector, to

obtain the required shaped beam, has been
FEED DESIGN carried out by means of software developed

at AV Electromagnetique using the follow-
The feed design has been based on the ing approaches:
approach developed by Kumar (1-33. It (1) seventh-order polynomials,
comprises a crossed-dipole mounted in a (2) geometrical optics, and
teed horn. The use of a crossed-dipole (3) modified geometrical optics.
with step cup ground plane provodes a
simple and efficient method for achiving



227

Fig. 3 shows the shaped reflector, a stepped E2] Kumar, A.: "Theoretical analysis of a

horn, a support rod and a coaxial cable, dipole fed long backfire antenna," ICAP
Profiles have been derived for a reflector 83, lEE Conf. Pub. 219, 1983, pp. 136-1401

of 600 mm diameter using the software. A [3] Kumar, A., and Hristov, H. D.: "Microwave

computer-calculated radiation pattern using cavity antennas," Artech House, USA, 1989.

seventh-order polynomials is shown Fig. 4 (4] Kumar, A.: "Experimental study of a

E10]. Fig. S shows a computed radiation dielectric rod enclosed by a waveguide
pattern (using geometrical optics) and an tor use as a feed," Electronics Letters,

experimental one at 8.3 GHz Ill]. Figs. Ga Vol. 12, December 1976, pp. 666-668.

and 6b show computed radiation patterns of [S Kumar, A.: "Dielectric-lined waveguide
600 mm and 800 mm reflector diameters, feed," IEEE Trans. Ant. and Propag., Vol.
respectively. The shape of the reflector AP-27, March 1979, pp. 279-282.
can be optimized to achieve desired [62 Kumar, A.: "Dual band dielectric loaded
radiation pattern for the RADARSAT antenna horns," Proc. IEEE ICEC, Montreal, 1984.
using modified geometrical optics (12]. E7] Olver, A.D., Clarricoates, P.J.B., and

Raghavan, K.: "Dielectric cone loaded

CONCLUSIONS horn antennas," IEE Proc., Pt. H,
Vol. 135, 1988, pp. 158-162.

Two prototype feed horns have been designed, [8] Kumar, A.: "Telemetry antenna," Proc.
built and tested in the frequency range of IEEE Seventh Annual Benjamin Franklin
8.0 to 8.4 GHz. Computer programs are Symposium," N.J., March 1989.
developed to design shaped beam reflector (9] Kumar, A.: "Telemetry antenna feed horns,"
at AK Electromagnetique. These programs Research Report AK-11-88, Quebec, 1988.
can be used for the RADARSAT telemetry (10] Tucker, R.t Private communication.
antenna. 113 Do Bol, H. : Private communication.

E12] Kumar, A.: " Theoretical study on
REFERENCES telemetry antennas," Research Report

AK-12-88, AK Electromagnetique, Inc.,
E1] Kumar, A.: "Highly shaped beam telemetry D.D.O., Quebec, Canada, 1988.

antenna for the ERS-1 satellite," Proc.
IEEE Montech'86 Conference on Antennas
and Communications, Montreal, Quebec,
Canada, IEEE Cat No. THO156-0, October
1986, pp. 46-49.
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THE NEED FOR SAR CALIBRATION

A. Freeman
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ABSTRACT calibrated SAR imagery should be the norm, and easily
related to the radar backscatter of the scene, e.g., via a

Microwave Remote Sensing with Synthtic Aperture look-up table relating image pixel number to a, which can
adarwaR sensorstisie d nowiap chig Atur, then be provided to the applications scientist. The new

Radar (SAR) sensors is a field now approaching maturity, generation of multi-channel and intcrfcrometric SAR's
In the next decade, several spaccbornc SAR systems, mean that we must also concern ourselves with calibration
including Radarsat, E-ERS-I, J-ERS-l, SIR-C/X-SAR and tile of relative phase between (complex) SAR image pixels. The
EOS SAR, will be put into orbit. The streams of SAR images calibrated SAR image product should be repeatable, from
produced by these systems will pose a considerable day to day and front frame to frame; stable, within an
challenge to the microwave remote sensing community in image frame and between channels, and its accuracy
terms of understanding their information content, known and understood.
regarding the properties of the Earth's surface. There is
an urgent nced for the data from these sensors to be fully Much has been achieved in the microwave remote
calibrated, so that adequate models for the relationship sensing field without calibrated SAR images. The success
between radar backscatter and geophysical parameters of the SEASAT SAR [71 is a case in point. However, to
can be developed. advance to the quantitative use of SAR data, as opposed to

In this paper the problem of routinely calibrating the qualitative, will require calibrated images to become

SAR data is discussed, with emphasis on some of the available in the near future. We have reached a stage

calibration requirements imposed by applications where the applications scientist who wants to compare data
s t th teC ictt ons from different sensors, extract geophysical parameters

scientists. Within tile framework of th Conmnittce on from backscatter measurements using models, carry out
Earth Observing Sensors (CEOS) working group on SAR multi-temporal studies over large areas, build up a database
Calibration thcse problems arc being addressed by the of backscatter measurements for different types of
engineers and scientists responsible for calibrating each tcrrain/incidencc angle, etc. will not be able to proceed
national sensor. without calibrated SAR data products. Also, the full benefit

of tie new multichannel SAR's will not be felt unless the
KEYWORDS : SAR, Calibration different channels can be properly compared with one

another 181. Another concern is that the SAR data-
1. INTRODUCTION gathering and processing operations should be

transparent to the user, so that the applications scientist
Synthetic Aperture Radar (SAR) was first developed does not have to spend his time checking whether the data

in the 1950's Ill, for long-range mapping from airborne he has received are of adequate quality for his purposes.
platforms. By the present date, the field has matured to the
point where several space agencies throughout the world The Committee for Earth Observing Sensors (CEOS)
are poised to launch their own spaceborne SAR sensor into has established a Working Group on SAR Calibration to
orbit ([2, [3a, [4j, (5 and 6]), anrd airborne SARs for addless some of these concerns. The Group held its first
remote sensing abound. A new generation of SAR sensors full meeting in January, 1989 at the Jet Propulsion
is coming into existence, designed to be operationally Laboratory in Pasadena, California, to tackle the problems
stable, equipped with capabilities such as multi-frequency, of assessing SAR performance, establishing common
inultipolarizatmon data-gathering, interfcrometric modes, international standards and definimone, co-ordinate
wde-svan coverage, etc. The iist of applications for SAR multinational calibration campaigns, and educate the
as a remote sensing tool is also rapidly expanding, in fields science community on the need for calibration and
as diveise as oceanography, forestry, sea-ice monitoring, methodology.
planetary exploration, geology, agriculture and terrain
mapping. In this paper, an overview of the need for SAR

Calibration. front an applications standpoint, and the
To date, none of tile SAR sensors which have problems involved, in terms of practical calibration, is

produced commercially available data have been given.
demonstrated to be successfully, reliably and repeatably
calibrated. Numerous calibration experiments have been
attempted, but these tend to yield results which are only
applicable within a single SAR image frame. In the future,
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iI. SCIENCE REQUIREMENTS map surface wind spceds and gravity wavc-icngth and
direction [9], and SAR imagcs of icc floes, obtaincd on

A SAR systcm is simply a high-rcsolution active diffcrcnt days, which have been used to classify ice type
microavc sensor, capable of measuring the (complex) (and therefore thickness) and to plot ice motion tracks
radar rcflcctivity of a surface. In its ideal rcalization. a [10), [Ill. Under certain viewing conditions and
SAR image should just represent*. assumptions, stcreo or interfcromctric SAR data have been

used to directly estimate surface hcight profiles (121, [13).

a (x, Y t 0. . X ET. ER) (IWith calibratcd SAR data the list of gcophysical

which is the radar cross-scction (amplitudc and phase) of paramctcrs which can bc monitored should extend
tile scene as a function of spatial position (x.y), time (t), considerably, In Table I a list of such parameters is given,
vicwing geometry (0,0), radar wavelength (),) and the together with the measurcment accuracy requirements for
polarizations of the transmitted and received each, taken from 191 and [14]. These requirements impose
elcctoniagnctic waves (ET, ER). This measurement should their own in terms of absolute, long-term and short-term
ecuaneic aves(T, e).table, Thi ereme sould relative calibration of the SAR image products, which arc

be accurate and precise, repeatable, under the same also given in the Table. These requirements arc quite

conditions, by that or another sensor. To the majority of srien to tif al These ot ent s wol quire
users of SAR data, the data collction and processing to stringent; to satisfy all these potential uses would rquir
produce RCS images should be irrelevant, except where absolute calibration of .ldB. long-term relative calibration
they affect the quality of the data. For example, a geologist to +0.5dB and short-term relative calibration to better than
should not need to know whether or not an autofocus 0 5dB Calibration requirements for polarimetric SAR
and/or clutterlock algorithm had been applied to his/her images are discussed in 115].
data during processing, unless these procedures caused
deteriorations in the radiometric and geometric quality of
his/her images. On the other hand, most users would rAmJi SCErQumrLMI~s
probably want information on the level of system noise in Cabh,.i,n r,.zu,,,,,
their data, since this could directly affect their results. (,romyI%)CALP.AM iKUtr 'I.ASUR..ILTACC!RACY
Unfortunately, quality control at this level has not been ^B EL FLL

available to most users of SAR data in the past. s1o10TM (.ONC)

iCtCLASsincArio%' MROSAiIL|iY CORiX.CT 20 (15 20
The interaction of the electromagnetic wave ACLASSES. WNTLR CLASSIFICATION> >UYA

transmitted by a radar and tle earth's surface, as a
function of frequency and polarization, is fairly complex. nccN'TIn°t PROBABILITY CORRCT - 05 -

Radar measurements of surface scatter are primarily N'AcH>95,4

sensitive to surface roughness and dielectric constant, The sO\PAMo. <20cm.
composition of the medium, in terms of particle size and WAlIREQoIVALNCE ASsuMEsrnmi>20cm 1 u i1

orientation, is a dominant factor in volume scattering. In Mr, n OCAN 201, Lo III I(
general, longer wavelengths will tend to penetrate diffuse
surface boundaries such as leaf canopies and dry alluvium. WAVEHEIGOIT SS1 SUMTRANSFER I1) (0 05
The polarimctric signature of the backscatter is influenced AVE ENRGY <3(
by tile orientation of the dominant scatters, and multiplebounces between scatters. SOIl, MOISTURE N)% VARIATION INUIACII I do 05d1 I di

53 SrPARATE LEVrJ.S) LrVLL (i.0 3 sAm
)

To study these interactions of the earth's surface (or st'rActRocnTss _ I dli _ _
near - surface) with microwave radiation quantitatively, (TIIOlII COIPARISO\S

using imaging radar, adequate calibration is usually SIAMnSI

necessary. The microwave remote sensing scientist's goal
should be to adequately model the relationship between ViI;ETATIOd MAPPING BIO ,ASS VENisT 70 1 do lI 0,5 d15

some geophysical parameter, X, e.g. soil moisture or INMOEIXIO WIJiI. 2$O.LEAD AS A
biomass density, and the measured radar cross-section, O or tflVETE.OAND2
o0. The model need not be a direct relationship between X AGMOPLAVALOWS ACCiJRATCLASIHCA. %do I do I do
and a, it may involve a correspondence between variations ACC
of the two with the variables given in (I), e.g. with space LAS"PA

and time. The predictive nature of the model (forward , E SAR PANEL REPORT

problem) can usually be checked if the SAP. data is 'R KWOKANDJ CSJRLANIIrg.i'i
calibrated and "ground truth" about the variations of the
geophysical parameter are also available. Once a modl
has been demonstrated to adequately and reliably describe Ill. PROBLEMS INVOLVED IN PRACTICAL CALIBRATION
the relationship (or simply correlation) between X and a or
dX and do, it can then be used to routinely classify images The problems involved in calibrating a SAR Sensor

in terms of X or dX. Furtht.r. if the relationship between X can be revealed by examining the radar equation
and a can be shown to be unique, then the model may be appropriate to the representation of backscattered power,
inverted, so that SAR images can be turned directly into o. In its most general form 1161, this is:
maps ot gcopnysicai parameters. r

There arc very few instances published in the P, GA (00 LA A G
literature of unambiguous relationships which have been PI = (4r) 3 R4  + (2)
developed between geophysical parameters and a or o.
This situation must, in part, be attributed to the lack of
routinely calibrated SAR data. In certain circumstances,
the use of context, or the assumption of relative calibration To radiomnetrically calibrate a SAR image (i.e. to obtain an
within an image, have enabled the unambiguous accurate and precise estimate of a from PI), each of tile
estimation of X directly from SAR imagery. Examples terms in (2) must somehow be measured. The transmitted
include SAR images uf the ocean, which have been used to power, Pt, can often be measured using a power meter, in
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which case the a..ura., and prc.cision of that instrument is also necessary for absolute dcermination of o.
bc,.omcs a fa,.tor in the overall .alibration accuracy and verification of antenna patterns once in-flight, checking

S r (. image quality, geometric calibration and calibration
precision The two antenna gain terms. GA (0,) and GA (0,), between channels of inulti-frequency and multi-

polarization SAR's.
corresponding to the transmit and receive antennas, are
functions of the look angle, 0. and arc major sources of External calibration, which is usually done by
,alibration untertanty. The antenna patterns must be deploying target with known radar properties on the
known very precisely. This can be achieved to a degree by ground, brings its own problems. The first area of
pre flight measurements but the patterns may change concern lics in uncertainties in tihe radar properties of the
onc mounted on the platform and subjected to the harsh ground-based devices themselves, which should be
environment of spaCe or a high-flying aircraft . The measured or at least built to some standard specification. A
patterns must, therefore, be rc measured in flight, second problem is the radar background contribution of
Knowledge of the patterns themsclks is not sufficient. the the imaged scene, which now must be seen as a nuisance
angle, 0 L, at which the real beams are pointing must also be in measuring radar cross-section of the calibration
known. The radar wavelength. X, can be determined by targets, hence the term 'clutter'. A third problem with
preflight sstem tests. The receiver gain settings can also ground calibration is the relationship between single-
be tested before launch but should be verified in flight point calibration measurements. and measurements
using a known signal, such as a sinewave or a chirp, averaged over large, homogeneous areas, which may not
injected into the receiver front-end. Propagation through be straightforward.
the atmosphere may cause attenuation, LA. Models of radar
propagation usually predict small attenuation except at So far, we have addressed the problem of
shorter wavelengths (X-Band) in the presence of rain. The radiometric calibration only. Since SAR is a coherent
range delay betvccn radar and target. R, can be calibrated imaging sensor, we can make phase measurements which
if the electroni, delays through the radar system are are related to the target - dependent phase in the following
known, and the system timing is calibrated pre-flight. way:

The processor gain, Gp, is another major source of n= R + +. iarget "+-Of + OP + On (4)
error. To begin with, the terms in the processor gain (
which are invariant must be calibrated by simulation to
determine the relationship between mean power in versus where 01 is the image phase measurement, 0 and 0r are the
mean power out for the processor. Any range dependence phase delays through the transmit and receive chains.
in the processor gain should also be calibrated in this way 4icR/. is the phase delay due to round-trip propagation of
1161. The processor may perform many functions, besides the radar pulse, 0tagt the target-dependent phase, p is
the basic SAR correlation. An error in any of the any phase errors introduced during processing and n Is
algorithms involved. e.g. radiometric correction, doppler the total phase noise (random fluctuations) introduced by
tracking, range .ell migration correction, PRF ambiguity system noise. It principle, each of the terms in (4) can be
resolution, look extraction, slant-to ground range measured by internal calibration. In practice, accurate
conversion, could lead to an error in :he radiontetric phase calibration (which requires path length delay
calibration of the final image product. measurements to within a fraction of a wavelength) has

only been possible using known ground targets.
The system and background noise, N, in eq. ( 2)

directly affects the estimate of a from Pl, as both a bias and IV. THE CEOS SAR CALIBRATION WORKING GROUP
an uncertainty on each measurement. The bias could be
removed by measuring the level of image noise in a At a meeting of the CEOS Calibration Working Group
processed sample of receive-only-noise (RON) data, i.e. (including Optical/IR/Microwave Active and Passive
with the transmitter turned off. The remaining sensors at ESTEC in July, 1988, it was decided there was a
uncertainty error can be reduced by non-coherent need for a separate working group to tackle the problem of
averaging, just as the variation due to speckle in radar SAR calibration. The new group had its first meeting at
measurements can be reduced. JPL in January, 1989, which was attended by over 40

engineers and scientists, representing the national space
The quantity we wish to estimate from eq. ( 2 ), c, is agencies of the USA, Canada, Europe and Japan.

often replaced by normalized radar cross-section, co, via
the relationship, The SAR Calibration Working Group's charter is as follows:

a=(o'PaPg (3) 1. Establish a recommended set of SAR performance
assessment techniques (i.e., quality control).

where p, and p g a re the atimuth and ground-range
resolution cell sizes. This seems straightforward. except 2. Establish a recommended set of standards for
that the actual image P. and pg may vary from that given in calibration techniques (internal and

the specifications, due to processing error (impulse external), formats and definitions,
response broadening) and terrain fluctuations. 3. Crdinat mi.,Atin ibrainn eampaignq to

We have so far described a series of pre-flight and develop expertise for intra-sensor and cross-
sensor calibration.

internal system measurements designed to enable us to

estimate a or o0 from Pm. Unfortunately, as stated in [171, 4. Support SIR-C/X-SAR/ERS-I Calibration activity as
and as can be gathered from the experiences of the focal points for developing common
international SAR community, this internil calibration calibration procedures.
procedure is very rarely sufficient.

5. Educate the science community (through support of
In addition, external targets must be deployed and papers, seminars, workshops) on

the resulting images calibrated, to 'close the loop' on the capabilities/limitations of SAR sensors)
internal calibration. This externil calibration procedure
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At the January meeting. representatives of each REFERENCES
space agency outlined their own progress in SAR
Calibration and planned activities and experiments for the 1. Wiley, Carl A. Pulsed Doppler Radar Methods and
future. The meeting also heard the results and status of a Apparatus, U.S. Patent 3.196.436, Filed August 13,
number of airborne calibration campaigns. Technical 1954, patented July 20, 1965.
highlights included a presentation by L. Grey of CCRS on
the extraction of radiomctric measurements from point 2. Evans, D. and Elachi, C., Overview of the Shuttle
targets, using an integrated not a peak value, an overview Imaging Radar (SIR-C), in Proc. IGARSS '88. IEEE 88
of polarimctric calibration by R. Barnes of MIT/Lincoln CH2497-6, Vol. II, pp. 1015-1017.
Labs and a novel approach for polarimictric calibration
using clutter statistics put forward by J. van Zyl of JPL. 3. Vclten, E. H., X-SAR, A New Spaccborne SAR, Proc.

The group also heard from thc University of IGARSS '88, IEEE 88 CH 2497-6 Vol It, pp. 1018-1020.

Michigan on multi-frequcncy, polarimctric scatterometcr 4. Luscombe, A.P., Taking a Broader View: Radarsat
calibration and the U.S. National Institute of Standards and adds ScanSAR to it operations, Proc. IGARSS '88, IEEE
Technology on their microwave antenna calibration '88 CH 2497-6. Vol. 11, pp. 1027-32.
facility.

5. Louct, J., ERS-I Operation Capabilities, Proc. IGARSS
Bcsidcs the tutorial scssions a number of important '88, IEEE 88 CH 2497-6, Vol. 11, pp. 855-858,

areas of concern were identified for further, concentrated
effort by the group, to be tackled by volunteer teams: 6. Kashihara, H., et al, A Case Study of Space-bornc SAR

System Design for the Earth Resources Satellite (J-
1. Image Quality: Norms and Techniques ERS-1), Proc. IGARSS '86, ESA SP-215, Vol. 1, pp. 815-
2. Calibration Definitions 820.
3. Radar Equation
4. Calibration Device Deployment 7. Ford, J. P., et al, Scasat views North America, The
5. Error Models Caribbean and Western Europe with Imaging Radar,
6. Multi-sensor Campaigns JPL Publication No. 80-67, November 1980.
7. Processor Calibration
8. Polarimetric Techniques 8. Freeman, A., Curlander, T. C. Dubois, P.D. and Klein, J.
9. Science Requirements D., SIR-C Calibration Workshop Report, JPL Center
10. Internal System Calibration for Radar Studies publication No. 88-003, November

1988.
These subject areas cover the %%hole range of problems
involved in SAR calibration which have been described in 9. EOS SAR Instrument Panel Report, NASA publication,
this paper, from defining the scientific requirements to 1988.
the implementation of a routine calibration procedure. It
is tile responsibility of each subject team (and it's leader) 10. Lyden, J.D., Burns, B.A. and Maffett, A.L.,
to establish a set of goals and draft a white paper on their Characterization of Sea-Ice Types Using Synthetic
chosen subject areas, to present at the next working group Aperture Radar, IEEE Trans. on Geoscience and
meeting, to be held in Italy, ir September. The aim is to Remote Sensing, Vol. GE-22, No. 5, pp. 431-439, Sept.
publish these white papers in the open literature, in 1984.
journals and at conferences, and eventually a text on SAR
Calibration. II. Curlander, J.C., Holt, B. and Hussey, K.J.,

Determination of Sea-Ice Motion using Digital SAR
ACKNOWLEDGEMENTS Imagery, IEEE Trans. on Oceanic Engineering, Vol.

OE-10, No. 4, pp.358-367, October 1985.
The work described in this paper was carried out

by the Jet Propul'iion Laboratory, California Institute of 12. Leberl, F., et al, SIR-B Stereo-Radargramnmetry of
Technology, Pasadena, California, under a contract with Australia, International Journal of Remote Sensing,
the National Aeronautics and Space Administration. Vol. 9, No. 5, pp. 997-1012, May 1988.

13. Goldstein, R. M. and Gabriel, A. K., Crossed Orbit
lnterferometry: Theory and experimental results

from SIR-B, International Journal of Remote
Sensing, Vol. 9, No. 5, pp. 857-872, May 1988.

14. Kwok, R., private communication.

15. Dubois, P. D., et al, SIR-C Science Calibration
Requirements, to appear in Proc. IGARSS '89,
Vancouver BC, Canada, July 1989.

16. Freeman, A. and Curlander, J. C., Radiometric
Correction and Calibration of SAR Images, submitted
to Photogrammetric Engineering and Remote
Sensing, March 1989.

17. Currie, N. C. (ed.) Techniques of Radar Reflectivity
Measurement, publ. Artech House, 1984.



234

PRACTICAL SAR RADIOMETRIC CALIBRATION MEASUREMENTS AND EXPERIMENTS

Eric S. Kasischke

Radar Science Laboratory
Advanced Concepts Division

Environmental Research Institute of Michigan
Ann Arbor, Michigan USA

ABSTRACT radlometric calibration of a single-frequency, single-

polarization SAR system. We will not address cross-

The philosophy behind and approaches to radiometric frequency or cross-polarization calibration issues.
calibration of SAR imagery are discussed in this Using these constraints, three levels of radiometric
paper. The equations necessary for absolute and calibration can be defined: relative within-scene
relative calibration of SAR imagery are presented and calibration, which concernes with comparison of radar
the critical terms identified. The effects of these signatures from two different areas within the same
critical terms on calibration are discussed, and SAR scene; relative between-scene calibration, which
approaches for the field experiments necessary for concerns comparison of radar signatures from the same
their measurement are presented. or different areas in two distinct SAR scenes; and

absolute calibration, which concerns how well the SAR-
KEYWORDS: SAR, radiometric calibration, calibration predicted radar cross section (o) or radar scattering
errors, calibration experiments coefficient (a*) values compare to the actual values

contained in the scene.
In order to radiometrically calibrate SAR data,

1.0 INTRODUCTION the power intensity recorded on the SAR image (Pi) is
related to a or or via the radar equation. The exact

The subject of radiometric calibration of form of the radar equation depends on both the radar
digitally-processed data collected by synthetic system utilized as well as the manner in which the
aperture radars (SARs) has typically been limited to a data are digitally processed into imagery. In this
select group of engineers and scientists directly paper, we utilize the equation developed by Kasischke
involved with a specific sensor system. Because most and Fowler (1989) for an airborne SAR system. The
SARs to date have been experimental in nature and not relationship between a* and Pi is expressed as
operational, or primarily used for mapping purposes
where the radiometric precision or accuracy of the a* ( ()
data were not an issue, potential users of SAR data
have either accepted the often steep costs associated H (I + M) X3 Pa, g2G2 (o,0) rs
with calibration of their data or limitations in the where H represents the overall system gain (from the
data resulting from an incomplete calibration effort, receiver through digital processor), P. is the

The experience in calibration of SAR systems has additive noise power for the system, R is the slant
finally reached the point where engineers have deve- range to the target, u is the platform velocity, Tp
loped procedures to minimize the errors of those is the transmitted pulsewidth, 0 is the incidence
system parameters which can influence radiometric angle to the target, M is the multiplicative noise
calibration. Given the fact that during the 1990's a ratio of the SAR, X is the wavelength of the SAR, Pay
host of spaceborne SAR systems will be launched, now is the average transmitted power, g is the peak
is an opportune time for the application scientist to antenna gain, G(0,0) is the antenna gain pattern as a
develop an understanding of the issues concerning function of 0 and 0 (the azimuth angle to the target),
radiometric calibration of SAR imagery, especially and r is the slant range resolution of the SAR.
those steps necessary to insure the SAR data being Other formulations of the radar equation for a
collected by future systems are useful for the SAR exist, and the major difference between these and
intended applications. Eq. (1),usually lies in the R- term, which may be an

The purpose of thie paper i- threefold: (1) to R- or R Lere, depeiiding on how ihe data are processed.
review the equations (and the required parameters for In considering methods for radiometric calibra-
the equations) necessary to radiometrically calibrate tion, the parameters defined in Eq. (1) can be
SAR imagery; (2) to discuss how each of the calibrati- categorized based on whether the parameters arc:
on parameters can be obtained by the end user of the
data; and (3) to discuss alternatives for the applica- 1. Measured internally or externally;
tion scientist in conducting experiments and collect-
ing measurements to obtain the calibration parameters. 2. Scene dependent;

2.0 RADIOMETRIC CALIBRATION OF SAR IMAGERY 3. Range variant; or

In this paper we will address the problem of 4. Azimuth variant.
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2.1 INTERNAL VERSUS EXTERNAL PARAMETERS between the different scenes, then in the context of
our definitions, we would be faced with a between-

Internal radar system parameters are those scene calibration.
variables which are measured by the radar system
itself or are derived directly from the image, and 2.4 SUMMARY
include parameters which are: (1) fixed (e.g., g, X,
rp, 7r; (2) derived from the image itself (I.e, Pi, In Table 1, we present a summary of the
Pn, r ) (3) recorded or assumed radar system paramet- different categories describing the calibration
ers ( av, u, H, M); or (4) derived from a combination parameters. The combination of the different
of system and image measurements (R, 0, 4). categories which a parameter falls into, the difficul-

External radar parameters are those variables ty in measurement of the parameter, and the influence
measured with the aid of calibration targets deployed of that parameter on the overall error bound for
within the SAR scene, and are the major focus for radiometric calibration all contribute to the strategy
measurement during calibration experiments. These for measurement of that parameter.
parameters include measurement of the regions of
system linearity and the antenna elevation pattern 3.0 FUNDAMENTAL CALIBRATION APPROACH
[G(,0)]. To actually calibrate a SAR system, we can define

2.2 SCENE-DEPENDENT CALIBRATION PARAMETERS two variables, K and P', where

This category contains only one parameter, the K 2(47r) 3 u Tp (2)
measured image intensity (Pi). This parameter is the
only one dependent on the scene itself, specifically H (1 + N) 3 Pav g2 rs
the radar cross section of the targets within the and
resolution cell of the SAR.

2.3 RANGE-VARIANT CALIBRATION PARAMETERS p = (Pi - HPn) R3  sin 0 (3)

There are a group of parameters [R, 0, G(0,0)] G2 (0,0)
which are range dependent, and typically are calcu- Note that K consists of those terms which are
lated separately for each pixel during the calibration primarily azimuth variant, while PI consists of those
process. These parameters are obviously dependent on terms which are range variant or scene dependent.
the imaging geometry of the scene being collected by Using Eqs. (2) and (3), Eq. (1) can be redefined as
the SAR.

2.3 AZIMUTH-VARIANT CALIBRATION PARAMETERS = K P' (4a)

In a SAR image, the azimuthal dimension can be or as
equated to the time over which certain calibration
parameters can change. In an ideal SAR system, every " (dB) = K (dB) + P'(dB) (4b)
calibration parameter would be temporally constant,
i.e., they would never change over the operational if we transform the radar equation parameters into dB.
lifetime of the SAR. Thus, these parameters would In order to understand how calibration is
only have to be measured once. However, this situa- achieved, consider the following example: Assume an
tion us highly unlikely to occur. Some parameters are area with a large number different targets or target
changed deliberately in order to optimize the opera- areas whose radar scattering coefficients range
tion of the SAR. These parameters include the overall between -10 and 40 dB m/m is imaged by a SAR.
system gain (H) and the average transmitted power Pav Furthermore, assume the SAR system being used has only

Other parameters change because of changes in the 30 dB worth of dynamic range, and that an attenuator
operational environment. For instance, for future in the receiver of the SAR defines the regions where
spaceborne SAR systems using large array antennas, the the SAR is linear to 0 a* 30 dB.
heating and cooling of the antenna panels by solar Figure 1 presents a plot of a* plotted against P'
illumination will lead to a bending and warping of the for this example data set. This plot illustrates
antenna, thus changing G(0,0). several important points about radiometric calibration

The temporal stability of the SAR system parame- of SAR data., First, only those regions of the SAR
ters represents one of the major hurdles in radiomet- image where Pi is within the linear region of the
ric calibration of the SAR. An awareness of the system response curve can be calibrated. Thus, an
frequency over which these parameters change is a important measurement for any calibration experiment
strong determinant in the design of calibration exper- is to define this system linearity window.
iments. A linear regression model can be utilized to

In the beginning of this section, we discussed determine several important calibration parameters
two types of relative calibration: within-scene using those points in the example which are in the
relative calibration and between-scene relative linear response window. The basic regression model is

,,,,, ,,, u,,~tj(i,.ef bULweeI these two types
of relative calibration is basically a matter of how YI = a + PXi + ei  (5)
frequently the azimuth-variant calibration parameters
change. In theory, a spaceborne SAR system can where Y1 = a*, a K, Xi = P', P 1 (since we have a
collect a continuous strip of imagery, which complete- linear detector), and ei is the error term. The
ly circles the earth. If the system is stable, then parameters a and ei can be estimated using least
relative calibration between two parts in this squares regression techniques (see Kasischke and
continuous image would always be within-scene, even if Fowler, 1989).
it considered two different images of the same area By using the K value determined from the calibra-
collected at different times. However, since it is ted reference targets in the examplee, the a* of any
likely that some radar system parameters change other target in the scene can be estimated if the
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radar system parameters in Eq. (3) are known or can be In Figure 2, a plot of the change in the relative
estimated and if 40 PI 70. The additive noise error bound for radiometric calibration of a SAR image
level is usually determined via system engineering based on the error in estimation of two key calibra-
measurements and R and 8 can easily be calculated from tion parameters [K and G(8,0)] is presented. These
the radar imaging geometry. The most difficult bounds were calculated using the error model of
parameter to measurp in Eq. (3) is G(9,). If this Kasischke and Fowler (1989). Two cases for the
parameter is known, calculation of a' is a relatively antenna gain pattern are plotted, since for absolute
straightforward process.' calibration it enters the calibration equation only

The scenario outlined above ripresents an once, while for relative calibration it enters the
integral part of the basic approach utilized to equation twice. Clearly, the antenna pattern has the
radiometrically calibrate a SAR system in an absolute most significant effect on the relative error bound.
sense. In summary, the following steps are used: The effect of estimation of the additive system

1. A set of targets whose a or a* values are noise level (HPn) on the relative error bound is
known or are measured are imaged by a SAR somewhat complex. The error associated with the
system. The range in a or a° of these additive noise level is not so much dependent upon the
targets should be large enough to span the error in measuring HPn, but on the signal-to-noise-
linear response envelope of the SAR. ratio (SNR) of the image (i.e., Pi / HPn). Based on

2. A modified linear regression model (assuming p the model of Kasischke and Fowler, as HPn 4 Pi, the
= 1; Kasischke and Fowler, 1989) can be used relative error bound increases significantly, as il-
to estimate K for the SAR system using the lustrated in Figure 3. From this plot, it can be seen
SAR-derived P' values for the targets, that in order to minimize the calibration errors, the

3. The standard error of the regression line SNR should be greater than 6 dB.
(also estimated using the modified regression
model) represents the relative or 5.0 MEASUREMENT OF CALIBRATION PARAMETERS
absolute calibration level of the SAR (see
Kasischke, et al.,1988). It is hoped that the discussions in the previous

Next, consider the case where the objective is to sections have outlined the basic approaches and
calculate a a° value from a different scene. The problems associated with radiometric calibration of
equation used in this case is SAR data. Based upon the discussions in the previous

sections, the following list represents the key
o* = KI Pi / K2  (6) measurements required for radiometric calibration of a

SAR image:
where the 1 subscript represents the area within the
new scene to be calibrated and the 2 subscript repre- 1. The additive noise level for the SAR image;
sents the scene containing the calibrated targets. 2. The system linearity window;
There are two basic approaches to estimate KI: (1) 3. The antenna gain pattern;
targets whose radar cross section are known are 4. The relative values of all parameters in Eq
deployed .n the image, and K1 is measured directly in (2), or estimates of K1 and K2; and
the same manner as K2 ; or (2) the radar system 5. For absolute calibration, an external measure-
parameters in Eq. (2) are accurately measured, and the ment of K2 using calibrated reference
ratio of K1/K2 is calculated based on the relative targets.
changes in these parameters between the two passes.

For relative calibration, we have With respect to these five areas, items I through
3 require anextensive set of calibration passes over

o. K1 PI / K2 P (7) target arrays which contain highly specialized targets
and background clutter scenes. It is impractical for

where the I and 2 subscripts represent areas of the each user to collect these passes and analyze the
scene(s) to be calibrated relative to one another, resultant data independently. However, the parameters
For relative within scene calibration, where the SAR defined by these flights are typically provided by the
system is stable, K, / K2 = 1. Otherwise, K1 and K2  operators of the SAR system. Thus, any person using a
are estimated in the same manner as for absolute SAR for experimental purposes should request these
calibration, i.e., either by measuring the parameters measurements for each SAR scene they utilize.
in Eq. (2) directly, or by using a reference target With respect to measuring the radar parameters
within the scene (not necessarily calibrated, but used in the estimation of K, two alternatives are
whose a* is the same in both scenes). available:(I) depend on the system's ability to

measure each parameter used to estimate K; (2) or
deploy calibrated targets so that K can directly be

4.0 EFFECTS OF CALIBRATION PARAMETER ERRORS estimated from the scene of interest. If the first
alternative is selected, then the user should demand

In the previous section, we discussed the basic data from the SAR system operators which demonstrates
approaches for radiometric calibration of SAR imagery. that the system is indeed calibrated to the extent
A key consideration in the design of calibration that K can be accurately estimated using internal
experiments is the effect a specific parameter has on measurements alone.
tho nrpc'ioIn and/or areeirarv of the SAR, Tha if the en aernaI vc s Is elected, thn the
combination of these effects and the difficulty in following procedure is recommended:
measuring a specific parameter determine the strategy
employed for measuring the parameter. 1. Identify a target size which will be large

In summary, the following radar parameters must enough to be in the middle of the system response
be measured or estimated in order to radiometrically envelope of the SAR;
calibrate an image: Pi HPn, R, 8, G(8,0), and K. The 2. Deploy the targets (approximately 6) near the
image intensity, range and incidence angle to the area of interest in a low enough clutter background so
target area can all be measured or estimated with very that a target-to-clutter ratio of 20 dB is achieved.
little error. Thus, the uncertainties in the calibra- This is necessary to minimize the errors associated
tion process stem mainly from the measurement errors with measurement of these targets by the SAR.
associated with the other parameters.
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Although most experimental airborne SAR systems 7.0 ACKNOWLEDGEMENTS
in operation today are striving to develop techniques
to internally measure the parameters necessary to Many of the thoughts and ideas presented in this
estimate K, in the author's opinion none have yet to paper evolved as the result of discussions with col-achieve this goal. Thus, it is in the best interest leagues at ERIM. I would like to acknowledge these
of those wishing to utilize these systems for ex- individuals for their contributions to this paper.
pjelmental purposes to select the second option. They include C. Wackerman, D. Sheen, R. Sullivan, D.

Unfortunately, there are significant costs as- Gineris, W. Dunlevy and N. Malinas.
soclated with acquiring and deploying calibrated
ground targets. Today, most operators of airborne SAR 8.0 REFERENCES
systems usually have a number of targets at their
disposal, and it is well worth the additional costs Kaslschke, E.S. and G.W. Fowler, A Statistical
associated with requesting their deployment. Approach for Determining Radlometric Precislons and

Accuracies in the Calibration of Synthetic Aperture
6.0 SUMMARY Radar Imagery, IEEE Trans. Geosci. Remote Sens., in

press, 1989.
In this paper, the basic approach used for radio-

metric calibration of SAR imagery is outlined and the Kasischke, E.S., D.R. Sheen, C.C. Wackerman and G.W.
issues surrounding measurement of the parameters Fowler, Radiometric Calibration of Airborne SAR Data,
necessary for radiometric calibration have been dis- Proc. 1988 Intern. Geosci. Remote Sens. Symp., Edin-
cussed. Also, the critical parameters needed by the burough, Scotland, pp. 711-714, 1988.
user for calibration of their data are identified.

Hopefully, in the near future the operators of
SAR systems will progress to the point where they
routinely provide calibrated data to the user. In
addition, through the convening of international
Working Groups, such as the Committee on Earth
Observing Satellites' Working Group on SAR
Calibration, it is hoped that an approach to
radiometric calibration can be agreed upon so that
cross-calibration of different SAR systems can be
achieved.

TABLE 1
SUMMARY OF CALIBRATION PARAMETER CATEGORIES T

Internal or Scene Range Azimuth
Parameter External Dependent Variant Variant

4 Int yes yes yes 0 . .
Hrn Int no yes yes Poo. metef Errot (dB)
R Int no yes no
u Int no no yes Figure 2. Relative Error Bounds for G(0,0) and KInt no no no
H Int no yes no
H Int no no yesM Int no yes yes4
X Int no no no
Pav Int no no yesg Ext no yes yes
G(0,0) Ext no yes yes 3
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Calibration for Airborne SAR*

R.K. Hawkins, T.I. Lukowski, A.L. Gray, C.E. Livingstone

Canada Centre for Remote Sensing

Abstract

('.hbivilmu may be considered to have many facets- radiometric, geometric (spatial), and interfer-

ometric (phase) comparisons; embracing static, temporal, and signal dependent measurement variances;

and measurement tolerances dictated by radar, processor, and application or scattering space. This paper

first deals generally with these issues but concentrates mainly on the radiometry of airborne SAR and

specifically on relative and absolute radrometric calibration of the CCRS airborne SARs.

Airborne SAR has unique calibration difficulties due to its large swath/height ratio when compared

with the satellite-borne case This manifests itself in strongly varying terms in the radar equation with

important implications for image interpretation and analysis. (ibivliuii for airborne SAR may therefore

lead to dissimilar data products from their satellite counterpart.

Recommendations for data acquisition and calibration using this facility will also be presented, along

with CCRS plans for continuing calibration strategy, emphasizing the implications of calibration on data

utility.

Keywords. SAR. calibration, radar, airborne, remote sensing

(Cedibizim may be considered to have many facets: radiometric,
1 Introduction geometric (spatial), and interferometric (phase) comparisons; embrac-

ing static, temporal, and sigial dependent measurement variances; and
measurement tolerances dictated by radar, processor, and application or

Civilian use of airborne SAR has evolved from a limited research activ- sat t er ace s t his rdrIproc e r wh ictsh o

ity to aii operational surveillance reality in Canada [1] Internatioally, iiiterconnections of these aspects [11]. In this general sense, we ca i see

there are now at least 8 airborne SARs for civilian remote sensing pur- that calibration cannot be simply considered in the narrowness of one

poses in use or under development [21, 11), 131, [4], 151, [1, 1], scene or application but embraces a much broader scope. The perceived

This rapid progression has occurred through the recursive influences of ipne o a cai brao c be inot e ece ino
sensr/pocesor erfrmace ptenialand serreqiremntsandhas importance of SAR calibration can be seen in tile recent formation of

sensor/pocessor perforiance potential and user requirements and has a CEOS working group dealing with the many issues which relate to
resulted in production of high qality imagery in multi-polarizations and it Application requirements analysis by this group indicates that an

multi-frequencies in near real time absolute calibration accuracy between 0.5 and 1.0 dB is desireable even

In parallel with this technological evolution, fostered by the combi- though it is well known [121 that due to fading measured data fluctuates

nation of rligiial processing and rontrol yt,;tpme with mnrn nw~rfsi and much more than these figures.

reliable hardware, has been a growth in user sophistication and applica- Many attempts [13], 1141. [151, [161, 1171, [181 at airborne SAR cahi-
tion requirements Digital image processing techniques, temporal and Mratioi s have been made with mixed sucs a aion Cren

other comparative studies, and more recently, innovative data require- bration have been made with mxed success and sophistication, Current

ments, such as the polarimetric scattering matrix [91, 110], have pushed plans at CCRS include consideration of the radiometrc and geometric

cahibration into vogue as an important issue. Despite this enthusiasm, planes of the calibration cube although new projects involving exten-

there will remain several useful applications of SAR for which calibration sions of the current system to include interferometry and polarimetry
will requ~ie phase cahibratiois. Radiometric calibratioii seemss to be the

is unimportant (i.q. some land, ocean, and ice mapping requirements) oiou rst sec

and others for which only relative calibration is required ((.q. change obvious first step,

detection).

*To be presented at IGARSS'89. Vancouver. July. 1989
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GDOUMIhC RA..IOMETRIC L47ERFEROMETMC
(oSituf) (.M.r) (p;ho#) There are several available approaches to SAR calibration. One

...-' of these involves perfoirning a systems analysis and determining all of
SIGNAL DE.NIr.W the gains and losses in the system including radar and processor. This

-A TEUPORAL ucually leads to some undetermined parameter which often contains the

antenna gain or other uncertainties concerning the processor or radar.

cssp v / /mSTATAIEOUS To circumvent these difficulties, an end-to-end approach to calibration
/ c0,PAR n z -r.svR,~c~T u / ,is often adopted as has been shown by researchers at ERIM [18] for

instance. End-to-end calibration may involve using distributed or point
RA aR targets and both approaches have their own proponents and inherent

I difficulties.

The following relations have been used (r.g. [19]) in slightly different
PROCESOR form for distributed and point target imaging by SAR:

X("',

I _ __

Figue 1: Calibration Cube. X 1,

This heuristic device is intended to show the interconnections and multi. +noise
dimensionality of the calibration problem.

S1 " (71, < 6p,/ 
" 

'()>2

2 Radiometric Calibration x6"
x(;,')

Table I shows the main identified radiometric calibration issues for the XgJq7'

radiometric plane of the cube, as it applies to the CCRS SAR. X b
+noise

Talse 1: Radiometric Plane of Calibration Cube. +clutter term

INSTANTEOUS TEMPORAL SIGNAL DEPENDENT +interference term

Here:
-STC -System changes -Dynamic range .11:, -received powei from a distributed target in the image pixel.
-Ambiguities -Drifts in gain -Saturation ." -received power from the point target in the image pixel,

-Antenna pointing -Antenna pointing -Linearity I' -average transmitted power.

-Polarization sensi- -Thermal stability V -ground speed of the platform.

tivity ,\ -wavelength.

-Quantization -Quantization ,.. -azh uth resolution.

-Band pass fiters -Motion Compensa- p -slant range resolution.

<! tion ." -bAckscattering coefficient,
-System noise -Antenna pattern a, -radar cross section of the point target, assumed to be corstant

-Aliasing -Ahasing over 6t.

-Power -Power It -range to the pixel.

-RF Interference -RF Interference !1sl , -STC function lSee (3),

-Gains < (d)> -average antenna gain over tire prncresrrl bearn width.

<6rt(,l >= -[Lrf,,.4,l.

n1. -antenna elevation and azimuth co-ordinates.
-rocus -Processor change -Dynamic range 01,,. -incidence angle.

-Bandwidth ( V).,) -two-way antenna pattern including the radome.

0 -Computational effi- -atmospheric attenuation coefficient,

11 ciency (4 -receiver gain function.

r.. -Multi-loolrng ;, -processor efficiency.

L -link budget loss factor which includes losses due to the transmis-

sion line. coupling$ cle.,
nn,- - -, -ho, . ;h ti. ,,n, .ri., n rT Ic. (7%1 .,d

- na e -range of azimuth antenna angle used in the pmcessd bandwidth[ -Target pointing -Signal to Clutter -Speckle

I -Slope/area effect -Soil moisture

-Local Oi,,,
Z In these relations, which explicitly involve the impulse function width,

I we have included terms for noise, atmospheric attenuation, system gains,

clutter, and interference required for the discussion below. The STC

functionmag n in section 2. with its implication for airborne SAR
imagery interpretation.
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Ivonitoring, where possible, changes in each of the terms in these 3 Calibration Strategy
equations is an essential systems requirement to understanding the cali-

bration stability and producing anything other than piecemeal calibrated
products as un- erhned by Atteina [201. Data from the CCRS SAR is processed either by an on-board, real-time,

SAR processor (RTSP) or through ground based processing as explained

in [21). Because the compression gain for i point target is usually high,

2.1 S TC Implications for Airborne SAR Interpretation and the RTSP is an 8-bit processor with o'her restraints, work using the

RTSP with point targets is not usually p'-ssible and the overall strategy
is to work with the more flexible ground processor, establish calibration

Inetire .CRS SAP111, a te-depilednamic gange kon aesiT applied parameters there, and then using distributed targets, make the transfer
before drgitinat~on to reduce the dynamic range of tire signal and to t iera-iepoutweencsay

podur.e a relatively 'flt' image product This is a nldrl relationship

bascd on antenna gain, terrain reflectivity, aird a zero relief earth. The

form of the STC function *s given in (3) and may be seen to cover the :i3. Data Acquisition

range-dependern terms in (1). Here, I)" is tile nmini boresight angle

of tire airterira.
During data acquisition, there is an automatic logging of many param-
eters on the MAID system [211 which are implicit parts of tire radar's

I - i -- i' ) fo) " ,- function. Flight parameters include: altitude, attitude, position, vertical
__l__I. - .in 6--, acceleration, and horizontal velocities. Antenna parameters include: po-

larization, depression angle, azimuth angle. Radar parameters include:

Fire SiC fnction for a model a7 law for land is shown in Fig 2 power, PRF, range delay, system gains, and clutter lock parameters

for the two Iigh-resolution modes. The large and complex dynamic

€ ,ng- ( " 35 dB for inr,r geornrtry) is related to the wide range of To first order, fluctuations in the motion parameters are fully com-

r-'m:dence angls imaged in -n airborne SAR. Because the swath/height pensated by the motion compensation system. Higher order effects indi

ratio is high, special consideration is required that is not present for the cated in Table 1, such as antenna steering biases, clutterlock swings, and

satellite-borne SARI These include INS (inertial navigation system) errors, will necessarily require postflight
analysis.

e dynamic range Of Output, The recommended complete flight acquisition consists of:

* variation of ha!kscatter with incidence angle,

* variation of radar contrast with incidence angle. (A) -recording of 'imagery' in signal and fully compressed forms,

(B) -recording of ancillary .1I1) parameters,

Most researchers would therefore require not an absolutely calibrated

(,r ') image, but a relatively calibrated product which includes the STC (C) -a noise record with tre transmitter off but all other system pa-

function
(D) -a BITE (built in test equipment) oscillator recording used to

40- monitor a reference signal through tire system.

3.2 Absolute Calibration: An Area Approach
30-

- -The use of point targets for specific scene calibration has been estab-

-"lished in several investigations [141, [13), [22). In many of these studies,

20. the peak response of the point target has been used; however, Gray
20 " [231 has shown that this depends rather strongly on the processor focus

- - - -and resolution whereas the integrated response from the point target is

weakly dependent on these parameters. For this reason, we suggest it

to- is more suitable to use an area approach as illustrated in Fig. 3, despite

the apparent success obtained by other investigators [22).

0
0 1000 2000 3000 4000

SLANT RANGE PIXEL -

i',nini 2. STC Fun..ion for CCRS SAR.

Two curves are shown. Tire dashed curve is for the narrou, wfath mode B. . ...A....

of the radar which covers an incidence angle range of - ,15 - - 761
.

The full curve is for tire nrdir- mode which covers 0' - 7.1'. In each

case STC gain is plotted against the range pixel across the swath for a

nominal flying height of 20000 ft and HH-polarizatnon at C-band. "ignie :1 Area Approach to Calibration.

Tire point target, together with its sidelobes, are contained in area, A.
'As an example tle total sisath of the ERS I SAR will subtend all angle of 7 Area, B, contains A and the excluded area B-A contains representative

wl,ereas - 75' are imaged in the .,,,hb mode of tile CCRS airborne SAR clutter and noise similar to that present in A.
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lI calculating the integrated image power, it is necessary to use the Here:

fact that image points are separated by ir, us slant range and p.- u P,, -corrected amplitude of tire processed imasge for the data at line

azinmuth If we assume that energy is conserved and SAR processing and pixel j.

or 'compression' is an e!nergy redistribution process 1241 (tempered by A, -corresponding uncorrected amplitude.

inefficiency associated with weighting), then it can be shown that A'. -integrated image response given by target given by (5).
n, -radar cross section for the point target ils the scene.
i(7 - 1n antelnna boresight setting,

rr = ,'l' (I) i, -incidence angle of the jilt pixel, and

1?( f -indicates the function is evaluated for the reference image value.

ThIs technique has been applied to multi-temporal data in Saskatchewan

kr as described in [261.

Aiiiii'.i.,r rif 4 Future Plans

> = .1 A major obstacle to routine calibration in the airborne SAR is uncertainty

Here- in the antenna gain function [271. The absolute calibration scheme
A -calibration constant from image units to 

,  indicated above, therefore implies that oilrr imagery obtained in the

P. -background subtracted image power associated willh the point tar- same angular rauge in which the point target is located is 'calibrated'.

get. Other lines in the image depend on an uncertain antenna gain function.

A,, -pixel amplitude value for ith line and jilt pixel. It follows that this gain should be measured as closely as possible and

I', ,i -pixel ampltude for the rth lne and range pixel of target estimates made of its dependence on pointing.

U -image space containing whole area
I - I -nnage space excluding the point target. CCRS has underway two approaches to determine this pattern. One

-number of pixels in 8 - I involves a 3-D mockup of the underside of tie Convair-580 and antenna

\ -number of pixels in B. range measurements. The second is a rough target analysis [281. With

-corresponding scattering coefflicent of distributed target coitained these measurements, it should be possible to extend measurements to
in the same range line having amplitude Ai',. tire full range of the image although the tolerances may not be as small

i -ground projected area of tire pixel in ii = as 0.5 dB

-ioise profile for pixel j with traisiivtter off. for pixel ). arid
I1 -number of azimuth lines averaged for noise .11 > init System linearity and performance is being studied as part of tile

engineering assessment of the instrument. Indications to date are that

By subtracting the background in this way, both the effect of av- tlrese are more than adequate.
erage clutter and toise in the point target image are removed It has

tire advantages of removing any system biases and uses direct mea- A host of second order calibration errors are also being investigated

surements. It does nil cover the interference term in (2) and a high and analysis being carried out to quantify, reduce, where necessary, and

signal-to-clutter ratio is still required (251. compensate where possible. These relate principally to motion compen-

sation and antenna steering systems. Extensions to the geometric and

interferometric planes of the calibration cube are also under study.

3.3 Relative Calibration

In rela'ive calibration, two or more images are to be compared using one

as a reference it the analysis below, a point target is assumed to be

imaged at approximately the same range in each scene to be used as a References
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Approach to Derivation of SIR-C Science Requirements for

Calibration

Pascale Dubois, Diane Evans, Anthony Freeman, Jakob van Zyl

Jet Propulsion Laboratory
California Institute of Technology

I. Abstract iments. The applications we cover in this study are polarization synthesis

Many of the experiments proposed for the fortliconng SIR-C mission and determination of surface roughness. The effects of system distortion

require calibrated data, for example those which emphasize 1) deriving on some measures commonly used in analysis of polarimetric SAR images
quantitative geophysical information (c.g. surface roughness and dielcc- are also discussed. The terminology and definitions have previously been

tric constant), 2) monitoring daily and seasonal changes in the earth's defined (2], (3] and will not be repeated in this paper.
surface (e.g. soil moisture), 3) extending local case studies to regional and 2. Model Description
worldwide scales, and 4) using SIR-C data with other spaceborne sensors
(e.g. ERS-l, JERS-I and Radarsat). There are three different aspects The model is an attempt at representing the effects of the residual
to the SIR-C calibration problem. radionietric and geometric calibration distortion remaining after the calibration process. The results of this
which have been previously reported, and polarinetrie calibration which study will therefore put requirements on the calibration process. Let S
is the topk discussed in this paper. We report here on a study under. be the scattering matrix characterizing the backscatter properties of an
taken to determine science requirements for polarimetric calibration. A area. (S. ,
model describing the effect of miscalibration is presented first, followed =Sa, S'v)
by the description of specific experiments and the resulting requirements
levied on the system. We also discuss the effects of iniscalibration on where Sh, S S1h and S,, are complex numbers.
some commonly used measures which can be extracted from SAR data. The effects of the residual miscalibration of tie system after the cal-
%V' conclude that polarimetric calibration requirements are strongly ap- ibration process are modeled as follows. The scattering matrix is multi-
plicalion dependent and a compromise has to be made to maximze the plied by two matrices representing the distorting effect-of the receiving
domain of applicalion of the data without prohibitive cost impact. A set path and the emitting path (the ideal residual miscalibration matrices En
of numbers summarizing SIR-C polarimetric calibration goals will con- and ET are the identity matrix). A noise matrix is added to the system.
clude this paper.

Keywords: Calibration Requirement, SIR-C SD = En SET + N (2.1)

I. Introduction with:

One of the most important problems confronting scientists is that .l -Nht Nh,
of understanding the earth as a system. As a step in this direction, in- ER C4 ,ET = c ) 'and N - N,,h  NI.
vestigators analyzing Shuttle Imaging Radar (SIR-C) data will perform (%3 02 C2 t1
a series of geoscientific experimeits leading to understanding the pro- where En is tle residual miscalibration of the receiversystem, Er the
cesses governing the biogeochemical, climatic and hydrologic cycles of the residual miscalibration of the transmitter system andzN the noise matrix.
earth. These large-scale physical process studies will rely on our ability a, and a2 represent the mismatch between the like-polhiannels. They
to- 1) extract biogeophysical parameters front SIR-C data; 2) intercom- are complex numbers to account for a phase difference (different path
pare multitemporal SIR-C data sets, and 3) analyze SIR-C data sets in length) and-an amplitude difference (difference it gain). The ('s are also
conjunction with other data sets. Deriving quantitative geophysical infor- complex numbers. They represent the crosstalk between channels and
mation (e.g, surface roughness and dielectric constant), monitoring daily are a measure-of the channel isolation. The N's in-the noise matrix are
or seasonal changes in the Earth's surface or cover (e.g. soil moisture or independent random variables with a Gaussian distribution, zero mean
plant biophysical parameters), ant extending local case studies to regional and a variable standard deviation o .The model was further.simplified
or world-wide scales, using SIR-C data alone or in conjunction with other by setting at = a2= a and ci = c for all i.
spaceborne radars (e.g. ERS-l, J-ERS-I, Radarsat, Eos SAR) all require
calibrated data. 3. Polarization Synthesis

There are two different aspects to the SIR-C calibration problem, When the scattering matrix is known, we can synthesize any Polar-
radiometric- calibration, which allows scientists to compare backscatter Wen the antenas t n
coefficients, and polarimetric calibration which allows quantitative thmn- izatiei setup of the antennas [3]:
retical modeling. Polarimetry requires precise measurement of the phase
and amplitude of a signal on four different data channels. Therefore the V =h S hf and P VV (3.1)
data have to be calibiated in both amplitude atid phase. Radiometric cal- where V is the field, P its power, hr and h, the polarization vec-
ibration requirements have been outlined in the SIR-C Science Plan 11. tors of the receiving and transmitting aitennas, S the scattering matrix.
The study described in this paper is an attetmpt at deriving-the science Polarization synthesis is a procedure used jn many applications such as
requirements on the polarimetric calibration for the SIR-C-mission. A optimal polarization [4] and polarization filtering [5].-Given a scattering
model representing the effects of the residual distortion of the polarniteter matrix S,-we compute the distorted Stokes matrix Sd. We thein compare
data after calibration is presented This distortion model is then applied the powers (P and Pd) obtained from a given pair of polaization vectors
to specific examples of possible experiments. The approach used makes nio (the formation of P and Pd is illustratet in Fig. 3-1), In order to quail-
pretense of analysing all the possible applications of the SIR-C data set,. titatively estimate the itmpact of the distortion on the synthesis process,
Fhurther study is required to determine the feasibility of additional exper- we define a normalized lINIS error 6 as fllows.
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verted to a Stokes matrix format [8]. In this process, the scattering matrix
6 fl(P - Pd)' (3.2) is symmetrized. After symmetrizationjneglecting higher order terms, (as-

JD1) 2  suming Sh. < Shh or < S.v and c small) (2.1) can be written as follows:

where the domain D over which the integration is performed is the com- S C- Sm + Nh
plete set of possible polarization setups of the system, i.e., the orientation
angles of the receiving and transmitting antennas vary independently be. Shv = Sh -X 2(Sh -+ ShW) + c(Shh + aS..) + ta+Ne.)
tween 0 and 1800 as the ellipticity angles vary between -450 and 450. 6 2
is a normalized RNIS error in synthesis. S.' = a'S.. + N. (6.1)

We investigated several target types: Ocean, smooth lava, rough lava, where superscript 4 indicates distortion. Note the dependence of cross-
a forested area and an urban area. Table 3.1 summarizes the distortion pol measurements on the system isolation, c, and the relative levels of
resulting from 6 cases of miscalibration for different types of target. Tile the like- and cross-pol backscatters. Because of this target dependence, it
ocean and the lava are the most sensitive targets, The S.. term in the is difficult to establish a singular requirement for the cross-pol measure-
case of tile ocean is much larger than any other term of the scattering ments,
matrix; a small channel imbalance or crosstalk distortion has therefore
a large impact on tle synthesis. A similar but not as pronounced effect 0.1 Distortion due to Miscalibration:
occurs for smooth lava. Note the RNIS error is very sensitive to crosstalk The distortion due to residual miscalibration is analyzed here. The
error. For example, a change in crosstalk from -3rdD to -25dB results N matrix in (2.1) is set to zero as the impact of noise will be studied in
in a change in RNIS error of 2d. The RMS error is not as sensitive to tie next section. FRom (6.1), we have, for a comparison of the like-pol
the other parameters, measurements:

Next, we vary the standard deviation or the noise matrix which is Cd . S S..
related to the Signal to Noise Ratio (SNR) (Fig. 3-2) . To keep tile SV. .. S . S (6.2)
contribution of noise to the total error 6 below -12.5 dB, we need an SNR . g

h  Shh -,. 1a4 (.

of better than 20dB for all targets investigated, The relative amplitude of S./Shh is multiplied by the channel imbalance

term squared. Therefore, a channel-imbalance of +0.2dD will result in a
4. RatS Height detormiiation relative error of 4.'O.dD which is all acceptable error.

Many geoscientific investigations require information about surface Tile phase difference error between Shh and S,, due to miscalibration
roughness. For example, The RMS height of the Cima lava flow in tle call also be computed.
Mojave desert of California decreases at first due to weathering and de- Ary(Shh S. =
position of wind-blown material, then stream development reverses tile
phenomenon (see Fig. 4-1, which shows RMS heights of lava flows plotted Tile bias between the phase differences introduced by the miscalibration
agaist age) [6]. Therefore knowledge of the RMS height is an important is 100 for the SIR-C experiment. Relying-on our experience in polarime-
factor in dating flows in a relative way. try, this distortion is acceptable. Phase- comparisons between like- and

Quantitative interpretation of surface roughness relies on the Stokes cross-pol measurements are again complicated by their dependence on the
matrix representation. It is a more complete way to describe the scatter- target properties, as well as system distortion.
ing properties of a surface than the scattering matrix as it can include Because the distortion model-is deterministic and in scattering ms-
some depolarization effects like multiple scattering. trix format, neither the channel imbilance-nor the crostalk will create a

In this example, we compare the RMS heights obtained from a Stokes depolarization effect. (i.e. the pedestal height of the polarization signa-
matrix and its distorted counterpart. Given an RMS height, a Stokes tures will not changed).
matrix M is first obtained using a second-order Bragg mode developed 6.2 Distortion due to noise:
at JPL. A distorted Stokes matrix MA, i- computed and then inverted to The noise is now assumed-to-be the only distortion factor the ER
give a distorted estimate of RMS height (time algorithm used is shown in and E matrices in (2.1) are replaced by identity matrices.
Fig. 4-2). Four RMS heights were studied: 0.1cm, 2cm, 4er and 6cm. The elements of t.1)iae matrixeNparce assued to be independent
Figure 4-3 plots tile variation of tile estimated RMS height as a function random Gaussian variables with zeromeanbut the bame standardde-
of amplitude of a and c. The phase of a has no effect in this case. When rlation, a. it follows es the Stokes matrix corresponding to t de noise
tIme amplitude of a is OdD or tile amplitude of ( is -30dB, the error i matrix is of the form:
tIme estimate of RMdS height is negligable. If an estimation accuracy of
2cm for the RMS height is desired, the requirements on the system are a /C2 - 0- 0 0
maximum amplitude of 0.3dB for parameter a and a maximum amplitude < -0 0 0 0 (6.4)
of -30d0 for e. The operation that inverts tile Stokes matrix to give the 0 0 0 0
RMS height relies only on the normalized Stokes matrix. The absolute 0 0 0 0)
backscatter coefficient (tile 1,1 element of tihe Stokes matrix) is not usedto determine te RIS height. where < > denotes spatial averaging. This is equivalent to adding the

constant a2 to the total signal power. While all other terms in the noise

5. Science Calibration Goals for SIR-C Stokes matrix have zero mean, they still introduce distortion in the target
Stokes matrix.

Both examples developed in this paper show the importance of c, the WVe also have:

crosstalk term and we conclude that the residual crosstalk e should not

exceed -30dB. While the derivation of surface roughness may be less <S Se, S*S,> < S Shh > + o2  (6.5)
stringent, polarization synthesis requirements on a are : Amplitude of a
less than -:0.2d0 (0.4dB two-way), Phase of a less than 50 (10 two-way). < S~ > = <S,,S >+ (6
Recommended calibration goals are summarizes is Table 5.1. The average value of the retur2 power is increased by a for S5 $,

The next section analyzed the impact of these calibration require- av a alo e shownnthat-nisenhas a a fon he

ments on some parameters extensively studied in the polarimetric liters- and SvS.'v It can also be shown that-noise has a similar effect on tile
average power of the signal synthesized for any polarization of the receive

ture V7j. and transmit antennas.

6. Miscalibration and noise distortion For the phase comparison of the like-pol terms, we have:

on someo co.nmonly nsed parameters Arg(< cS,. >) =

Up to now,only a few polarimetric parameters such as the relative
amplitude of Shh/S., the phase difference between S. and S., have Arg(< ShhS,, > + < NeVeA' > + < ShhNvv > + < Nhh.N, >)
generated a widespread interest in the scientific community . In- 0hs Arg( ShhS.. >) (6.7)
section, the expected distortions due to miscalibration and due to-noise
are evaluated separately for these parameters. assuming that time noise terms are uncorrelated with each other and with

In tile Jet Propulsion Laboratory DC-8 airborne SAR system, which the Shh and Sv. terms. The argument of the spatially averaged cross-
is in many respects a test-bed for SIR-C, the output products are coil- product S, is independent-of the-noise level but the RMS variation
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verted to a Stokes matrix format (8]. In this process, the scattering matrix
6 = (3.2) is symmetrized. After symmetrization, neglecting higher order terms, (as-

V it, Pl)2  suming Sh. < Shh or < St,, and c small) (2.1) can be written as follows:

where the domain D over which the integration is performed is the conk- S ,a" + N,
plete set of possible polarization setups of the system, i.e., the orientation

angles of the receiving and transmitting antennas vary independently he- Sd,. = Svh = a(Svh + Sh) + e(Shh + aS.,) + I(Nh. + Nvh)
tvveen 00 and 180' as the ellipticity angles vary betueen -45' and 45' . 6 2
is a normalized RMS error in synthesis. S,,, a25. + N, (6.1)

We investigated several target t) pes Ocean, smooth lava, rough lava, where superscript a indicates distortion. Note the dependence of cross-
a forested area and an urban area. Table 3.1 summarizes the distortion pol measurements on the system isolation, c, and the relative levels of
resulting from 6 cases of miscalibration for different types of ta-get The the like- and cross-pol backscatters. Because of this target dependence, it
ocean and the lava arc the most sensitive targets The S., term in tie is difficult to establish a siugular requirement for the cross-pol measure-
case of the ocean is much larger than any other term of the scattering ments
matrix; a small channel imbalance or crosstalk distortion has therefore
a large impact on the synthesis. A similar hut not as pronounced effect 6.1 Distortion due to Miscalibration:
occurs for smooth lava. Note the ItNS error is very sensitive to crosstalk The distortion due to residual miscalibration is analyzed here The
error. For example, a change in crosstalk from -30dB to -25dB results N matrix in (2.1) is set to zero as the impact of noise will be studied in
iii a change intMS error of 2dB. 'Tle RMS error is not as sensiti%e to the next section. From (6.1), we have, for a comparison of the like-pol
the other parameters, measurements:

Next, we vary the standard deviation of the noise matrix which is a S_ S
related to the Signal to Noise Ratio (SNII) (Fig. 3-2) . To keep the - S.
contribution of noise to the total error 6 below .12.5 dB, we need anl SNR S " S h  S(.2
of better than 20B for all targets investigated. The relative amplitude of S,,/Sh is multiplied by tie channel imbalance

term squared. Therefore, a channel imbalance of 4.0.2dB will result in a
.RMS eighit dntemmuiimition relative error of 0.,dB which is aim acceptable error.

Many geoscientific investigations require information about surface The phase difference error between Sh and S,, due to nsiscalibraion
roughness. For example, The RMS height of the Ciisa lava flow in the call also be computed.
Mojave desert of California decreases at fist due to weathering and de- Ary(Shh S.) "" Arg(Shh S,) + 2 Arg(a) (6.3)
positioi of wind-blown material, then stream development reverses the
phenomenon (see Fig. 4-1, which shows RNIS heights of lava flows plotted The bias between the phase differences introduced by the iniscalibration
against age) [6). Therefore knowledge of the RNIS height is an important is 10' for the SIR-C experiment. Relying on our experience in polarime-
factor in dating flows in a relative way try, this distortios is acceptable. Phase comparisons between like- and

Quantitative interpretation of surface roughness relies on the Stokes cross-pol measurements are again complicated by their dependence on the
matrix representation. It is a more complete way to describe the scatter- target properties, as well as system distortion.
ing properties of a surface than the scattering matrix as it can include Because the distortion model is deterministic and in scattering ma-
some depolarization effects like multiple scattering. trix format, neither the clanmel imbalance nor the crosstalk will create a

In tils example, we compare the RIIS heights obtained from a Stokes depolarization effect. (i.e. the pedestal height of the polarization signa-
matrix and its distorted counterpart. Given an RNIS height, a Stokes tures will not changed).
matrix Mt is first obtained using a second-order llragg mode developed 6.2 Distortion due to noise:
at JPL. A distorted Stokes matrix MAd is computed and then inverted to The noise is now assumed to be the only distortion factor, the Ens
give a distorted estimate of RIMS height (Ithe algorithm used is shown in and ET matrices ii (2.1) are replaced by identity matrices.
Fig. 4-2) Flour RMS heights were studied. 0 lcm, 2cm, 4cm and 6cm The elements of the noise matrix N are assumed to be independent
Figure 4-3 plots the variation of the estimated RNIS height as a function random Gaussian variables with zero mean but the same standard de-
of amplitude of a and t. The phase of a lis no effect in this case When viation, a. It follows that the Stokes matrix corresponding to the noise
the amplitude of a is 0dB or the amplitude of c is -30dB, the error in matrix is of the form:
the estimate of RIMS height is negligable. If ain estimation accuracy of
2cm for the RMIS height is desired, the requirements on the system are a 412  0 0 0
maximum amplitude of 0.3dB for parameter a and a iaximum amplithde < A >(0 0 0 0 (64)
of -30dB for e. The operation that inverts the Stokes matrix to give the 0 0 0 )
RMS height relies only on the normalized Stokes matrix. The absolute 0 00
backscatter coefficient (the ll element of the Stokes matrix) is not used
to determine the RMS height. where < > denotes spatial averaging. This is equivalent to adding the

constant c 2 to the total signal power. While all other terms in the noise
S. Scieico Calibratios Goals for SIR-C Stokes matrix have zero mean, they still introduce distortion in the target

Stokes matrix.
Both examples developed in this paper show the importance of c, the We also have:

crosstalk term and we conclude that the residual crosstalk c should not
exceed -30dB. While the derivation of surface roughness may be less < SS d*d > = < SaSh,, > + 0,

2  (6.5)
stringent, polarization synthesis requirements on a are : Amplitude of a
less than 0.2dB (0.4dB two-way), Phase of a less than 5' (100 two-way). <Se,, , > <S,$,S,> + (6.6)
Recommended calibration goals are summarizes in Table 5 1 The average value of the return power is increased by o2 for ShuhS;,j

The next section analyzed the impact of these calibration require- and S,,S,,. It cals also be shown that noise has a similar effect ott the
ments on some parameters extensively studied in the polarimetric litera- average power of the signal synthesized for any polarization of the receive
ture j7j.  and transmit antennas.

6. Miscalibratioi amd isoiso distortios For the phase comparison of the like-pol terms, we have:

oii some comnsonly used parameters Arg(< ShS >) =

Up to nowonly a few polarimetric parameters such as the relative

amplitude of Svs/S,,, the phase difference between St and SI, have Arg(< ShSvS, > + < NaN,',, > + < ShN > + < SNj,,N >)
generated a widespread interest in the scientific community . In this
section, the expected distortions due to iniscalibration and due to noise = Arg(< SaS,, >) (6.7)
are evaluated separately for these parameters. assuming that the noise terms are uncorrelated with each other and with

It the Jet Propulsion Laboratory DC-8 airborne SAR system, which the Shh and S, terms. 'rite argument of the spatially averaged cross-
is in many respects a test-bed for SIR-C, the output products are con- prudut Sd.t. ,, is idependent of the noise level but the RNIS variation
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will clearly depend on thc noise level in the data channels.
7. Conclusion Acknowledlgment

The research described in this abstract was carried out at the Jet
It should be noted that the recommended calibration requiremient! Propulsion Laboratory, California Institute of Techinology, undcr a con.derived herc rely un bpcific experiments l'olarinictry is still at an intes- tract with the National Aeronautics aid Space Administration. %Ve wouldtigation stage and its applications are expected to increase in the fuui like to thank our colleagues at JPL for thein constructive commesnts whichas the scientific community develops familiarity with polarimietric dataheedipongt qaiyftisacr

sets. It follows that the calibration requiremecnts imposed on thc 31R.C Rfrnesystem may be over constraining for some experiments while not strictItfrus
enough for some others Therefore, a complete analysis of the requirid [1] Shuttle Imaging Radar (SIR-C) Science plan, JPL Publication
calibration accuracy for every planiied experiment should be compared to 86-29
the calibration requirements imposed on SIR-C to see how adequaie the (2] vail Zyl, Zebker, Elachi. Imaging radar polarization signatures:SIR-C data will be to this experiment. theory and observation, Radio Science '87, 22, no. 4, pp. 529-543.Thle model used here is a first step tosimulate the eiectofmiscaibra- [3] Zehiker, van Zyl, Hleld. Imaging radar polarimetry from wavetion The deterministic approach and the assumption that the distortion sYntties's, Jour. Ceopliys. Res., January '87, pp. 683-701.remains constant throughout o-ie synthetic aperture are the nin necak- [4] lonnadis, Hlanmners. Optimum antenna polarizations for targetnesses of the model discrimination in clutter, !EEE Trans. Antennas and P..pagstion, Vol.

Finally, polarinietry is not a stand(alonie tool, For example, in the AP-27, No. 3, Mfay 1979.
rase of RIlllI height determination, the radionetric information can be (5] Dubois, vail Zyl, Polarization filteriiig of SAR data, Proc. ofvery useful as the pixel brightness depends on the roughness of the corre- IGARSS '89 Symposium, 89
5ponding area. If this iiiformationm is used '.ogetlser with the polarimnetric (6] Farr :Personal communication.
information, the resulting requirements on polarimetric calibration acen- (7] Ulaby, field, Relating polarization phase difference ofSAR signalsracy may beconme less strict In general, an efficient, experiment will rely to scene properties, IEEE trans. OGlS, Vol GE-25, pp. 83-87, 1987.on all the available inforimation, taking advantage of the multidinimmamon- [8] Dubois, P. C. and L. Norikanec, D~ata Volume Reduction for Imnag.ality of the data set multipolarimectry, inultifrequemicy, andl radiomectry. ing SAR Polariitry, Proc. of IGARSS '87 Symposium, 87

CHOOSESYNTHESIZEDPOE. a.02dB a.031 a-0218 a-03d8 a.02dB a-020CHOSSD13TORTION 5' 5* 5* . 40 6LEVEL E --30dB E--3OriB E--2519 E-.25d8 C.-3OdB E --3OdB

NOISE ZhhOCEAN -9687 -9.80 -. 91 -7.89 -10.08 -9.65AND hThR 
- ______DISTORTION LAVA .9 -9.39 -7.70 -7.62 [ -. 79 -9.36

CMUESNHSZDPWRPdFOREST -11.34 -11.02 -9.23 -9.09 -11.37 -11.33

SdURBAN -12.40 -12.11 -11.03 -11.03 -12.90 -12.00
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Figure 4.2: RINS height 'rest Procedure

4cm

xw w4

22c2

-1.0 -0.5 0.0 -05 1.0 -40 -30 -20 -10AMPLITUDE OF a IN dB AMPLITUDE OF e IN dB

Figure 4.3: Estimated RMS hcight versus Amplitude of Figure 4.4: Estimated RMS height versus Amplitude of
channel imbalance, crosstalk (c).

Polarimetric Amplitude Imbalance (2.-vay) ±O.4dB

Polarimetric Relative phase Calibration (2-way) ±10'

Polarimetric Cross-talk error < -30dB

Signal-to-Noise Ratio > 20dB

Table .5.1: SIR-C Calibration Goals
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SIR-C CALIBRATION PROCEDURES

A. FREEMAN AND J. C. CURLANI)ER
JET PROPULSION LABORATORY

4800 OAK GROVE DRIVE
PASADENA, CA 91109

TELEPHONE: (818)354-1887
FAX: (818)354-3437

TELEX: 67-5429

The Shuttle Imaging Radar-C (SIR-C) mission is part of an on-going
spaceborne SAR program by NASA/JPL, which will culminate in the
EOS polar platform SAR towards the end of the century. SIR-C is
unique in that it will be the first multi-frequency, multipolarization
SAR to operate from space. The sensor will collect fully coherent,
polarimetric backscatter information (HIll, IIV, VII and VV
polarization) at two frequencies (L- and C-Band) about the earths
surface and will also collect backscatter data in one X-Band channel.

This paper will describe project-recommended appioaches for
calibrating SIR-C images, using calibration devices such as corner
reflectors transponders and receivers deployed on the ground. The
recommendations will include the correct procedures to be adopted
by SIR-C Principal Investigations to locally calibrate their image data,
near to their site of scientific interest. The paper will also describe
the project calibration plans for SIR-C, which will include both
external calibration at major sites around the SIR-C orbit track, and
calibration routines internal to the sensor itself. Finally, the expected
calibration accuracies for SIR-C images will be presented.

The research described in this paper was carried out by the Jet
Propulsion Laboratory, California Institute of Technology, under a
contract with the National Aeronautics and Space Administration.
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PROGRESS IN CALIBRATION: SAR-580 TO ERS-1
A H Smith D G Corr I Ward
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Analysis of the SAR-580 Calibration Campaign data collected in 1981,
brought in to attention a number of factors which appear to have
influenced both the design of the ERS-1 SAR and its associated image
processing techniques.

The principal problem with the SAR-560 data was that due to an
instability in the transmitter system the transmitted vaveforms were
very diafrent from their nominal specification. Additionally, the
waveforms varied from pass to pass. Fortunately replica pulses were
recorded as part of an on board echo s&nulator. This replica data
was extracted and used as the replicas for range compression.

in the analysis of the images of point targets a non linear
behaviour was observed for the largest targets. This was traced to
saturation of the ADC by thh echo signals. Further theoretical work
predicted that non linear behavious would particularly occur with
the ERS wave mode data, due to the limited dynamic range.

As a result of the analysis of the many target images a detailed
comparison of peak and Integcation methods of energy measurement was
brought about.

Recently attention has been given by us on hov to correctly use the
replica data transmitted by ERS-l, and hov to correct for ADC non
lipearities.

After a brief review of the findings from our previous work, this
paper describes alternative approaches to range compression and ADC
correction which are intended to prnvide image products with very
high accuracy.
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RESULTS OF THE 1988 NASA/JPL AIRBORNE SAR CALIBRATION CAMPAIGN

A. Freeman, C. Werner and J.D. Klein

Jet Propulsio'i Laboratory
4800 Oak Grove Drive

Pasadcnj, CA 91109
USA

have been described in (Freeman,1988). The DC-8 SAR,
ABSTRACT which is capable of simultaneously collecting multi-

polarization and multi-frequency data, has been described
During Spring of 1988, the NASA/JPL multi- in (Held,1988).

frequency, multipolarization SAR flew in a series of
calibration experiments over the Goldstone dry lake bed. At In summer, 1989 the DC-8 SAR will take part in a
Goldstone, an array of calibration devices was deployed, series of campaigns, in the USA and Europe. Calibration
including dihedral and trihcdral corner reflectors, experiments are planned for sites at Goldstone, near Mt.
polarimetric active radar calibrators (PARC's), passive Shasta, CA and at several European sites, including DLR in
receivers and CW tone generators. The aim of the campaign W.Gcrmany, Bari in Italy and Flevopolder in The
was to calibrate both amplitude and phase of the resulting Netherlands.
SAR ialages, over long and short time scales. In this paper, the results of a series of experiments

in this paper, the results of the analysis of the calibration aimed at calibrating the multi-frequency. multi-

data cllcctcd in Spring 1988 arc presented. Trihedral polari/ation DC-8 SAR images over all entire season are

corner reflector signatures and certain image background summarized. Image quality, radiometric calibration,

measures are used to ctcrmally calibrate relative amplitude polarimetric calibration (amplitude and phase), cross-
and phase between poladrizations at a given frequency, and frequency calibration and antenna pattern measurements

to calibrate across frequencies. Assessments arc made of arc include() in the analysis.
the calibration accuracy as a function of image frame
position for each frequency, and the stability of the radar II. IMAGE QUALITY
calibration over long and short timescales. Nominal values for the image quality parameters -of

Finally, the problem of obtaining calibrated images the NASA/JPL SAR are given in Table 1. These values were
from the standard DC-8 SAR products is discussed. predicted from systems tests and analysis prior to theoperational stage of the system. In Table 2, typical results

KEYWORDS :SAR, Calibration for the quality of the measured range impulse response
functions arc presented. The responses were obtained from

1. INTRODUCT,ION the Goldstone trihedral corner reflectors data . Over the
data gathering season, very little variability of the range

There is a growing emphasis on the need for impulse response was apparent.

calibrated SAR imagery within the microwave remote
sening community. Calibrated images would significantly The differences between the nominal and measuredadv~rncc the use and testing of models to study baclcscatter range impulses arc probably due to the introduction of a
phnomcena, and in relating the image pixel values to weighting function in the processor, which was not takenpeomensa, adram eat ing the launch of several into account in the pre-flight systems analysis and whose
spaceborn SAR's, suica, as E-ERS-, -ERS-I and Radarsat, effects have not been estimated using simulated- data. Since

ahead in the 1990's, and with the advent of a new the measured quantities do not vary, the discrepancies

generation of multi-frequency, multi-polarization SAR's, between the two sets of values are not critical.
such as SIR-C and the Eos SAR instrument, the need
becomes more urgent. The techniques for routine accurate In Tables 3 and 4 the best and worst case examples f,

and recse alibatin o SA imae poduts soul be theazimuth impulse response functions, as measured fromand precise calibration of SAR image products should be Gflnlon Trihedral data, arc presented. In thte best-L.ase

-vailable .ail beforc the first strcam of bpa .eburn SAR . -

imagery starts to flow. Tie ocst approach to develop these results, the system performance is fairly close to the
nominal, except for a slight broadening and drop in

new techniques and start the learning process is to use sidelobe level, due to the weighting imposed by the azimuth
aircraft SAR systems as test beds. prefilter in the SAR processor.

The NAS.A/JPL DC.8 SAR took part in a series of In the worst-case, the L-Band response is slightly
calibration experiments at Goldstone Dry Lake bed in broader than the best-case, mainly due to a degradation in
Spring 1988. An additional calibration experiment was resolution for a few of the trihedrals in the array, centered
carried omit at Fairbanks. Ajaska in March of that year. The around borcsight (500 Incidence). This was a rare
aims and execution of the DC-8 SAR calibration campaign
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occurrence, not repcatcd in the rest of the Goldstone data.
For C-Band, the impulse response has a tendency to divide &o = 101ogl0 DN (8 (3)into two narrow peaks Hence the worst-case ISLR of +8.4 D N

(IB. In thi,, extreme situation, the ISLR calculation used in
this paper hrcaks down, so that the measure becomcs of Where the product PaPr is the imig," resolu:ion cell area,
little value. For the P-Band worst-case, the impulse nominally 4.0x 11.0 m (or 16.4 dBm 2 ).
response is degraded so badly that the resolution is
broadened by a factor of 4. In this situation, both the ISLR The correction formulae given above should be used
and PSLR measures used in this paper break down. The with caution: they strictly only apply to the calibration
positive ISLR value does not necessarily mean that there ;s data analyzed in this paper. Extensions to further data sets
more energy in the trihedral responses concentrated may not be valid.
outside the main lobe, than within it, just that the
estimation of where those limits on the main lobe actually From Tables 5 and 6 it is immediately clear that only
lie has failcd The most probable sources of these errors are the L-band radar performed well in a radiometric
mis-estimation of the drift angle for the C-Band data and calibration sense, when the results are compared with the
nonlinear frequency modulation caused by aircraft motion goals in (Frceman,1988). The -4.0 dB short-term variability
at P-Band (which has the longer aperture synthesis time in in the C-Bard signatures is, we believe, due to imperfection
azimuth). For both frequencies, an error in the drift angle in the construction of some of the comer reflectors. Some
can lead to ,n error in the range cell migration correction of the older reflectors in the Goldstone array gave
in the processor, consistently bad results at C-band from day-to-day and pass

to pass, thus increasing the short-term variation across the
Ill. RADIOMETRIC CALIBRATION swath. The long-termi variability in the C-Band data is more

serious, since it indicates a severe problem in the C-Band
Tables 5 and 6 are the summary tables of the radar stability. This problem may lie in the level of

radiometric calibration performance of the NASA/JPL DC-8 transmitted power, the receivers or the input caltone. At P-
SAR during Spring 1988, as estimated from the trihedral Band. the problems of calibration are compounded by two
corner reflector data. factors: firstly, the trihedral responses, particularly in the

HH images, behave strangely, and secondly, the low signal-In Table 5 we present the estimates of short- and to-clutter background level. The former effect, which is
long-term calibration precisions. The short-term values marked by a rapid (6-10 dB) fall-off in the HH response a
are the standard deviations taken across the swath of the few degrees array from the boresight angle, is probably
trihedral HH and VV polarization measurements for a given due to the low size/wavelength ratio of the trihedrals at P-
image. The results presented in Table 5 are the worst case, Band, which may allow edge effects to dominate in the
taken over the data-gathering season. These fluctuations trihedral signature. The latter effect, characterized by an
could be due to a variety of causes: imperfections in the SCR of typically -25 dB, could be a significant additional
corner reflector construction; ripples in the radar error source.
elevation antenna pattern; or variations due to the
background clutter and system noise. The long-term values The obvious conclusion to be drawn from Tables 5
[x (±.y)] in Table 5 are the range of variation (maximum x+y, and 6 is that only in the case of L-Band is there any hope of
minimum x-y) of the mean value (for each image data set) radiometrically calibrating the DC-8 SAR images without
over the data-gathering season. The short-term (la) the assistance of a calibration device such as a trihedral
variations for each image are not included in the corner reflector within the scene. Even then, the corner
calculation of the range of variation, reflector must be of good quality for C-Band calibration and

imaged at very close to boresight for the P-Band.
Assuming that the trihedral corner reflector cross-

sections are, on average, as given in (Ruck,1970) we can It had been hoped, before the calibration campaign
easily estimate the appropriate correction factors to obtain began, that the external calibration results would be
RCS or a given in Table 6. The uncertainty estimates given compared with internal calibration measurements. In the
in the table are a root-sum-square of the worst-case short- internal calibration pre-flight measurements of system
term relative variation and the long-term variation parameters such as antenna gain are included with in-
estimates So, in the case of the LHH value, after April Ath, flight measurements of transmitter power and receiver

Correction factor, CF 72.2 -29.1 ± (1.92 + 1.42) 1/2 gain, for example, in the appropriate form of the radar
7 1equation to estimate the DN value corresponding to a target

43.1 (i2.4) dB (i) of given RCS. Unfortunately, a vital part of the radar chain,
the SAR processor, remains uncalibrated, so this part of the

The CF values for before April 4th, which include experiment has not yet been completed.
correction for a change in one of the system operation
parameters (the caltone level), are given in the first In the above calculations and discussion the effects
column of Table 6. of system noise on the radiomctric calbration have been

ignored. There are two reasons for this: firstly, since time
To apply these correction factors to a given image, in SAR processor is uncalibrated, we have no direct

order to estimate the radar cross-section. a, the following measurements of the actual image noise level; secondly,
formula should be used- the noise-equivalent sigma-zeros estimated from preflight

systems analysis were quite low, < -35 dB, -30 dB and -35 dB

= 10 loglo DN sin Oi (8x 1 0 3 ) 2
/ -CF (2) for L-, C- and P-Band respectively.

IV. POLARIMETRIC CALIBRATION RESULTS
where DN is the power representation of the image pixel
value (= 12 + Q2  for the high-resolution complex image In this section, the results for polarimetric
product) and 0i is the incidence angle. calibration of the DC-8 SAR images are presented,

frequency by frequency. Because the data collected allows
To estimate normalized radar cross-section, co , the us to look at the variation in the polarimetric parameters

following formula should be used: on both long- and short-term bases, the results are divided
in this fashion.
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Table 7 ontains a summary of the polarrmetric acceptable. There is some evidence to suggest that the

.alibration results for L-Band. Tie short-term variations performance may in fact be better than this, but the

gIvzu arc the vorst-ase. taken over the wholc season, of presence of intcrfcrence precludes a morc accurate

the standard deviations across thc swath of the amplitude measurement.

ratios and phase differences. as extracted from the
trihedrals and image background. The long-term iii) Tihle P-Band IIII/VV abplitude ratios extracted front

ariations are just the range of variation of the mean value trihedrals are badly affected y the variations of the HH
for a.h ratio. taken over tie data-gathering season. trihiedral response noted in Section VI. However, their

median value is fairly close to 0.0 dB and the HH/VV image

From Table 7, %e can draw the following conclusions background ratio indicates a degree of stability in this

about the polartnietric calibration performance of the L- measurement.

Band radar: iv) The phase differences between IIH/VV and HtV/VH, as

t The backsiaticr ratios. L IIII/VV, L IIV/VII and L measured from the image background, are relatively stable

IIV/lllI are fairly stable within an Image and between data over the data-gathering season.

sets V. CROSS-FREQUENCY CALIBRATION RESULTS

Ii) The L-Band cross-pol leakage is high (- -15.8 dB) andvaries significant)), with incidence. III Table 10 results of the cross-frequency

comparison of the individual trihedral DN values are

iii) The L-Band cross-pol leakage has a significant effect sutinari/ed The measurements were obtained by

on lie relationship between the like- and cross-pol phase. calculating statistics on the frequency ratio for each
triledral signature over the data sets. The short-term

Iv) Triledril corner reflectoros n- image background results are the worst-case of the standard deviations taken
pihase c.ibrat~oi approaches (,Slheen. 1989) give simlar across each image swath. Also given in the table arc the

resulis at L-Band. Ilowever, the triliedral signatures are expected short-term variations, obtained by a root-sumn-

sonicim.s subjectl to wild phase fluctuations, with unknown square of the short-term variations for each frequency,

cause from Tables 6-9. The long-term results in Table 10 are the
mean values for each ratio taken over all the data sets,

v , The L ItII/VV phase difference varies greatly from together with the range of variation about that mean. In

day to day. The L IIV/VII phase difference, on the other the fourth cohunin. the expected values for the mean long-

hand, does not term results are given. These expectations were derived
using equation (6) and post-April 4th values for the radar

i) The above results indicate that the L-Band DC-8 SAR parameters Results for comparisons of Hil and VV values

m ,in general. calibratabe in a polarinetri sense. between frequencies are given, as well as comparison of
intages are, gthe ratios of IIII/VV.

The polarinietric radar characteristics revealed by The close correspondence between the measured and
the results given ii Table 8 for C-Band can be summarized 'expected ,hrr-trt results i Table 10 indicates that the
as follows: short-term variations in the trihedral signatures are

uncol related Thus. the ratio of LIIH/CHH, say, tends toi i An imlbalance between thle 1lI1]VV aniplntude ratios rfetteucranisi ieidvda teune

which varied significantly across the swath (-3dB over 10 reflect te unertainties in the individual fraquences

degrees of incidence angle) was apparent in most of the C- across the swath. Only in the case of the L/C fH/VV ratio

band data Irhis short-tern variation was attributed to the C- cart the short-term performance be considered satisfactory.

band antenna pattern and a radiometric correction curve Ili the long-term results, the range of variations
(derived by assuming reversal of the physical antenna) about the mean again probably reflect the uncertainties in
was applied to the C-=band results. After correction, the the individual frequenctes. The mean values in the case of
lIl/VV and IIV/VII amplitude ratios are also offset from 0 L/C-Band arc fairly close between measured and expected,
dB. but do not vary greatly in the short-term. In the long- with a 2.5 dB olfset between the HtH values, 2.6 dB between
term, however, they show significant variation from day- VV values and just 0.6 d13 for tIre HH/VV ratio. These offsets
to-day ard pa,,-to-pass These results indicate that the can probably be explained in terms of the previously noted
C-Band radar system was not radiometrically stable and may variability of the C-Band radar system. The offsets between
vary over comparatively short titne scales (-20 mins). L and P-Band measurements, except in the case of the

IlII/VV ratio. are riore severe, with unknown cause.

ii) The C-Band cross-pol isolation performance, - -28 dB,

is very good. VI. SUMMARY AND DISCUSSION

iii) The IIII/VV and IIV/VII phase differences are stable Irage quality and calibration results were derived
within image frames and over the May and June data set, for trihedral and image background measurements. The

but can vary widely if the February and March data are results were divided into four sections: image quality,
included. radiomeitric, polarinictric and cross-frequency calibration

iv) 'fhe IIV/IlI phase difference is generally distributed The vast majority of the standard images produced by
uniformly between __.1. the DC-8 SAR gyzienm are uncali-rh,!ed. To Cbtain

polarintetrically calibrated data from standard DC-8 SAR

The polaririetriL cahibration measurements for P-Band arc images, the approaches put forward in (Klein, 1989) and
given in Table 9 The main conclusions to be drawn from (van Zyl.1989) are recommended, if the imaged scene
this table arc as follows, contains a trihedral corner reflector. For radiometric

calibration the correction factors given in this paper

i) Interference in the P-Band data causes the terms should be used with caution. Results indicate that the
Involving cross pol measureienrits to fluctuate widely. correction factors should give better results for tire more

stable L-band system. In general, it is recommended that

ii) The P-Band cross-pol isolation performance. as trihmedral corner reflectors or other known calibration
measured from the trihtedrals, is - -22.0 dB, which is devices be used for radiomnetric calibration, if available.
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'fie best form of device for radionictric calibration would
bc a target with a polariza.tion signature of thc form, Table I Nominal Image Quality Parameters for

JI'L A/C SAR Ifigh.Resoluiion Images

s=~ ) eq (mi) ISLR(d15) PSLR(dB) Channel
off sets(m)

or similar, since it allows rateionctric calibration of both Range 8( 0 *13.0 *16,0 <0 8
like- and cross-pol channels If the cross-talk can bc A.-iinuil 3.0 -8.0 .13.0 <04
ignOred. then suLs I deViic Will also 1lloW full polariinetric
callibrat ion within a frequency band at one poinlt in the
image Trbte 2 Typical MICasurcd Range Impulse Response Parameters

for Goldstone Data
WVhen using it ihedraiI or other falibration device Boand Res (in) ISLR (dB) PSLR(413) Channel
signatures thre radiomectric corrections put forward in _____offsets (ml)
Section III should first be applied to obtalin range-invariant L I I (±40. 8) *96 (10.7) -21.5 (i1.0) 60.7
DN values. Phase imeasurements from trihecdrals are C 10 7 (±0. 8) -11 6 (±3.) .20.9 (±5 1) 61.4
occasionally SL.' Jec to fluctuations. so the use of more than P 112 (±0O7) *16.7 (±6.6) -22.2 (±1.6) t;1,4

one tritisedral sigtnature is recommeinded.

Care must also be taken fin deriving calibration Table 3 Ocs-Cauc Azimuth Impulqe Responses for Trihedral Data
patrameilcts fimtij mwf;g. IsA5ground properties. Regions of Boand Res (ni) ISLR(dtt) PSLR(dB) Channel
lowv SNR. containinig significant interference or includiing _____Offseinm)

tise inadi r return should be avoided. For estimsating the L 4 0 (±0 5) .94 (16.9) .22,7 (±2.6) 0.0
cross-talk aind llll/VV phlase balance, only regions where C 45 (±09) -8 2 (U6.4) -19.3 (±3.8) 0.0
the IHV/1111 and Fllh/VV returns are uncorrelated should be I, 3 9 (±06) -7.2 (!6.7) .23 2 (±t2 8) 0.0
used. These, assumsplions should hold fi areas where the HV
backscatter is sion-trivial. atsd the scatters are azinmuthsally
synmrmetric aisd predoiinantly single-bounce. Table 4.S~orsi-Cjrve Azimuih Impulse Responses for Trihiedral Data

Bond Res. (om) ISLR(DB) PSLR(51B) Channel
ACKNO LEDGMENT Offsers(111ACNWEGMNSL 5 3 (±t2. 1) -8 6 (±t6. 1) -22 7 (±2.) 2.8

C 41 (±0.5) +84 (±1 1.1) -19.3 (s3.4) 2.5The research carried out in this paper was carried P, 16 6 (.t2 7) +8.6 (±.11.9) - 3 3
out by the Jet Propulsion Laboratory, California Institute of
Technology, tinder a contract with the National Aeronautics
and Space Administration. The authsors would like to thank
K Wang, D Tomnsson alid L. Nguyen for their assistance in Tjblc 5 Short-terns and Long-term Relative Calibration Precisions
analyzing the data and the DC-8 aircraft SAR team for their in sIB Estimated from Tnhedrals
efforts in butldirng the radar, collecting and correlating the Ireq Pol Shari-Termn Long*Tcror RSSdata.

L fill ±1.4 ±1.9 ±2A4
Vv ±1.4 ±2.0 ±2.4

REEECSC till j ±3 8 16.6 V7.6REEECSVV ±4.0 ±8 4 19.3
P fll ±t3.5 t4.0 t6.7

1. Freeman, A., et al. SIR-C Calibration Workshop VV ±t2.2 ±t3.3 ±4.0
Report, JPL. Center for Radar Studies Technical Report 88- 1 ____________ _____

003. November 1988.
Table 6. Corrcion Factors. CF. in dB for Absolute Calihration

2. field. D.N., et al, The NASA/JPL multifrcquency, (from Trihcdrals)
multIi -polarization Airborne SAR System, Proc. IGARSS '88,
Edinburgh, Scotland, Sept. 1988, pp. 345-350. Freq. Pol Before- 4/4/88 After* 4/4/88

L fll 52 6 (±2.4) 43.1 (±2.4)3. Ruck, G.T.. el al., Radar Cross-Sctios Handbook, Vol. Vv 52.7 (±2.4) 43.3 (±2.4)
1I. p. 588, publ. Plenunm, NY, 1970. C fill -17.2 (±7.) -148 (±t7.6)

VV -206 (±9.3) -28.9 (±9.3)
P fill 64.1 (±t6.7) 55.4 (±6.7)4. Sheen. D. Freemsan, A. and Kasischske, E., Phase VV 65.8 (±4.0) 56.6 (±4.0)

Calibration of Polarimetric Radar Images, submitted to IEEE ______ ___________________

CR5 Trans., 1989. blcars value only changes. Variability iaten over whole data set
for each ffcq,/ptrl.

5. Klein, J.D., Calibration of Quad-Polarization SAR data
using Backscatter Statistics. Proc. IGARSS '89, Vancouver.
BC. 1989.

6. van Zyl. J.J., A technique to calibrate polarimetric
_d - :-- ~ 0 ~ arsiees.ii iiCtt

corner reflectors, Proc. IGARSS '89, Vancouver, BC, 1989.

7. Zcbker. I-.A. and Lou. Y-L.. Phase Calibration of
Imaging Radar Polarimeter Stokes matrices, Proc. IGARSS
'89. Vancouver, BC. 1989.
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Table 7. Polarimectric Calibration Results for L-Band

Trihcedrals linage Background

Short-term Long-term Short-term Long-term

L illI/VY Anpl ±0.9 dB -0.3 (±0.3) dB ±0.9 dB -0.3 (±0.3) dB
Phase t31.10 96.1 (±76.2)' t13.10 90.2 (±68.4)0

1, llV/VlI AnipI ±2.3 dB -1.8 (±1.4) dB ±1.8 dB -0.8 (±1.0) dB
Phase ±98.90 64.8 (±18.5)0 ±12.20 65.9 (±15.2)0

L IIY/l1ll Anipi ±2.6 dB -15.8 (±2.9) dB ±2.0 dB -8.4 (±0.5) dB
Phase -- ±30.90 47.5 (±35.8)0

Table 8. Polarimetrie Calibration Results for C-Band

Trihedrals Image Background

Short-term Long-term Short-term Long-term

C [Ill/VY AmpI ±0.8 dB 3.8 (±2.2) dB ±1.4 dB 2.5 (±1.7) dB
Phase ±27.20 -49.9 (±89.1)0 (A) ±9.60 -90.9 (±61.2)0 (C)

C IIV/VlI AmpI ±1.0 dB 0.4 (±1.4) dB ±0.6 dB 06 (±1.1) dB
Phase ±56.00 -40.1 (±74.4)- (B) ±10. 10 -40.1 (±71.8)0 (D)

C IIV/11II AmpI ±4.0 dB -28.0 (±3.7) dB ±2.0 dB -10.1 (±1l.3) dB
Phase -- ±118.80 -6.9 (±37.3)0

(A)~ -3. (±390i nyMyan uedt nldd

([A) -96.8 (±17.7)0 if only May and June data included.
(C3) .968 (± 1.)* if only May and June data included.

(D) -101.6 (±10.4)0 if only May and June data included.

Table 9. Polarimetric Calibration Results for P-Band

Triliedrals Image Background

Short-term Long-term Short-term Long-term

P IIH/VV AmpI ±2.4 dB -0.2 (±2.5) dB ±1.4 dB -0.5 (±0.6) dB
Phase ±79.00 51.1 (±31.8)0 ±11.30 55.9 (±17.7)0

P IIV/VII Ampl ±3.7 dB 0.3 (±3.0) dB ±1.8 dB -1.4 (±1.9) dB
Phase ±130.00 95.4 (±125.3)0 ±66.90 148.2 (±15.3)o

P IIV/ll1 Arnpi ±3.3 dB -22.0 (±4.8) dB I±2.6 dB -11.9 (±1.4) dB
Phase 1 ±88.00 -2.5 (+55.5)0

Table 10. Cross-frequency Calibration Results in dB (from Trihiedrals)

Short-term Long-term

Measured -Expected* Measured Expcctedt

L/C 1111 ±3.5 ±4.1 44.0 (±3.4) 46.5
VV ±337 ±4.2 47.1 (±3,4) 49) 7
till/VV ±1.2 ±1.2 -3.2 (±2.4) -2.6

L/P 1111 ±4.2 ±3.8 -1.1 (±3.7) 3.4
VV ±2.5 ±2.6 -1.9 (±2.9) 5.1
[ll/VV ±2.7 ±2.6 -0.6 (±2.3) -1.6

RSS of individual frequency short-term variations fromt Tables 11-14.
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ABSTRACT describe our introductory analysis of this multi-
temporal, multi-sensor data set.

During the spring and summer of 1988, a site near
Saskatoon including the Kernan Agricultural Research 2. EXPERIMENTAL DESIGN
Farm, managed by the University of Saskatchewan, was
visited four times by the CCRS airborne SAR. The effort The experimental site is located in Saskatchewan, near
was made to assess relative and absolute radiometric the city of Saskatoon in an agricultural region of the
calibration for the SAR facility In conjunction with Interior Plains with topography showing only slight
temporal crop studies conducted in nearby locations, variation in altitude (varying between 490 and 535

metres above sea level) (5]. The area of interest
Several active and passive point reflectors were used includes fields sown with crops of wheat, barley,
as well as large fields for distributed targets with canola, alfalfa, and summer fallow. Corner reflectors
support from airborne and ground-based scatterometers. and active radar calibrators employed as reference point
Of special interest in the experiment was use of targets were positioned in fallow fields or on the shore
recirculating Active Radar Calibrators deployed in high of Patience Lake as shown in the detailed site map
scattering areas but repeating in regions of lower (Figure 1). Also indicated here are the sites where
scatter. observations were made using the ground-based

scatterometer along with the flight lines for the
Problems encountered and their implications for the airborne scatterometer and point target locations. The
relative and absolute calibration potential of the flight lines for the airborne SAR were chosen to be
instrument are examined to suggest a practical east-west. Preliminary SAR data were acquired in May
methodology for continuing research and calibration for site selection purposes with imagery then obtained
requirements. at three stages in the growing season as indicated in

Table 1.
Keywords: SAR, calibration, radar, airborne, remote
sensing The active radar calibrators (ARC) originally described

in (6] have been modified to include delay lines. These
1. INTRODUCTION recirculating ARCs give an infinite series of repeated

transmissions of attenuated signals at fixed time
Relative and absolute calibration of synthetic aperture intervals [7]. ARCs have been developed with horn or
radar images is an integral part of the evolving science microstrip (patch) antennas. Figure 2 is a photograph
of quantification of these data to meet scientific of i C-band ARC with complex horn antennas rotated to
objectives. The Canada Centre for Remote Sensing has 45 Oegrees to receive and transmit both parallel and
recently commissioned a new airborne synthetic aperture orthk.gonal polarizations.
radar (SAR) system at X- and C- bands as described in
[1] and [2]. Calibration is an important activity for ARCs and corner reflectors (CRs) were deployed with peak
understanding its performance and in characterizing its antenna gains appropriate to their imaged geometry and
limitations as well as suggesting refinements of the in locations where their received signals appear on a
system. background of relatively low backscatter. A

particularly favourable situation existed where the ARC
In order to develop our expertise, a project in was placed to recirculate over the dark background of
calibration has been initiated at CCRS. As part of this Patience Lake.
viurk, dur ing Luhe spring and summer of 1988, a site near
Saskatoon including the Kernan Agricultural Research The principal SAR imagery obtained as part of this data
Farm, managed by the University of Saskatchewan was set was at C-Band with the Convair-580 flying
visited by the CCRS airborne SAR. Up to four active and approximately 6100 metres above ground level. X-Band
six passive point reflectors were deployed. Large fields data were also obtained. The C-Band data from the
were used for distributed targets. Support was also airborne scatterometer were obtained on separate passes
provided by airborne and ground-based scatterometers. over the test region at altitudes of about 460 metres.
Relevant descriptions of these systems are given in [3] The selected scatterometer flight lines were in a north-
and [4] respectively, south direction to place them within the SAR images.

Thus, the SAR and airborne scatterometer had the same
This paper will give the aims of the experiment, and aspect angle overlapping the fields where ground-based
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scatterometer data (at C,L, and Ku bands) were obtained 3.1 Relative Calibration
during the overflights by the airborne microwave
systems. Table 1 includes the depression angles in the The first purpose is to establish the use of relative
SAR imagery at which the point targets were located and radiometric calibration for intercomparison of multi-
ground-based scatterometer data obtained. Elevation temporal data sets as defined by equation (8) in (8].
angles used for target pointing are also given here.

In this approach, we attempt to relate two images so
3. DATA ANALYSIS that a line at fixed slant range appears as if it were

imaged under the same conditions in both images. The
This unique multi-temporal, multi-sensor data set has multi-temporal imagery of a selected region consists of
been found to have a number of features worthy of several scenes and includes both imagery and noise data.
analysis. As a result, it is being utilized in a number Background noise is first subtracted from each image.
of studies. The relative and absolute calibration In order to bring the two images to a common grey scale,
analyses are described in the following sections. the ratio of the power received from a corner reflector

(a)
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TABLE 1II DT LN/ MODA 1 I ..N I ~ AiTV. 0UNfSoukAtoou, Experignctt SAIL Data Collection Suininary __1_._ 1 A,.,~ L!LLL!L11C3A
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pproae t lunt.,in data to be reprocessed.

to the target strength is determined for each image.
*~ ~ -0 , *.. 77 s A correction factor for each line at fixed range is used

.: - ~4; e 7 to multiply one image to obtain the common grey scale
for and tw. T h STC srtaed ias als lvlinglfactor

'e.. ~ ~ or hetwo Ech f te mags lsoinludsL~I ~ > .jv ~ sensitivity time control function (STC) as described in
7,s th]atdthe]imae Sca be resed on availale iageo
* pocesn systthems imag epoessed corrcn toail ue thae

prcsigsses4l mgsaecretdt s hPw 0%~ same STC law as the reference image. By modelling the
Ioo76T gain patterns used in acquisition of each of the images,

n4 a correction is performed to give the same antenna gain
.; pattern as a function of slant range (compensating for

- N 7 .. differences in antenna pointing in elevation). As a
I. Al. *Rresult, data at the same slant range in the reference

and calibrated images can be compared.

Absolute calibration can also be obtained from the same

daaset as explained in (8]. It Is necessary to remove
teefcsof the terrain law part of the STC from both

image. Inthis case, we will obtain a variablea11M -(terainscattering cross-section) as a function of t~e
Figue 2 Fild Dplomen ofARC. TheARCI s lan rage.We can then compare the oo within an image

poitond n heswath, levelled, and oriented in both and between images, although the o~ depends on the
elvaio adazimuth to ensure that it points incidence angle. Minor modification of the software
perpndiula tothe aircraft track and at the used for relative calibration will enable absolute

iluiaigantenna. calibration.
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4. RESULTS AND DISCUSSION Experience gained in this experiment is allowing us to
identify several problem areas and inherent difficulties

The data which have been processed to date have in performing calibration of the C/X SAR data. For
indicated the feasibility of relatively calibrating SAR example, the positioning and characterization of the
imagery from this radar system. Initial processing has point targets is critical to the calibration.
indicated that it is possible to account for the system Differences in the actual flight line flown can result
variables. In particular, it is possible to create two in noticeable shifts in target locations in the range
images acquired at different times which appear to have (cross-track) direction. All of these factors will have
been imaged under the same conditions, to be carefully considered in further calibration

studies.
In Figure 3, results from the first 10 echos for the
ARC on the shore of Patience Lake are seen siiperimposed 5. CONC.USIONS
on the lake surface image. The first echo appears at
the actual ARC location. The others, over the lake Although much work remains to be carried out, this
surface, exist in an area of very low backscatter, thus experiment has provided a major step in the calibration
having excellent signal-to-clutter ratios. The full of the CCRS SARs. Initial results have shown the utility
line shows the integrated response from the point target of the data set for calibration. Experience gained has
according to (5) of (8]. Each succeeding pulse from led to identification of problem areas and improvements
the ARC is both delayed and attenuated by a in future experiments. Active Radar Callbrators have
predetermined amount (accounting for the decrease in been shown to be effective tools in this process.
received power with detected replica). The dotted line Further analysis of this data set for calibration
is the clutter contribution to each recirculation and remains to be performed. This experiment is part of an
the dashed line is the response from the ARC when the ongoing calibration study at CCRS and acquisition of
average clutter is removed. (There is still an more data for calibration purposes is planned at this
interference term (8] which cannot be removed by site during the summer of 1989.
subtraction.) In this case, for most of the range (up
to 7 reflections) the clutter contribution is 6. ACKNOWLEDGEMENTS
inconsequential. The slope of the dashed line is related
to the accumulated attenuation as the pulse from the It is a pleasure to thank the pilots and crew of the
radar is successively delayed and attenuated. It serves Convair-580 for their skill in carrying out a careful
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the properties of the ARC itself, for use of their facilities.
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pOSSIBIITy OF 'rlll USH OF A TIANSPONDIMR AS
AN ACTIVH SAR CAIolBItA'I'ION TARGw

Nobuhiko Kodalra

Remote Sensing Technology Center of Japan

Tokyo. Japan 106

ABSTRACT
sufficiently small background o such as a dry

The transponder as an active SAR calibration up bottom of lake, a flat desert, a surface of the
target (Brunfeldt, 1982) is commonly used because still water or a largo place of paved with

of the wide antenna beam width and light weight asphalt. The topography of Japan is so complicated
which result easy to set up the system at any that it is very difficult to find out such a

place, especially for the low frequency SAR such preferable test site except the surface of the
as IP band. however it is necessary to select the still water.

site of very low back groundo 0 area to obtain

high accurate calibration. It is rather difficult The surface of the still water may be an ideal

to select such preferable test site in Japan where low back ground a' , on the contrary it is rather
the mountain, cultivated area and city area arc difficult to set up those targets (corner refloc-

prevailed and there is no spacious flat. place such tor and/or transponder) on the surface of the
as desert, dry up bottom of lake except the surface water for the SAR calibration.
of the still water.

This paper describes a delay pulse transponder In this paper, use of a delay pulse transponder
system which will shift an echo pulse, for example, system is proposed. Which is installed on the

from the shore of the lake to the middle of it on shore of a lake and the echo pulse will be shifted
the surface of the water, as if it is installed in the middle of the lake.

Thus a very low a0 back ground test site will be

Keywords: SAR calibration, delay pulse, effectively realized.

transponder.
2. Delay pulse transponder system.

I. Introduction
Following items can be calibrated by the delay

It is beyond question that the calibration of pulse transponder system:
remote sensing sensors is absolutely necessary and 1) Transmitting power of SAN.

important. 2) Receiver sensitivity and linearity of SAR.
In case of small parameter SAR, especially 3) Range and azimuth antenna radiation pattern

single parameter JERS-I SAR, it must be emphasized of SAR.
that the calibration is necessary for the compari- 4) Ambiguity ratio.

son of a SAR data to another SAR system or differ-
ing temporal data. Calibration items will be 1) There are Lwo principal advantages of delay

radiolotric calibration such as transmitting pulse transponder system. First, a low back ground
power, receiver sensitivity 2) antenna radiation test site can be realized without actually set up

pattern and 3) ambiguity ratio. the instrument on the surface of the water.
Second, easy to set up because its small physical

Corner-reflector, transponder, and uniformly size, light weight and broad antenna beam width.
distributed target with a known o values are

commonly used for space borne SAN calibration. The On the other hand, disadvantages are as follows,
first two methods need to use the test site of a) transponder needs a power source and mainte-
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nance, b) transponder is more expensive than r-orner Power received by transponder Prt through tie
reflector. effective antenna receiving area of At is;

The main function of the delay pulse transponder 13 A
is to receive the SAIl signal, amplify, delay for L- J R
several micro seconds but keep the doppler infor- where Pst, Gs are the transmitting power and
mation and re-transmit Lhe delayed pulse L the anennia gain of the SAIl and R is slant range
satellite. between SAIl and transponder. (Fig.4) Transmitting

In this delay pulse system, in order Lo keep the poer of transponder PLL, which provides a
doppler information, received pulse is converted minimum receiving power Psrm at the satellite is;
to I.F. frequency and A/I). Then delay for several
micro second in digital form to shift the echo PLL A- ,
signal position. Fig. I shows the block diagram ao Ct As
the delay pulse transponder system. where Gr is the antenna gain of transponder and

is related to At as ALfGL 11 /4n. Actual
Power Monitor transmitting power of transponder can be reduced

by an improvement factor F produced by pulse
mix. 4 .P AI n1-compression. So that final transmiLting power

I DelatimeP LL' is P LL'= P L/F .

lqelay time P
1-0. control Variable

Delay ILs

Output power D/ Pr ,
(P rs

Y Icv2ranscontro

Prt

Fig. 1. Block diagram of delay pulse transponder. Ga Transponder

Ptt a

The apparent slant range of delayed pulse differs
from the original slant range and this cause a
difference between the apparent range migration
for delayed pulse and original one. Fig. 2 shows Fig.4. Transponder consists of delay amplifier of
the relation between the range shift and an total gain Ga including antenna gain (G) 2

increment of range migration. Suppose the range
shift value is kept less than 20 kin, the increase
of range migration is small enough (one tenth of
range resolution) to be ignored as shown in Fig.2. L -

m

. SatellIite Altitude 568 km 2

o Incident Angle 380 i
4-$ q'.h U,fh 75 km

a)
0)L Am = in, - in 2

I.I I

0 10 20 30 40 km
IANGE' SIIIFT A y Y

Fig. 2 Increment of migration value Am as
against range shift A y . Ilefer to Fig.3. Range migration in at range y.

Fig.3 for Am and Ay.
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Accordingly radar cross section of the trans- linearity excluding antenna pattern characteris-
ponder a t is; tics.

at X( /2r, G o 4. Conclusion

where Go is the overall amplification factor of
the transponder, Go = PLt/PrL. it can be concluded from the above discussion

Let us assume that we need the maximum measure- that the delay pulse transponder is useful espe-
ment uncertainty of ± I dl. The backscattering-Lo- cially in the complicated terrain area such as
calibration radar cross section ratio S becomes; Japan Islands where it is very difficult to select

S = -20 dl a flat test site of low 0 .

the minimum background terrain scattering coeffi- It should be investigated in the next step about

cient a0 is (Ijlaby, 1982); the shift in the azimuth direction and another

a0 A + A delay pulse system utilizing the time delay of
+ S magnetic wave propagation with a small corner

Substituting radar parameters of Table I to these reflector placed at a required distance from the

equations, minimum background a 0 can be obtained; transponder.

o < -31.4 dl IIIEILUNCES

Natural terrain a0 ranges between -15dll-23dB
for L.. at 380 of incident angle. (JPL, 1983) 1) lrunfeldt,D.l1., and F.T.Ulaby, "An active radar
o ° of less than -30dB can only be found at the calibration target" IGAISS '82, Vol.11, TA-6
surface of the water and desert as shown in Fig.5. 5.1-5.5, 1982.
(Long, 1975).

2) JPt,, "Shuttle imaging radar-C" JPL Pub. 83-47,
Table I. SAIl parameters. July 1983.

Wave length, 1 23.5 cm (L-band) 3) Long,H.V., "Radar reflectivity of land and sea"
Peak transmitting power, Pst 1100 w p.249, Artech Ilouse Inc. 1975.

Antenna gain, Gs 33.5 dl
Receiver noise figure,NP 4.1 dB 4) Ulaby,F.T., "Microwave remote sensing" Vol.11,

Psrm minimum, -92 dBm Addison Wesley Pub. Co., 1982.
Ileceiver dynamic range 22 dB

PIRIF (center value) 1555 1Iz
Off nadir anglc, o 350

Band width of chirp signal 15 Mliz
Pulse width, r 35/A s 0-

Satellite orbit: height,h 568 km (sun synch.' Ni RESIDENTIAL

Slant range (swath center)R 709 km %-'-
Speed of satellite, v 6.956 km/s PHOENIX/

Ground resolution (3-look) 18m x 18m .20. NJ RURAL

Swath width 75 km V ARzoNA MJNovs

* -20.5 dB 0

Improvement factor, F 27.2 dB z AiZ-SER

* Noise equivalent back scattering coefficient. =-

Arrangement of transponder for the measurement of
SAIl antenna pattern in the range direction, at 5- DELAWARESAY.-

least 3 measurement points are necessary within
swath width. For dynamic range and linearity of I tI !I-60 30* 3the. rcecivcr,--------.. -,u, u. 1_ , .

therceilvr, ranpoudc ou pu lv.j ill6uANGLE OF INCIDENCE 0

changed together with a small additional delay, we

can get successive variable intensity pulse train.
Fig. 5 Median a°~ for various terrain at

The return pulses of the transponder will appear Lhh-band.(from Long, 1975)
at the different. point in the SAIl image but it
came back througn the same antenna beam position,
so that the echo intensities indicate the receiver
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EFFECT OF CALIBRATION ERRORS ON MEASURING THE RADAR
CROSS SECTION OF DIFFUSE TARGETS WITH SAR

Christopher C. Wackerman
Eric S. Kasischke

Radar Science Laboratory
Advanced Concepts Division

Environmental Research Institute of Michigan
Ann Arbor Michigan 48107 USA

1.0 Introduction to cell and assume that this spatial variation in mean
radar cross section can be described by a density

One of the desired end-uses of synthetic aperture function f (m) for each scene. Essentially we are
radar (SAR) data is to utilize the image intensity assuming tWe type of scene (i.e. wheat, oak trees,
values as inputs into algorithms which estimate some etc.) can be parameterized by its density function,
biophysical or geophysical parameter about the surface fm, that describes the spatial variation in scattering
being imaged. For instance, there is a concerted on- sources. If we also assume the SAR image values are
going research effort to develop connecting models so intensity values and that the image could, in general,
that spaceborne SAR data can be utilized in a variety have been multi-looked, then the speckle fluctuations
of forest ecosystem models (Kasischke and Christensen, can be described by a gamma density function,
1989). r(s;c,l/c) where

The precision of the algorithms which utilize SAR
image intensity data to generate a specific r(x~c,b) = (x/b)c-1[exp(-x/b)]/br(c) , (I)
biophysical or geophysical parameter are going to be
directly dependent on the precision of the SAR where c is the shape parameter equal to the number of
estimate of image intensity. In turn, the precision independent speckle values averaged together to
of the SAR image intenrity measurement is dependent on generate the multi-looked data, b is a scale
three distinct terms: (1) radar fading or speckle parameter, and r(c) Is the gamma function. If we
noise resulting from the coherent nature of the SAR; consider the image values from the entire scene as
(2) spatial variance in the physical radar cross samples from a single random variable, s, its density
section of the scene; (3) calibration errors function would then be
introduced by system instabilities or uncertainties in
knowledge of the SAR collection geometry or the SAR c
sensor parameters. fs(s) = f r(s;cm/c)fm(m)dm • (2)

Although the errors associated with each of these 0
terms has been researched independently (see, e.g.,
Goodman, 1976; Kasischke and Fowler, 1989; Ulaby et Note that the model in Eq. (2) combines the effects of
al., 1982, p. 476-494), no studies have been carried radar fading and natural scene variability into one

out which explore the combined effects of these terms, term, fs(s).
This paper attempts to fill that void by presenting a
model for calculating the fluctuations expected in a 3.0 Calibration Model
SAR scene as a function of calibration error and
spatial distribution parameters. The model is broken If we let the random variable s in Eq. (2)
down into two parts, a model for the spatial represent the radar cross section values for each

distribution function and a model for the calibration resolution cell within the scene being imaged by the
errors, which are discussed in separate sections SAR, then the power recorded by the SAR system for
below. Expressions for the statistics of the each resolution cell, Pr, can be formulated as
resultant SAR image values are then calculated from
these models and, in the final section, some Pr = G(O)s + Pn (3)
conclusions are presented. where P, is the additive noise power for the system

2.0 Spatial Distribution Model and G( 0 represents the overall system gain as a
function of the incidence angle, 8, between the SAR

W.ckerman (1989) presents an overall model for and the resolutions cell. It is well established
determining the spatial distribution of diffuse (see, e.g., Ulaby et al., 1982, p. 661-664) that
scatterers in a SAR scene. In general, this model
assumes that a diffuse scene can be broken down into a HX3PtA2 (8)

number of cells which have some radar cross section G(O) = (4)
value that are rough with respect to the radar 2(47r)3 R3sin(8)
wavelength of the SAR. The backscattered energy from
each cell will then vary with traditional speckle where H is the overall SAR receiver and processor
statistics about its radar cross section value. We gain, ) is the radar wavelength, Pt is the transmitted
will let the radar cross section values vary from cell power, A(O) is the antenna gain as a function of
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incidence angle and R is the range from the SAR to the If we assume that the density function for a is fa
scene cell. then the density function for s', fi', is

The purpose of the calibration procedure is to
transform the recorded power, Pr, into a radar cross fs,(s,) = f f r(s';c,n-a/c)fm(m)fa(a)dmda. (11)
section value, s, either in an absolute or relative
sense (Kasischke, 1989). To do so we need to have an Eq. (11) represents the most general result from our
estimate of both the system noise, Pn', and the gain model. Given knowledge about the calibration procedure
function, G'(0). From Eq. (3) we estimate the radar errors (B1 and B2), the system instabilities (E[G],
cross section, s', by var[G] and f.), the type of field being imaged (fm),

and the type of speckle multi-looking that was
. n' G(O) (Pn " n') performed (c), one can use Eq. (11) to calculate the

s - s + (5) expected density function for any diffuse scene in the
G'(e) G'(O) G'(8) SAR image. Comparing fs' from different scenes can

generate estimates of how distinguishable they are.
If we assume that either we have a precise estimate of
the system noise, or that Pr Pn, then we can ignore 4.0 More Specific Results
the second term in Eq. (5), and

The results stated above are somewhat
G(0) overgeneralized to be useful. In order to achieve more

s I'X --- s (6) useful results, additional simplifying assumptions are
G'(0) required. First we assume that the additive error

terms in our error model are small relative to the
Any SAR system will have inherent instabilities multiplicative errors, so that B2 in Eq. (8) Is

in its hardware which limit the ability to estimate essentially zero. Although the primary motivation for
G'(0). this is admittedly one of computational simplicity in
These uncertainties can be estimated using either a Eqs. (9) and (10), it can also be Justified by
propagation of error model (see, e.g., Kasischke and assuming that the imaging geometry is well known, the
Fowler, 1989) or measured by imaging targets whose calibration procedure is essentially correct and that
radar cross sections are known (Kasischke, 1989). In we can estimate all of the system parameters
either case, for our combined model, we assume the relatively accurately. If this is so, then the
system gain function has a mean value, E[G(0)], and a multiplicative factors in Eq. (4) are the key terms in
variance, var(G(9)] which can be estimated to some the calibration proces Second we will assume that
degree of accuracy. From these values we can fa is a Gaussian density function since the randomness
calculate a coefficient of variation, CG, in G comes from the combination of all the

instabilities in each part of the radar. Third,
var[G(0)] simply for the sake of illustration, we will assume

CG2 (EG(])2  (7) that Im is also Gaussian with mean mo and variance vo.
Our first assumption allows us to re-write Eqs. (9)
and (iO) as

which will be ased below. In general, both the mean
and the variance of G might be functions of 0; E[a] = 1/B1  (12)
however, here we assume that var[G(0)] is constant
over 0; i.e. that the system instabilities are var[a] = CG/B2

2  (13)
inherent in the hardware and do not depend on 9.

In order to perform calibration we must generate With our second and third assumptions substituted into
G'; an estimate of G. From the above discussion, it Eq. (11) we can calculate the statistics of s' as
is clear that we need to esti,,iate E[G(O)]. Let E~s'] mo/BI  (14)

G'(0) = BIE[G(0)] + B2. (8) 1 [m

The constants B1 and B2 represent any errors in the var[s'] = -- C(m 2+¢) +-vo +- . (15)
calibration pcocedure due to uncertainties in B1  j c c
knowledge about the SAR collection geometry or the SAR

systers parameters specified in Eq. (4), for examples, Eqs. (14) and (!5) present give some more intuitive
errors in the range value or the antenna pattern gain. insight into the effect of the different perturbation
We assume a linear model for these errors since In terms. Eq. (14) shows that E[s'] is strictly
most cases they are represented as a scale factor or a dependent on the mean value of the radar cross section
shift in value for any of the system parameters, of the scene being imaged, io, and any scale factor
although there are some non-linear relationships (how errors in the calibration procedure. Eq. (15) shows
altitude errors effect range values, for example), that the variance term can be broken down into three
Re-writing Eq. (6) as s'=as where a = G/G' and using components. The third term in the brackets of Eq.
Eq. (8) we have (15) represents the spread in SAR image values due to

the inherent radar cross section of the scene; this
B7 1 represents the lower bound on the variance. The

.el.ui UZI ;0 tile 4dUde varidllLe duue to dny spaLialE j ! () variation in the radar cross section values. The
L I first term is the increase in variance due to inherent

8"12 822 B1B2EfG(0)]l-1 system instabilities represented by the CG term. Note
var(a + + (10) that this first term also depends on m and vo as is

% var[G(9)] var[G(0)] expected since any system variations wll enhance anyI I radar cross section variations. Finally, B1 simply
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acts as a scale factor, and thus could be normalized 5.0 Conclusions
out. Eqs. (14) and (15) thus give a more direct,
although less precise, method of predicting the We have presented a model for estimating theability to differentiate between two scenes gi/en fluctuations in a SAR image of diffuse scenes based on
knowledge of the system instabilities (CG), the type three error sources: (1) speckle fluctuations '(2)of scene being imaged (in, vo), the type of multi- system instabilities and calibration errors; (3)
looking that was performed (c) and the calibration spatial variation in the radar cross section values
scale parameters (B1). In addition, Eq. (11), with for the scene. A general model was presented alongthe two Gaussian assumptions, provides a method for with a simpler version that gave more intuitive
numerically calculating the actual density functions results that described how each term increased in SAR
so that probabilities of false alarmi versus image value fluctuations. A simple test was derivedprobabilities of missed detection could be calculated, to determine how system instabilities and spatial

As a final illustration, we can derive a quick fluctuations in radar cross section effect
method of determining if two fields could be differentiation of SAR scenes.
distinguished by a SAR as follows. Assume that we
have single looked SAR data so that c I and that the 6.0 Acknowledgements
calibration procedure is correct so that B1 - 1.
Further assume that the spatial variation of radar The authors would like to thank Rita Woods and
crossection values for the SAR scenes can be Janice An('ietil for their help in preparing this
parameterized by letting manuscript.
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D. M. Le Vine* and M. Kao*, A. Tanner**, C. T. Swift**,
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The Goddard Space Flight Center and the University has been sampled, not by the resolution of the actual
of Massachusetts have been developing a synthetic ape.- antennas employed in the measurement. Consequently, a
ture radiometer for microwave remote sensing of the substantial reduction can be obtained in the antenna
earth. The radiometer measures the complex correlation collecting area required in space as compared to a
of the voltage from pairs of antennas at many different conventional imaging radiometer of the same resolution.
baselines. Each baseline produces a sample point in
the Fourier transform of the scene, and a map of the Aperture synthesis has been successfully employed
scene itself is obtained after all laeasurements have In radio astronomy to obtain very high resolution maps
been made by inverting the transform, of radio sources in what is called "earth zotation

synthesis" (Swenson and Mathur, 1968; Brouw, 1975;
An aircraft prototype to demonstrate this concept Thompson, Moran and Swenson, 1986). The Very Large

is being developed at L-band to measure soil moisture. Array in Socorro, New Mexico is an example (Napier et
The prototype is a hybrid which uses real aperture al, 1983). It can also be done from space to look down
antennas to obtain resolution along track (stick anten- on the earth for purposes of remote sensing (e.g. Le
nas) and employs aperture synthesis to obtain resolu- Vine, et a], 1989; Le Vine and Good, 1983; Schanda,
tion across track. The prototype was flight tested 1979).. The principle advantages of aperture synthesis
aboard the NASA P-3 in June, 1988, over the Delmarva are its potential to form a high resolution map with
peninsula south of NASA's Wallops Flight Facility. small antennas and the fact that no mechanical 3canning
The map made during this flight shows the major land/ is necessary. However, because the technique also
water features and compares very favorably with a Land- reduces the physical collecting area, a major issue to
sat image of the area. be addressed in applying aperture synthesis to remote
Key words. Microwave Radiometer, Synthetic Aperture sensing from space is achieving the required radiomet-

ric sensitivity, A T.
INTRODUCTION

The sensitivity at each pixel in the image formed

Realizing the full potential of passive microwave with aperture synthesis can be written in a number of
remote sensing from space requires putting relatively equivalent forms (e.g. Napier et al, 1983; Ruf et al,
large antennas in orbit. For example, antenna size is 1988) one of which is the following (Le Vine, 1989):
already the factor limiting deployment in space of a
radiometer to monitor surface soil moisture. The soil Tsy s  Asyn
moisture measurement is optimally done at a long wave- a T - • (1)
length (21 cm) with a spatial resolution of abou !J km , n A
(Murphy et al, 1987; Le Vine et al, 1989). This combi- e
nation of wavelength and resolution requires an antenna
on the order of 20 m x 20 m even in low earth orbit where Tsys, B and r are the system noise tempera-
(e.g. as planned for the Eos system; Butler et al, ture, the bandwidth and the integration time, respect-

1987) and a very much larger antenna if the monitoring ively of the correlation receiver (i.e. assumed to be
is to be done from geostationary orbit. Furthermore, identical for all antenna pairs); and where Asyn
soil moisture maps must be updated regularly (every I - and Ae are the equivalent areas of the synthesized
3 days) which means that this large structure must bcan antenna and the actual antennas used in the measure-

a very wide swath, even in low earth orbit. ments; and where n is the square root of the number of
independent antenna baselines in the measurement.

Aperture synthesis may offer a way to achieve Under a reasonable approximation (e.g. Napier et al,

these requirements. Aperture synthesis is a technique 1983; Le Vine, 1989), n the number of antennas used

in which the complex correlation of the output voltage in the measurements, in which case, Equation 1 is just

from pairs of antennas is measured at many different the sensitivity of a conventional, total power radio-

baselines. Each baseline produces a sample point in meter (i.e. Tsys/,/ V') times the ratio of the

the two dimensional Fourier transform of the scene, effective area of the synthesized beam, Asvn , to the

and a map of the scene is obtained after all measure- actual collecting area, n Ae, employed in he measure-

ments have been made by inverting the transform. Only ment.

one antenna pair is needed for each independent base-
line and small antennas can be employed because the Achieving adequate sensitivity is an especially

resolution is determined by how well the FouLier space critical issue for microwave remote sensors in low
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earth orbit because the motion of the platform (about 7
km/s) limits the integration time available for imaging
a particular scene. The problem is especially perni-(
cious because high spatial resolution means larger
Asyn and also less time spent by the spacecraft over
the scene. In principle, the sensitivity can be im- " EPE

proved by increasing the integration time-bandwidth ".....
product. However, for sensors in space, platform motion
restricts the integration time, and requirements on the ) I
field-of-view and the problem of RFI restrict the band-
width (Thompson and D'Addario, 1982). Sensitivity can SURFACE ANTENNA FOURIER

also be improved by increasing the product, n Ae, for T) PAIRS FRONTEND CORRELATOR TRANSFORM IMAGE

example by making many measurements at the same time;
however, this generally means more hardware in orbit. SCENE CORRELATION RECEIVER I PROCESSOR

In order to demonstrate that aperture synthesis
can be employed for microwave remote sensing from a
moving platform and to study some of the critical is- Figure 2: Block diagram showing the signal processing
sues such as mentioned above, we have assembled a
prototype instrument for deployment on an aircraft.
This instrument is a hybrid which uses real antennas to
achieve resolution in one dimension and uses aperture
synthesis to achieve resolution in the other dimension. All of the sicks are aligned to view the same cigar-

This is a convenient configuration for testing the shaped footprint and all the correlatuon-pairs are

concept because aperture synthesis is only done in one measured simultaneously. When all the measurements are

dimension Thp configuration i5 also relav=a, because processed an image is obtained of the fan-beam foot-
it is one which could be implemented in low earth orbit print with a resolution determined by the maximum base-
to do the soil moisture measurement (Le Vine, et al, line between antennas. By using a maximum baseline
1989; Murphy et al, 1987). comparable to the length of the sticks, one obtains

equivalent resolution in both dimensions. Since only

INSTRUMENT DESCRIPTION those pairs which result in independent baselines are
needed, only a sparse array of sticks is necessary.
Furthermore, no scanning is necessary as the FourierThe concept is illustrated in Figure 1. The men- transform yields an image of the entire fan beam.

sor consists of an array of stick antennas oriented

with their axis in the direction of motion. The stick
antennas produce a fan beam which is narrow in the Some of the choices we made in deciding how to

direction of motion (along-track) and broad in the implement this concept were determined by the resources

cross-track dimension. The fan beam is swept along the which were available at the time. In particular, by

surface, as the sensor moves, and provides resolution adapting an existing array of L-band dipoles to our

along-track. Resolution across-track is achieved using purpose, we were able to save considerably in time and

aperture synthesis with pairs of the stick antennas, money compared to the costs of designing and fabricat-
ing new stick antennas. The existing array consisted
of 64 crossed dipoles arranged in a rectangular array
of eight elements on a side and spaced 1/2 wavelength
apart. By combining the dipoles into rows, an array

PLATFORM MOTION of eight parallel stick antennas was created. (Each
stick is a linear array of eight dipoles.) Each of the
resulting sticks has a beam approximately +/- 45 de-
grees wide in the cross track dimension and about +/- 6
degrees in the along track dimension. With these anten-
nas it is possible to measure baselines with integer

\ STICK ANTENNA multiples of A/2 from zero to 7. The measurement at

zero spacing provides the constant (dc) in the Fourier
/ \series. Although only a minimal amount of thinning is
/ achieved with this particular array, the number of
/ \sticks needed decreases dramatically for a larger array.

/ For example, a 20 m x 20 m array suitable for measuring
/ \soil moisture from space would be more than 80% empty.

/ \Figure 2 is a block diagram of the signal process-
/ \ing required in this system. In the first step (receiver

/ \front end) the signal is amplified, filtered (center
frequency of 1413.5 MHz) and mixed down to a convenient

PRoc/FKFn IF. Two IFs were used. Tn nartir.ular te igna fr.om
PIXEL _.- ' each antenna was split and mixed to 113.5 MHz in one

y > path and 143.5 MHz in the other. Then, the multiplica-

-N BEAMS- tion was done by summing signals with different IF and
/,- passing them through a square law detector and filter.

YiZ""This produced a signal centered at 30 MHz which was
.- -/ / ./ /coherently mixed with a reference oscillator at 30 MHz

' -' ..- ' to produce the inphase product and with the oscillator
RUIZ2--_shifted 90 degrees to obtain the quadrature product.

" ..- <' ./ _ i  "The measurement for zero spacing must be done
Figure 1: The instrument concept slightly differently because in this case the two arms
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to be multiplied are identical and the system noise is
correlated. A null feed back radiometer was used for
this measurement. This is a total power radiometer in
which a portion of the output is compared with a refer-
ence source (noise diode) and the gain in a feedback
loop is adjusted until the output is zero. The gain
provides a measure of the actual input noise. This WFF
scheme was adopted because it permitted using the same
front end for both the correlation channels and the
total power charnel. 'IL

This receiver yields 15 independent measurements: ATLANTIC
I and Q output for each of the 7 baselines plus the OCEAN
total power out at the zero spacing. These data were
averaged for about 1/4 second using a low pass filter
at the correlator output, the averages were then digi-
tized and stored. In addition, a reference signal at
1413.5 MHz is periodically switched in at the antenna
terminals. This provides a reference to keep track of
changes in phase and gain in each of the channels of
the correlator. Also, thermistors were placed through- Figure 3: The area mapped during the June, 1988 flight.
out the system to monitor temperature.

DATA REDUCTION been completed to reduce the effects of RFI. The pur-
pose of this flight was to collect data to determine if

Under ideal conditions (e.g. neglecting fringe an image could actually be formed. It was decided to
washing and other potential problems: Thompson and perform this test over the Delmarva peninsula because
D'Addario, 1982) the correlator output can be written the multitude of land/water boundaries in this area
as a Fourier transform of the scene, T(x) (Thompson, provided a region of high radiometric contrast which
Moran & Swenson, 1986; Swenson and Mather, 1983). In the instrument should clearly detect. Figure 3 is a
one dimension the result can be written in terms of map showing the region imaged. The flight originated
the direction cosine, x, of the vector from the antenna at Goddard's Wallops Flight Facility (WFF) and con-
to the scene, as follows (Le Vine, 1989): sisted of a series of East-West passes from the Chesa-

peake Bay across the peninsula to the Atlantic ocean
V(k) - CORRELATOR OUTPUT and back. The region of the peninsula which was mapped

is indicated by the dashed box. Figure 4a is a Landsat
+1 image made of this same area in November (1982). It is

- C(k) f P(x)T(x)exp[-j(2sd/A)x]dx (2) included here as a reference to identify physical fea-
-1 tures of the peninsula. In particular, notice the

islands and sandbars which mark the extreme East coast
where k is an integer denoting the baseline (k - 0, 1, of the peninsula and the marsh that exists between
2 ... 7 in the case at hand), C(k) is a (complex) const- these islands and the mainland. One expects that in
ant which depends on the gain and phase of the relevant this area the L-band radiometer which is sensitive to
paths in the receiver, and P(x) is the normalized moisture in the soil may give a different image than
antenna pattern (Kraus, 1966) of each "stick" divided the Landsat (infrared) image.
by cos(x). The objective in aperture synthesis is to
obtain enough measurements, V(k), to invert this equa- Figure 4b is the image obtained with the ESTAR
tion and obtain a map of T(x). This can be done ana- radiometer during the June flight, Notice, the rivers
lytically usia~g either a discrete Fourier transform on in both images on the West coast and the sandbars on
the set (V(k)) or it can be done numerically by "discre- the extreme Eastern edge at the Atlantic coast. The
tizing" the integral in Equation 2 and then numerically color code used in the ESTAR image has blue at the
doing a matrix inversion to obtain the brightness, coldest and progresses through green, red, yellow and
Both approaches are being developed for obtaining T(x), white as the temperature increases. Notice the temper-
but most success has been achieved to date using the ature gradients in the coastal areas and the relatively
"discretized" integral The approach has been to seek uniformly warm temperatures over the central land areas.
and optimum inversion using test scenes to optimize This flight was at about 1670 m (5,000 ft) which gives
the basis matrix and to determine unknown parameters a Lesolution cell on the ground of about 350 m. The
of the system (i.e. offsets and gains such as the C(k) resolution degrades at the extremes of the fan beam,
in Equation 1). The "data" used tu obtain this optimi- but the edges have been trimmed to provide an image
zation included measurements of the antenna pattern, with a reasonably uniform resolution.
the response of each channel to a point source and
several reference scenes such as an image of the hori- Although, the sky was mostly clear during this
zon. At this time, the inversion is yielding an image; flight a rather large cumulus cloud lay over the area
however, work in still beintn- ruad to refine the In the ,,per lf o he 1 t imag.. "T Th4 c1...J ....

inversion and to fully understand the sources of error, dense enough to prevent optical photography of the
ground (and give a rough ride in the airplane) but

FLIGHT TEST clearly did not prevent microwave imaging of the sur-
face.

The instrument was assembled in January, 1988, and
tested during a brief check-out mission aboard the NASA CONCLUSIONS:
P-3 the following February. The hardware performed
well during this test; however, significant problems The long term objective of this research is to
were encountered with radio frequency interference develop aperture synthesis as a tool for microwave
(RFI). A full scale test of the instrument took place remote sensing from space. The initial step has been
several months later (June, 1988) after changes had to demonstrate the technique by making soil moisture
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measurements from an aircraft. A beginning has been Le Vine, D. M., T. T. Wilheit, R. Murphy and C. Swift,
made and our success as documented in this paper indi- "A Multifrequency Microwave Radiometer of the
cates the potential of the technique. Future", IEEE Trans. on Geosci & Remote Sensing,

Vol. 27 (2), pp. 193-199, 1989.

However, to be a scientifically useful tool, the
instrument must be calibrated. That is, an actual Le Vine, D. M., "The Sensitivity of Correlation Radio-
temperature needs to be assigned to the colors in Fig- meters for Remote Sensing from Space", NASA TM-

ure 4b. We are currently working to establish this XXXXX, 1989.
calibration. This work includes flights over "known"
scenes and flights with a reference instrument (such as Murphy R. et al., "Earth Observing Systems Report".
a thermal infrared sensor) and refinements of our image Vol. lIe, report of the "High-Resolution Multi-
inversion. We are also changing the hardware (the frequency Microwave Radiometer Instrument (HMMR)
antennas and filters) to facilitate the calibration and panel, NASA tech report, Washington, D.C., 1987.
to help cope with a persistent problem with RFI.
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Very Large Array: Design and Performance of a
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Figure 4: LANDSAT image (left) and ESTAR image (right) of a portion of Fig. 4b
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Abstract compressed radiometer is proposed taking
into account capability of installation.

The beam compressed microwave At first, principle of the beam
radiometer taking into account the compression technique will be described
capability of installation is proposed followed by the results from a
for an improvement of spatial configulation trade off study.
resolution. In principle, it is possible
to improve the spatial resolution by 2. Priciple of the beam compression
some integer values. For instance, by techniques
adding one reference antenna to the main
antenna, the equivalent -3dB beam width Figure 1 shows a principle of the
is reduced by 2. beam compression techniques, in

particular Multiplicative type of
Keywords Antenna system. In this figure, antennas

A and B are Reference and Main antennas,
Microwave Radiometer, Beam compression respectively. Distance between centers
techniques, Narrow beam, Capability of of both antennas, D should be equal to
installation the dimension of the main antenna.

Emitted microwave energy is
1. Introduction acquired by both main and reference

antennas simultaneously. In this case,
For many years, the microwave the equivalent - 3 dB beam width at the

radiometers onboard spacecrafts such as output of the multiplication becomes
SMMR, NEMS, SAMIR, SCAMS, ESMR, MSR of about half of the - 3 dB beam width of
MOS-l, etc have provided usefull data main antenna Wm as is indicated in
for the investigation on salinity of the Figure 2. Therefore the dimension of the
ocean, soil moisture, ocean wind, water main antenna is also about half of the
vapor in the atmosphere, cloud liquid required antenna dimension without
content, and so on (Ref.l - 8). On the consideration of the beam compression
other hand, Users' requirements have techniques. In general, the beam width
been gotten high in terms of the spatial of the reference antenna does not matter
resolution and lower frequency channels for the beam compression factor.
for the estimation of soil moisture and As is hown in Figure 2, the beam
salinity of the ocean. In order for it, compression techniques allow us to
ESTR of HMMR has been proposed (Ref.9). realize not only high resolution
Since spatial resolution, or -3 dB beam microwave radiometer but also supression
width of microwave radiometer depends on of the side-lobe level results in an
the diameter of the antenna, and wave improvement of S/N ratio.
length, high tesolution and low
frequency microwave radiometer requires 3. Installation
a large antenna reflecter. For example,
ESTR composed with the 17 m x 17 m In order to realize a high
antenna. resolution microwave radiometer,

w.ile t III abaam mna Canren tyne of antenna
techniques are getting more popular for system is used. By applying the beam
high resolution of radar system such as compression techniques, the reference
Mills Cross Type Antenna, Multiplicative antenna ( horn type and broad beam of
or Product Type Antenna, Frequency antenna) will be installed beside the
Multiplier Type Antenna, Self Focusing reflecter of the main antenna. For
Type Antenna, Temporal and Spatial instance, Figure 3 shows a configulation
Modulating Type Antenna, etc (Ref. 10, of the beam compressed microwave
11 ). By applying the techniques to the radiometer with mechanical scanning. On
passive microwave radiometer, the beam the other hand, Figure 4 also shows that
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of electric scanning type of microwave (2) Grody, N.C. et al., 1980,
radiometer. In both cases, however, Atmospheric Water Content over th
delay time and S/N degradation due to Tropical Pacific Derived from the NIMBUS
the distance between main and reference - 6 Scanning Microwave Spectrometer; J.
antennas should be considered. To avoid of Applied Meteorology, vol. 19, p.986 -
such a situation, the following 996.
configulation was proposed. Figure 5
shows a configulation of the bean (3) Staelin, D.H. et al, 1976, Remote
compressed microwave radiometer taking Sensing of Atmospheric Water Vapor and
into account a capability of Liquid Water with the NIMBUS - 5
installation, with electric scanning. In Microwave Spectrometer, ibid, vol. 15,
this case, the delay line ccrresponding p.1204 - 1214.
to the distance d indicating in the
figure, should be inserted between the (4) Prabhakara, C. et al, 1982, Remote
reference antenna and multiplication Sensing of Precipitable Water over the
electronics as is shown in Figure 6, to Oceans from NIMBUS - 7 Microwave
adjust the phases between main and Measurements, ibid, vol.21, p.59 - 68.
reference antennas.

Although the aforementioned example (5) Liou, K.N. et al, 1979, Atmospheric
shows the possibility on the beam Licquid Water Content Derived from
compression with compression factor of Parameterization of NIMBUS - 6 Scanning
2, by adding another antenna systems, Microwave Spectrometer Data, ibid,
arbitrely compression factors are vol.18, p.99 - 103.
realized.

(6) Gohil, B.S.,et al, 1982, Remote
4. Concluding Remarks sensing of atmospheric water content

from Bhaskara SAMIR data,Int. J. Remote
In order to realize high resolution Sensing, vol.3, no.3, p.235 - 241.

and low frequency microwave radiometer,
a large antenna system will be required. (7) Arai, K.. et al, 1984, Some results
A large antenna would generate a large on the field experiments in Marine
moment torque results in an influence to Observation Satellite - 1, MOS - 1
spacecrafL attitude and orbit changes. Verification Program, the 14th ISTS, m-
Even if electric scanning type of 1-1.
antenna is adopted, a large reflecter
will be required. To overcome this (8) Arai, K.,1988, A preliminary
stuation, the beam compressed high assessment of radiometric accuracies for
resolution microwave radiometer taking MOS-l sensors, Int. J. Remote Sensing,
into account capability of installation vol.9, no.1, p.5 - 21.
was proposed. Further investigation is
required for realization of this (9) Murphy, R. et al, 1987, High-
radiometer. The results will be reported resolution mutifrequency microwave
in another opportunity. radiometer, NASA Earth Observing System

Report vol.IIe.
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ABSTRACT

A modified version of the Scanning Multi-channel Microwave Radiometer (SMMR) will be used
for wet tropospheric path delay corrections to the TOPEX/POSEIDON radar altimeter
measurements. A number of the sources of calibration problems encountered by SMMR on board
the SeaSat and Nimbus-7 platforms have been identified, and appropriate corrections have
been attempted. Calibration hardware corrections include a more representative modeling of
the micrcwave losses and reflections and a reduction in the thermal gradients expected
across this hardware, through the use of radomes and sun shades and by the choice of
pertinent orbit parameters. Antenna calibration corrections include a post launch fine
tuning of the antenna pattern correction algorithm to accommodate small errors in the pre-
launch antenna pattern measurements. This is accomplished by overpasses of ground based,
upward looking water vapor radiometers. An absolute calibration accuracy of < 1.0 K is
anticipated.

KEY WORDS: SMMR, TOPEX/POSEIDON, Microwave radiometer, Absolute calibration

BACKGROUND temperature referenced to the input of the antenna

was derived from the measurements by inverting a

The SMMR has flown successfully on the SeaSat and model for the radiative transfer of the signal
Nimbus 7 satellite instrument platforms. The through the front-end hardware (Swanson and Riley,
radiometer consisted of channels at 6.6, 10.7, 1980). This step was especially critical given the
18.0, 21.0 anzd 37.0 GHz with either vertical or SMMR design because the on-board system calibration
horizontal polarization at each frequency. SMMR reference brightness temperatures (an ambient load
produced images of the radiometric brightness and a cold sky horn) were viewed by the radiometer
temperature distribution over the earth with a through diffeYent front-end hardware. The second
mechanically scanning antenna. The instrument step involved a partial deconvolution of the SMHR
provided a wide variety of geoscience information antenna pattern to estimate the brightness
about the atmosphere, sea surface, and sea ice temperature of the earth near the antenna boresight
(Njoku, et al, 1980a). from the integrated antenna tamperature over the

complete pattern (Njoku, et al, 1980b). This
The upcoming TOPEX/POSEIDON ocean topography process, too, was critical because of the
experiment will determine the sea surface height relatively low antenna beam efficiency.
along the ground track of the satellite by
precision radar altimetry. Corrections for the
path delay of the radar signal due to atmospheric SIM SYSTEM CALIBRATION PERFORMANCE
water vapor play a dominant role in the overall
error budget of the altimeter. Atmospheric water The SMMR data products have a long, well-documented
vapor is monitored by the TOPEX Microwave history of significant calibration problems
Radiometer (TMR), a coincident downward looking (SeaSat-JASIX, 1980), (Milman and Wilheit, 1985).
radiometer with channels at 18.0, 21.0, and 37.0 The antenna temperature calibration suffered from
C.Hb. The TMF is prsetl being ccgncd and teprtr graict al-n the front-and hardware
assembled at the Jet Propulsion Laboratory. It is due to limitations in the radiative transfer model.
based in large part on the SMMR instrument and much The accuracy of the brightness temperature
of the hardware is inherited from that system, calibration was limited by the low beam efficiency.

The cold sky horn measurements were also
contaminated by the sun. The antenna pattern

SMMR SYSTEM CALIBRATION HERITAGE correction algorithm required pre-flight antenna
range pattern measurements with unrealistically

SXMR system calibration for both SeaSat and Nimbus high accuracy. These patterns were needed to
followed a two step procedure. The antenna determine antenna beam efficiencies over different



272

earth and cold sky viewing solid angles in order addition, more extensive, gradient inducing,

to estimate that portion of the measured antenna temperature cycling is planned for the TMR.

temperature which was due to the brightness Temperature cycling models suggest that the

temperature of the earth lying in the antenna main improved radiative transfer model should be able to

beam. reduce the effects of a worst case 10 K hardware
gradient on the accuracy of the antenna temperature
calibration from 1-2 K error, in the case of the

TMR SYSTEM CALIBRATION REFINEMENTS SMMR, to a 0.6 K error, in the case of the TMR.

A number ot improvements are being incorporated Total system verification and calibration will be

into the TMR design to facilitate the system achieved after launch by intercomparisons of the
calibration. The multi-frequency feed horn (MFFH) TMR data with a set of ground stations. The

in the offset parabolic reflector antenna is being ephemeris measured at these ground stations during

modified to reduce the edge illumination on the TOPEX/POSEIDON overpasses will include surface

reflector and to Improve the impedance match of the temperature, pressure, humidity, and windspeed, as

feed over the three TMR frequencies. The change in well as upward looking brightness temperature at

aperture illumination should increase the antenna 20.7 and 31.4 G~z, by a water vapor radiometer

beam efficiency, and the reduction in mismatch (WVR). The WVR frequencies are chosen to derive

reflections should improve the radiative transfer integrated water vapor content in the air column.

model and reduce the sensitivity to temperature This represents a "ground truth" test of the TMR

gradients. Preflight thermal/vacuum tests will be estimate for wet troposphere induced path delay.

modified from those used for SMMR to verify the In addition, the WVR data, together with the other

radiative transfer model. A short section of low surface epheaeris, can be used to estimate the

thermal conductivity waveguide will be added to the expected differences between the brightness
cold sky calibration arm to inhibit the propagation temperatures of the various TMR channels. The

of thermal gradients. The pointing of the cold sky differences, rather than the brightness

horn is being selected to minimize the effects of temperatures themselves, are used to reduce the

sun contamination. Finally, a post-launch effects of modeling errors regarding the surface

verification program will be incorporated as part emissivity. Discrepancies between the estimated
of the calibration program to fine tune the antenna differences and the TMR measured differences will

deconvolution brightness temperature calibration, be attributed to calibration errors and corrected
accordingly. Models of this technique indicate a

relative calibration accuracy between TMR channels

TMR SYSTEM CALIBRATION RESULTS of less than 1.0 K after correction.

A TOPEX/POSEIDON project requirement for the TMR is
the correction for water vapor induced path delay ACKNOWLEDGEMENTS
with better than 1.2 cm accuracy. This corresponds

to a one-sigma brightness temperature calibration This work was carried out at the Jet Propulsion

accuracy of 1.0 K. Estimates of the effects of the Laboratory, California Institute of Technology,

modifications discussed above on the accuracy and Pasadena, CA, USA, under contract to the National

precision of the TMR system calibration indicate Aeronautics and Space Administration.
that these modifications are a necessary and
sufficient condition for meeting the project
requirement. REFERENCES

The MFF11 modification is expected to increase the Milman, A.S. and T.T. Wilheit, "Sea Surface

antenna beam efficiency from approximately 90% to Temperatures from the Scanning Multichannel

95%. This corresponds to a decrease, from 1.3 K to Microwave Radiometer on Nimbus 7", J. Geophys.

0.5 K, in the RMS error in the antenna temperature Res., Vol. 90, No. C6, pp 11631-11641, 1985.
correction for the antenna sidelobes. This error

is primarily due to uncertainties in the far Njoku, E.G., J.M. Stacey and F.T. Barath, "The

sidelobes of the antenna pattern, which are SeaSat Scanning Multichannel Microwave Radiometer
typically 50-60 dB below the center beam and are, (SMMR): Instrument Description and Perforance",

therefore, impossible to measure with sufficient IEEE J. Oceanic Eng., Vol. OE-5, No. 2, pp 100-
accuracy. Lower far sidelobes will reduce the 115, 1980a.
effects of errors in the pattern measurements.

Njoku, E.G., E.J. Christensen and R.E. Cofield,

An improved model for the radiative transfer of the "The SeaSat Scanning Multichannel Microwave

incoming brightness temperature signal through the Radiometer (SMMR): Antenna Pattern Corrections -

initial MFFH, waveguides, and ferrite switches in Development and Implementation", IEEE J. Oceanic

the TMR has been developed. The original SMMR Eng., Vol. OE-5, No. 2, pp 125-137, 1980b.
model did not include the effects of impedance

mismatches in the hardware, which were particularly SeaSat-JASIN Workshop Report Vol. I, "Findings and
Qipnifirnnr at the wave~uide-to-MFFH interface due Conclusions", JPL Publ. 80-62, pp 5-81 - 5-86,

to the wide bandwidth requirement on the antenna. 1980.
This omission did not show up in the pre-flight
temperature cycling tests which were run because no Swanson, P.N. and A.L. Riley, "The SeaSat Scanning

significant temperature gradients were introduced Multichannel Microwave Radiometer (SMMR):

along the path of the signal flow. The different Radiometric Calibration Algorithm Development and

sources of hardware self-emission which showed up Performance", IEEE J. Oceanic Eng., Vol. OE-5,

in the test data could, therefore, not be No. 2, pp 116-124, 1980.

distinguished from one another. The redesign of
the MFF11 has improved its impedance match. In



273

Advanced Microwave Scanning Radiometer (AMSR)
preliminary study on calibration approach

Yasuyuki ITO, Kazuo TACHI, Yuji SATO and Kohel ARAI*

Tsukuba Space Center, NASDA

1-l, Sengen 2, Tsukuba, Ibaraki 305 Japan
Phone 0298-52-2276, Fax. 0298-52-2299

*) Earth Observation Center, NASDA

Abstract 1. Introduction

The Advanced Microwave Scanning An absolute accuracy of observed
Radiometer (AMSR) is a new type of brightness temperature is one of the most
spaceborne microwave radiometer which important performances of a microwave
employs electrical beam scanning. The AMSR radiometer as a remote sensing instrument.
measures microwave radiation from the The AMSR is the first challenge to
earth's surface and atmosphere at employ electrical scanning using switching
frequencies of 6.6, 10.65, 18.7, 23.8 and array technique. This is to achieve users'
36.5 GHz with the improved radiometric basic requirements, such as high spatial and
sensitivity, spatial resolution and temperature resolution, constant incidence
swathwidth. angle over the swath, and high beam

A specific feature of the AMSR is the efficiency, without disturbing the platform
new concept of receive-beam scanning of attitude by rotating large antenna. The
which principle is a beam switching design is simple from mechanical point of
technique. The antenna to realize the view, i.e. no moving components, but
concept consists of feed horn arrays complicated from electrical point of view.
combined with switching circuits and a The purpose of this paper is to
reflector. The number of the receive-beams describe the approach to calibrate the AMSR
is same as that of beam footprints on the which employs new antenna concept. As the
earth's surface, and the beams are scanned development phase is too early to define the
by switching the feed horns. This beam detailed methods and analysis, only
scanning concept has great merits for fundamental consideration regarding the
microwave radiometer with high spatial calib-ation approach is discussed.
resolution; first of all, little disturbance As for the definition, the following
to the platform attitude for it has no well-known definition is applied in the case
mechanical antenna movements. Then, multi- of AMSR:
frequency measurement, and conical scanning 'A radiometer is said to be calibrated when
for preserving polarization purity are an accurate relationship has been
available. Furthermore, it makes possible established between the receiver output
multi-beam scanning by using two or more voltage and the antenna integrated absolute
receivers per channel to achieve high brightness temperature.' [2] An antenna
radiometric sensitivity. Finally, a push- pattern correction (APC) is outside the
broom concept will be applicable in the scope of this report.
future to achieve more improved performance.

The AMSR is one of the candidate
instruments to equip the first NASA's polar 2. AMSR calibration plan
platform (NPOP-I) scheduled in 1996.
Currently, the overall analysis and A radiometer calibration process
def ai ; .IU A , I L ".C f.~ 5 " ~ei a te ~iug 1 ~I V Cv S two u vpt' ( I . 1'u 1 aJt 11 0 a U I LiuC

carried out as a phase A study. receiver, and (2)calibration of antenna and
Accommodation studies to the platform are connecting network (e.g.waveguide). The
also being performed. As the results of former step is generally performed by using
conceptual design has already been discussed hot and cold stable reference sources. In
in EI], a preliminary consideration on the latter step, compensation is made for
calibration plan is described in this paper, the attenuation and mismatch losses suffered

In the antenna and connecting networks as
well as thermal noise emitted by those
structures. The data of components'
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characteristics and the system tests using C A
special techniques are used for the COMPONENTS ANALYSIS CONTINUOUS
compensation. (2] TEST DATA (RF, THERMAL, etc.) CAL SOURCE

The AMSR is one of the Dicke type
microwave radiometers which calibrate
observed data by frequently comparing with
high and low reference sources. Therefore
the receiver calibration, the first step
described above, is to be performad
successfully in principle. The second step PRIMARY TEMPERATUREJ
should be examined carefully because of the TRANSFER EQUATION
new antenna concept.

The conceptual flowchart of the AMSR
calibration strategy is shown in Figure 1.
which includes both steps. The major
elements to affect the input noise signal
are RF characteristics of tne hardware such TEMPERATURE REGRESSION
as loss, mismatch(I.e. VSWR), etc. and the
temperature of the hardware. Therefore, In CALIBRATION TEST ANALYSIS
the first place, a temperature transfer
analysis model is to be made taking account (1) HARD-LINE TEST
of these characteristics and the primary F--IUGHT DATA
temperature transfer equation is to be (2) TARGETTEST
defined. Then the primary temperature
transfer equation is to be corrected. (3) FIELD TEST G
applying the results of system tests I
(temperature calibration tests). Finally,
the final temperature transfer equation
shall be defined after the last correction
using flight data.

2.1 Ter'perature transfer equation. J[TRANEFER UT E]

The connecting network from AMSR
antenna to the input port of the Dicke Fig. 1
switch consists of several components such Conceptual flowchart of AMSR calibration.
as waveguide, switches. Orthogonal Mode
Transducer(OMT), etc. The sky horns and the
reference loads are connected to the Dicke which suffer the received signal:
switch through those components as well. A (1) loss of each component,
temperature transfer analysis model is to be (2)VSWR of each component.
made considering the following elements (3)isolation of each component.

(4) temperature of each component.
-Ti When the calibration is done, components'

TAT data is to be used for (1)-(3) and telemetry
T21 data Is to be used for (4). These figures
L.1 -are considered to be known with uncertainty

T .- of measurement.

DICKE SWICTH AMSR
T2TAtT T L M

T14 Ts SI "CAN T

I-F1 m Lsw RECEIVER P0OESOR (CR1

TS TS H JDICKE LOAD

~LSHI

Liii

Fig. 2 A concept of temperature transfer analysis model.
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Figure 2 is a concept of the Tant-
temperature transfer analysis model. F(TshTrl,Cant,Csh,CrI,Lll,Tll .......

Temperature transfer equations, which Eq. 5
transfer the noise temperature at the As figures of the right side in
antenna into the noise temperature at the Equation 5 are known, the antenna input
input port of Dicke switch, are then to be noiul! temoerature which is needed as
defined based on the analysis model. The calib'ated observation data can be
equations to transfer the noise temperature calculated.
at the sky horn into the noise temperature
at the input port of Dicke switch and to 2.2 System tests.
transfer the noise temperature at the hot
reference load into the noise temperature at The primary temperature transter
the input port of Dicke switch are also to equation is not supposed to be accurate
be defined. enough because of errors in data base.

The antenna noise temperature at the Several pre-launch tests at system level are
input port of Dicke switch, Tant', is planned to get more accurate data base to
expressed as below: correct the primary temperature transfer

equation.
Tant'- (1) 'Hard line' Test
Tsh' (Trl'-Tsh')(Cant-Csh)/(Cri-Csh) The conceptual diagram of the 'Hard

Eq. 1 line' Test is shown in Figure 3(a). This is
a test to acquire the calibration data of

where Tant':antenna noise temperature whole system but the feed horns and the
at the input port of Dicke switch, Tsh':sky reflector.
horn noise temperature at the input port of (2) 'Target' Test
Dicke switch, Trl':reference load noise The conceptual diagram of the 'Target'
temperature at the input port of Dicke Test is shown in Figure 3(b). This is a test
switch, Cant:digital count of antenna noise to acquire the calibration data of whole
temperature, Csh:digital count of sky horn system but the reflector.
noise temperature, Crl:digital count of (3) Field Test
reference load noise temperature. The conceptual diagram of the Field
Tant' is also expressed as below: Test is shown in Figure 2(c). This test has

a merit to acquire the calibration data of
Tant'- whole system.

f(Tant,LI1,TII,L21,T2I ...... TmI,Lml,...) After the launch, the temperature
Eq.2 transfer equation is to be corrected using

where Tant is the antenna noise temperature the telemetry data such as instrument
to be derived, and Lxx and Txx are loss and temperature and the ground truth data.
temperature of each component of the
connecting network, as shown in Figure 2. 2.3 Error sources left uncalibrated.

The sky horn noise temperature at the
input port of Dicke switch, Tsh', is Potential error sources of the AMSR are
expressed as below: shown in Figure 4. Where each source is

categorized in the following three,
Tsh'- g(Tsh,Lshl,TshlLsw,Tsw ..... ) considering the discussion in the previous

Eq.3 section;
The reference load noise temperature at *1) can be calibrated by analysis based

the input port of Dicke switch, Trl', is on design and components' data,
expressed as below: *2) can be calibrated by system tests,

*3) may have residue of errors after
Trl'- h(Trl,Lrll,Trll,Lsw,Tsw,....) above two calibration.

Eq. 4

The primary temperature transfer Therefore It is concluded that the absolute
equation is derived from the Equations 1, 2, accuracy consists of the errors categorized
3, and 4. ",3'. In addition, the errors correspond to

the accuracy of tests and analyses methods
are unavoidable.

VACUU~f CHAfM4SER M. si

A14S11.1

,n.,aS . s., ,I ij.,,

T?.. rS1ttAKIr

Fig,. 3 Conceptual diagram of system tests.
1a)'Hard line', (b)VTarget', (c)Field test



276

The residue of errors, i.e. contents of better accuracy is expected for AMSR.
absolute accuracy, are are divided to the By implementation of high beam
following two elements: efficiency antenna, precision thermal
(1) 'Bias' error (independent on time, control and temperature monitor, and efforts

therefore on temperature) in tests and analyses, the calibration of
(2) 'Random' error (dependent on time, the AMSR is expected to be reasonably good.

therefore on temperature)
Random errors can be reduced by accurate
measurement of components characteristics
and temperature monitoring, while bias Acknowledgment
errors by accurate system tests.
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the calibration approach for the AMSR has
been discussed.
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Abstract 2. System Configuration Overview

Presented here is a new type of millimeter wave passive The system, shown in Photo 1, has its configuration
remote sensor, namely a 36-38 GHz electronically highlighted in Figure 1. It consists of two basic units - a
(frequency) scanned computer-automated imaging radiometer subsystem and computer hardware/software
radiometer system. This system was designed, - remotely linked by up to 200 feet of cable. The
developed and tested as a joint COM DEV/ISTS research radiometer subsystem which resides in a radome
and development "proof-of-concept" project to address a shielded enclosure (42" x 15" x 23") may be divided into
potential Canadian requirement for shipborne sea ice a number of sub-units listed as follows:
detection and type discrimination. Radiometric signals,
received from a given scene and processed under (a) Antenna
continuous calibration, are imaged in terms of (b) RF hardware unit
radiometric brightness temperatures on a computer (c) Video electronics unit
equipped with a high resolution colour monitor. (d) Elevation motorized scan
Electronic tuning of the azimuth scan angle is readily (e) Data control and acquisition unit
achieved through employment of a double
downconversion receiver design. A mechanical The computer hardware/software controls system
elevation scan capability is also built in as a prototype operation through a menu-driven user-friendly
auxiliary capability to enable a complete sectoral image program, retrieves and interprets data returns and
to be generated. Initial system radiometric resolution displays images on a high resolution colour monitor.
factors of the order of 3 K (typical) have been measured. Each of the critical sub-units noted above will now be
Keywords: mm wave radiometer, electronic frequency outlined in more detail.

scanning, sea-ice detection 2.a. Antenna

1. Introduction A serpentine antenna is used which, although following
well known leaky-wave design theory (1], has rarely

A 36 18 GHz elertronically-scanned computer- been applied to radiometry. The construction consistsautoma .d imaging radiometer system has been of slotted waveguide that is fed at one -end and
designed, developed and tested as a joint terminated -in a matched load at the other. The
COMDEV/ISTS research and development "proof-of- interference pattern created between the
concept" project Primarily the impetus behind the electromagnetic radiation from each slot generatessa
project was the need for an instrument for shipborne central maximum or main beam -in a perpendicular
ice navigation in the near range region (within approx. direction at centre frequency. Since the phase velocity
1 kin). Currently operated radar systems appear to within the slotted waveguide varies with frequency, the
have problems with ice detection, classification and edge beam is effectively shifted toward the feed-point with
definition in this region. Secondly, the system's ability decreasing frequency and away from the feed-point with
to perform azimuth scan without the use of moving parts increasing frequency. This feature-provides a relatively
appeared advantageous in the cold-weather conditions simple means of performing electronic scanning without
previewed. If used in conjunction with radar the system the need of multiple detectors, phase or and
could ideally provide the real time on-board ice correlators. By selecting a specific receive frequency a
detection required by a vessel in arctic regions. The corresponding beam direction follows. For our particular
purpose of this paper is to fully outline this syste'i's antennA a frequencv scan-from 38.02 GHz to 36.20 0Hz
configuration and operation, beginning with a corresponds to'an azimuth beam scan from -335 degrees-
convenient subdivision of tne system and subsequent to +41 degrees with respect to the normal. An added
individual sub-unit analysis and ending with advantage of the serpentine antenna is an almost
preliminary system operational results together with a constant beam-width throughout the scan. Although
set of derived conclusions. gain does drop off slightly with lower frequency due to

the wavelength versus slot-size relationship, the change
is much smaller than foradish.
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The serpentine antenna has many positive attributes principle, not contain the same. A digitally controlled
but there is one potential disadvantage when applied to stepping motor allows the antenna to scan vertically up
radiometry. Since radiometric receivers are to _ 20 degrees about a fixed downward platform view
characteristically wide-band to optimize noise (nominally 69 degrees-with respect to vertical) with a
sensitivity, there is an inherent trade-off imposed by stepping resolution of approximately 0.1 degree.
the serpentine design. A restriction on beamwidth
corresponds to a restriction on RF bandwidth. For this 2.e. Control and data acquisition unit
particular system an antenna beamwidth of 2.5 degrees
restricts the effective receiver bandwidth to 70 MHz. The radiometer is controlled by several registers t0

are addressed across a shielded multi-conductor cabie
2.b. RF space hardware unit linking the sensor to the a computer. These lines are

buffered by line drivers and receivers adhering to the
A general block diagram of the RF hardware RS-422 protocol. Without these RF and switching
subsystem, which is a total power radiometer [2] with interference can cause spurious data to be written to
continuos calibration, is shown in Figure 2. A finline control registers rendering operation unpredictable.
pin diode SPDT Dicke switch enables the system to Given the fact that the electrical environment on board
switch between the RF arm and a noise arm. Thi-, noise a ship is quite harsh proper buffering is therefore
arm contains a calibrated noise source which may be imperative.
switched on and off to provide two points of calibration
for any given RF reading. A finline bandpass filter is There are eight registers within the radiometer control
then used to limit operation to the signal frequency and data acquisition unit. Two register control a
band of interest (36-38 GHz) providing, in particular, resident D/A board which selects the receive frequency
greater than 35 dB isolation from the image band (30- through a voltage controlled YIG oscillator. Two more
32 GHz). A suspended substrate crossbar mixer fed by a registers contain a digital value obtained by the latest
DRO (Dielectric Resonator Oscillator)/multiplier L.O. sample of an accompanying A/D converter which, in
subsystem provides the 1st downconversion stage to the turn, is connected to the output of the video electronics
2-4 GHz range. Followed by an IF LNA (noise board. One register is devoted to adjusting the
figure < 1.3 dB, gain> 30 dB) this mixer needed a state- frequency of the timing signal that ensures a significant
o -the-art 5 dB noise figure to maintain critical receiver delay occurs between A/D samples such that statistical
noise performance. A second downconversion stage independence is preserved regardless of the CPU clock
contains the computer controlled frequency swept YIG rate. Another register is devoted to basic hardware
(Yttrium Iron Garnet) oscillator which effectively control including the dicke switch position, the on/off
selects the azimuth scan position as determined by the state of the noise source and the variable gain of the
back-end bandpass filter (1.566 ± .035 GHz). This video electronics. Finally, two registers are devoted to
filter, which follows a lowpass filter and a number of system status, one for output and the other for input.
gain stages, is of narrow bandwidth (70 MHz) Through these, the A/D can be reset and various
corresponding to effective antenna beamwidth as stated operation complete flags can be monitored.
previously. Following a final gain stage which
optimizes signal power levels, a square law detector Most of the logic controlling the vertical stepping motor
provides the system with its radiometric d.c. signal is housed in the computer. Therefore, the radiometer
output. Tested separately this radiometer unit yielded requires only a motor clock pulse signal and a rotation
noise temperatures of the order of 1200 K (typical) direction signal to operate. It returns an end-stop signal
which, given the RF bandwidth and an integration time for both extreme motion limits. These signals are also
of 50 ms, corresponds to an effective noise temperature RS.422 buffered and travel through the shielded cable.
resolution of approximately 0.6 K.

2.ft Computer hardware and software2.c. Video electronics unit

The radiometer operation is controlled by- an IBM PC-
The video electronics unit performs three distinct AT compatible. The choice of such a machine includes
functions, all of which are summarized in the layout of several advantages like lower development cost, readily
Figure 3. Initially, digitally controlled gain stages available documentation, portability, and multi-
enable linearization of the voltage output available functional capability (data analysis). Six 1/0 addresses
across the band for a given azimuth scan . Following are used. Three addresses, namely data read, data write
this a differential amplifier and offset reference is used and address control, access the registers within the
to negate the major d.c. contribution of receiver noise. radiometer. Data is obtained from the radiometer-via
The offset voltagc chosen is based on the lowest possible data read. Data is transferred to the radiometer
system voltage appearing at the amplifier which, in through data write. Selection of a specific register in the
turn, is based on the lowest possible brightness radiometer occurs through address control. The three
temperature encountered. Finally, an operational remaining addresses govern stepping motor operation.
amplifier in a low pass filter configuration is used for Two supply a count corresponding to a specific stepping
data integration This stage was fixed for preliminary motor position and the third initiates- either motor
testing to yield an equivalent integration time of 50 ms. movement or motor reset. Hard-wired logic compares
Variable integration time is however achievable the position count supplied with the actual position of
through multiple sampling of any fixed base the motor. When the motor movement pulse arrives the
integlatilun value, logic provides a locally generated pulse to-the stepping

motor until the two positions match.
2.d. Elevation motorized scan

The software is menu driven, providing the user with-
As an extra option a mechanical elevation angular scan many options. One may choose vertical scanning mode
capability was built into the system to enable computer where the main beam is controlled by the stepping
controlled scanning of entire sectoral areas in front of motor only. This creates brightness temperature
the system without the need for ship movement. This profiles leading away from the sensor. Alternatively,
option was intended for use for research purposes only one may select horizontal scanning mode where the
and any future operational instrument would, in main beam is only swept electronically. This provides
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profiles along a line perpendicular to the forward The three preliminary test result experiences outlined
ooking direction. The user can ultimately select above have essentially proved the conceptundertaken in
imaging mode. This combines both the vertical and initial system prototype development. However two
horizontal scanning modes so that a complete scene is major limitations exist in this current system. The first
mapped in two dimensions. The radiometric brightness of these is in the area of system resolution. Measured
temperature maps are created on a professional degradation in resolution frum the RF hardware unit
graphics screen in real time. At any instant, the figure of 0.6 K to 3 K is directly attributable to the
operator can locate the footprint by observing the relatively lossy serpentine antenna which has an
graphic outline. The radiometric sensitivity is also approximate equivalent loss of 3 dB. The second, an
adjustable by increasing the integration time. As the azimuth scan imaging time of approximately 20 s - as
integration time rises, more statistically independent dictated by the integration time necessary to
noise voltage samples are collected and averaged. All compensate for the narrow system bandwidth - is
data collected can be logged and replayed. The data is relatively slow. Both of these problems will have to be
stored in ASCII format to permit easy import to resolved in order for any "follow-on" instrument to
statistical analysis programs such as Statgraphics or satisfy shipborne operational requirements envisaged,
Lotus 1-2-3. which are the order of 1 K resolution and 5 s scan speed.

3. Preliminary Results 4. Conclusions

The system was initially tested in an indoor laboratory The approach to radiometer system design taken here is
environment using the common hot cold load technique. unique in that it employs a serpentine antenna to
The hot load used was a piece of absorber material at achieve electronic scanning. This design has the
room temperature (295 K), whilst the cold load was the advantage of low cost and relatively simple construction
same material immersed in liquid nitrogen (77 K). with respect to other electronic scanning systems, and
Noise temperature resolution factors of the order of 3 K the obvious added advantage of "no moving parts" with
were recorded. respect to mechanically scanned systems.

Unfortunately it displays limitations with regard to
To test the system's imaging capabilities, following a resolution and speed. Resolving these limitations will
sky/load calibration the radiometer was mounted on an be the subject of future research before such an
antenna tower platform and connected through two instrument becomes f.ly opo.rat.onal.
hundred feet of cable tc the computer hardware/software
which resided in an antenna hut (see Photo 2). Initial Acknowledgements
testing showed the system to be capable of creating
crude images especially when high contrast objects were The authors would like to thank a number of members of
nbserved. Such an example is illustrated by the system the EHF group at COM DEV including Bill Thorpe,
scan of the scene shown in Photo 3 (two cars and an Robyn Buffet, Brian Vansickle, Rob Moore atid Steven
aluminum sheet on a grass background) which yielded Low. The authors are also grateful to Dr. Rene Ramseier
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Figure 1 System block diagram listing various sub-units.

Photo 1: Physical system layout.
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Figure 3 : Video electronics unit functional layout.

,- a' Photo 2 : Radiometer system mounted on
.. " - " 10 m high antenna tower positioner [left].

Antenna building containing computer
hardware/software (right].

Photo 3 : Photo centre coincides with scan centre (approx.).
Chevrolet Malibu, 5 mx 2 m (approx.) (left centre].

Sheet of Aluminum, 2.4 m x 1.2 m (approx.) (left below].
Renault Encore, 4 m x 1.2 m (approx.) [right centre].

| V-

Photo 4: Generated radiometer scan pattern (autom atic scanningmode).
Object size and distance correlation (approx).
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ABSTRACT ned in azimuth by rotation of the pedestal about its

A.dual frequency microwave radiometer is developed to vertical axis and in elevation by rotation of the re-

remotely sense water vapor and liquid in the tropo- flectors about their offset axes. These axes are me-

sphere. A pair of optimum frequency, 20.60 and 31.65 chanically coupled, so only one stepping motor is used

Gflz, is adopted. Each frequency Dicke radiometer has to drive the reflectors in elevation. The antennas are

its own antenna and receiver, but both radiometers are able to be scanned at 20/sec in azimuth or elevation.

controlled by a microcomputer system and mounted on a The pointing accuracy is 0.10 in elevation and 0.50 in

rotatable pedestal. The sensitivity at Isec time con- azimuth. The reflectors with tolerence of O.1mm is ma-

stant and the accuracy of the brightness temperature chined from cast aluminum using profile modeling me-

is 0.2K and O.5K, respectively, at each frequency. thod. The parameters of the antenna systems are selec-

KEY WORDS ted to ensure that the antennas have nearly similar

Microwave radiometer, Passive microwave remote sen6 beams (half power beam width 2.50), low side lobes

sing, Tropospheric water, Tropospheric liquid. -27dB) and high beam efficiency ( 90 A) at both fre-

INTRODUCTION quencies.

The ammount of tropospheric water vapor and liquid is R-"IVzR SYSTilt

highly variable in both time and space. The microwave he block diagram of the receivers is shown in Fig. 2.

radiometry is the most promising method to continuous- Both receivers are similar Dicke radiometers. A -fer-

ly measure these variation in real time. A steerable rite waveguide switch alternates the input to the

dual frequency microwave radiometer is developed in mixer from the sky to a reference waveguide load. The

China. A pair of optimum frequencies, 20.60 and 31.65 switches and loads of both frequencies are assembled

GHz, is adopted (Wu 1979, Hogg et al. 1983). The 20.60 in a polyfoam package and temperature controlled at

GHz frequency is removed from the peak of the absorp- 40'-0.05°C. The solid state noise diodes as the second

tion line (22.24GHz) of water vapor, therefore at this calibration noise sources may inject their noise into

frequency the change in absorption caused by the pres- the receivers through the -33dB couplers. The injected

sure broadening is minimize. The 31.65GHz frequency is noise are primarily calibrated by the cold (liquid

situated in a transmition window of the troposphere Nitrogen) and hot (ambient temperature) microwave ab-

and primarily senses the liquid in cloud. The bright- sorbers which successively cover the antenna apertu-

ness temperature at these frequencies incorporated in res. The Shottky diode mixer with the Gunn diode local

a pair of simultaneous equations to retrieve the oscillator and intermediate-frequency passband from 50

amounts of water vapor and liquid, to 500,,1z has 4.0d-B noisc figure. The digital dem5du-

The block diagram of this radiometer is shown in Fig.1. lation is performed by the microcomputer system. In

%T~i~p SYSTEM addition to the digital demodulation the analog- syn-

A 900 offset paraboloid reflector with a conical cor- chronous detectors are also built in the receivers,

ruga qd feed horn is adopted as antenna system for which may be operated independently of the microcompu-

each fiequency. The antennas are put on a rotatable ter system. The sensitivity at Isec time constant and

azimuthal pedestal. The beams are synchronously scan- the accuracy of the brightness temperature are 0.2K
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and 0.5K, respectively, at each frequency. Both recei- D. Calibrating, integrating, averaging and storing the

vers are assembled in one waterproof and thermally in- demodulation output to get the brightness temperature.

sulated enclosure. Its temperature is controlled at S. Retrieving the integrated amounts of water vapor

35±1.5 0C. This enclosure connected with the feed horns and liquid or the water vapor profile.
is put on the azimuthal pedestal. Because the offset F. Displaying and printing the intermediate data for

angels of the reflbctors are 900, this enclosure does data quality checking and instrument self-diagnosis.

not rotate during elevation scan. The receivers have This microcomputer system provides considerable advan-

excellent mechnical and thermal stabilization to ensure tages in terms of continuous and unattended measure-

the stable overall performance. ment of water vapor and cloud liquid in the tropo-

CONTROL AND PROCESSING SYSTEM sphere.

The block diagram of the control and processing system APPLICATIONS

is shown in Fig. 1. There are two independent antenna Since last October a prototype dual frequency micro-

operation modes, mode A and mode B, which can be selec- wave radiometer has been operated in the Academy of

ted by observer. In mode A the Z-80 microprocessor sys- Meteorological Science at Beijing, China. The 1,etrie.

tem is used to control the antennas. The antenna beams ved water vapor profiles have been compared with the

can be pointed to any position and scanned in azimuth radiosonde measurements (see Fig. 3). The operation
or elevation simply by inputting suitable instructions experience has shown that this instrument is stable

using the keyboard on the panel of the control case. and reliable. As a water vapor profiler, it will join

The operating programs are written in assembly langua- into the operational experiment on mesoscale meteoro-

ges and stored in an eprom. Antenna positions are dis- logy in this summer.

played digitally at resolution of 0.10 on the panel. In The second radiometer is being asaemblied in the In-

order to ensure the pointing accuracy Hall sensors are stitute of 2lectron Physics at Shanghai, China. It is

used to calibrate the zero degree in reset for both of planned to join into the geodetic VLBI and GPS obser-

azimuth and elevation angle. In mode B the IBM PC/XT vation to promote the excess path length correction to

microcomputer system controls the antennas.to point and the centimeter level for geodynamic and seismic re-

scan the beams and to sample and store the antenna po- search.

sition angles. Independently of the antenna operation REPER.iCES

mode selection the microcomputer system also controls 1. Wu S.C., "Optimum Frequencies of a Passive Micro-

and processes the following items, wave Radiometer for Tropospheric Path-length correc-

A. Switching the ferrite switches and noise diodes ac- tion", 113 Trans. Antennas Propagat., vol.Ai-27,

cording to the modulating and calibrating sequences. pp233-239, 1979.

B. Sampling averaging and storing the following quan- 2. Hogg D.C.,Guiraud F.C.,Snider J.B.,Decker M.T.,and

tities corresponding with the sequences mentioned 4estwater S.R.,"A Steerable Dual C'hannel Microwave Ra-

above. (a) The output of the converters. (b) The tem- dio meter for Measurement of Water Vapor and Liquid in

perature of the reference waveguide loads. (c) The am- the Troposphere",J. Climate Appl. Meteor.,vol.22,

bient air temperature, dew point and pressure. (d) The pp789-806,1983.

voltage of various power supplies. 3. Janssen 14.A.,"A New Instrument for the Determina-
C. Digital synchronous demodulating (Janssen 1985). tion of Radio Path Delay Due to Atmospheric Water Va-

por", IEEE Trans.Geosci. Remote Sensing,Vol.GE-23,

pp485-490,1985.
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SOIL MOISTURE ESTIMATION WITH L-BAND RADIOMETRIC MEASUREMENTS

J. R. Wang and J. C. Shiue E. T. Engman and T. J. Schmugge
NASA/Goddard Space Flight Center USDA/Agricultural Research Service

Greenbelt, Maryland 20771 Beltsville, Maryland 20705

ABSTRACT

During May-October of 1987, a total of four Intensive Field Campaigns
(IFC) distributed over 57 days were conducted for the First ISLSCP (Inter-
na tional Satellite Land Surface Climatology Project) Field Experiment
(FIFE). FIFE took place at and around the Konza Priarie Long-Term Ecologi-
cal Research site near Manhattan, Kansas. The objectives are to obtain
the necessary data to permit interpretation of satellite observations to
infer climatologically significant land surface parameters. One of several
major elements in this cooperative effort is soil moisture sapping of the
test area with the L-band pushbroom microwave radiometer (PBMR) aboard
the NASA C-130 aircraft. There were a total of 11 complete flights for
the four IFC's, each consisting of 15 flight lines. Twelve of these
lines were long lines flown at an altitude of 600 meters, mapping an area
of about 8 km by 14 km. Three short lines were flown at 300 meters over
two adjacent watersheds (lD and 2D) with a total area of about 1 km by
1.2 km. Four additional flights of three short lines were made over
these two watersheds during the first three IFC's. Intensive soil moisture
sampling was made concurrently with all the aircraft flights in these two
watersheds along the three short flight lines at locations separated by
about 75 meters. Soil sampling was also made every other day during the
IFC's at other thirty-four locations distributed over the entire experimental
area.

We have estimated the surface soil moisture from these radiometric
measurements over the entire area covered by the aircraft flights. This
-as done by making two basic assumptions. The first is that the ground was
uniformly saturated after the 6 cm rain of May 27. Thus, for the radiometric
measuremesnts of May 28 the soils we s known to be saturated and ground soil
samples collected in the area gave an average volumetric moisture content of
43% with a standard deviation of 3%. This average value was assumed for the
entire area covered by the aircraft flight on that day and, when combined
with the radiometric measurements, a fixed point in the regression between
radiometric response and soil moisture was determined for each radiometer
footprint. The second assumption is that there is a common point of
intersection for the regression lines corresponding to different vegetation
conditions. This point of intersection was found from the regression lines
for watersheds ID and 2D at the emissivity of 0.892 and soil moisture value
of 10.7%. The linear relationship between emissivity and soil moisture for
each PBMR footprint is determined by this common point of intersection and
the point at moisture value of 43%. The derived linear relation is then
used to estimate soil moisture from other days of tadiometric measurements.
It was found that the estimated soil moisture values compared favorably with
those derived from the independent gravimetric measurements. The estimated
soil moisture was generally lower by about 1-2%, but this may be accounted
for by the fact that most of the ground data were collected in the morning
while the radiometric measurements were obtained in late morning or in the
afternoon.
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AN IMAGING PASSIVE MICROWAVE RADIOMETER FOR PRECIPITATION
RETRIEVAL AND MESOSCALE STORM SYSTEM STUDIES

J. A. Galliano and R. H. Plait

Georgia Institute of Technology
Atlanta, GA 30332

404-894-3503
FAX # 404-894-3120

ABSTRACT

This abstract outlines the development and performance of an imaging passive microwave radiometer operating in the 10 to 85
GHz range specifically for precipitation retrieval and mesoscale storm system studies from the ER-2 high altitude research aircraft. The
instrument is referred to as the Advanced Microwave Precipitation Radiometer (AMPR) and was developed under contract to Marshall
Space Flight Center (MSFC) of the National Aeronautics and Space Administration (NASA). The AMPR's primary goal is the exploitation
of the scattering signal of precipitation at frequencies of 10.7, 19.35, 37.0 and 85.5 GHz to unambiguously retrieve precipitation and storm
structure intensity information in support of the spacebome Special Sensor Microwave/Imager (SSMII) during future airborne ER-2 data
flights in 1989/1990.

Key Words: millimeter wave, radiometry, multifrequency, precipitation

INTRODUCTION

Scattering-induced brightness temperature depressions from precipitation are strong enough in the millimeter wave region to provide
a meaningful contrast with the radiometrically warm land background (1,2). Higher frequencies (37 GHz and above) yield greater cloud
penetration because of less sensitivity to small non-precipitating ice. Significant scattering has also been observed in low brightness temperatures
at 92 and 183 GHz in oceanic convection (3). Lower frequencies (18 GHz and below) when used with the higher frequency channels allow
an unambiguous separation of the rain signal from wet ground and water bodies, because the emissivity decreases with frequency for precipitation
(volume scatterer), while the emissivity increases with frequency for water (emissive surface) (4,5).

Figure I provides evidence of how different frequencies of radiation might respond to different heights within a rain system. As the
frequency decreases, the depth in the cloud from which most of the information is obtained increases. For precipitation measLrements, one
would like the response to be from a level as close to the ground as possible. However, the brightness temperature contrast between rain and
the warm land background is small at such a low level. At the other extreme (highest frequency). the contrast temperature between the
storm and land background is very strong; but it is not likely well related to the precipitation rate near the surface. Therefore, it is
advantageous to select an intermediate frequency (such as 37 GHz) that has a relative strong signal due to attenuation by precipitation, and
is still responsive to processes from deep enough in the cloud to be well related to rain rate.

Depending on the extent to which precipitation-sized ice in rain systems is important, the double valued character of brightness
temperature versus rain rate relationship can lead to ambiguities in the interpretation of single-frequency data. An illustration of how a
multifrequency algorithm can help alleviate this problem is shown in Figure 2. Note the double valued character of the 18 and 37 GHz
curves for ram cells which extend to increasing heights as the rain rates at the surface increase. By taking the difference between the 18 and
37 GHz brightness temperatures, one obtains a useful relationship which is single valued throughout its range. This is one illustration of the
possible advantages of utilizing multiple frequencies for the measurement of rain rates.
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Figure 1. Multifrequency Response vs. Altitude Figure 2. Brightness Temperature vs. Rain Rate
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R -I ,l U' CAION

The AMPR is a total power radiometer operating at frequei ().7, 19.35, 37.0, and 85.5 GHz and having the following primary
characteristics: a total antenna aperture of fifteen inches, a cross-track nning configuration, a scan rate providing contiguous coverage
of the earth's surface at 85.5 GHz from an aircraft altitude of 20 ki, temperature resolution less than one degree Kelvin on all data
channels. The temperature accuracy goal for the sensor is less than two degrees Kelvin for brightness temperatures greater than 200 K.
Brightness temperatures of 100 K to 200 K yield an accuracy goal of less than four degrees Kelvin.

An important requirement for the AMPR antenna system is the utilization of the multifrequency feedhom design used on the SSM1
spacebome imaging radiometer. Two separate lens antennas were designed with an aperture of 5.3 inches at 19.35, 37.0, and 85.5 GHz and
an aperture of 9.7 inches at 10.7 GHz. These dimensions are based on a desire to have equal spatial resolution at 10.7 and 19.35 GHz and to
have a total aperture of fifteen inches for both antennas.

The radiometer's temperature resolution for a total power design is given by:

Aw=T8Y -L+(AG)l]1 2  (1)

where TO = ambient temperature = 290 K

AGIG = system gain variation = 0.01%
= integration time = 50 ms
= system bandwidth

F,:. = system noise figure

The system bandwidth, noise figure, and the temperature resolution for each channel are given in Table 1. The temperature resolution
specifications of 0.22 to 0.38 K for the AMPR channels are significantly better than the performance goal of 1.0 K.

Tablc 1. AMPR Temperature Resolution Specifications at 10.7, 19.35, 37.0 and 85.5 GHz

Fm, AT=
Ch (GHz) [ (MHz) F, (Note 1) (Note 2)

10.7 100 3.7 2.344 0.31 K

19.35 240 5.7 3.715 0.33 K
37.0 900 6.2 4.169 0.22 K

85.5 1400 9.2 8.318 0.38 K

Note 1. F,, = system noise factor = 10FI O

Note 2. AT=. = temperature resolution calculated per equation (1).

An equally important specification for a radiometer used to perform meteorological research is the absolute temperature accuracy. A
calibration procedure is required to determine the radiometer's absolute accuracy. The AMPR's temperature accuracy specification depends
on the instrument's sensitivity, the physical temperature of the two calibration loads, and the observed brightness temperature of the scene
itself. The equation used to determine the instrument's absolute accuracy (T,,) is as follows:

To,, = (AT.,=+ AT()2I )rH- 2

where AT=m = temperature resolution

AT. = thermistor accuracy = 0.1 K
TC = cold calibration load temp. = 233 K
T = hot calibration load temp. = 343 K

Ts = scene brightness temperature

Table 2 summarizes the AMPR's absolute temperature accuracy for each data channel. The calibration load temperatures are based on a
temperature controlled hot load (70'C) and an ambient (-40"C) cold load at an altitude of 20 kn. Table 2 assumes four different scene
temperatures in order to demonstrate variation in temperature accuracy. The largest value shown (1.6 K) is still less than the performance
goal level of 2.0 K on all data channels.
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Table 2. AMPR Absolute Temperature Accuracy (T,,) At 10.7,
19.35, 37.0, and 85.5 GHz (Note 1)

T. forT,=

Ch (GHz) 100 K 150 K 200 K >233 K
(Note 2)

!0.7 1.4 K 1.1 K 0.6 K 0.41 K

19.35 1.5 K 1.1 K 0.7 K 0.43 K

37.0 1.1 K 0.8 K 0.5 K 0.32 K

85.5 1.6 K 1.2 K 0.8 K 0.48 K

Ncte 1. Assumes that the scene temperature (T) is less than the cold load temperature (233K).
Note 2. The absolute accuracy is (AT,+ AT,) for'r, > 233 K.

m Description

Figure 3 is a block diagram of the AMPR system depicting the multichannel receiver, scanner/calibration, and multifrequency antenna
subsystems. A single reflector is used to scan across both antenna lens and a scanner processor is used to control the scan rate, scan angle, and
the calibration cycle. A temperature control circuit maintains a constant elevated temperature for the hot calibration load, as well as, control
of the instrumemt's baseplate temperature. The 10.7 GHz antenna consists of the 9.7 inch aperture rexolyte lens which illuminates a corrugated
feedhom. Each receiver's analog output is fed to its own integrate/dump circuit and then to a sample and hold circuit which maintains the
output until sampled by the data processor. The data acquisition system is being developed by NASA's Marshall Space Flight Center.
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Figure 4 is a photograph of the AMPR dual antenna configuration with the larger lens used at 10.7 GHz and the smaller (5.3 in.
dia.) lens used at 19.35, 37.0, and 85.5 GHz. The smaller lens will illuminate the multifrequency feedhom (MFFH) which has dual
polarization ports at the higher three, frequencies. Figure 5 is a photograph of the MFFH which was designed, developed, and fabricated by
Microwave Engineering Corporation in North Andover, MA.
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Figure 4. AMPR Dual Lens Antenna Figure 5. SSW~/ Multifrequeney Feedhorn
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The X-band receiver consists uf a solid state downconverter using a dielectrically resonating oscillator (DRO) operating at 10.7
GHz to pump the double-balanced schottky-diode type mixer. The mixer IF output is fed to a single integrated package containingIF
amplification, square law detection and low pass filtering stages. Figure 6 is a photograph of the X-band receiver. A low noise amplifier
(10.5 to 10.8 GHz bandwidth) is also shown in the photograph. This amplifier will be used between the antenna waveguidd-fo-cxadator
and the mixer RF input to reduce the X-band receiver's overall noise figure. Similar receivers at 19.35 GHz and 37.0 GHz will be supplied
by SPACEK LABS, Inc.

The W-band receiver is a downconverter consisting of a solid state Gunn Diode Oscillator (GDO) operating at 85.5 GHz used to
pump a balanced mixer which uses GaAs beam lead diodes. The mixer IF output is followed by two low noise amplifiers operating over a
bandwidth of 0.1 to 1.5 GHz. The mixer's conversion loss is 7.0 dB and the IF amplifier's noise figure is 1.5 dB resulting in a double
sideband mixer/amplifier noise figure of 5.5 dB. Figure 7 is a photograph of the W.band receiver shown attached to the MFFH.

Figure 6. AMPR X-Band Receiver Figure 7. AMPR W-Band Receiver

Siammm

High altitude research flights of the AMPR will be onboardNASA's ER-2aircraft beginning inlate 1989. Flights wilt coverprecipitation
over land, as well as variable surface effects such as wet ground and snowfields. Precipitation-oriented flights will include the simultaneous
measurement of the rain systems by AMPR and a calibrated digital weather radar system. Future plans ca' - using lightning detection
instruments together with the AMPR to investigate the relationship between storm ice production and the elc "ication of the cloud. The
AMPR, along with the lightning detector sensor and other multispectral atmospheric mapping sensors, will provide a complement of instruments
suitable for the high-altitude flights over cloud and precipitation systems (6).

The post-flight analysis of the AMPR data will be supported by radiative transfer modelling efforts. These efforts include the transfer
of multifrequency microwave radiation through both convective (deep with large ice) and stratiform (shallow with small ice) rain layers. These
models will be run with varying surface and atmospheric temperature conditions and, in the convective case, will include the growing, mature,
and dissipating stages of storm evolution. The multifrequency response of each case will be tested for separability and for information content
on the rain rate at the surface.
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AN IMPROVED DESIGN FOR A MICROWAVE RADIOMETRIC PROFILING SYSTEM
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Wave Propagation Laboralory, NOAA/ERL

325 Broadway, R/E/WP5
Boulder, CO 80303

Abstract tronics of these receivers has been virtually un-
changed since the original radiometer was con-

In 1977, the Wave Propagation Laboratory structed in 1977. The old design used analog de-
(WPL) developed a millimeter-wave radiometric sys- modulation which is subject to small drift errois re-
len to measure atmospheric water vapor, and cloud quiring hourly correction. This produces hourly gaps
liquid. Since that time, WPL has constructed 0r putr- in lite measurement, comllicating any time series
chased six more radiometric systelms utilizing fre- analysis of the data. In order to obtain continuous
quencies ranging from 20.6 0Hz to 90 OHz. All of sampling and (o modernize the existing design, a
these radiometers use an Automatic Gain Control lprototype 53.85-GHz single-frequency radiometer
(AGC)-corrected Dicke design which gives an in- was constructed which incorporates the best features
strument with the long-term stability and accuracy of the old design and includes improvements based
necessary for unattended operation. However, tie on 10 years of operational experience. The proven
electronics of these receivers has been virtually tn- A(i;-Vicke technique is retained but a-microproces-
changed since '977. A new prototype 53.85-011z sor is embedded to demodulate the video signals
single-frequency radiometer incorporates the best digitally and to control the instrument. Modern low
features of the old design and improvements derived noise components are -used throughout to increase
from 10 years of operational experience. The sensi- system sensitivity and-to improve temperature stabil-
tivity of the 53.85-0 liz protoylpe is improved by ity. Better thermal control in the prototype has re-
70% compared with the original radiometer. duced temperature fluctuation errors -in the data.

1. Introduction 2. Factors Influencing Design

In 1977, the Wave Propagation Laboratory When the decision was made to construct ithe
(WPL) developed a millineter-wave radiometric sys- prototype radiometer, several factors were consid-
tem to measure atmospheric water vapor and cloud ered as-constraints given the olerational use of these
liquid. Since that time, WPL has constructed or pur- systems. WPL run radiometers continuously at-unat-
chased six more radiometric systems utilizing fre- tended remote locations. Therefore, the instruments
quencies ranging fhom 20.6 to 90 0Hz. A six-fre- require calibration stability for several- months and
quency temperature profiler is operated routinely at excellent reliability. It was decided to retain the
Stapleton International Airport in Denver, Colorado AOC corrected Dicke design, which has been suc-
(Hogg et al. 1983a). A steerable three-frequency cessfully used in WPL for a decade. Since the cur-
system and several dual-frequency systems are used rent offset parabolic antenna design has the same
to measure water vapor and clotud liquid it various beamiidth for dilferent-frequency channels and low
locations (Hogg et al. 19831), Westwater and Snider sidelobe levels (Hogg et al., 1979), we chose to em-
1987). All of these radiometers were constructed us- ploy the same design in tie updated radiometer.
ig an Atomalic Gain Control (AOC) corrected Frequenc.t.-y selection was ctricl"-, o... of the four
Dicke design (Guiraud et al., 1979). The receivers channels operating at Stapleton International Air-
use a three-way switching sequence to select either plort, Denver, Colorado. Thus direct comparisons
two different temperature waveguide terminations or %ith the current hardware could be used-to measure
the sky. The two terminations are used to remove improvement. 53.85-0Hz was chosen -as -the proto-
receiver noise and gain flucLuatioMs thus the instru- type frequency since it is off the center of the
ment has the long-term stability and accuracy neces- 0-lHlz oxygen absorlption line but not -greatly af-
sary for unattended operation. However, the elec- fected by water vapor.



291

3. Design Improvements time, and intermediate frequency (IF) bandwidth.
The total sensitivity Improveient was accomllished

A block diagram o Ile lri'lmlle radiometer is by optlinizing all three piarameters. The receiver
shown in Figure I. The foctis of the design Is the noise temperature is dominated by (he mixer noise.
triple-junction switched ferrite circulator. By con- The mixer/IF1 was purchased with the lowest double-
trolling the state of (he first two junctions, the micro- sideband noise figure available at the time. Recent
processor .an select the sky signal from the antenna, improvements in mixer design have reduced ihe
a reference termination controlled to 318 K, or in noise figure by almost a decibel, which will imp~rove
A(JC termination cooled to 250 K. The third junc- sensitivity even further in future radiometers. The
tion in the switch is an isolator so the reflection coef- loss in the microwave components before the mixer
ficient seen by the mixer is constant. The polariza- also contribule to the receiver noise temperatLure. To
tion coupler allows two frequency channels to share keel) this loss at a minimum, the three-junction
the same antenna. Losses and rellections in the palh swilch was constructed with a configuration different
between the sky and switch, and between cool load from than the previous design, reducing the tolal
and switch, are accounted for by two calibration fac- loss to 0.9 dB from 1.8 dB. Waveguide lengths
tors derived from radiosonde data. The noise power where also kept at a minimum to reduce their noise
from the sky, reference lermination, and cool terni- contiibution. These changes reduced the prototype
nation are switched sequentially, integrated, and noise temperature to 845 K Irom the 1950 K of the
converted to digital format to be processed in the original radioneter.
microprocessor. Brightness temperature is calculated The second parameter for improving sensilivily
usilg the integrated noise powers, physical tempera- is averaging time, Tr. It is well known that A' varies
ture of various syslen components, and calibration inversely as the square root of the averaging time.
factors. This calibrated hrightness is then sent to) a However, Eq. (I) shows that the sensitivity is also a
host computer. Design changes were implemented to function of the ratio of the sky averaging time to the
implrove the sensitivity, stability, and reliability of the A(JC averaging time. Figure 2 is a )lot of Eq. (I) for
prototyipe radiometer, two different ratios and the sky averaging time of I
Sensitivity Inmp~rovements second. Tle plot displays the improvement in sensi-

livity obtained by averaging the AOC measurement
Radiometer sensitivity (AT) is defined as the 10 times longer than the sky measurement. Tile ini-

mininum detectable change in the ladiometiic an- croprocessor applies an exponential averaging algo-
tenna tempeiatuie of the observed scene (Ulaby et rithm to smooth the measurements of the reference

al., 1981). The sensithity of an AGC-corrected and cool terminations, averaging the AOC longer
Dicke radiometer is given in Eq. (I). than the sky.

A .= /.( 'r 7') 2 1(Tc+ 7 )2+(' r+ 'rcc)2' + (7,' + Trcc)' + ('r+ rcc)2
( - 7'r)2T,,gc -tr) 2J,

where The last lparameler to optimize for maximum
AT = Radiometric sensitivty (K) sensitivity is the IF bandwidlh. Equation (I) also
B? = IF bandwidth (I.Iz) shows that sensitivity varies as the square root or the

T' = Antenna brightness temperature (K) bandwidth. Thus, use of the largest bandwidth possi-
Tr = Reference temperature (K) lie is desirable. Tile radiometer is constructed as a
T-gc = ACG termination temperature (K) double sideband receiver, which means that the

S= Receiv er noise temp~erattre (K) ~power in the two sidebands is averaged to estimate,c = Rereitime for the AUC (s) the power at the local oscillator frequi.ency. This ie-
Averaging quires that the sky's brightness temperature curve

r = Sky averaging time (s). have a .onstanlt curvature as the temperature

The equation is derived in a manner similar to I lach changes with fhequency. Oxygen absorption near 60
(1968) for a three-stage switching sequence. I low- G1 lz is a complex of many pressure bioadened lines
ever, the equations are not identical de to differ- that merge into a geneially smooli feature bLut has
ences in the switch sequence. Sensitivity is a func- complex line structure. Local oscillator frequencies
tion of the receiver noise tempelatule, aveiaging aie chosen in the center of smooth regions of the
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- nents has reduced that part of the total receiver fluc-
I, --- -- - tuations to tie level of the systems short-term stabil-

', - -V-- il. Short-term Is used here to mean periods or 24'
. hours or less. Therefore, sensitivity estimiates must

If consider boh receiver and short-lerm fluctuatlois.
Prototype short-tern stability has been improved-by

14_ -.. __-. - .implementing a digital samlpling schene and enlanc-

.I '- Ing the ternerature control circuitry.
'L "- The sequential switching between three differ-

ent noise sources at the inpIut of nixer can be con-
E sidered as a form of modulation. The comlposite sig-

.al must be sychronously denodulated at the output

Fig. I. Block diagram of the prototype radiometer of the receiver to recover tie input signals. The cur-
rent design uses an analog technique for clemodula-

12 tion and the Dicke subtraction. These analog le-
modulation boards nust have their gain and offset

Lo rmeasured periodically. Gain and offset are asslmied
to remain constant between ineasurenents. Besides

.4 0 8 in|troducing gaps in tie data which comlplicate time
series analyses, shorl-terni drilt nay affect the data.

>. The prototype design incorporates a digital sampling
'71 technique so the denodulation, Dicke subtraction,

)and AC functions are accomplished in a micropro-
cessor. As a result, the analog signal iath Is conmon

02 to all three measurenents, and any gain or offset
drift is corrected for wlen brightness tenperature is
calculated. The digital sampling is accon plished by

16o "6" '66 . i . 300 applying the amplified video signal to a linear volt-
Brightness Temperature (K) age-to-frequency converter. The resulting pulses are

Fig. 2. Plot of Eq. (1) for two averaging ratios. counted for 110 is, and Ihe total count is read into
the nicroprocessor before the swltch to the next sig-

brighltness curve, and the IF bandwiklh is selected to nal in sequence. This process integrates the noisy
span this smooth region. Simulations of the line signal and gives a good estlimate of the mean. Be--
shape showed tlhat the IF bandwidtlh could be in- sides being simple, this teclniclue does not require
creased fron 100 MHz to 150 NIHz without affect- an antialiasing filter, which would increase the set-
ing the double sideband accuracy. tling time when the signal is switched and decrease

The result of our changes Is a reduction of AT tie percentage of integration line.
to 0.22 K for a I-second averaging time where the An important part of the shorl-term fluctia-
current radiometer has a AT of 0.76 K for the same tions is the system temperature stability. WPL has
averaging time. This represents about a 70% Ji- always operated (he radiometers in a benign envi-
provenent in sensitivity compared with the current ronment and provided temperature control of all i-
radiometer. portant coniponents. The prototype design also con-
St~inbility linproveinents trols the temperature of tie polarization COU,,ler and

local oscillators. Loss in the coupler and associated
WPL operates radiometric systens continuously wa eguide not only attenuates the incoming power

at unattended remote sites. This requires ihat the but also adds noise lue to thermal enlission. Cor-
syslens maintain calihration stability to better than rectitig for both of these effects and for reflections
0.5 K for several months time. The AGC corrected requires knowing the loss and reflection coefficients
Dicke design has been shown to fill this requirement to a high degree of accuracy. WPL conbines the
(Snidler et al. 1988) and has been retained in the effects into a single calibration factor derived from
prototype radiometer. Historically, sensitihity has radliosonde data. Inproved temperature control of
been defined in terms of the system noise tenipera- the polarization coupler allows tle calibration factor
Lure since that was tie doninant source of uncer- t be treated as a bias withouL any tenperature cle-
tainty. However, the advent of low-noise compo- pendence. Local oscillator frequency stability is -Ii-
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pot tant in the legion neat the 60-0 ltz oxygen ab- servo circuit that holds tie temperature of the termil-
sorption line since the slope of the bhightness-tem- nation at 250 K with 0.I K peak-to-peak stability.
perature-versus-frequency cutiie is quite steep. The The thin-wall stainless steel wa~eguide reduces heat
fitequency ol the Gunn oscillators used by \VPL cle- flow but is gold plated for low electrical loss. This
cleases %0ith increasing tempet atuie, causing the ,a',eguide is filled with a low-loss foam (dielectric
measured brightness to deutease as the tetnperatuie constant of 1.03) to prevent water from condensing
of the oscillator increases. This effect is opposite to on the terinination. Silica gel placed behind the ter-
the tempetatuie dependence of the polarization inination absorbs any water that is Inside the
coupler and is difficult to account lot when , igl..- waveguide. Another lbenefit of cooling the AO(C ter-
ness tenipetatures are calculated. Therefore, the ruination is that the sky brightness at 53.85 0Hz is
tenipelature stability ol the local oscillatos has been (lose to the 250 K AGC temperature. This places
signilicantly improved in the pl otot)pe. fewer demands on the linearity of the radiometer

than the 418 K termination that is currently used.
Reliability Inil)r'ovenents The radiometric systems operated by WPL con-

tain a minicom)uter to collect analog voltages and
Reliability has always been a consideration in conipute the final brightness temperature. These

The construction of WVPL's radiometric systems. minicomputers dating from the 1970's have been
Therefire, in the prototype it was decided to change the most unreliable part of the systen. Therefore, a
the design er comtponents that have caused trouble CNlOS microprocessor was incorporated in tie pro-
the AC ter'mination, the computer, and the video toype radiometer to perform all lhe functions previ-
ampliTicr. ously performed by the minicomputer but with fewer

The current radliometer clesign holds the AGC cmpnttadmoerlbepckgg.Ti

ternination at 4 18 K, hot etiough to cause corrosion elitinated the need for an external computer wih

failures in the heater element alter extendled periods external analog cabling resulting in improvemeni In
of time. The material utsed lfor the waveguide termi- ,'eliabuility.

nation was found degraded, causing the termination r eliabclgtr.

to crumble changing emissivity and reflection coeffi- The current raciometric design requires peri-
odic adjustment of thle video) amphilier gain and olf-

cient. Although its material has been changed to a o rmaiuwtint of the anao -

higher temperature specilication, there has been fi- tal converter. If the o ntput of the vieo amplllier

suflicient time to know the degree of improvement, drifts, voltage peaks in the signal can get clipped
It was therefore decided to cool the AOC termina- causing the output to be nonlinear. To correct this
tion (Fig. 3), instead ol heating it. The terination poslei, the ptrototype video amplifier was designed

is made of standard lossy waveguide nmaterial that is with a microprocessor-controlled offset and gain ad-

cut so the point lies against the edge of the jiastment. Whenever the output exceeds preset lim-
waveguide to reduce thermal gradients. A sensor is its, tie microprocessor realigns the amplifier auto-
embedded in the material so its teniperature can be tnatically. The current analog radiometer also re-
monitored. The cooled section of waveguide is a quires adjustment of all analog circuits during con-
gold-plated copper block that is refrigerated by a struction or component rel)lacement. The p ototype
thermoelect ric coo!er (Peltier element) capable-of design requires no adjustnients, which simplilies
70C dillerence between its hot and cold surfaces. construction and operation.
The monitor sensor is the feedback element in a

4. Plans
Heat Sink The six-frequency radiometric system at

.e\eeti Stapleton International Airport, Denver Co., is tie
Thermoelectric only tetnlIerature profiler currently operated by

.01 Ties .Control WPL. The prototype system described here is the
Staintess ......... Sensor initial step in the creation of a second generation

-- Silica radionetric tenperattre profiler. Componenlts have

L L . Monitor been purchased to acid a 56.02 Gl1lz channel to the
Thermal Sensor 53.85 011z prototype. In addition, a second dttal

Insulation Waveguide channel radioneter with frequencies at 23.85 OHz" ' Termination

and 31.65 0Hz Is now under construction which will
Copper measure water vapor and cloud liquid. These two
Block

radiometers will be installed into a movable building
Fig. 3. Block dliagram of cooled AGC termination, to form a four frequency tenperature profiler
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(Schroeder el al. 1989). The initial application will Sweezy, R. G1. Strauch, E. R. Wesiwater and C.
be to evaluate the accuracy of temperature profiles Cy. Little, I1983a: An automnatic profiler of the
retrieved from thie fotir-channel sysiemn. In thie fu- temperature, wind, and humidity in the tropo-
tuI*C, two more frequencies will be added to the ra- sphere. J. Climate Appl. NMeteor., 22,
dionietric system between 50 GH7 and 60 (JI-Iz 807-831.
making it a complete six-channel temperature
profiler. Hfogg, 1). C., F. 0. ClUiraud, J. B. Snider, NI. T.

5. Acknowledgment D~ecker and E. 11. Westwaer, 19831): A
steerable dlual-channel microwave radiometer

Design and construction of the prototype radi- for measurement of' witer vapor and liquid In
omieter is partially funded by the office of Naval Re- the trop~osphere. J. Climate Appl. Meteor., 22,
search University Research Initiative and Pennsylva- 789-806.
ilia State University.
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CONVERTING DIGITAL PASSIVE MICROWAVE RADIANCES TO KELVIN UNITS OF BRIGHTNESS TEMPERATURE

L. DENNIS FARMER, DUA VE T. EPPLER and ALAN W. LOHANICK

NORDA Polar Oceanography Branch Office, 72 Lyme Road, Hanover, NH 03755-1290

BACKGROUND reference load voltage and computing the equivalent
brightness temperature.

NORDA, in cooperation with the Naval Weapons If these assumptions hold, then the range ofCenter (NWC) at China Lake, California, has been digital radiance values present in a KPMS data set
collecting passive microwave imagery with the Ka-band can be linearly scaled to brightness temperatures
Radiometric Mapping System (KRMS) since 1980. With that fall within this range.
the exception of data collected in 1983, none of CONVERSION METHODS
these data have been converted to brightness The warm tie-point is determined by using either
temperatures. The 1983 data were converted to a amient s dted by usigher
brightness temperatures using an engineering method a local ambient temperature, adjusted for the highest
which required measuring gains and losses within the anticipated emissivity, or the reference load
system and then scaling the resultant radiances to equivalent sensor temperature.
measured surface values for open water and first-year The first method uses the ambient surface airsea ice. Here we propose alternative methods. The temperature adjusted by the emissivity of first-year
KRS ice has a measured internal rferete load ice for the warm tie-point. Since Tb - E * Ttwhic system has ed interature pnd cad relates radiometric brightness temperature (Tb) of awhich is related to brightness temperature ir ci can be body with emissivicy (E) to its physical temperature
used as a warm reference temperature. A ,4raph was (t n agsfo . o10 h aimti
produced at NWC by placing a thermocouple at the (Tt) , and E ranges from 0.0 to 1.0, the radiometric
reference load, varying the reference oa voltage temperature (Tb) of a surface should not exceed itsand recording the resultant equivalent brige physical temperature (Tt). The emissivity of anytemperature, This provides a warm e en brightness natural surface is less than 1.0, so the highestAnomerture. Thil eodis prove a e w reference point, anticipated radiometric temperature in a scene isAnother possible method is to use a local ambient necessarily less than its physical temperature.
temperature at the surface, adjusted for the highest Since first-year sea ice and some forms of young ice
anticipated emissivity for sea ice (0.94), as the have the highest emissivity (0.94), they will display
warm reference point. The cool reference point that the highest radiometric temperatures observed in KRMS
is used for both methods is an assumed brightness iges of sn ice.
temperature for calm open water at nadir of 135 K. images of sea ice.This study exc

1
'-rss the applicability of both The second method uses the internal reference

methods, 
load and its equivalent brightness temperature forthe warm tie-point. KRMS data are digitized across

INTRODUCTION a twenty volt range, with the highest signal levelset at +10 volts and the lowest set at -10 volts.
Data from three KRMS missons were used to When analog data are digitized, gain and offsetevaluate the conversion procedures: March 1983 applied to the analog signal are adjusted such that(Beaufort Sea), March 987 (Labrador Sea), and March the reference load load voltage corresponds to a1988 (Bering. Beaufort, and Chukchi Seas). The digital value 0. By deriving the brightnessconversion procedures presented make several temperature that is equivalent to the reference loadassumptions, 

and a digital value of about 0. a warm tie-point isFirst, we asume that the lowest apparent established. The cool tie-point of 135 K is set atbrightness temperature in a scene is greater than or a digital value of 2000, and the data scaled linearlyequaltn t ehat for smooth open water at nadir, between these tie-points.approximately f3o kelvins (Hollinger 1973, Hollinger Figure 1 provides a comparison of theand Lo, 1984). This open water value is a surface engineering conversion used in 1983 and themeasurement of calm sea water at nadir and does not corresponding conversion using a local adjustedtake into account atmospheric effects, ambient temperature and open water. An example ofSakei coun atssumepththeric hgetst brbrightness temperature conversions obtained using
Second, we assume that the highest brightness both the reference load and the adjusted ambient

temperature in a scene can be estimated using either
a known surface temperature (Tt) or by measuring the
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temperature for the same data set are shown as Figure 300 1

The average slope of the conversion equation for
the ambient temperature method is 0.0584, with a
standard deviation of 0.00549. The average slope
for the sensor temperature (reference load) method N
is 0.0728, with a standard deviation of 0.0027. These
values are based on nine coincident samples and are \NSensor/Woter
shown graphically as Figure 3.

CONCLUSIONS
brightness temperatures that appear to be reasonable 

'S '00 sr/ ' a--

Both methods presented produce ranges of

for the types of surfaces observed. The sensor
temperature method produces values that compare more
favorably with data collected by other passive W
microwave radiometers. The sensor temperature/water a,

conversion method is more repeatable and is the i-
recommended method to use with existing KRMS data.
The ambient temperature method is not suited for use
with existing data, due to the difficultyin obtaining
reliable ambient temperature measurements along MARCH 1988
flight tracks.

The open water brightness temperature of 135
kelvin is an assumed value for a calm sea. The 100
distance between the sensor and the surface are

known, however, atmospheric contributions are 0 1000 2000
ignored, as are the effects of surface roughness.
Thus, this value is a possible source of error for DigitFU Value
both methods. FIGURE 2

The variability of results obtained clearly
support the need for system calibration for the KRMS
and other passive radiometers.

300 .I 1 I 1 1 1 I
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ADVANCED TECHNOLOGY IROCESSES FOR SATELLITE INSTRUMENTS

John P. Hackett, James B. Dorey, Roger S. H. Tong and Attia EI-Shakweer

COM l)EV LTD.

Cambridge, Ontario

Canada

Abstract

Space-borne scientific instruments usually have very demanding requirements and stringent constraints. This will often
lead to a hierarchy of desirable features for the instrument design phase. Specialized design and fabrication procedures
(including materials, prucesses and components selection) are often required to achieve a fully compliant instrument. This
paper discusses some of these procedures with examples cited from a recently completed satellite mass spectrometer.

Topics that are discussed include instrument manufacturing processes for space quplification, such as; laser welding of thin
foifls, electron beam welding, photo-chemical machining, electrical-discharge mach:n'ng, and electroforming. Design and
manufacturing practices for multilayer circuits with radiation hardened electronics are also discussed. An example of
mechanical and thermal analysis for a satellite instrument is presented.

This paper is intended to assist the instrument engineer in selection of specialized materials, processes and components.
Familiarity with the performance of these processes and knowledge of associated problems will promote high performance
instruments, with fewer implementation difficulties.

Keywords: Satellite, Instrument, Spectrometer, Materials and Processes

Introduction To meet these general requirements and instrument
Remote sensing and space science instruments for space- specific operational parameters, it is often necessary for
borne applicatons demand high performance and high the instrument engineer to utilize advanced design and

reliability. Satellite instruments (versus shuttle or fabrication procedures.
sounding rocket) are the most demanding due to the This paper summarizes several advanced
extended mission life and complete lack of manufacturing and design techniques that have been
serviceability. used on recent projects at COM DEV. Most of the

examples are taken from a satellite-borne ion mass
A summary of general characteristics for satellite spectrometer calledSMS[11.
instruments is presented in Table 1.

Machi ninpyTechnioues
Table 1: General Characteristics For Satellite

Instruments The more conventional machining techniques include
CNC milling, turning using lathe, grinding etc. These

_ High Reliability techniques have inherent limits with respect to
dimensional accuracy, stress imparted on the work* Low Mass piece, and the minimum size of the part. For various

9 CompactSize materials and workpiece sizes there are alternative and
more advanced machining processes.

0 Low Power (Consumption and Heat Flow)
a Tntgral Structural and The , .mal De,;n Electrical-DischargeMachining

* Compliance with Environmental Parameters For metallic materials, electrical-discharge machining
(EDM) can be used. There are two types of EDM

* Radiation Hardened Electronics processes, wire EDM and sink EDM. Wire EDM is
* Acceptable Material Outgnssing conceptually similar to "bandsawing" where the blade is

actually a 10 mil diameter wire (usually brass). The
* Minimal Costs wire is at a moderate voltage (30-100 volts) from the

grounded workpiece and a discharge (arcing) occurs
* Minimal Risk (Schedule and Technology) causing the workpiece to erode in a precisely controlled
0 Reasonable Data Rates manner. As a result, extremely tight tolerances can be
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maintained while imparting virtually zero stress to the
workpiece. An example of wire EDM is shown in Figure1.

@ 0@0 00--

Figure 2: An Example of PCM Fabrication and Laser

Welding of Thin Foils

Electroforming

Parts which have very intricate detail on irregular or
inaccessible surfaces, such as millimeter wave
corrugated horns, may be best manufactured by using
electroforming techniques. The material selection is
limited to; copper, nickel, silver or gold. Copper is the
most common due to its low cost and non-magnetic
property. Nickel is much stronger than copper and is

Figure 1: An example of EDM Wire Fabrication (The not much more expensive, but the inherent magnetic
plate was welded to the bottom after the property of nickel make it not suitable for some
frame was machined) applications. Silver is sometimes used for fabricating

very small waveguide sections for the millimeter wave
EDM sink is a similar process except the wire is band. Silver has the highest conductivity of all the pure
replaced by a custom electrode (usually copper) which metals. Guld is much mure twr,',oh i vbitnt thzu zi l,,
makes an "imprint" into the workpiece. but gold's conductivity is only 213 that ofsilver.

For both types of EDM, the feed is computer controlled. WeldingTechniques
The surface finish can be controlled by using the
appropriate feed rate and current settings. The EDM Most conventional welding techniques are not suitable
process can be utilized to provide parts with low mass, for precisely toleranced parts or thin-walled low mass
high precision, high reliability and compact size. structures due to the high thermal distortion caused by

the welding. However, electron beam welding (EBW)
and laser welding (LW) can often be used in these

Photo.Chemical Machining situations since the heating is extremely localized and
well controlled.

Photo-chemical machining (PCM) is often used for thin
parts which are machined from a sheet or foil. The Electron Beam Welding
material is usually a metal or metal on dielectric film.
POM is must often single sided etching, where the Although EBW can be performed in the atmosphere [2],
artwork iznae ih phutulithugraphically produced on one the best results are obtained with vacuum systems. The
side of the sheet, and the back of the sheet is totally part is mounted in the vacuum chamber and electrically
masked. Fur more demanding tolerances and small grounded to the chamber housing. After a sufficient
detail bize, double sided etching can be used for metal vacuum is achieved (- 10 3tor)a well focused beam of
parts. In this case two artworks are produced and high energy electrons (-60 keV) is directed onto the
aligned, then the workpiece sheet is inserted between workpiece. The depth of weld is controlled by the
the two art%urks so that the photolithographic image is welding current (typically tens of milliamps) and the
produced on both sides of the sheet. The 'etch back" is welding speed (- 2-50 inehes/min).
reduced by a factor of two with double-sided etching.
The limits on detail sin. ,,% a u.t f f material The EBW process is often used on aluminum alloy 6061
thickic. fUr "fh'LtL &WNy" area, aUid arL 1i,,;Ld by LILC For bpace applii.utiuni. A fillr nia..ial must be used
fragility of the part for "flat" areas. due to the high degree of brittleness of the 6061 alloy.

The EBW military specification MIL.W-46132 states
The PCM process can be very cost effective for large that aluminum alloy 4047 or 4043 must be used for
quantities. PCM also provides the highest reli4.Ilty in welding alloy 6061. We have found the 4043 is more
delicate part manufacturing. ductile than 4047 and the resulting welds are much less

Figure 2 shows a grid developed for the SMS project. prone to cracking.

The grid mesh is constructed out of 1 ril molybdenum The SMS housing was €velded together using EBW butt
foil, the strand width is 1.6 mil ±.5 mil. joint with backplate (4043 filler shim). The wall
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sections were 0.063" thick 6061 aluminum that had Mechanical andThermal Analysis
previously been nickel plated. Tests performed on
sample pieces demonstrated a 30,000 psi tensile The mechanical and thermal analysis that is required
strength which was more than adequate for tie for satellite-borne scientific instruments is a very
application, essential stage in the instrument design cycle. This

analysis of the design will ensure proper equipment
Laser Welding operation, sound thermal performance and adequate

structural integrity. The analysis should be performed
The achievable performance in laser welding will vary prior to the fabrication of each model (engineering
greatly between laser systems, however the following model, qualification model and flight model). Hence all
general statements apply. LW can provide spot or design modifications that arise would be modeled prior
continuous welds. The depth of weld achievable is less to their implementation.
than that of EBW. LW can be much faster than EBW
since the workpiece is not contained in a vacuum. For simple shapes, the mechanical/thermal analysis can
Aluminum and copper are difficult to work with for most be performed adequately by using standard formulas for
laser systems. each subsection of the instrument. However for more

precise results or for more complicated structures the
For the SMS ptuiect it was necessary to weld 1 mil thick analysis can be performed with the aid of a computer
molybdenum foils to titanium frames. This was a very model. As an example, the SMS structure was analyzed
challenging problem since if even a minute gap existed using COM DEV's in-house Finite Element Modeling
between the foil and the frame, the foil would be (FEM) capabilities. The modeling utilized a large scale
evaporated at the laser beam focus. In addition, the Finite Element Analysis (FEA) computer programgrids were required to be very flat when welded. After called NASTRAN, and a sophisticated pre and post-

some development we found that excellent welds could processing program called PAT'RAN 2. The FEA model
be obtained using a C02 laser and a modified process. used more than 400 elements to represent the entireTo ensure that the grids (foils) were flat and in the structure. These elements consisted~ of plates, beams,

proper position when welded, we mounted the foils on springs and concentrated masses. The model was then
plexiglass and aligned the frames on the foils. These solved for eigenvalues and frequency response toparts were then welded through the plexiglass, this determine the critically stressed areas.

allowed us to ensure that the foil was in intimate
cuntact with the frame at the time of welding. An Of primary interest in this analysis was the structuralsample of this type of weld is shown in Figure 2. This response of the upper housing p late to the applied

approach also allowed us to weld foils onto curved environmental loading. The FEIV analysis indicated a
(cylindrical) surfaces by first molding the plexiglass to low frequency resonance in the upper housing plate
the desired shape. which could have lead to large deflections and

accordingly high stresses.
Surface Finishes

A design change was then implemented by stiffening
Metal components require a surface finish to enhance the plate. This exercise resulted in a highly reliable and
performance and/or to prevent uncontrolled surface structurally sound housing, without the added costs and
oxidation. schedule delays of fabricating another unit.

The most common metal used in satellite instruments is Instrument Electronics
aluminum alloy 6061. In addition to electroplating, this
metal can be finished by chemical conversion techniques Instrument electronics are governed primarily by
such as chromate conversion or by electrochemical minimal .mass, power and volume constraints. Very
techniques such as anodizing. often multilayer circuit boards and radiation hardened

devices are used.
Most metals can be electroplated with a variety of

metallic finishes. However certain metals are more Multilayer Boards
difficult to electroplate, and intermediate adhesion
layers are often required. Electrolytic plating can cause Most s ace science instruments have a pre-defined
a heavy build up of the deposited material at sharp shape tur the electronics cavity determined by the
edges and corners due to increased current densities. science and minimal mass objectives. This imposes a
Electroplaters that are experienced with high precision stringent requirement on the packaging of the
components can minimize the plating build up by using electronics. To maximize the area utilization of the
proper anode geometry. printed circuit board one can use multilayer PCBs

where components can be packed side by side with a
Common electroplated surface finishes include silver spacing of 0.1 inches, this allows 80% utilization of area
nickel, gold and rhodium. Silver is highly conductive for components. The other advantage of using
and solderable but suffers from tarnishing. Gold is multilayer PCBs is that it allows separate ground and
tarnish resistant and conductive, but it is difficult for power supply planes for EMI shielding and low
soldering since special care must be taken to prevent impedance power distribution, which is not possible on
gold migration which could cause solder embrittlement. conventional double sided PCBs.
Nickel has low conductivity and is usually magnetic,
but it can provide an economic and attractively For satellite instrument applications, the preferred
passivated surface for noncritical components. Rhodium material used for multilayer boards is polyimide-glass.
has moderate conductivity, high wear resistance, The polyimide-gless material possesses high heat
excellent soldering properties and an excellent (low) resistance, good mechanical properties at high
secondary electron emission coefficient. A rhodium temperature, stable electrical values, superior chemical
burface finish (or flash) will improve RF component resistance and most importantly excellent z-axis
performance agai tiniultipaction breakdown. dimensional stability. The above properties makes it

extremely attractive for harsh environments with high
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temperatures gradients. Figure 3 shows the coefficient One of the primary concerns about the radiation
of thermal expansion for different materials. The environment is its impact on the lifetime of
polyimide material matches the coefficient of thermal semiconductor devices. -A special series of
expansion for copper up to a temperature of 240°C. semiconductor devices that were developed for high
Therefore polyimide-glass miniizes the stress radiation environments, called "radiation-hardened"
developed in the plated through holes during soldering devices, are available off the shelf.
(=360 C) and during the temperature cycling.

Rad hard devices have been specially designed and-use
specialized processing to ensure that the componentsCoeff. of T.E. vs Temperature will meet all of the data sheet parameters after
receiving the specified radiation dose. Due to -the
increasing requirement for rad hard components
military standard MIL-M-38510 has included a
Radiation Hardness Assurance (RHA) designator for all

oR.- - JAN microcircuit part numbers as shown in Table 2 [3].

For a very long design life, annealing of the
21C semiconductor devices should be considered.

---- Table 2: MIL-M-38510 Radiation Hardness
Assurance Designator

8 '-NEUTRON

- -- - TOTALDOSE NETOS cooDe, DESIGNATOR FLUENCE

V I u It 240 0 E0 RAD (Si) LEVEL(n/cm2)
TemevtC I NoRHA NoRHA

Figure 3: Thermal Coefficient of Expansion for
Various PCB Materials M 3000 2 X 1012

D 104 2 x 1012

For multilayer board design and manufacturing it is
necessary to pay special attention to the following: R 105 > 1012
1. layer to layer registration should be specifiedon the H 106 >1012

master drawing rather than quoting MIL-P-55110,
since MIL-P-55110 allows for a maximumregistration error of 14 mil and minimum angular Though most manufacturers of rad hard devices-claim
ring of 2 rail. The worst case angular ring of 2 mil that their devices are functionally compatible with
rin allof 2 n aid.Theqste agin of 2fey fr commercial or even MIL-STD devices, there are minor
does not allow an adequate margin of safety for differences which might affect the overall circuit
thermal cycling or soldering stresses, performance if not considered at an early stage of the

2. microsectioning should be performed aside from the design. Typical parameters which vary are;
manufacturers supplied sections which are normally
done on larger pad sizes. The sectioning chosen * input capacitances of radiation hardened devices are
should be on the smallest size holes used. The drill usually 20% higher.
diameter and plating thickness should be measured
to ensure that the manufacture has used the proper e the-input high voltage has a much smaller range
sized drills rather than increasing/decreasing the than commercial devices (e.g. VDD-0. 5 V for a logic
plating thickness to meet the dimension of the plated high on an 80C85RH from Harris).through hole. t most devices from Harris have regenerative latches

Special precautions are also required in the assembly of at their output pins which can cause problems in
polyimide multilayer boards. Prior to assembly the some cases when interfaced to another family of
oard must be baked at 100'C for a minimum of 1 hour devices. In other cases some manufacturers over

to remove moisture absorbed by the material (polyimide specify their worst case parameter, which could
has a water absorption of 30% by weight). During the create a problem when performing worst case
assembly process the board should be maintained at analysis, and this causes the system to be over

100'C using a hot plate and tihould be soldered by a designed (e.g. the worst case timing parameters for
special type of solder iron with t, large thermal mass to RCA CD4000 are twice their typical parameters).
minimize thermal gradients during soldering which will
minimize the soldering time. This is especially As the radiation hardened processing technology
important for multilayer PCB with power and ground matures, some of these problems will become more
planes, since these planes tend to distribute heat away visible to circuit designers and some of the above
rum tLe plaued througL hulV which prevenL Lhe .uldc problems could be eliminated,

from flowing nicely. A

Radiation Hardened Electronics

Some of the assembly techniques which can promote
Space-borne instruments will inevitably be exposed to high performance and minimize cost and schedule risk
some level of radiation due to cosmics rays, solar wind are presented in this section. These techniques include;
and the Van Allen radiation belts. The radiation dosage press fit assembly, solderless electrical contacts, and
will depend on the orbit parameters, the mission life specialized handling procedures.
and the amount of shielding provided by the satellite.
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Press Fit Assembly

Press fit assembly techniques are valuable for use in
spacecraft instruments because this design philosophy Z
permits the instrument mass to be reduced, ensures
cleanliness by avoiding adhesives and allows easy
replacement of parts. Conventional satellite instrument
design uses screw fastencrs to fix internal components
in place. For applications where many components
must be tightly packed into a small volume, press fit
assembly techniques (similar in concept to commer ial
plug-in PCB cards) can be used to effectively increase
component densities. This eliminates both the mass
impact of using threaded fasteners and the associated ...
volume to allow access to mechanical fastening points.
Press fit assembly techniques circumvent the need to
use adhesives to hold components in place; this is a very
important considerati'on when items that are
contamination sensitive, like detectors, are in close
proximity. Since fasteners and adhesives are not Figure 5: The SMS Instrument With The Top Cover
required to fix components in place, replacement of Removed
these components is facilitated. This is an important
consideration for applications that require iterative
calibration adjustments or select-on-test component
installation. An example of press fit assembly used on
the SMS instrument is shown in Figure 4. The photo Solderless Electrical Contacts
shows ceramic circuit boards mounted on metal guard
rings that provide component interconnections between For most instruments it is desirable not to use soldering
the guard rings. The guard rings are press fit into on final assembly for two reasons; the solder flux would
polycarbonate su port pieces, and this assembly is itself contaminate Ehe instrument, and the

ress fit into the housing. Figure 5 shows the completed assembly/disassembly procedure would be very
EMS instrument with the top cover remov ed, the cumbersome.
components are press fit into theousing. The SMS instrument required more than 70 solderless

electrical contracts. These were implement by using
bellows shaped contact springs. This type for contact is
highly reliable since the spring force is generated by a
continuous surface (4]. Figure 6 shows a guard ring
with a ceramic circuit board which contains a resistor, a
chip capacitor and the contact spring.

Figure 4: An Example of Press Fit Assembly and /
Solderless Contacts

Figure 6: A Solderless Contact Assembly
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Handling of Delicate Components

Many satellite instruments use components that require
special handling procedure3 due to component fragility,
electrostatic sensitivity or contamination sensitivity.

The handling procedures are very important in the
instrument design since the cost and delivery times
associated with replacement of critical instrument
components would cause project cost and schedule
penalties.

For the SMS instrument, fixtures were designed and
used to protect the delicate grid subassemblies prior to.
and dluring the instrument, integration . All integration
activities at the instrument level were performed on a
laminar flow bench to minimize particle contamination
that could degrade the performance of the SMS micro.
channel plate detector.

Conclusions

We have discussed numerous processes and design
methods that can be used for satellite-borne
instruments. These techniques will promote higher
instrument reliability, improved instrument
performance and lower schedule and cost risks.
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ABSTRACT THEORY

Much attention has been given to imaging radar. To date, the There are two fundamental interpretations of general inverse
primary focus of this attention is on imaging theory. It has been scattering theory for microwave experiments. The most common
well established that three dimensional tomographic imaging is interpretation is borrowed from the ultrasonic theory developed by
theoretically possible. However, only a very limited experimental Porter - Bojarski (Langenburg, 1983) and Devaney,(1980). This
data set in the microwave frequency range is available. This paper formulation makes use of a Holographic field developed from
presents some expe'-imental imaging results for both metallic and application of the Scalar Green's theorem to the geometry shown in
dielectric bodies. Some three dimensional data has also been figure one. This formulation results in the well known Porter-
recovered although only two dimensional projection images are Bojarski equation (Langenberg, 1983):
presented at this time.

Key Words: ISAR, SAR, Inverse Imaging 0(R, [ - J

INTRODUCTION (1)

Microwave imaging theory is constantly being developed. j2J Jq,o)Im(G(RR,o0))d
3

However, the microwave inversion theory is still inadequate to
describe experimental results. It has long been realized that This equation relates backpropagated scattered field measurements,
inversion theory at its present developmental stage accounts only for
first order scattering. However, it is clear that the present inversion 0s, and their normal derivatives on an-arbitrary measurement

theory is deficient on a more fundamental level. The experiments surface, to secondary sources residing in the scattering volume-V.
indicate that a microwave image is a map of various scattering This equation is valid nrder the scalar, Kirchhoff, and Born

mechanisms. Theoretical inversion can only produce an image of approximations. An equivalent formulation for the vector fields is

the support volume of the scatterers. This is accomplished by possible. However, mathematical inversion results in the-recovery
introducing an object function which has a value of one inside the of the gradient of the object function. The secondary sources in the

scattering volume and zero outside the scattering volume. scalar Porter-Bojarski equation, which ultimately provide the image
Furthermore, it will be shown tthdt an image can be formed from the of the target, are non-unique. Uniqueness is achieved if the-so-
imaginary part of the inverted scattered field; whereas, the object called object function describing the geometry of the target is
function is purely real. Using several different targets, microwave introduced and either angular or frequency diversity are employed.

imaging is investigated experimentally in this paper. Within the far-field approximation, the well known Fourier
In the following section, a review of microwave imaging theory inversion formulas shown below are obtained (Langenberg, 1983):

is presented. Next. a description of the various experiments is
described, followed by the results of these experiments. The e-j-- I-

I conclusions which can be drawn from the experimental results are 212 k2

presented in the final section of this paper. (2)

%Ar,0 fa(-K)e ;k, RejKR dOR
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From an experimental point-of-view, the theory is inadequate to DESCRIPTION OF EXPERIMENTAL IMAGING
describe the physics of inverse scattering. Although the theory leads
to an inversion formula which works on experimental data, the To obtain images of real targets, the inversion formulas require
inversion does not reproduce the object function of the target. measurement of the scattered field over an arbitrary surface. The
Indeed, this type of formulation, which involves inversion to a non- scattered field data processed to obtain the images presented in this
physical object function, is not consistent with the IEEE definition paper were obtained at the bistatic radar cross-section measurement
of an image (Mensa, 1984), which states: facility at the University of Texas at Arlington. The geometric

model of the measurement facility is shown in figure two. An
"An image is a spatial distribution of a physical property HP8510 microwave measurement system allows for broadband
such as radiation, electric charge, conductivity or reflectivity, frequency diversity, and an azimuth-over-elevation positioner allows
mapped from another distribution of either the same or for angular diversity experiments. The data is processed into an
another physical property." image using a VAX 8700 and the images are plotted on a SUN 3

workstation. Several imaging experiments at various stages of
In an attempt to resolve this conflict of theory and experiment, completion have been designed for the measurement facility. The
Mensa has reformulated the inverse scattering problem for the results of the completed experiments are presented in the next
microwave spectrum using object reflectivity. This formulation also section.
results in a Fourier inversion of the scattered field measurements, The first image presented is of a 50:1 scale model of a Bl-B
however the inversion results in a map of the physical object aircraft, which has been metalized using nickel paint. This target
reflectivity function instead of the non-physical object function. The allowed the evaluation of the inversion algorithm by providing a
inversion equations have the form (Dolaty and Blanchard, 1988): perfectly conducting object. An image of a rough surface is also

presented to investigate imaging of extended targets. Finally, a
target comprised of a dielectric cone with an imbedded three in
radius spherical void has been designed. A graphical depiction of

g (x,y,z) = H (F) G (F)exp [2nj (fx + fyy + fz)) df. df, df this target is shown in figure three. A three inch metallic sphere is
also place in the void to provide for a composite target comprised of

(3) a weak dielectric, and a perfect conductor. Since the cone has a
different cross-section at each cut perpendicular to its axis,

The drawback of this formulation is that it only accounts for tomographic reconstruction can be demonstrated.
perfectly conducting targets. The Porter-Bojarski formulation is
valid for perfectly conducting targets, as well as dielectric, or EXPERIMENTAL RESULTS
penetrable targets.

Both the Porter-Bojarski and Mensa formulations allow for Figure 4. like pole B1-B
tomographic reconstruction of a three-dimensional target. The Figure 5. imaginary B1-B
tomograms are formed by projecting the scattered field spectrum Figure 6. surface
onto a desired two-dimensional plane and then Fourier transforming Figure 7 cone
to get the spatial distribution of the sources (object function or
reflectivity) in the desired plane. The projection of the scattered field The results of the experiments described in the previous section are
spectrum onto a given z-plane, 03, is accomplished using the discussed in this section. Figure four shows a like-pole image of
equation: the metalized B1-B model aircraft. Obviously, the image is not a

map of the object function of the target. This is clearly indicated by
the fact that only the edges of the wings of the aircraft are visible in
the image. A much more plausible explanation of the image of the

g(x,y,3) = f Jexp{j2n(Pxx + Pyy)} H(p.,PR,Pz)O(P,Py,P) wings is a mapping of the edge diffraction from the wings. This is
also indicated by the poor image of the fuselage. Another
inconsistency between theory and experiment is the ability to
reconstruct an image from the imaginary part of the inverted

exp{-j 4 p2- p.1 -, '1 dP, dPy dp, (4) measurements. An image produced from the imaginary-part of the
inverted data is shown in figure five. If the image was a map of the

Alhough inconsistent with the theory, the Porter-Bojarski object function, the image should be purely real. An image of the
formulation can be used to show internal structure of penetrable random surface is shown in figure six. Again, it is apparent that the
targets using this tomographic technique. However, the Mensa object function is not reproduced. The back edge of the surface
formulation, if consistent, should only reveal the outline of the target appears as a deterministic structure. This is most likely due to
in the desired plane. It is easily demonstrated experimentally that surface waves propagating around the surface(Langenberg, 1983).
neither interpretation of inversion theory is adequate. The final image, shown in figure seven, is the dielectric cone with

the metallic sphere. The dielectric interface with free-space and the
sphere are clearly visible. This indicates that the internal structure of
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penetrable scatterers can be obtained from inversion. This is not
accounted for in the reflectivity formulation developed by Mensa,
since the wavenumber remains constant throughout the object
volume.

CONCLUSIONS

Inverse imaging theory for microwave scattering problems is .
inadequate to describe experiments for very fundamental reasons.
Mathematical inversion results in a map of either the object function
or the reflectivity function of the target. However, it is clear from . . ,,..o
experimental results, that the image is actually comprised of several
scattering mechanisms. The experimental results contained in this
paper indicate that a microwave image is actually a map of physical Figure 2. Measurement Facility
scattering mechanisms such as edge diffraction, and surface waves.
Experimental results also indicate that the formulation in terms of the
object reflectivity function is inadequate to describe the imaging of 3 inch DiaSphncral Cavity
the internal structure of penetrable scatterers. ]

8 Inch Dia Base
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Two-port dielectric cell measurements have been extensively used in
literature to help in understanding the dielectric properties of a variety of
materials. These dielectric measurements are also useful in developing a
data base for the interpretation of dielectric measuring devices for
geophysical applications. Most of the two-port dielectric measurements
that exist in literature, employ a coaxial line cell. In this paper we
introduce an alternative two-port dielectric cell which is a symmetric
cylindrical sample holder connected to a coaxial line connector-at each
end.

We have developed a full-wave model that can predict the response
of the cell. The model predictions agree satisfactorily well with the
experimental measurements. We have also developed an inversion
algorithm based on a modified Newton minimization approach to invert
simultaneously for the dielectric constant and conductivity of the sample
from the four S-paramter measurements supplied by a network analyzer.

In this paper we describe the measurement procedure, the full-wave
forward model for predicting the response of the cell and the inversion
algorithm. We show the reasonable agreement between theory and
experiment and demonstrate how well the inversion procedure operates.
We also compare the sensitivity of the cell proposed in this paper to that
of the coaxial line cell.
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Beginning with earth surface measurements of electric and magnetic fields
the goal of an inversion solution is to find a conductivity structure which
adequately reproduces these data. When the number of parameters in the
earth model and the number of data are both in the order of thousands, the
regular approach of linearizing the problem, and- computing the Frechet
derivatives to find how the data are changed when the model is perturbed,
yield a formidable amount of numerical computation. We demonstrate that the
technique of approximate inverse mappings can be used to generate a
geophysically reasonable conductivity model with considerably less
computation. Reduced computation is possible when the approximate inverse
mapping is chosen to represent the dominant physical process involved. The
mapping is used iteratively to converge to a true solution.

For the 2-dimensional magnetotelluric inverse problem the dominant physical
process is the 1-dimensional attenuation of the electromagnetic fields in
the conducting earth. This leads to an approximate inverse mapping based on
1-dimensional flattest model inversions at each measurement site. This
choice of approximate inverse mapping yields a 2-dimensional inversion
scheme which is fast and robust. An important feature of the approximate
inverse mapping technique is the convenient manner in which information from
different sources may be included in the solution. For example, in the 2-
dimensional magnetotelluric problem there are four common measurements:
apparent resistivity and phase for TE and TH modes. We demonstrate how
information from these four sources can be used to provide a consistent
model, Inversion results will be presented for a number of different data
sets.
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FUZZY CLASSIFICATION WITH APPLICATIONS
TO GEOPHYSICAL DATA

BY

Bijan L&Aspi

Unocal Corp.

Abstract- The theory of fuzzy classificatio with applications to eophysical data s
explored in this paper. The proposed technique is motivated by inaccuracies and
unrcliabilitics that often exist in the eophysical data whirh adverely affect the peformance
of the Bayesian classi. Fuzzy classificatin, through its membership function, offes
an elegant solution to the problem. The alorithm comiM of a supervised and
unsupervised components. These two components interact in a hybrid fashion de-ending
upon the level of uncertainty associated with the control samples. The algorithm takes into
account the uncertainty in the data by assigning continuous membership gades to the
samples with respect to the classes. Examples from seismic data illustrate the gophysical
applications of the method.

The development of the fuzzy classification stems frm the need to characterie the
inaccuracy that may exist in the measuredl data or the training samples. Such impeecison
is often encountered in geophysical data due to noise caused by measur m ents or
data processing steps. In te data preparation step, a great deal of decisionmaki.g
processes take place that can introduce error in the final interpretation, Ac as imprecision
in the subsurface velocities, poorly estimated reflector dips, etc. (7,9). Fbi i iprton
of the data is further limited by the uncertainty resulting from the lack of signal resolution
as well as the nonuniquencss nature of the geophysical problem.

There are also other types of inaccuracies which am due to the erroneous staitics caused
by insuffient data samples. This type of error, for instance, has paramount effect on the
classification result where a specific probability distribution is assumed, like in the case of
the Bayesian classifiers.

While fuzzy classification offers the conventional classification for "aud clusters it also
handles the representation for 'fuzzy' dusters resulting from the unconsolidated samples
not having any specific membtship in a particular group. Such a fuzzy behavior of the
samples could be due to the maccurwes In the input attrbutes or lack of ud.nmt
information about the training samples. Fuzzy clasification through its continuous das
membership provides a measure for hkanling these uncertainties. The samples that ae in
the core of the clusters have memberhip grades dose to one, while the samples at the
periphery have membership grades approacing zero. Moreover, the m.bershp gades
ae further influenced by a set of training samples which may be unreliable or luzzy' in
character.
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DIAGNOSTIC ELECTROMAGNETIC SEAM WAVE IMAGING
OF ANOMALOUS GEOLOGIC DISTURBANCE ZONES

IN LAYERED FORMATIONS
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ABSTRACT
Continuous Wave (CW) Radio Imaging flethod (RIM4)
technology has been developed aind applied In '.t. lasL
five years In more than 150 diagnostic surveys or
geologin distuirbance zont-s In lay-red fornVIiona.
Reconstructed tomographic images: Of fault.-, dikes,
sills, roof/floor paleochaenels and rnpidly thinning
seams have been acquired and compared with In-gine
g~eologic mipping data obtained in mining ne.,jr or
through geologic disturbance zones. Thc i "'e have
been used by mining companies to gui~le mlin,'. nat,,1ne?3
away from hazardous zones. The Hill techtiologv In based
upon the transmissior and n'-asurenent of
electromagnetic wave propagation constants along
multiple ray paths !in natural wave~guldns In thn n;,~th.
W1aveguides are fo-mad when-aver less conductivn 'on of
coal, troni, potish, gilsonite, qun-rtzite or oil/vin.
sandstones are surrounded by more conductive rook
layers. The predominite seami wave is a ?ero orde r mocce
transverse electroiagnetic (Tr.M) wave with the elentric
field vertically polariz.ed be~twleen the' sjre'oundlnq meuc
, onduct~ve layers while the magnetic fiold corponent Is
horizontally polarized in tho seam. ith-in an EHi ncim
wave intersects a geologic anomaly, the propagation
constants change from the values determinc-d for an
-indist-jrbed waveguide. Interpretation of image r-5uits
follows from th~e analytical deitermination of the
atten..ation and phase shift rates for the prevailing
electrical parane.ters of the layered for'mation (J.R.
Wait, Radio Science, April 1'176). (P. DeLonge, Peter
Prregri nus, LTD.,. 1982) , (D. lIII 1 , Jo-urn'dI of (fearch
of the National llureau of Standards, Sqptt~mber-October
19R4). This paper compares the prcnagntion const:!nts
determined by the tomograph~y al gori thmn and anal yti cal
formulations with In-mine geologic mapping results.
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The major difficulty of evaluating possible practical applica-
tions of vector diffraction tomography is that experimental data
are still sparse, and that data generated involve usually either
the BORN or RYTOV scalar wave approximations. In order to test
the depolaring effects in electromagnetic wave diffraction tomo-
graphy and especially for the inverse problem of image formation,
oblique incidence on a circular cylindrical scatterer is investi-
gated. It is shown that reconstruction of the exact fields at
oblique incidence deteriorates rapidly as the angle of incidence
deviates further from normal incidence. And it is demonstrated
how the entire copolarized (HH and W) and cross-polarized (HV
and VH) components must be carefully integrated into the image
reconstruction process in order to obtain a complete image
according to the "span" - invariant. By analyzing the obvious
but simple model of a cylindrical conducting and/or dielectric
scatterer at oblique incidence, the role of wave depolarizing
effects in image formation in vector diffraction tomography is
clearly interpreted.

IGARSS '89/URSI-F-2.SS
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RECENT ADVANCES IN THE DEVELOPMNWT OF THE PHYSICAL OPTICS INVERSE
SCATTERING THEORY FOR NON-SYMMEIRIC, CONDUCTING, CLOSED SHAPES
THE DEPOLARIZING EFFECTS FOR THE MONOSTATIC AND BISTATIC CASES

Bing-Yuen Foo and Wolfgang-M. Boerner

University of Illinois at Chicago
UIC-EECS/CL, M/C 154

840 W. Taylor St., SEL-4210
Chicago, IL 60680-4348

Tel: +1(312)996-5480
Fax: +1(312)413-0024

Advances made in the electromagnetic inverse scattering problem
for plane wave incidence on a perfectly conducting closed,
convex, but not rotationally symmetric scatterer under the
physical optics solution are considered for the monostatic and
bistatic cases.

Using Kennaugh's target ramp response formulation, Kennaugh's
formula is extended to the bistatic case; and in order to account
for the polarization characteristics of vector electromagnetic
inverse scattering in both monostatic and bistatic cases,
Bennett's polarization correction to physical optics is applied
and extended to obtain asymptotic solutions between the phase
difference of the co-polarized and the co/cross-polarized
elements of the bistatic scattering matrix, and the principal
curvature difference at the specular point.

In addition, the effects of the torsional term in the Minkowski-
Hurwitz equation of vector differential geometry, which is
asscciated with this problem, are considered and the properties
of Huynen's helicity factor are interpreted.
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SPIICAL APPkROXITION TIIRY OF ESE SCATrERING

Taner 5ENOGR, NLMB.ER IEEE
Deportment of Electrical EnSineering,

Y11diz University, Yfldiz, 80750 Istanbul. Turkey

Abstract.

A method to obtain Lhe codfiguration.of~perfect conducting
scacterers is determined. Most of the methods addressed to inverse
scattering use physical optics current approximation that assumes
the induced surface current on the dark region is zero. However,
some nonvanishing current conscitutents flow on the whole of scatterer

The aim of this investigatLion is to treat the surface wave
traveling on a three dimensional curved surface having edges. Scattering
by inflection, tip, and corner points were excluded.

We trace a way beginning with canonical problems cited in () with
a different method introduced here. The explicit expressions for the
scattering of rotationally symmetric high frequency fields by a perfect
conducting spherical sheet are obtained via surface currents induced on
the cap. The contributions of various diffraction phenomena to surface
current are given explicitly. The results explain the contribution of
surface currents to scattered field and introduce a method to obtain
the configurations of scatterers and these results can be extended to
obtain source configuratl,. The canonical formulas are accompanied
with numerical applications. These results give a method which is
used in inverse problems. We call spherical approximation theory of
inveru ucattering (SATIS) the introduced method. The physical and
geometrical results were extendud Lo surfaces including no inflection,
tip, and corner points in (2) by taking into account the physical
Lehaviour of phenomena. The details of the method for calculating the
vurious COuSLtiLuLutEt of surface current and expressing the backacattered
field in terms of these constitutents are explained in (3).

To have information about a target we assume that every point H on
the target is appruximated by a point on a sphere with radius am since
high frequency dlffrortion is a local phenomenon with respect Lu the
postulates of GTD.

The results based on the following theorem3 '4 '5:

If the incident field ut an observation point P is obtainable then
the tocal magnetic field which is rildiated by Lhe source pairs K and K'
at P containes n .<(P) unknown terms-vhich give sufficient knowledge
about the rarget where max(P) is defined as

M&K K Ma aXF

where

n ,(P)83n p (M)75ns d° (M) 77n~hadow(M)+62nd rk (N)+2 (2a)
KP KP KP
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T ilium shadow shadow(M)+n dark(M) (2b)nKp( .K P  (M+Kp (H+K'p  (H+KP ()

is the finite number at the roots i of Ju(kOH)-0 where ReU>O.
The measurements of the magnecic field at. the same point P with
different values which has the number of (1/2)n Ox(P) of wave number
k give the opportunity of obtaining sufficienL niowledge about the
perfect conducting taract.

A method for target. sensing by surface current constitutonts
induced on perfect conducting obstacles is obtained. The method
determines the diffraction phenomena occured on the scatturer and
gives the coordinates of the points on *urface approximately.

Refefreaces.

(1) M. idemen and T. engbr, "High-frequency surface currents induced
on a spherical cap", SIAM J. on Appl, Math., Vol. 46, No.1, pp.99-
117, Feb. 1986.

(2) T. §engdr, "Cross section of perfecL conducting bodies by surface
currents" (submitted).

(3) T. *engdr, "Surface current approach to inverse scattering and
scattering by spherical sheet" (submitted).

(4) T. *engdr, "Imaging of perfect conducting bodies by surface
currents" 1988 IEEE AP-S Symposium & URSI Radio Science Meeting,
Syracuse (published).

(5) T. engtr, "Some nuerical results related with inverse scattering
by surface currents", Proceedings of ISRP'88, rnt. Symposium on
Radio Propagation, Beijing (China), April 18-21, 1988 (published).



315
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ABSTRACT
estimate the movement of an area by correlating the intensities of

Satellite imagery interpretation, in situ studies, and pixels between windows in the images -- the shift which yields the
mathemaucal simulations have all been used extensively to monitor highest correlation is used to determine the displacement of the
eddies and infer the corresponding near surface circulation patterns. feature [Emery et al, 1986]. Vastano subjectively tracks specific
Although these studies have yielded invaluable information about eddy flow features from the first to the second image in a
these oceanic features, tracking techniques are still inadequate, manpower intensive approach. Clearly inappropriate velocities are
While in sitt tracking is limited by the expense-constrained spatial removed subjectively for both approaches The resulting velocity
and temporal gaps in the data, other methods utilizing remotely vectors show good correspondence when compared with historical
sensed data are restricted by their computational and man-hour data and simultaneous information obtained from buoys. In a
requirements and limited range of applicability, related application, both techniques were found to be effective inA new feature based approach is being developed to estimating sea-ice travel from synthetic aperture radar images
automatically estimate the advective velocity fields for an eddy. [Vesecky et al, 1988].
Linear features are identified in each image and combined pairwise Although the effectiveness of both tracking techniques has
to form comers. Hypothesis integration, an artificial intelligence been demonstrated, each has serious dificiencies. Subjective
evidence-accumulation technique, is used to efficiently match tracking requires a high degree of training, and the task is time
similar corners from different images, resulting in tentative consuming and leads to inconsistent results -- not only between
hypotheses which are clustered in the transform space. Dense different operators, but even for the same expert in repeated trials
clusters represent likely global transforms which are verified or [Comillon, 1988; Vastano and Borders, 1984]. Cross-correlation
refuted; verified transformations provide an estimate of feature methods are highly computer intensive and theoretically limited to
movement. The methodology has been applied to co-register tracking translational movement. Rotational movement must be
images by matching coastlines. Current research is focusing on inferred by applying these methods in local windows where
extending the algorithm to estimate both the translational and translation is a good approximation or where the-images are rotated
angular velocities of an oceanic eddy from the thermal channels of artificially relative to each other [Emery et al, 1986].
AVHRR satellite imagery. The new method is potentially superior Thus, current-tracking techniques are inadequate While in
to correlation methods which are more computationally intensive as situ tracking is limited by the expense-constrained spatial and
well as theoretically limited to tracking translational movement, temporal gaps in the data, other methods utilizing remotely sensed

data are restricted by their computational and man-hour
Keywords: Feature Tracking, Feature Detection, Hypothesis requirements and limited range of applicability.

Integration, Eddy Tracking METHODOLOGY
,INTRODUCTION A new feature based approach has been developed to

Remotely sensed imagery is an important source of automatically estimate advective velocity fields from a temporal
nformation for detecting and monitoring changes in environmental sequence of images. The approach involves two stages -- detection

phenomena. Common applications include tracking storm systems of features in all images in the sequence, followed by the matching
by estimating cloud motion, tracking sea ice, and monitoring of features across the images. To increase efficiency, the algorithm
changes in vegetatioi caused by deforestation. Oceans are perhaps is executed hierarchically, initially at a reduced resolution to define
the most important and least understood link in the heat and mass the geographic search area and to bracket the transformation area of
transfer cycle of the earth. The vast expanse of ocean, the interest and then at full sensor resolution to refine the estimates
remoteness of many areas, and the massive scale of many oceanic obtained from the first stage. A simple land/water/cloud
features make it necessary to monitor the ocean through remote classification scheme is used to restrict feature detection to the
sensing. Scientists modeling the circulation of the world's oceans surface-type of interest and to ignore artificial edges induced by
and seas need synoptic data to develop, validate, and update their clouds. Each component of tile procedure is di.,cusbed in greater
models. No other means exists to obtain data from many of the detail in the following sections.
locations, and certainly no alternative is available to obtain nearly
continuous coverage over such wide areas. Feature Detection The first step in identifying features is to detect

Recently satellite imagery has been used in tracking boundary pixels -- points in an image lying on the border between
mesoscale oceanic features such as eddies. Sea-surface advective regions (such as land and water or two bodies of water with
velocity estimates are obtained from tnermal image sequences either different temperatures.) Several image processing edge detection
entirely by hand or by working interactively with a computer and techniques are appropriate for this task; the research reported in this
an imaging system [Emery et al, 1986; Vastano and Reid, 1985; paper uses the Sobel operator [Ballard and Brown, 1982]. This
Vastano and Borders, 1984]. Cross-correlation can be used to operator convolves two 3x3 templates with the image to compute
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smoothed gradients, any pixels %,ith significantly large gradients original by a factor of four in each dimension), and a second time at-
(exceeding a user-supplied threshold) are passed on to the second full resolution, but in a restricted space. The knowledge obtained
step. Besides smoothing the cal .lated gradients, the smoothing from the lower resolution solution allows the algorithm to
process inappropriatel, broadens the detected edges. Directional concentrate the feature detection efforts in geographic regions of
nonmaximal suppression is ubcd to thin the lines to an acceptable particular interest and to similarly focus the feature matching efforts
single pixel width before moving to the next step of the algorithm, in a narrow transform subspace.

Connected boundary pixels are then combined into linear For most applications, the densest cluster defines the'best
features by means of linear regression. The algorithm examines global transform mapping the model onto the sensed image. In this
each pixel in the gradient image for locatiuons which exceed the eddy tracking application of hypothesis integration, the noisier
threshold. When one is found, its neighboring pixels are compared images, volatile thermal features, objects of uncertain and
with the threshold. This approach recursively builds a sequence of fluctuating shape, and erratic irregular background force the use of
connected boundary pixels. When no additional high gradient windows to determine the locally optimal transformation(s).
pixels can be added to the list, the sequence of pixels is partitioned
into approximately linear sections and represented by a segment RESULTS
with a location, length, and orientation (obtained through linear
regression.) This step of the algorithm continues until all such The methodology has been applied to images obtained from
lines in the image are found. Figure 2 demontrates the results of the AVHRR sensor flying on the NOAA-10 and NOAA-I 1
this step of the approach as applied to the thermal features satellites. Data was acquired with the Scaspace capture system and
observable in the AVHRR thern,d inagcry in Figure 1. Note that calibrated and interactively registered with its Terascan software.
the number of 'pieces of information' h,ie been reduced from Representative thermal images and their associated edges are
hundreds of thousands (262K/l.048M pixels in a 512x512 and shown in Figs 1 and 2, respectively. Both images are from
1024x1024 image, respectively) to a 1ulhIchl more manageable few NOAA-10, captured approximately 12 hours apart on March 11
hundred 'significant' features. (14:05 GMT) and March 12, 1989 (01:20 GMT). The scene is

The algorithm then consolidates information further by located in the eastern Gulf of Mexico with Florida, Cuba, and the
combining lines pairwise to produce corners. A corner is a more Yucatan peninsula of Mexico clearly visible to the right, lower
stable feature for estimating location than a line because line right, and lower left quadrants, respectively.
endpoints often vary, causing the center point to similarly wander.
The location of the intersection or extrapolated intersection of two CG' CLUSIONS
lines is known to be much more consistent.

The methodology has been successfully applied to
Temporal Feature Matching Once linear and corner features are rectifying images by detecting and matching coastlines as
detected for each image in the temporal sequence, the system determined by a vegetative index. The hypothesis integration
matches the features across images using an artificial intelligence methodology is being modified to handle the third (rotational)
evidence-accumulation technique know, n as hypothesis integration dimension and windowing necessary to track oceanic eddies.
(-Il). HI is an efficient matching technique related to the Hough Results are forthcoming. In addition, other smoothing operators
transform and based on clustering [Hwang ct al, 1986; Hwang, are being investigated in the feature detection stage of the
1987]. Each matching between a model and image feature algorithm.
generates a candidate hypothesis -- the transfornation required to Although this approach has been applied only to image
map the model feature intu the image location and orientation. All rectification and eddy tracking, the development of automated
such pairwise matchings, one feature from each image, define the procedures to detect and track phenomena through imagery is a
total sample transform space. The method assumes mismatches general contribution with potential applications to a wide range of
randomly fill the space, but matches between corresponding other remote sensing and fluid mechanics problems. Additionally,
features tend to cluster. Consistent (similar) hypotheses are this research demonstrates that computer vision/artificial
mutually supportive and thus are integrated. When sufficiently intelligence techniques can be fruitfully and efficiently applied in
many mutually-supportive hypotheses have been clustered, the remote sensing applications.
transformation is verified or refuted by comparing the transformed
model with the image. This validation stage actually enhances ACKNOWLEDGEMENTS
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sensed image before accepting the transformation's validity. The The authors would ikZ'to thank Kenneth Chong, Ahmed
transformation can theoretically include tianslation, rotation, and Rasool, and Thomas Suniga for their assistance in processing the
scaling dimensions, although a four dimensional clustering AVHRR images. Also, thanks go to the Dr. Vincent Hwang,
problem may well be computationally unmanageable. formerly of the University of Texas Computer Science Department,

Hypothesis integration is more efficient than other matching for providing the initial version of his image processing system as
methods -- all possible pairwise matches need not be completed the basis from which this software was derived, and to William
before a 'winning' candidate transform is elected. The difficulty is Kastak for the use of his image rectification code. This research
in deciding when the election is over -- when have enough was supported by the Texas Advanced Technology Research
transforms clustered? One of the extensions of the research Project (TATRP) under Grants 14-9700 and 14-9710.
reported in this paper is the definition of an appropriate statistical
threshold for distinguishing clusters representing corresponding REFERENCES
features from random clusters. In this study, transforms are
weighted by the length of their featuics under the assumption that D. Ballard and C. Brown, Computer Vision, Prentice-Hall, Ine,
longer features are more likely to be detected in both images. This 1982.
weighting, together with an assumption of uniformly distributed P. Cornillon, 1988, personal communication.
ede lengths. allows an expression for the prohahility density of W. Emery, A. Thomas, M. Collings, W. Crawford, and D.
the length contained within a discretized bin in the transform space Mackas, "An Objective Method for Computing Advective
to be determined, and thus a threshold. Since corresponding Surface Velocities from Sequential Infrared Satellite Images,"
features will not always exist in multiple images due to sensor and Journal Of Geophysical Research, Vol 91, No Cl1, 1986, pp
edge definition noise, the expected ieduetion in the number of 12,865-12,878.
comparisons required cannot be stated with certainty, however, the V. Hwang, L. Davis, and T. Matsuyama, "Hypothesis Integration
savings over a technique that must match all possible pairs is in Image Understanding Systems," Computer Vision,
substantial. Graphics, and Image Processing, 36, 1986, pp 321-371.

The method has been implemented in a hierarchical V. Hwang, "Recognition of Two Dimensional Objebts Using
framework to further increase its efficiency. The entire problem is Hypothesis Integration Techniques," Technical Report,
solved twice, once at lower resolution (nominally reduced from the University of Texas at Austin, AI TR87-57, 1987.



317

A. Vastano and S. Borders, "Sea Surface Motion over an J. Vesecky, R. Samadani, M. Smith, J. Daida and R.
Anticyclonic Eddy on the Oyashio Fiont," Remote Sensing of Bracewell, "Observation of Sea-Ice Dynamics Using
the Environment, Vol 16, 1984, pp 87-90. Synthetic Aperture Radar Images: Automated Analysis,"

A. Vastano and R. Reid, "Sea Surfae Topography Estimation vith IEEE Transactions on Geoscience and Remote Sensing,
Infrared Satellite Imagery," Journal of Atmospheric and Vol. 26, No. 1, 1988, pi 38-48.
Oceanic Technology, Vol 2, No 3, 1985, pp 393-400.

900 W 850 W 900 W 850 W

300 N

250 N

Fig 1 NOAA-10 AVHRR thermal images of the eastern Gulf of Mexico taken on March 11 and
March 12, 1989 at 14:05 GMT and 01:20 GMT, respectively. Surface temperatures range from
about 8.50 (dark) and 240 C (light). Clouds appear as black. The dramatic warm feature in the
center of the images is the northern intrusion of the Loop Current.
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Fig 2 Edges detected in a subspace of the images in Fig 1. Edges were actually computed on an
image coarser by a factor of 4 in each dimension, which was obtained from the original full
resolution image by median sampling.
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AVHRR observations of the horizontal structure of
the surface layer of the ocean under low wind conditions

P. FLAMENT
Department of Oceanography
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Abstract. Diurnal warming layers that form in low wind display coherent horizontal struc-
tures in the form of streaks at least 50 km long, with a wavelength of 4-8 km and an
amplitude of 0.5-1.5°C. These features have been observed in the California Current in
three different occasions using a combination of satellite and in-situ measurements. It is
hypothesized that their scale is set by planetary boundary layer circulations.

1. Introduction
Large diurnal warming of the surface layer of

the ocean occurs in low wind and low cloud cover
conditions (e.g. Bruce and Firing, 1974). The diur- 50-
nal amplitude of surface temperature can then
reach several °C, over regions that have been
shown to correspond closely to anticyclonic ridges 1024
(Stramma et al., 1986; Cornillon and Stramma, 1020
1985). In contrast, when a well-developed wind-
driven mixed layer is present, the diurnal ampli-
tude seldom exceeds a few tenths of *C. j40-

We present here 1-km resolution AVHRR o
infrared images and in-situ CTD profiles that sug- _
gest the existence of coherent horizontal structures -
in these warming layers, at scales of 3 to 10 km.

2. Satellite images 3o,
The area studied is shown in Fig.1. An anticy-

clone was centered at 135°W 40'N during July 016
1985, resulting in low winds off the coast of Cali-
fornia. Three AVHRR images were acquired on 8
and 9 July, at about 14:00, 19:00 and 08:00 local
(UT-8) time. Band 4 (10.8 Wm) will be used for sea
surface temperature. 20 1

-150 -140 -130 -2Surface temperature on 8 July at 19:00 is -1L -140 -(W) -120shown in Fig. 2. Cold water due to coastal upwel-
ling and offshore advection of coastal water is seen Fig. 1. Map of the area studied, with the surface Pres-
in the east of the image. Over most of the image, sure field on 11 July at 16:00 U -8). Not te ur anticy-
the temperature field consists of large nearly isoth- clonic ridge extending southeastward from 135cW
ermal patches, separated by fronts a few km wide. 40N. Tie position of the image shown in Figs. 2 and 3
For example, near [x=200,y=160] km, surface tem- is outlined.
perature does not vary much over a radius of -30
km. This structure is typical of infrared images of
the California Current.
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Fig. 2. Thermal infrared AVHRR image on 8 July 1985 at 19:00 (LIT-8). Cold water is coded in
white and warmn water in black; the temperature scale is labeled in TC. The grid is labeled in km.
The origin is at 125048 37030N.



320

0 50 100 150 200 0 50 100 150 200
0 0 ... 1,, . . I--..

50 50
~r,,4 .*

P' .I

fA t.

0 1 2

Fig. 3. (a) difference between the images on 8 July at 14:00 and at 19:00 (UT-8); (b) difference
between the images on 8 July at 19:00 and on 9 July at 08:00 (UT-8). Differences smaller than
0.3°C are white; larger differences are shown in gray.

However, a very different structure is seen in 3. In-situ measurements
the northwest of the image. In that area, surface Two weeks after these images, we had the
temperature varies rapidly, and displays numerous opportunity to sample diurnal warming layers
streaks -50 km long with a typical wavelength of from ship. The wind was less than 1 m/s and the
5-6 km and amplitude of 0.5 to 1C. They are sea surface was glossy. On 25 July at 23:00, our
most clearly seen near [x=80,y=901 km. They seem attention was caught by periodic variations of
to align preferentially along the streamlines of the intake temperature while steaming at about 2.5
mesoscale flow. These streaks are also seen in the m/s. A mixed-layer drifter drogued at 5 m was
preceding and following images, but seem most deployed and a 3-hour survey was conducted
intense in the image shown. Although they are along the track shown in Fig. 4. The position of
visually reminiscent of clouds, they are not clouds: this survey is [x=260,y=200] km in Fig. 2. The
the difference between brightness temperatures at motion of the drifter corresponded to a mean flow
3.7 grm and 10.8 pm was negligible, unlike clouds less than 10 cm/s, indicating that the area was not
which have a smaller emissivity (0.7) at 3.7 ptm. in a jet or mesoscale front.

Fig. 3 shows the differences between the 14:00 Fig. 5 shows surface temperature and salinity
and 19:00 images, and between the 19:00 and 08:00 at 50 cm depth, measured at an intake on the side

im g s . ~ L1LO, L1, imakge, LLIo " " ' . ,_ ......... .. unL L ruu ~a -=Inagcs. Over 'Lit .......r and east of "-- h" raete o icMP C11iywa ital osatd-ru
differences are very small. They are less than the survey, but temperature varied between 14.9
0.3C, except near fronts where advection dom- and 15.7C, with features identifiable at scales of 2
inates. Over the area of the streaks, however, the to 8 km. There is a clear symmetry at the
signature of a large diurnal warming event is southeast turning point of the survey, suggesting
clearly seen, with differences of the order of 0.5 to that the temperature variations were the expres-
1.3C between pairs of images and a decrease of sion of streaks running northeast to southwest.
temperature from the afternoon image to the A CTD was yow-yoed between the surface
morning image. and 40 m depth during the survey. Using a winch
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Fig. 4. Ship track over ground on 25 July at 23:00
(UT-8). The origin is at 122'20W 35'45N. 30 ./-30
rate of about 40 cm/s, 80 vertical profiles were
obtained. The profiles at km 1 and km 5 are
shown in Fig. 6; the other profiles were in all 40-
aspects similar. Both profiles reveal a "fossil" 14 15 33.5 33.6 33.7
mixed-layer about 29 m deep, capped by a near- TEMPERATURE (C) SALINITY
surface restratification. The amplitude of the
restratification varied between 0.3 and 1.31C and Fig. 6. Temperature and salinity profiles at approxi-
its thickness between 3 and 8 m. Salinity was con- mately I kin (solid) and 5 km (dashed) distance run.
stant from the surface to 29 m (the small salinity
anomaly near the surface is caused by inappropri-
ate matching of the conductivity and temperature
cell responses; it is not real). 4. Conclusion

We have shown, using a combination of satel-
lite images and CTD profiles, that diurnal warm-

33.7. ........ ..... I ......... . ing layers display coherent horizontal structures in
the form of streaks at least 50 km long, with a
wavelength of 4-8 km and an amplitude of 0.5-

z33.6 1.50C. Although the survey was located 200 km to
, . the southeast of the streaks seen in the images and

33.5-... ... was conducted 2 weeks later, we have all reasons
to believe that the features observed were similar,

1, given the steadiness of weather patterns during
this period.

We have identified two similar events from
w'15.5 satellite images and mooring data in April 1982
cc and in July 1988, which will be documented in a

forthcoming paper. The coherent streaks appear
cc quite common under low wind conditions in the
CLo California Current.= 15,
'_ What processes may be responsible for these

r variations of surface temperature? The 4 to 8 km-
wavelength scale of the streaks seems inconsistent

14.51......... with processes involving the upper ocean alone
0 10 20 30 (i.e. Langmuir cells, interfacial waves, convective

DISTANCE (KMI cells), which would scale with the mixed-layer
thickness. Rather, this scale points to a coupling

Fig. 5. Surface temperature and salinity sampled along between the ocean and the planetary boundary
the ship track, as a function of distance run. The turn- layer, which may have a thickness of the order of
ing points are shown by dashed lines, a kilometer.
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SATELLITE OBSERVED SPATIAL AND TEMPORAL VARIABILITY

OF THE MIXED LAYER DEPTH IN THE SARGASSO SEA
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ABSTRACT al., 1986) and has resulted in two distinct types of one dimensional
mixed layer models. One type, known as all integral model, assumes

Digital images representing the oceanic upper mixed layer deth that the actively mixing tipper layer is homogeneous. Solutions are
in the vicinity of the Sargasso Sea have been generated from visible, obtained from energy balance considerations in this uniformly well
near infrared, thermal infrared and microwave radiometers on board mixed layer. The second type, generally known as a turbulence clo.
NOAA 7, 8 and Nimbus 7 satellites. Construction of such images sure model, uses a complete set of turbulence and thermal-dynamic
requires a mixed layer remote sensing model, radiometric calibration equations to predict, over diurnal and longer time scales, the details
and correction, geometric rectification, and registration of each image of thermal and velocity structure in the upper ocean from oceanic
to a common grid. The mixed layer thermal inertia model, developed boundary conditions. The disadvantage of such a model is the con-
by Yan et al. (1988) and used in the construction of the mixed layer siderable time consumed in computation. The tests of these models
depth images, requires specification of the diurnal sea surface temn- are based on large numbers of conventional field measurements. For
perature range, sea surface wind speaA and surface albedo. Our com- example, the traditional ocean thermal data base consists of approxi-
puted values of mixed layer depths are in closed agreement with the mately 1500 ship injection or bucket temperature measurements and
data from the LOTUS mooring deployed by Woods llole Oceanogr- 150 XBT measumements per day in the northern hemisphere (Clancy,
phic Institution in the Sargasso Sea. The mixed layer depth images et al., 1983).
provide complementary information to conventional modeling and The remote sensing of sea surface temperature from satellites of-
experimental observations for analyzing tile spatial and temporal fers climate researchers, oceanographers and atmospheric circulation
variability of mixed laver depths in the Sargasso Sea. Tl.s leads to modelers a very powerful source of data with which to monitor and
a better understanding of the present state of development of mixed study the global climate system and its two main components: the
layer iemote sensing models, and provides valuable input for the de- ocean and the atmosphere. A number of authors have investigated
velopment of new remote sensing models of the oceanic mixed layer the various nmodels of satellite-derived sea surface temperature, Ii
intended for chlmate studies and for describing the structure of the the absence of cloud cover, the SST derived from remote sensing tech-
upper ocean. niques now has attained an accuracy of about 0.1'K rms when com-

pared to surface ship observations (MvcClain, et al., 1985). Satellite
1. Introduction images, with their large aerial coverage at short sampling intervals,

The ocean suiface laver receives thermal energy from the ab. bridge the spatial and temporal gaps between hydrographic surveys
sorption of solar and sky radiation and loses thermal energy by back and moored instruments. llowever, calibration problems, cloud con-
radiation (longwave), evaporation, and sensible heat exchange at the tamination, the large quantity of data and difficulty in obtaining
air-sea interface. The net difference between these heat gain and heat satellite data have frequently limited its use to only qualitative or
loss terms is usually small compared to any one of tie individual semi-qualitative descriptions of physical properties. Although satel-
terms-that is, the heat budget for the near surface layer is, for most lite sensors are routinely used to acquire information at all levels
part, in near balance. llowever, this relatively small excess gain or in the atmosphere, in the ocean, observations have been restricted
loss of heat contributes significantly to the dynamics of circulation to surface parameters except in some coastal areas. Therefore, the
in the upper layers of time ocean and in the atmosphere. The net gain new challenge is to develop quantitative techniques for extrapolating
or loss of heat at a given location and a given time results in a rate of satellite derived surface characteristics to infer subsurface oceanic
change in heat storage in the near surface layers, with a consequent conditions through a combination of these satellite derived observa-
change iai the temperature and/or the thickness of the upper mixed tioins and modeling.
layer. II at is advected and diffused away from regions having a lo Te oceanic upper mixed layer depth (MLD) is an important
term net gain in thermal energy through the air-sea interface toward physical property in the studies of upper ocean dynamics. There is
regions having a long term net heat loss through this interface, and as yet no method for the direct remote sensing assessment of the
this process is a major contiibutor to the large scale thermo-haline oceanic upper mixed layer depth and of the pattern of its evolution.
circulation in the oceans, and also contributes a significant part of Ilowever, tile development of an upper ocean thermal inertia model
the transfer of heat from equatorial regiois to the igh latitude re- designed to predict tie thermal inertia of the mixed layer using satel-

gions of tile wold oceans. The exchange of thermal energy between ie imagery may provide useful information for the estimation of the
the upper mixed layer of the ocean and the atmosphere thus con- diurnal MLD. The aim of this study is to develop a mixed layer ther-
tributes significantly to the coupled ocean-atmosphere heat engine, mal inertia theory which will help in the development of a quanti-

A.. .Lb.u.u..ti ;1 tu iu t. larg c changes in weather pattrns tative remote sensing approach (model) for prediction of subsurface
Therefore, studies of the thermal structure of the surface layers of ;nformation and for study of the upper ocean dynamics. Based on
the oceans, the processes which occur in this bcuidary layer, and this remote sensing approach, diurnal mixed layer depth maps and
the exchange of heat and momentum between the ocean and the thermal inertia maps are generated, allowing the study of the ten-
atmosphere are of considerable importance. poral evolution of the spatial patterns of the upper ocean diurnal

The response of time upper ocean to time vertical fluxes of heat mixing piocesses in the Northwest Sargasso Sea.
and momentum at the surface has been studied by many authors
(e. g. Clancy, et al., 1983, Davis, et al., 1981, Denman, 1973, 2.Mixed Layer Thermal Inertia Theoty and Model
Kraus, et al., 1976, Mellor, et al., 1974, Niiler, et al., 1977, Price, et Fundamentally, the principle of the mixed layer thermal inertia

(MLTI) model depends ont the fact that tihe diurnal sea surface tem-
t Presant Affiliation Scripps Institution of Oceanography, Mail perature fluctuations (6SST) are primarily a function of the thermal

Code: A-030, Umiversity of Califorima, San Diego, La Jolla, CA 92093 inertia of the mixed layer and mixed layer thicknems (diurnal average
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thickness), the local meteiolougical conditions (wind stress, mainly), surface layer, and inversely proportional to the diurnal sea surface
heat flux, and physical characteristics of the sea surface (reflectance temperature difference. The former term mentioned above in turn

and albedo etc.). The value of 6SST can be determined from satcl. is sensitive to the sea water turbidity and surface albedo, and the

lite thermal ercd T gr aleo can be calculated from satelte latter term (6SST) is controlled mainly by the turbulent mixing pro.bihroad-anrd i magery, albedo cal be calculated from satelte cesses (in mid ocean, wind mixing mainly). For example, if tile heatbroad-bdad visible dud IncUr-infrared imagery, wind speed can be cse
obtained fioan satvllite awntuci s iadiojaiCter imager) and heat flux flux at the surface (Q) increases while the sea surface temperature
can be estimated using stanldaid siiplified method. Gilen these pa- range SST) remains uachanged, this means that the thermal iner-
ranieters, it is pussible to detejinine tile thermal ineatia and diurnal tin oft e water column is increased and that there must have been a
mixed layer thickness. strong surface wind stress which mixed the thermal energy down to a

certain depth. When the heat flux is unchanged, the thermal inertia
and the mixed layer depth are inversely proportional to the diurnal

a. Thcory temperature range of the mixed layer. This is consistent with the
Thermal inertia involves the temperature response of a body definition of thermal inertia and with many observations (e.g. Price

subject to a time.varying therimal energy flux at a surface (Price, et al., 1986).
1977). Thus, if the surface heat flux is given by Q cos wt (Q: the The reasons that we introduced the thermal inertia concept into
amplitude of heat flux, .j. frequency, t: time), then the difference in the studies ofoceauic tipper mixed layer dynamics are two fold. First,
maximum and minimum values of thu temperature at the surface is we found that heat capacity does not provide an accurate description
calculated to be (Price, 1977): of tile nature of temperature changes in the upper ocean as it does in

the terrestrial cases. for sea water is to be considered as constant in
the most of time, while in some ocean regions, diurnal temperature

6T = 2 Q difference are large and in other regions small. The thermal inertia of
) C(1) tile upper ocean such defined, however, can provide a better descrip.

(u~), I, tion of the nature of SST changes in a diurnal scale. Second, if ve
can map mixed layer thermal inertia using satellite data, there will

where k is the diffusivity, p is the density, Cp is the heat capacity. be many important applications. The most obvious example is we
We now define (k)11 2 Cp is thermal inertia: can map diurnal mixed layer depth by remnote sensing. In this study,

mixed layer thermal inertia (MINI) models have been developed to

(TI) =_ (k)'I 2 C (2) etimate the thermal inertia of tie mixed layer using satellite data.

b. Model
Then (1) become: The diffusion coefficient, heat capacity, and density of the sea

water in the mixed layer are not measurable directly by remote sens-
6 2 Q ing. Nor is the therinal inertia, but it can be inferred from measure-

27 =2(3) ments of the temperat-tre change of sea surface water combined with
(w)"/ (TI) a consideration of all the heating, cooling and atmospheric forcing

processes which occur at the air-sea interface. Tile main purpose of
It is eidcl't fiotn (3) that thermal inertia is a measure of tile the MLTI model is to express the thermal inertia and the mixed layer

thernmal response of as) stean to a time- vary ing thermal input at tile depth as functions of the quantities which can be measured directly
surfac., or indirectly by available satellite, i.e., 6SST, wind speed and surface

Tme same concept can be applied to the ocean. As an analogy, albedo.
we Write: The simulation of the surface and near surface temperature

structure is performed by analysis of the boundary conditions of
(I ( an upper mixed layer of thickness approximately equal to the pen-

(4) etration depth of the diurnal temperature wave or diurnal trapping
(w)'12 6SST depth. Conduction and diffusion processes in the upper ocean which

control the behavior of the temperature distribution of the upper
Where C is a dimensionless coefficient. The unit of thermal ocean take the form of the conservation law:

inertia is Joule min- cc-1/ 2K - 1 . The physical significance of this
unit is that it is also approximate to a scale of heat flux per unit ofOt 07 L2T 0 OT\ 1 TI 0 0
temperature change. Thermal inertia (TI) is related to the depth of + k _ LI.d) - - L
the influence of surface input, D as (Carslaw and Jaeger, 1956): O OPPOz OX U

0 (IT 01 OT

where T is the sea water temperature, kt is the thermal dif-

This suggests that there should be a linear relationship between fusivity, k. and kh are vertical and horizontal turbulent diffusion

thermal inertia and thle mixed layer depth (NLD). coefficients, t is time, u., v anid va are the x, y, z components of an

In mechanics, inertia is a measure of the resistance of a sub- advection current- and I is the downward flux of solar radiation, 1(z).
stance to a change ia its motion. Similarly, the thermal inertia of The studies of Camp and Elsberry (1978), Ilaney (1980) and
the mixed layer is a measuic of the resistance of the water body to others suggest that on shorter time scales (days to weeks), vertical
a change in its temperature resulting from heat gain and loss across mixing is the dominant process governing the response of the upper
the sea surface and fioi mixing processes. In other words, the tlier- ocean. Since the Mixed Layer Thermal Inertia (MLTI) model, like
mal inertia of the uppei ocean iuvolves the temperature response of all boundary layer models, is essentially one dimensional, and since
the water in the uixed layer subjected to a time-varying energy flux we are concerned only with the upper ocean's relatively short time
heat and momentum at the water surface. The concept of thermal scale response (e.g. diurnal), and since the Sargasso sea is a rela-
inertia is very similar to that of heat capacity in solid bodies, al- tively quiescent region, we can neglect the advection and horizontal
though the diffusion processes in solids are molecular (much smaller diffusion of all quantities (i.e. all terms that involve kh, U,, va and
compared with turbulent diffusion in the ocean). This means that if wa). This does not imply that lateral gradients are unimportant. It
a substance has a large heat capacity, it usually has a large thermal dos moan. howpvr, that diurnal variat! ,or in li thorumal strirtre
inertia and a -nall rangc oftcnipciatu . Ingc, hLim UZeuealince of the upper layer produced by horizontal advection and horizon-
the spatial and temporal changes in heat capacity and density of sea tal diffusion are assumned to be much smaller than those produced
water are relatively small, the thermal inertia is determined primar- by vertical fluxes. The molecular thermal diffusion process is much
ily by the spatial and temporal changes of the turbulent mixing (or smaller than t, .ulent mixing processes. Therefore, the term with
eddy diffusion) coefficient, tile k may vary largely in time and space could also be dropped.
along ith the turbulent mixing processes. The square root of tile Because the parameterized is dependent on Richardson nmn-
turbulent nuixing coefficient has length to the first power as one of its ber and turbulent inctic energy, (i.e., %elocity shear dependent), to
dimensions This explains, in part, why, in areas of the ocean where, complete the model it is necessar. to include the momentum conser-
on a diurnal time scale, advective changes in temperature are small, vation equations.
thermal inertia has a high correlation with mixed layer depth. It is %ell known that and do not have unique values and that

TIme expression (1)shows that the thermal inertia of the mixed they vary by many orders of magnitude in space and time. lence,
layer is piupoitiunal to the ainount of solai energy absoibed by tile a suitable time and space dependent parameterization is necessary.
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In our MI,1 iided tile tuiboleiit '.etital~ diffuSioii coefiLients arc temperature mneasurements were determined as-a-functioivof depth
paianaieteiizedl kiiqig divc iiwthod suggested bv Me~vlr and Yamnada and time. Blased onl these solutions, a table was geiirated providing
(197.i)lu tiieii level 2 b~lhvenie. \e okwse MeICllr alld Yamiada's parain- a calibration measurement with a known value of-therinal inertia,
eterizationi to use iin the 2\11AI wiodel foi taou icasons. First, because mixed layer depth and a-given set of environmental factors (wind
At is a 1, tlieoiyv st,en , la i v ~is 18 lpicd b% tike M\LT lloimodd Moust Stiess, surfface ,lbedo etc.). The procedure to coustruct-a-reference
bulk oft Iitegiai imdcl bticlim, dou nut ha\V % diieit (IepeicLdiC oil L, table is straightforward. The diurnal average inix-ed layer dlepth and
(e.g. Clancy, et al., lobs, Duniman, et ali., 1973, Kraus, et al., 1976, diurnal temperature difference can be retrieved fromn-these profiles.
Nier, Ct al., 1977, Ptite, et al., lost,). Scound, Icause it has been MNodel simulation conditiont is given and the thermal inertia is known
widel) used and sic'ful ested, and it is a part of the opera- (from thle model). The inverse procedure is then u-sd to express the
tional forec.astilig Systeim 101'S jhliminodyimii Ocean Prediction thermnal inertia. and mixed layer depth (diurnal- average depth) as
Systeims [bee Cianey, et ali., I~b.3j). Tfhe iimain pioblein associated with functions of the (liurnial temperature diff'erenice, wind stress and sur-
using such a parameterization iii remote sensing models is that it is face albiedo. To complete the tableo, it is required to-runi tile model
time consuming. Althugh tile MNellur and Yamuada's llaralueteriz1- over a complete set of all possible ranges; of thle boundary conditions.
tion is not entirely satisfac.tojy, thle possible ieplaceiiet for it would The initial conditions used by the model which generates a look up
be either a inoic cumuple.\ and timec cunsuiig h igher order turbulent table for image processing is a speccified psrofile wvith a generally ex-
closure model or a psrocedure based onl Price's (1986) schemne. ponientially decreasing temperatures. It should be mentioned here

'To solve equation (6) for thie surface teniperatule, w~hich can that although tile look-up table oiily includes three variables (bSST,
be measured by remote senlsinig, we, require a formn of thme solumtion wind stress and albedo), it does not mean that other variables are
appropriate to thle dmffusbiOm equatin aid tile bou11imdy conditions. not important. It does mean that bSS'f, wind stress andu albedo wvere
file iiajor inodeling problem is Anll aranmterization of turbulent determined from satellite data, w bile other variables suich as solar ra-
nmxmg aiid in defininlg time terminus in thle upper boundary conditions diation, air tempserature and humidity etc., were estimated in other
thle wind stress and hIl uxais h i-sea llterface. \\e can ot ways by Yan Ct al. (1988). It may be possible in the future to use

siiTLl us nstu(OU) measured Q in our remote sensing mnoul, remotely sensed , and other terms in the heat flux equationi in the
because one image covers about 20 degrees of latituide and because model whenever they are available.
Q changes greatly from northern uipper end to southern lower end of
the images. Therefore, it is necessary to define each term careftilly 3. Image Processing
in order to estimate heat fluix from place to place for remnote sensing
model Ing. In this version of our model we have tried to use simple Application of thle model results to thc data from the meteoro-
forimulatons for the various termks, based onl various theoretical and logical satellite NOAA -AVIIRR (visible, near -infrared and thermnal
emp11iicl exrsllsaallein the llteiature. The lower boundary infrared) and1 Nimibus-7-SMMN1l (inicrowave)-perinits thme construc-
comndition is that the temljleCAtuic IS Co1iistant at some1 depth, Z = d, tionl of mixed layer--depth inlage maps and thermial inertia image
a% here I td,t) = T. The uppem (,surface) houndamry condition is based maps. Briefly, miixed -layer depth limages aiid thermal inertia !im-
onl ali assumiption that a heat balance condition nearly exists at thle ages are produced by the followving pirocedures (Van, et al., 1988).
suaifaMe Tile iiciiiiig hecat fluxes dte sflcttion coiieeted icident Day-tunec and night timec temperatume limages, are niade from thermal
solar radiatioin and sky lauliatoAl rliust nearly balance thme outgoing infrared radiance data acquired by NOAA7 aid -NOAAS AVII11tII
flu.\es - tile senbible hleat flux\ iii t(le air-sea, intei face, thle latent heat sensors. Thle data are rectified to account for such-systemnatic effects
flux in the aui-sea inituacc aiid tile long %a~e radiation emitted inl as instrument optics, %ieuiii geometry, and platform~ motion.
the sea suirface. A sinsilar procedure is followed to produce wind speed and albedo

ror t ie surface bundary conditions of mominentuml equations, imiages. The imrages are registered to thle standard grid. Next, a
thle a6id stiess should be stipulated. r'or the simulation of thle near da-ngh SS ifrne sT is made by subtracting thea iglt-
saifake and upper layeim cteoiulogic~al and oceanoigralihic processes time I ing aluiAlie daytime values, oil a pixel by pixevl basis.
duiiiig LOTUS, thle initial conditions of the temperature and veloc- The MILTI modlel is-run repeatedly to generate a-reference table of
it) fields vweie obtained fioini a lillea interpolation of the LOTUS thermal ii,ertia values as a function of sea sul face wid,-diurnnal SST
iooumn data at depth of 0.6, 5, 10, 15, 25, 50, 75, 100 in on May 13, difference and surface albedo, aimd surface meteorological conditions.
1982 with a constant wind stress equal to that at time starting point. To proueateia nri mgcc-ie sasge

The nion-linear form of the boundary condition prevents a direct thermial rodrtica ralueo iertiaeimage, eac-ie is aied ad
analytical solution of thIe governing equatiolt. All exact mumerical so- wind speed for that-pixel. Finially, the tlermal-inertia image is cali-
lution can be calculated . 1I0owevr, the difficulty of illustrating the brated into the mnixed layer depth image thirought a'liriear calibratiom
physical significance of terms and tile computer CPU time costs all
provide incentives for investigating less accurate but acceptable al- equation. Details have-becen discussed-by Yami, at-al.(1989).
goritms. Tile pirocedhure for genieratiing (or running) a M LTI model
is to develop a simnulatiomn procedlure which predicts the value of ther- 4. Model Results
n al inertia and mnixed layer dleputh as a functioii of albiedo, dliurnial The model-was run for the period, Ma~ry 1.1-to August 4, 1982,
SS T fluctuation (6S [ thle meteorological conditioii (wiimd stress using both LOTUS buoy' measured surface forcing-data and satellite

and heat flux). The two methods of simnulatioii we used are Fourier data, and based-on thme methodis discussed in previous sections. Fig-
series and finite difference algorithms. ure I shows thme model/data comparisons, wlier-the-in situ diuirnal -

The Fourier seiies method of handling the non-linear bouindary mixing depth forimed -from the LOTUS buoky-measurements. (Van,
contdition is to liniearize it and to express the solutioni to this condition et al., 1088)
in ami exact form as an infiniite Fourier series. Tile linearization is A number of important conclusions can-b be-drawn from these
acieved by jeifoiing a Talo se ,i~ ~~liesepnioni of SSTI around the results. It can be inferred that the basic assumpmtions in runnling
Sky teinpe(ratutile anld dm(aiin~adiatic and higlier order terms. the MILTI model are correct and that vertical imixing-is the domi-
A iiajoz advamitage of thle Fo1UIMe belies niethod is that it provides itant physical process that controls thle distribution- of therinal inertia
ant amialytmal solutioni which Lau be compluted faspidly coiipared with in mid-ocean, far from major current systems. Although advection
finite differeiice algoiihsim. louvei, it is hunted sinuce it is ilecessary affects the thieriial-struicture in many coastal-waters, its role in (he-
to hlimalize all thle Uppei bouidamy conditions in terms of SSTI'II termining thermal structure in most iil-oceani-rogioils is relatively
order to obtain a solution foi the temperature aiid also siince it is uniiiiortanit. Clearly,-the one-dimiensional NILTI model will be most
necessary to iwake sexeral additional assumptions to simplify the usful iii regioins where horizontal advection is negligible.
problemi. I lie details of this Auethod anid its applications have been There are some close relationshlips among ruid-ocean diurnal sur-
discussed by Yami et alt (1989). face warining, thermal imtrtiaof the upper ocean, amid surface forcing.

Thle finite difference procedures are more flexible in handling a Sea surface diunal -waring is aii indicator of the-thermal inertia in

piropierties, but are inlherenly extravagant-ill conmputing time. This upper niixed layer is controlled inaimnly by the surface-energy flux-
method requ ires solv.ing the heat flow% equation by differenitial equa- the heat flux and iiud-forcing, and proportional-to-thme mixed layer
tiomis aiid then numierically integrating forward iii time. The result depth.

g ives tie-temperature of sea water as a function of time aiid depth. During periods of relativel, stronig wind-forcimg amid strong sur-
Ipractice, a tw o-tinme step fiite difference technique is used. At face cooling (e.g., days 36 (June 18, 1082), 40- (June 22, 1982), 48

t=0 , all initial tenmpelature pioifile is Specified. A 'vs tical grid of one (Ju ne 30, 1982) an -d a period of days 15-55), the tllerial inertia teiids
mieter iicreiients, huom the suxface to the depth, d1, is used. For each to increase and thme imixed lay-er tends to deepen because water is
subsequenit time step, an Atciatioim calm be peliled to determinie thle entrained into the layer from below by tut'biulent- mixing Relatively
coefficuit k. Tle m iaue foi tiuc next tiim stepk, t~l, is them strong wiiid stiriing-prevoiUted solar radliationfrin signfcnl as
coliputed for each step) ink L fioim tile finlite diffe'remice approximation ing thle sea surface temperature. On these days.,-,thca wind stress was
ofequationi(6). Thme coniplete set of solutions was obtained, i. e., the larger thiaii 0.1 L pascals and net heat fluix was lebs-thman 800 Wtm- 2.
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. .-. so.... s The mixed layer depth and the thermal inertia of the mixed layer
estimated by the M ',rI model using remote sensing data opens upA .many potential areas of applicalion in physical, biological and geolo
ical oceanography as well as in atmospheric investigations. Although,

-" these methods must still be regarded as experimental, and much work
N,: ;remains to le carried out in tie investigation, interpretation, and re-

finemient of tile muodels and of image processing, the thermal inertia_,,. imagery and mixed layer depth imagery offer oceanograpliers a new
quantitative remote sensing approach for the study of oceanic upper
mixed layer dynamics, for the prediction of subsurface information

., .and which gives a new view of the upper ocean.
Midday solar heating of the upper ocean, especially under con-

ditions of light wind and clear skies, tends to decrease the thick-
ness of the mixed layer and to increase stratification of the upper
layer. When the stratification of the upper layer becomes greater

... R.1.....o..t...p.. rthan about 0.001 0C/m, the surface acoustic duct is destroyed. This
FIning depth of LOTUS for 5 iares The line rut i model our produces the "afternoon effect" which is important in some acoustic
utg Thetlne t o LOU frotruh d~s~ Th ne h" d - surveillance applications (Clancy, et al., 1983). The digital thermalThe resulting mixed layer depths were larger than 15 i and diurnal inertia images and mixed depth images produced by this study may

IeSST ranged from 0.2ie to 03C. If the mied layer ta shallow irn have applications in predicting the region of the "afternoon effect".
rom t heat flux at the base of the mixed layer can the Because the thermal inertia technique provides information on

tealmsaorrfaylretn srchthe relationships among heat flux, wind speed and SST changes
be auost an order of magnitude largcr thiani the surfce heat flux. within the diurnal cycle, there are possibilities that with the same
Durting perdys f r elat ,0ve ly weak1windforciiig and , strong suae formulation one can make ant estimate of wind speed or heat flux by
heating (e.g., days 31 (June 13, 1982), 63 (July 15, 1982), 64 (July inverting the other two using anl iterative methods. Application of
16, 1982) and a period of days 60-65), however, the source of tur- the simplified scaling thermal inertia model to the data from NOAA.
bulent kiUetic eneigy may have become too weak to maintain active 7 and 8 satellites also permits the construction of surface wind speed
entrainment at, the base of the mixed layer, causing the thermal in- images of the North west Atlantic Ocean. Yan et al.. (1988) These
ertia to decrease and the mixed layer to retreat to a shallower depth. i were compared xvith SMI1. wind images. The thermal in-
A combination of caln winds and clear skies permitted the appear- ertia wind image was shown to have a reasonablely good fit with
amice of rather pronounced stratification and diurnal warming. On the SMMR wind image and all other comparison groups show the
the days 31, 63 and 6-1, the wind stress was less thani 0.01 pascals and same close similaiity, of wind speed patterns between the SMMI1.
the net heat flux % as larger than 900 l'm - 2. The resulting mixed wind and thermal iniertia uind images. The primary importance of
layer depth \%as less than 5 us and diurnal 5SST ranged from I.S*C this study shows that a successful combination of research on model
to 3'C. The thermal met tia and thermal structure of mixed layer are studies with remote sensing (igital image processing techniques pro-
modified substantially on time scales of a few days by the passage vides new information for the study of upper ocean dynamics and
of atmospheric disturbances, as evidenced by the data presented by air-sea interactions. That will, in turn, improve the value of remote
Price et al, (1986), Clancy et al. (1981), the remote sensing results sensing of tile oceans. In this study, the models and image process-
piesented here and many others. ing results demonstrate a close relationship among the mid-ocean

A dail %aiatiuik in the temperature of the surface layer of the diurnal surface isarming, the thermal inertia of the upper ocean,
oceaa is knoan to be piduced by diuinal heating due to absorbed the diurnal mixed laser depth aiid the surface forcing. We believe
.slau iadiatiua. fhe amplitude of the daily temperature variation is that this remote senmsiig model is a useful tool to study the upper
usuall. bwall bccaili of tuibulct iiimixing which usually dominates ocean dynaiics and inight be applied to operational upper ocean
the moleculai thermal diffusivity. A solar radiation of 1000 lVn - 2 , forecasting.
when absorbed in a mixed layer with thermal inertia of 15000 TIU
(mixed la rci dcplit about 10 meter) nould gise a heating iate ofonly Tus work has been partially supporicd by NASA through grant
0.1 'C/ioui ,nd a dail iaiaton of less than 0.5C. If the turbulent No. NASA NAGII'1271 (through Scripps Institution of Occanogra-
mixing is reduced and a mixed layer with thermal inertia of less than phy).
3000 TIU (mixed layer depth is about 1-2 meter thick) occurs, a heat-
ing rate of l°C/hour may be expected and daily variations of several REFERENCES
'C should be obsersed. With the exception of very shallow waters, Camp, N. T., and Elsberry, R. L. (1978). Oceanic thermal re-
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model has been developed to estimate the thermal inertia of the Oceangr., 16:827-837
mixed layer usig satellite data. Temporal \ariations in the spatial Yan, X-11., Schubel, J.I., and Pritchard, D. IN. (1988). Oceanic
distribution of the thermal inertia of the mixed layer provide infor- upper nixed layer depth determined from satellite data J. Geophys.
mation applicable to studies of variations in the upper ocean diurnal Res. (submitted)
mixed layer depth in regions of tie ocean, where diurnal variations in Yan, X-11., Okubo, A., Schubel, J.R., and Pritchard, D. W.
the thermal structure of the upper layer due to horizontal advection (1989). Ali analytical mixed layer remote sensing model J. Geophys.
and horizontal diffusion aie small, and where the effects of salinity
structure on variations in the diurnal mixed layer structure are small. Res. (submitted)



327

SPECTRAL ANALYSIS OF THE AVHRR SEA SURFACE TEM1PERATURE VARIABILITY OFF THE WEST COAST OF VANCOUVER ISLAND

Ralf Burgert and William W, Hsleh

Department of Oceanoqraphy, University of British Columbia, Vancouver, B.C., Canada V6T iW5

Abstract:

From 16 AVIIRR infrared satellite Images off the the Fourier spectrum of satellite data if only very
west coast of Vancouver Island, British Columbia, clear images are selected.
collected during the five summers of 1984-1988, four Hence this paper differs from previous work in
alongshore temperature transects were sampled. Upon two main ways: Fourier spectra were calculated rather
Fourier transforming the transect data, we found that than spatial structure functions, and high quality
the energy spectra of the temperature variance in images were analyzed over a much longer period. Using
alongshore wavenumber space In general followed a an approach similar to Ikeda et al. (1984), we
-2.1 power law, which agreed with previous sampleu transects of length 3S7 km parallel to
observations from other parts of the world. Vancouver Island, at various distances offshore, from

Summer images may be divided into 2 types: a set of 16 images over five summers and studied
Upwelling dominated and non-upwelling dominated. When their spectral properties.
a strong upwelling-induced alongshore cold front was The summer surface flow on the continental shelf
observed, the regimes shoreward and seaward of the off Vancouver Island is predominantly southerly
front had distinctly different spectra. Cross (Freeland and Denman, 1982), except close to the
spectral analysis of transect data between Images coast where the flow is less well defined as outflow
taken a day apart in the presence of strong upwelling from Juan de Fuca Strait tends to flow northward as a
events revealed significant coherence at the low coastal current (Weaver and Hsieh, 1987). The local
wavenumber regime (wavelength 300 km and above, wind conditions generally favour upwelling, with a
corresponding to the large eddies) and often at the large upwelling eddy frequently observed at the mouth
high wavenumber regime (wavelength 30 km or below, of the Juan de Fuca Strait. Fluctuations in the wind
corresponding to the fine structures of the eddies). leads to individual strong upwelling events which
Thc coherence dropped for images taken 2 or more days usually last a few days.
apart, suggesting a decorrelation time scale of about
2 days. 2. Data Acquisition and Processing:

Our satellite image data for the five summersKeywords: Spectral analysis, sea surface temperature from 1984 to 1988 (taken by the NOAA 6, 7, 8, and 9
satellites) were obtained from the Satellite

I. Introduction: Oceanography Laboratory archive at the University of
British Columbia. Only images having two or moreThe spatial scales of sea surface temperature cloud-free days within a week were chosen, so that

(SST) variability can be derived readily by remote the evolution of the SST patterns could be monitored.
sensing. McLelsh (1970), Saunders (1972a), and Selected images (July 14,1S,16,17,18, 1984; August
Holladay and O'Brien (1975) took transects of SST 13,15,16,17, 1985; August 6,14, 1986; August 21,22,
using a radiometer from an airplane. Lutjeharmes 1987; August 21,22,23, 1988) were sampled along lines
(1981) used satellite images for this purpose, but shown In Fig. 1, which also shows the coastline and
measured the sizes of features on the image directly, gross features of the bottom topography. All images

Advances in computer image processing now allow have been previously processed at different scalings
transects to be taken directly from satellite images. after the radiation to temperature conversion.
Being one-dimensional, such transects are easily However, these differences, as well as deviations
analyzed, and unlike ship transects, long transects from bucket temperatures in the satellite data, are
6y dLti:!tL di Lu maul t eserntlalli onc 1ntant acceptable as we are stuaying only the variability of
Deschamps et al.(1981) was the first to apply this the temperature, not their absolute values.
technique to the problem of SST variability by The transect SST data were linearly detrended
calculating the spatial structure functions of and Fourier transformed. Spectra from several images
transect data. The spatial structure function has taken within a week were assembled and averaged
been the preferred technique in the past as it shows (except where used in analyses of shorter pariod
less variation from noise than the Fourier spectrum, variability in Section 4), and were then further
However, the quality of satellite images available smoothed by a moving-average filter to increase
today is much higher, due not only to technical and statistical confidence.
processing advances, but also to the larger
collection of image data. It Is now practical to find
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3. Spectral Analysis:

Fig. 2 shows the energy spectra averaged over

all available Images on a log-log scale. The mean 
of

the least-squares fits to all the transects Is also
shown. The slope of this fit implies that the
one-dimensional energy spectrum E(k) follows a power
law of kn with n = -2.1 ± 0.2. This agrees well with
the results of Saunders (1972a) who obtained a value
of -2.2 ± 0. 1 for the same measurement In the
Mediterranean, and those of Deschamps et al. (1981
and 1984), who obtained a value of n = -1.8 1 0.1 for
the same part of the world, and a value of
approximately -2 In 1984 off the coast of France. It
agrees less well with Holladay and O'Brien (1975) who
reported a value of n = -3 for the upwelling region

off Oregon. From LANOSAT multispectral scanner band 4
data (corresponding roughly to green light), Gower et
al. (1980) also reported a value of n = -2.92 south
of Iceland. Saundors mentions that the value -2 does
not agree with any theoretical values of
two-dimensional turbulence, citing values of -1, -3,
and -5 predicted by various studies (Saunders,
1972b). The closest theoretical values are those of
Kraichnan (1971), who predicts values of -3 for

Fig. 1. The West coast of Vancouver Island: The enstrophy transfer and -5/3 for energy transfer. It
transects (solid lines) and some gross features of is possible that the area of this study, and that of
the bathymetry. Inshore dotted line Is the Saunders' and Deschamps', are not entirely dominated
approximate 180 m Isobath, and offshore dotted line, by isotropic turbulence. For instance, coastal
the 1800 m Isobath. topography and :urrents In our region will modify the

% SLOPE=-2.1
S10 0

z0 ,

W10-1

w TRANSECT1 %
a. TRANSECT 2

W 10 - 2  TRANSECT 3
.. . . TRANSECT 4

10-3 1,,;

10-2 10-1

ALONGSHORE WAVENUMBER, 1/KM
Fig. 2. The S-summer mean SST energy spectra for the four transects with
best-fit slope of -2.1 shown as a straight line.
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turbulence frum simple two-dimensional Isotropic 15.5
turbulence. However, since the circulation patterns
of the three regions are vastly different, it seems 15.0
unlikely that such good agreement In the observed
values could be due to any common feature of the 14.5 t /i :"r
regions except the presence of two-dimensional " F / ' I\ I-
turbulence. ,! . I'

4. Discussion:

Cross-spectra of transects from different Images
were also computed. Fig.3 shows the coherence and 2..
phase spectra between two transect 4 temperature
series from Images received on Aug. 21 and 22, 1988,
which reveal typical summer upwelling event. The 12.5,

coherence spectrum reveals significant coherence at
theI very low wavenumber regime (below about 0.02 12.0

km") and at he high wavenumber regime (above
roughly 0.2 km ). The intermediate regime between 11.5
the two reveals generally Insignificant coherence for ,_, _, _,,,,_,_, _, _, _,
images only a day apart. 0 50 100 iSo 200 250 300 350

DISTANCE SOUTHWARD ALONO RANSECT. KM
CD° Fig. 4. Temperature data along transect 4 for Aug. 21

(solid curve), Aug. 22 (dotted) and Aug. 23 (dashed),
1988.

CD

(ZCD --

()_CD Fig. 5 shows transect 4 data from Aug. 17, 1984
.- and from the same day one year later. As both days

Dwere characterized by the absence of strong upwelling
events, the resulting data are in sharp contrast tothose In Fig. 4. If we conceptually divide each

L - transect temperature into three parts: the overall
M mean, the linear trend and the eddy fluctu~clions, we
=0 notice the absence of strong eddy component in Fig.5

C3 data as compared to Fig.4 data. Curiously, the two
_f)- transect data In Fig.5 show that despite having aC similar alongshore linear trend (a rise of 1.5 *

.- over 350 km southward), the overall means are about

Zo ---------------- 5 2.5 °C apart. Thus, for summer transect data from
Q' -different times, in the absence of strong upwelling
LIo events, the general linear trend tends to persist

M despite a possible major shift In the mean.

0.0 0.1 0.2 0.3 0.4
WRVENUMBER (IIKM)

FiT. Cross-spectrum between transect 4 temperature
datra-om Aug. 21 and 22, 1938. The 95% significance 14level Is shown as a dashed line. The phase spectrum
Is plotted only when the coherence is above the 80%
significance level,.t

To understand the coherence, we look at the 1
original transect 4 data shown In Fig.4 for Aug.21,
22 and 23, 1988, which shows the gradual warming of a 12
cold upwelling event over the 3 days. The dominant
wavelength as measured from the two troughs Is about
250 kin, which genera)ly aprees with the coherence
peak at just under 0.02 km in Fig.3, (corresponding 11.ri /.I%1 V
to a wavelength of about 350 kin). There Is also I
southward propagation seen from Fig.4 and from the
phase spectrum of Fig.3, where the phase lag of 37
degices gives a ±uuthwald phase bpeud 01^ 36 kill day- I
or 40 cm s , a speed roughly comparable to the 0 0 1 , 2
prevalent summer current flowing southward off the 0s5 c Soo 150 2 C 250DITACE SO~MMA AONG TRANSEC KM
shelf (Thomson, 1981, Fig. 13.19). Closer examination Fig. 5. Temperature data along transect 4 for Aug.
of Fig.4 reveals that some of the smaller scale 17, 1984 (solid curve) and Aug. 17, 1985 (dashed
structures, e.g. at the 30-km scale, remain curve).
distinguishable throughout the period, thereby
contributing to the rise of coherence for wavenumber
greater than about 0.2 km

"  
(corresponding to the

30-km scale) In Fig 3.
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5. Conclusions:

From alongshore SST transects taken from AVHRR 8. Weaver, A.J. and W.W. lsieh. 1987. The Influence
images spanning five summers off the west coast of of buoyancy flux from estuaries on continental
Vancouver Island, we have confirmation of Saunders' shelf circulation. J. Phys. Oceanogr. 17:
(1972a and b) and Deschamps' et al. (1981 and 1984) 2127-2140.
measurement of the energy spectra power law exponent 9. Deschamps, P.Y.; R. Frouln and M. Crepon. 1984.
n. The good agreement with these values, obtained Sea Surface Temperatures of the Coastal Zones of
from very different parts of the world, suggests that France Observed by the HCMM Satellite, Journal of
the value obtained doec Indeed represent the presence Geophysical Research. 89: 8123-8149.
of two-dimensional turbulence, despite our poor
theoretical understanding of such processes in a 10 Gower, J.F.R., K.L. Denman and R.J. Holyer. 1980.
non-isotropic environment (e.g. presence of coastal Phytoplankton patchiness indicates the fluctuation
topography and currents). spectrum of mesoscale oceanic structure. Nature.

Summer images may be divided into 2 types: 288: 157-159.
Upwelling dominated and non-upwelling dominated. When 11 Saunders, P.M. 1972b. Comments on Wave Number-
a strong upwelling-induced alongshore cold front was Frequency Spectra of Temperature in the Free
observed, the regimes shoreward and seaward of the Atmosphere. Journal of Atmospheric Science. 29:
front had distinctly different spectra (Burgert and 197-199.
Hsieh, 1989). Cross spectral analysis of transect
data between mages taken a day apart in the presence 12 Kraichnan, R.H. 1971. Inertial Range Transfer in
of strong upwelling events revealed significant Two and Three Dimensional Turbulence. Journal of
coherence at the low wavenumber regime (wavelength Fluid Mechanics. 47: 525-535.
300km and above, corresponding to the large eddies) 13 Thomson, R.E. 1981. Oceanography of the British
and often at the high wavenumber regime (wavelength Columbia coast. Can. Spec. Publ. Fish. Aquat. Sci.
30 km or below, corresponding to the fine structures 56: 291p.
of the eddies). Between these two regimes, the
coherence is generally insignificant except for 14 Burgert, R. and W.W. Hsieh, 1989. Spectral
occasional minor peaks. The coherence drops for analysis of the AVHRR sea surface temperature off
images taken 2 or more days apart, suggesting a the west coast of Vancouver Island. Atmos.-Ocean
decorrelation time scale of about 2 days. In the (in press).
absence of strong upwelling and associated eddies,
summer transect temperature data from different years
often revealed a similar alongshore linear trend in
addition to possible large differences in the mean
temperature.
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SEA SURFACE THERMAL SIGNATURE AND ESTUARINE FLUSHING EVENTS
IN THE STRAITS OF GEORGIA AND JUAN DE FUCA.

P.H.LeBlond, D.A.Griffin and D.Laplante

Department of Oceanography, University of British Columbia,
Vancouver, B.C. Canada V6T 1W5

Abstract occur at the transition between stratified
and mixed regions. Tidal currents ebb and

Significant amounts of fresh water are flow with semi-diurnal and diurnal
exported seawards from the Strait of Georgia periodicity as w-ll as over longer periods:
through the Strait of Juan de Fuca when the vertical stratification and the position
northwesterly winds coincide with periods of fronts may thus be expected to show a
of reduced tidal mixing. These events are similar variability.
accompanied by a recognizable sea surface
temperature signal and usually occur during Observations in channels connecting sources
clear-sky conditions: they may thus be of runoff with the ocean (Geyer and Cannon,
examined through thermal infrared satellite 1982; Nunes and Lennon, 1987) have shown
imagery. NOAA AVHRR images of the region that the variation of tidal currents which
will be used to discuss and examine the occurs on a fortnightly cycle of neap and
flushing events. spring tides is particularly important in

modulating the estuarine circulation and
water exchange between coastal basins and

Introduction the ocean.

Freshwater runoff has an important influence This paper describes the influence of wind
on coastal oceanographic conditions. The forces and tidal mixing on the export of
lighter fresh water floats upon and freshwater from the Strait of Georgia,
gradually mixes with sea-water, affecting through the narrow and shallow tidally mixed
vertical stability and mixing,and hence the Boundary Passage, to Juan de Fuca Strait and
location of fronts between stratified and the northeast Pacific Ocean, and discusses
homogenized regions. The estuarine circul- the application of AVHRR infrared imagery to
ation caused by runoff is characterized by the detection and interpretation of the
seaward flow in a relatively thin (5-20 m) phenomenon. The geographical area is shown
surface layer, partly compensated with a in Fig.l,wherein place names referred to in
slower return flow at depth. This type of the text are indicated.
circulation in fjords and other estuaries is
already well documented (Dyer, 1973).
Estuarine influences often prevail well onto
the continental shelf and can give rise to Surface Salinity in Juan do Fuca Strait
significant buoyancy-driven nearshore
currents, as on the coasts of Norway, The tidal mixing rate is proportional toScotland, and western North America that of energy loss through bottom friction,
(Skreslet, 1986). and hence to the cube of the flow speed. A

comparison of the cube-root-mean-cubed

Wind forcing and tidal mixing are the main (crmc) tidal velocity in Boundary Passage to
fautors influencing the seaward export of fluctuations of surface salinity at Race
fresh water. The wind pushes surface waters Rocks shows a clear relationship (Fig.2). A
roughly in the direction in which it blows, time series synthesized from the long-period
with scme degreo of deflection to the zight tidal components MSf (fortnightly) and Mm
'in the northern hemisphere) due to the (monthly) of Race Rock surface salinity
Coriolis forze, the exact anglo depending on variations (middle line, Fig.2) exhibits
the wine's duration, the presenc of lateral most clearly the relationship with mixing in

constraints aad the vertical otratification. Boundary Passage, with minimum salinity
The main effect of tidal currents is to occuring two to four days after times of
contribute to vertical mixing. In shallow minimum mixing (neap tides), indicated by
arear where tidal currents are sufficiently dashed lines.
stronq, turbulent mixing may destroy the The combined effects of discharge, tidAl
vertical density stratification. Fronts mixing and wind on surface salinity in the
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southern Strait of Georgia and eastern Juan
de Fuca Strait are shown in Fig.3. The 1.0
effect of the wind on the salinity at Race crme
Rocks is felt clearly when a northwesterly TIDASPEED

wind (from 310 0T) pushes the surface waters U/s0.
of the Strait of Georgia seawards during a
period of weak tidal mixing. The combined TIDE 31[
effects of wind and tidal mixing are Of M v
represented by a Froude number, low values 30
of this number correspond to strong RAC 32A
stratifications during low current regimes, uN. J1 Pwhen the surface brackish layer may readily 30

slip seawards (Griffin and LeBlond,1989). JAN' FEB ARAPR MA'JUN JU.'AUG SEP' c'NO DEC'
The lowest curves compare actual surface 3969
salinity at Race Rocks with their low
frequency tidal variation. As seen already Fig.2 Time series of cube-root-mean-cubed
in Fig 2, the low frequency tidal (crmc) tidal currents in Boundary Passage
contribution explains the actual salinity compared with variations of surface salinity
variations most of the time, but clearly NOT at Race Rocks (bottom) and the latter's low
when a northwesterly wind coincides with frequency tidal part (middle curve).
neap tides during the high discharge period.
These events are well predicted by the
Froude number and occur when the latter
falls below a value of approx. 0.8. for the fact that there is currently no

method of extracting salinity directly from
emission or reflection spectra of the sea
surface. During the summer however inshore

Remote sensing waters are thermally stratified, with warm
and fresher surface water overlying deeper,

The mechanisms described above account for colder and saltier water. Temperature may
surface salinity variations throughout a then be used as a proxy variable for
wide area of coastal waters from Boundary salinity: strong mixing will be associated
Passage to the Vancouver Island shelf with cold as well as salty water at the
(Hickey et al, 1989). A good description of surface; stratified waters will be warm as
the spatial variability of the process well as brackish at the surface. Thermal
requires a denser network of salinity imagery of the sea surface can then reveal
monitoring stations. Satellite remote the evolution of fresh water flushing
senLing would seem an ideal method of
obtaining the desired aereal coverage but processes.

126^ 14" 133 NOAA-7 AVHRR thermal imagery with resolution
-Re of 1.1 km was obtained from the University

of British Columbia's Satellite Oceanography
Laboratory. Northwesterly winds over the
coastal area usually coincide with the

SWIS ".presence of a high pressure system so that
COLUM1A clear skies prevail during potential

flushing conditions. Oceanographic
50 see conditions observed during the summer of

&1984 are shown in Fig 4. A period of
AV coincidence of neap tides with a
' VACOUVER northwesterly wind over the southern British

Columbia coast is seen to occur in late
July. It is clearly associated with an
increase in temperature and a decrease in

An SAND .'AM -49" salinity (not shown) at Race Rocks. A
AC11 PASS sequence of surface temperature maps were

5sM61RIx PASS . obtained overlapping the period of interest.
5TW . ~Interpretations, redrawn from calibrated and

color-coded infrared imagery to show the
A f.YC main thermal features of the sea surfaceare

shown in Fig.5.

OEANI WAS...o~o The first image (July 14, 1984) shows the
surface temperature field soon after spring
tides and on the first day of a reversal inwind direction following nearly a week of
southeasterlies. Cold ( < 150C ) surface
waters are seen throughout Juan de Fuca

3. Strait and Boundary Passage; the southern
lie Ile lie Strait of Georgia is warm (between 15 and

200C, and the northern end even warmer
Fig.l Area map, showing the main source of (>201C).
freshwater runoff (the Fraser River),and the
channels through which it flows seawards.
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Fig.3 Discharge, wind and tidal mixing After four days of strong northwesterlies
effects on surface salinities at Race Rocks. (July 18), pronounced upwelling has brought
From the top: freshwater runoff into the cold water to the surface on the west coast
Strait of Georgia (total and Fraser River of Vancouver Island (temperatures below
contribution); wind vectors at Sand Heads 100C); upwelling has also taken place in the
(rotated: up is 310 0T, along axis of Strait northeastern part of the Strait of Georgia,
of Georgia); crmc tidal speeds in Boundary where patches of surface water of
Passage; Froude number characterising mixing temperatures below 150C are now seen. Tidal
in Boundary Passage; surface salinity at mixing is weaker and warm water is beginning
Race Rocks (smooth curve is the low- to be pushed through Boundary Passage
frequency tidal part). without being completely mixed with the

colder water beneath.

Five days later (July 23), warming under
sunny skies has brought the temperature of
the surface waters of the Strait of Georgia
back to 200C and above. Evidence of the lack
of mixing during neap tides is seen in the

Gcorda 4 , ,i warm surface waters of Boundary Passage and
nSraf ,lt, J -mh! I.ijm \ A. ill eastern Juan de Fuca Strait. Mixing quickly

Wind ldominates again: the next day (July 24),(I0) \"surface temperatures in that same area have(31&)-4t\already decreased below 150C. A pulse of
isawarm surface water is seen to progress

Actie V1seawards in Juan de Fuca Strait.Active
Pass
Temp. Temp. 

Conclusions

tdal 'We have used sea surface temperature as ac t , proxy variable for salinity to describe an
important feature of the export of
Sfreshwater seaward from the Strait of

Race Georgia. Satellite imagery provides wide-Temp. area coverage of the process and opens the
0 JNdoor to remote monitoring and short-term

J.UL prediction of oceanographic conditions in
1984 that area.

Fig.4 Oceanographic and meteorological
conditions pertinent to freshwater export
from the Strait of Georgia during the summer
of 19894. Vertical lines indicate times of
satellite images. The images seen in Fig.5
are taken on the last four days shown.
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" , 1 1984 '18 July 1984
14 July 18

23 July 1984 24 July 1984

CC
C I

Fig 5. Sketches of sea surface temperature Nunes,R.A.and G.W.Lennon."Episodic
distribution in southern British Columbia stratification and gravity currents in a
waters in July 1984. Areas labelled C are marine environment of modulated turbulence",
cloudy. In order of increasing temperatures, J.Geophys.Res.,92,pp 5465-5480,1987.
areas hatched with crosses are coldest,
below 100C, those left blank are below 150C, Skreslet,S.,(Editor) The Role of Freshwater
those lightly stipled, below 200C and Outflow in Coastal Marine Ecosystems.
heavily stipled areas are above 200C. Springer, 453 pp, 1986.
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WATER QUALITY MAPPING OF AUGUSTA BAY. ITALY

FROM LANDSAT-TH DATA
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ABSTRACT sensed data acquired from aircrafts and satellites

provide a synoptic view not attainable from
Landsat TM digital data were used to ,ap the conventional methods and have produced a viable

distributions and concentrations of selected water alternative for water quality modeling, mapping, and
quality indicators in and around August Bay, Sicily. management.
The general approach involved near simultaneous

acquisition of TM data and water quality samples from Several studies have been done on other bodies of
42 sites, laboratory analysis of samples, extraction of water utilizing remotely-sensed data with successful
sample site DNs from the TM data, development and results (Khorram et al., 1987; Lathrop and Lillesand,
validation of regression models based on sample data, 1986; Lin et al., 1984; Khorram, 1981a and 1981b;
application of models to the entire study area, and Johnson and Harriss, 1980; Uno et al., 1980). The
generation of color coded output maps. Results were modeling of water quality variables using andsat TM
good for modeling temperature, turbidity, Secchi disk data is based on physical principles utilizing
depth and chlorophyll a, and indicate that remotely- statistical methods (Tassan, 1987; Tassan and Storm,
sensed data may be applicable to monitoring water 1986; Catts et al., 1985; Khorram and Cheshire, 1985;
quality in this geographic area. Farmer et al., 1983). Theoretical algorithms have been

developed and tested for cholorophyll and sediment

Key Words: Landsat TH, water quality, remotely-sensed mapping in coastal waters of Venice and Ancona by

data, Sicily. Tassan and Storm (1986). Similar to our study, Tassan
(87) utilized Landsat TM data for water quality mapping

INTRODUCTION in the coastal waters of the Adriatic Sea with
successful results.

Recently, concern has grown over the quality of
water in and around Sicily, Italy. As population and Augusta Bay is located on the eastern coast of
industrial activities have increased, more pressure is Sicily. It is a natural harbor enclosed by a man-made
put on the water resources of the area. As part of a breakwater with two major inlets to the bay. The
cooperative project to Investigate the usefulness of surface area of Augusta Bay is approximately
remotely-sensed data to the analysis of resource 150 hectares. The harbor is heavily used for shipping

related problems, Landsat Thematic Mapper (TM) data by industries located along the coast of Sicily. The
were used to assess water quality on Augusta Bay, study area encompassed all of Augusta Bay and much of

Sicily. Upwelling radiance from the water column the sea surrounding the bay.
contains information about constituents in water and
this radiance is detected by the TM. MATERIALS AND METHODS

Information on the distribution of water quality General Approach
parameters in estuaries and bays provides greater The general approach involved acquisition of water
understanding of ecology, biology, and dynamics in quality samples from boats near simultaneous with

these systems. The distribution of certain parameters, Landsat overpass; location of sample sites on the
such as chlorophyll a, can be an indication of Landsat TM scene; extraction of digital numbers from
biological activity and the productivity level in all TM bands; development and verification of

estuaries and bays. Other parameters such as turbidity regression models relating concentrations of selected
and Secchi depth provide a better understanding of water quality variables to the spectral data;
water circuldtion diad CUL atb, organic and Inorgaalc application of -deca to the entire study area; and the

matter distributions and hydrodynamic conditions in production of color coded resultant images each

these systems. The water quality parameters discussed depicting the distribution of a selected water quality
in this paper have been studied by conventional survey variable.
techniques In many similar bodies of water throughout
the world. These surveys can be time consuming and Collection of Ground Truth Data
expensive, and they frequently fail to represent the Water quality samples were collected at 42 sample
distributions of parameters of interest in heterogenous sites in and around Augusta Bay, Sicily, on June 7,
and patchy areas. Researchers have had to rely on 1988. Three rafts and one larger vessel were used in
sampling methods and interpolation and extrapolation the data collection which was completed within one hour

between sample points. On the other hand, remotely- (11:00 a.m. to 12:00 p.m. local Daylight Savings Time).
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Satellite overpass occurred around 11:05 local time. parameter were retained in the data set used in model

The sampling network was designed such that samples development.
would represent the full range of conditions expected
in this area. Secchi disk depth and temperature were Data plots and residuals for preliminary models
measured in situ and samples were iced in the field and indicated two sites which consistently appeared as
taken to the wster quality lab in Messina, Sicily for outliers except with respect to the temperature versus
analyses for turbidity, salinity, water density, Band 6 (thernal band) TM dati. Reference to th,
suspended sediments (seston), and chlorophyll a. Secchi original field (laboratory) dsta and the nautical

depth was not recorded at three of the sites and charts indicated that Secchi depths at these two sites

surface .emperat~ire was not recorded at two sites. Each were at least as deep as bottom depth. Spectral values
boat carried navigational instrumentation and sample were probably higher because they included bottou
site locations were recorded in latitude and longitude, reflectance, not just reflectance from the water
Sample site locations were also plotted on nautical column. A comparison was made between Secchi depth and
charts. bottom depth at all sites. Three sites (10, 21, and 23)

where bottom reflectance was thought to be a potential

_rocessn of Landsat Digita! Data problem were completely dropped from the analyses of
Image analysis was performed at the Computer all variables except temperature. Temperature DNs

Graphics Center, North Carolina State University, USA, represent surface conditions only, not conditions in
using the Land Analysis System (LAS) image processing the water column. This was confirmed by the plots of
software developed by Goddard Space Flight Center, the original data. Two of the sites dropped were in the

National Aeronautics and Space Administration (NASA). data set used In model development. One of the sites
Landsat 4 TM geonetrically corrected digital data were was in the data set used in model erification. Final
acquired Crop EOSAT. A window encompassing the study selection of models was based on R , probability of a
area :45 e.Lracted from quadrants three and four of the greater F-value for the overall model, and significance
full T1 scene (World Reference System Path 188, Row 34, of the t-test for regression parameters. A significance
June 7, 1988). Sanple site geographic coordinates level of 0.05 was used for all models and regression
(latitude and longitude) were transformed to image parameters.
coordinates (window X,Y) using the Space Oblique
Mercator (SOM) projection system as an intermediate RESULTS
step. Locations of sample sites were visually confirmed
by referring to their locations plotted on the nautical Results of the analyses include models predicting
charts. No discrepencies were found in locating the the concentrations of chlorophyll a and turbidity, a
sample sites. model predicting Secchi disk depth and a calibration

model for determining surface temperatures from TM Band
Digital numbers (DNs) for the six reflective bands 6 thernal data. Results also include statistical

and the one thermal band were extracted for the single summaries and color coded maps showing the
pixel and for the nine pixel block encompassing the distributions of the selected water parameters. No
center pixel corresponding to each sample site. Within relationships have yet been found between the TM
baad averages of the DNs from the nine pixels were used spectral data and suspended sediments or salinity. This

in the analyses. Single pixel values and kernel (block) may be because of the very low range of values or
averages were compared to verify that kernels because of their low concentrations. Results of the
represented spectrally uniform areas. One sample site water quality measurements are summarized below for all
was found to have a large deviation between the single sites used in model development and model validation.
pixel DN values and the kernel averages. That site was
found to be next to a rock jetty. Kernel averages Variable n Mean Maximum Minimum

included water and rock surfaces, therefore, location Secchi (m) 36 10.25 20.00 3.50

of the site was moved by one pixel and one line on the Turbidity (NTU) 39 1.00 5.00 0.00
image to avoid the jetty. New kernel averages for the 7 Chlorophyll (ug/l) 39 1.26 5.54 0.00

bands were uniform and representative of spectral Temperature (C) 40 20.76 23. 19.70
values for the original single pixel. The land/water
interface was determined from clustering and land The following model was found to be the best
values were radiometrically masked to zero prior to predictor of the natural log of Secchi depth:
applying the models.

LNSECCHI - -44.00 + 20.42*ln(BI) - 14.07*ln(B2)
Statistical Analysis

All statistical analyses were done using the n-27 and R2.0.83
Statistical Analysis System (SAS) Software Package.
Water quality variables were treated as dependent This model had an R2 of 0.87 when applied to the
variables and Landsat TN kernel band averages were verification data set (n-9). In addition to the three

independent variables in the regression analyses. Prior sites dropped from the analysis, three sites had
to regression analysis, a correlation matrix was missing data values.
produced for all water quality variables and all kernel
averages for the 42 sites. Also, plots of each water For predicting the log of turbidity
quality variable versus each band were produced. concentrations, the best model was:
Examination of these plots and preliminary models
indicated that a natural log transformation would be LNTURB = -17.633 + 5.23*ln(B2)
appropriate for all variables except the thermal data.
All subsequent analyses were done on natural log n-30 and R2-0.52
transformed data. Ten sample sites were selected to be
withheld from the regression analysis to be used to The verification R

2 was 0.57 (n-9).
verify the models. Due to the small range of values
represented by the water quality measurements, care was For chlorophyll a, the following model was selected:
taken that sites with the maximum and mininum
concentrations or values for each water quality
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LNCMLA - 81.38 - 39.38*ln(Sl) +29.08*ln(B2) In general, the distributions of water quality
variables depicted In the color coded maps follow the

n-30 and R2.0.84 expected distributions of these variables and Landsat-
TM data proved useful in modeling of selected water

The R
2 

for the verification dara set was 0.75 (n-9). quality parameters.
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ABSTRACT estimate phytoplankton biomass to within 40%
Coastal Zone Color Scanner (CZCS) images of ijl situ concentrations (Gordon et al.,

of the western tropical Atlantic (1979-1982) 1982; Gordon and Morel, 1983; GORDON et al.
were combined into monthly mean surface 1983a). However, along continental margins
pigment fields. These suggested that early waters are frequently Case II (Morel and
in the year Amazon River water flows along Prieur, 1977) and identification of
northeastern South America directly toward constituents is impossible with the poor
the Caribbean Sea. However, after June, the spectral resolution of the CZCS (Fisher et
North Brazil Current is shunted eastward, al., 1986; Carder et al., 1988).
carrying a large fraction of Amazon water Below we examine the dispersal of the
into the North Equatorial Countercurrent Amazon and the Orinoco plumes using the CZCS.
(NECC). This eastward flow causes diminished We build a case for the presence of
flow through the Caribbean, which permits phytoplankton in the plumes using a mass
northwestward dispersal of Orinoco River balance for nutrients and historical
water due to local Ekman forcing. The observations of plankton. Finally, we
Orinoco plume crosses the Caribbean, leading examine CZCS water-leaving radiance data from
to seasonal variation in surface salinity these plumes and compare it with radiances
near Puerto Rico. At least 50% of the from other blooms.
pigment concentration estimated in these
plumes seems due to viable phytoplankton. METHODS

We obtained water-leaving radiances (mW
KEYWORDS: CZCS, Orinoco, Amazon, river cm-2 Am-1 sr-1 ) and pigment concentrations (mg

m -3) from 159 CZCS images collected over the
INTRODUCTION Caribbean Sea and NE coast of Brazil between

Close to 25% of the primary production of November 1978 and December 1982. We also
the oceans occurs near continents (Walsh, used images processed by R. H. Evans (RSMAS,
1988). This carbon is frequently in surplus University of Miami) and G. Feldman (NASA
relative to demand by the food web, and may Goddard Space Flight Center) showing
be lost to deeper waters or sediments. Thus, normalized CZCS water-leaving radiances and
continental margins may be a sink for excess pigment over the entire North Atlantic in
carbon dioxide released to the atmosphere by 1979. Atmospheric corrections were those of
human activity. In particular, rivers are Gordon et al. 1983a and Gordon et al. 1983b.
important point sources of nutrients (and Pigment concentrations were obtained using
pollutants), with the Amazon and Orinoco Gordon et al. (1983a). Products were mapped
rivers accounting for nearly 20% of the to standard projections and navigated to
annual fresh water discharge into the world's match a standard coastline.
oceans. But little is known about where this
water and nutrients go. We have to RESULTS and DISCUSSION
understand the dispersal and productivity of There was good agreement between
this discharge to make sound management historical pigment concentration data and
decisions about natural resources in the CZCS data in the greater Caribbean region.
tropical Atlantic. Concentrations were high in known areas of

Typically, it is hard to detect river upwelling and also in the plumes of rivers.
plumes offshore with remote sensors due to An unknown amount of dissolved organic
low instrument sensitivity in the visible or material is present in the plumes, but since
lack of contrast in the infrared. But plumes the rivers discharge high concentrations of
can be readily detected with sensitive nutrients (>10 AM nitrate-nitrogen and >30 AM
instruments like the Coastal Zone Color total nitrogen), some of the color was
Scanner (CZCS, aboard the Nimbus-7 satellite; probably due to viable algae. Direct
see Hovis et al., 1980). Most bio-optical observations of high concentrations of
studies have focused on waters where optical phytoplankton have been made in the Amazon
constituents covary with pigment plume by Wood (1966), Hulburt and Corwin
concentration, yielding algorithms to (1969), Demaster et al. (1983), Borstad
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(1982), and Dustan (unpublished data upwelling of nutrient-rich waters occurred
collected in 1982 and 1983). Similar near the coast (see M5ller-Karger et al., in
communities may grow in the Orinoco's plume, press). The plumes of the Amazon and Orinoco
as suggested by high concentrations of could be seen entering the Caribbean,
pigment measured in the Gulf of Paria in 1986 extending westward along the coast.
(0.7-2.3 mg m-3) and south of Puerto Rico In contrast, between June and December, a
during surface salinity minima in October- patch with concentrations > 0.5 mg m-3

November 1980 (>0.2 mg m-3 ; Yoshioka et al., covered an area >3x,0 5 km2 in the eastern
1985). Caribbean (Figure 2). Over scales larger

We compared pigment estimates from full- than about 500 km, features were elongated to
resolution CZCS images (I km x 1 km pixels) the west or northwest, reflecting the
with a limited number of concurrent ship- dominant direction of water movement. At
based observations (n=27; Muller-Karger et smaller scales, southward and eastward
al., in press). The CZCS underestimated the motions were inferred from consecutive scenes
sum of surface in situ chlorophyll a and (Miller-Karger, 1988). The largest eddy
phaeopigments off Puerto Rico by a factor of motions were about 250 km in diameter.
about 0.61 in 1980 (n=6). Comparisons in the
southern Caribbean in 1986 showed more
scatter, but CZCS data were on average within Pue RiCo
a factor of 0.92 of surface in situ pigment
concentration (n=21). The CZCS overestimated
two observations of surface pigment
concentration in the Orinoco river plume
within 100 km of the delta (20 April 1986 in
the Gulf of Paria). It was not possible to
evaluate sub-pixel variability.

Dramatic seasonal changes were observed
in the spatial arrangement of pigments in the
western tropical Atlantic and Caribbean Sea.
During June-January, Amazon water is
preferentially dispersed offshore into the "0
tropical Atlantic via the retroflection of
the North Brazil Current and the North
Equatorial Counter Current (Figure 1; MQller- Vnue
Karger et al., 1988). A fraction of the
discharge may reach Africa. In contrast,
during February-May, the Amazon plume flows
to the northwest along the coast, directly Figure 2. Composite of 9 CZCS overviews of
toward the Caribbean Sea. the Caribbean Sea in October 1979.

The CZCS data show that the origin of the
large pigment patch in the eastern Caribbean
during the second half of the year is the
Orinoco River rather than the Amazon (Figure

* 3). Since at this time winds are weak, sea
V surface temperature is high, and the seasonal

thermocline is well developed, it is unlikely
". .. that this increase in chlorophyll is due to

upward mixing of nutrient-rich deep water.
Nutrient loss processes in the Orinoco's

plume were examined with transects along the
plume's axis and with a simple trophic model
based on histograms of the distribution of
CZCS-derived pigments.

Transects were approximately 1000-1400 km
long, the typical length of the plume in
September-November. We converted distance to

. I. time assuming that particles moved at 0.3 m
s-1 along the plume's axis. Invariably,
pigments decreased along the plume. For

Figure 1. Composite of 15 CZCS images of the example, the least squares curve that best
western tropical Atlantic (21 July 1979 - 9 fit data collected on 9 October 1979 was:
January 1980), showing the offshore dispersal Pigment=5.34*e(-0.061*t), (n=163, r2=0.51),
of Amazon water (the color bar is applicable with pigments in [mg m-3] and time (t) in
only to this imAge). ,days.. T suggeste that 1-- - decayed

In the Caribbean, concentrations > 0.5 mg exponentially with a half life of ca. 11

m n3 were seen almost exclusively south of days. Other dates also showed pigments

140N during January-May, in particular near disappearing faster than by conservative14°Ndurng Jnuay-My, i paticuar eardilution in a one-dimensional model. This
capes and headlands off Venezuela and eastern ilion tha one-dimensonalibudal. s

Colombia. Since such areas receive little implied that the plume contributed to surface

river input, and since sea surface food webs and offshore sedimentation.
temperature here is always low relative to
the central Caribbean, it is likely that
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above estimates suggest that at least 50% of
the pigment observed with the CZCS in the
plume was viable phytoplankton.

Automated differentiation between river
plumes and other blooms is not easy. Figure

Orinoco lume 4 shows CZCS water-leaving radiances (440 nm)
from the Orinoco plume and from an upwelling
plume off Margarita Island (Venezuela).

Amazon plume Nearshore, sediments are responsible for some
backqcatter. Over 100 km offshore, radiances
in the river and upwelling plumes behave
similarly. clearly, plume radiances are

9 affected by Gelbstoff and pigment
ccncentration, but unfortunately there is no
data on the concentration of Gelbstoffe in
Caribbean waters that could be used to modelSouth America the optical characteristics of such plumes.
it is important that we build a bio-optical
data base of these regions in order to

Fiqure 3. composite of all czcs data effectively use future remote sensing data.

collected in October 1979 over the North IC

Atlantic, clearly showing the separation of Upwelling off Morgarito I.
the Amazon and Orinoco plumes (light color). 1 4. o Offshore Orinoco Plume

0 Nearshore Orinoco Plume
The trophic model was based on a series 

of 0' Oi

nominal conversions between CZCS-derived E o
pigment and nitrogen concentrations, and 0 1.
between pigment concentration and cog 1a
productivity. The reader is referred to 4.
Muller-Karger et al. (in press) for detailed
explanations. Here we focus on some of the
results. All calculations requiring input of .4 *,l *,
viable chlorophyll used an arbitrary value of
50% of the CZCS-derived pigment level, a
necessary correction since phaeopigments are
a byproduct of grazing and senescence of
phytoplankton (Jeffrey, 1980; Margalef, ..s '5
1965). Also, the presence of Gelbstoffe may Pigment [mg m-3]
lead to an overestimate of phytoplankton
concentration (see Baker and Smith, 1982; Figure 4. CZCS water-leaving radiances
Carder et al., 1988). obtained from an upwelling plume around

The model estimated average primary Margarita (periods), offshore Orinoco plume
productivity (cf. Eppley et al., 1985) and (diamonds, >200 km offshore) and nearshore
nitrogen uptake in the plume, Dugdale and Orinoco plume (squares, <50 km from Dragon's
Goering's (1967) 'If" ratio, turnover times of Mouth) on December 16, 1978 (CZCS orbit 738).
freshwater, particulate carbon and nitrogen
concentrations, and the average number of CONCLUSION
times that a nitrogen atom is recycled before With more detailed measurements of the
export. The Orinoco may contribute 2-12% of vet aorizntal costitents and
the daily nitrogen requirements of the vertical and horizontal constituents and
phytoplankton growing in the plume, and lead optical properties of the plumes, we may be
to the fixation of 7-29x105 tons carbon per able to separate Case I from Case II waters.
year. The rest of the demand appears to be Preliminary observations suggest that
met by nitrogen cycling, which means nitrogen chlorophyll may be overestimated by >200%
must be recycled > 20 times before export. with the "standard" CZCS pigment algorithm in

Assuming that the turnover rate for carbon waters with a high Gelbstoff to chlorophyll
is similar to the nitrogen cycling time, the ratio (Carder et al., submitted). These
time needed to fill the estimated volume of errors may be brought to under +-50% if
fresh water in the plume was roughly additional spectral information is available.
equivalent to the number of cycles undergone Carder et al. (submitted) propose quantifying
by nitrogen. Also, the time needed to fill chlorophyll-like pigments separate from
this equivalent volume of fresh water was Gelbstoffe and chlorophyll degradation
similar to the time needed to balance the products using additional water-leaving
........ -r radiances measured at 412 nm. The promise of
discharged by the river (we used the Redfield this new method can only be tested with an
ratio; Redfield et al., 1963). Furthermore, adequate data set obtained during combined
if we assume that nitrogen disappeared from ship-board and airborne experiments.
the plume at the decay rate obtained from our
transects, nitrogen input by the Orinoco ACKNOWLEDGEMENTS
decreased to trace levels (i.e. 1% of the We thank Charles R. McClain (NASA, Goddard
average input) in roughly the time needed for Space Flight Center) and Thomas R. Fisher
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The Radar Image of the Turbulent Wake

Generated by a Moving Ship

James K.E. Tunaley, John R. Dubois and J. Brian A. Mitchell

London Research and Development,
755, Queens Avenue, London, Ontario, Canada

ABST&iAUt of the phenomena associated with ocean scatter,
except at small radar depression angles and higher

A wake behind a surface ship can frequently be radar frequencies. An improvement has been made by
seen In synthetic aperture radar Imagery at both L Holliday et al, 1986, 1987, which is roughly
and X-bands. One of the featares is often the equivalent to the inclusion of the effect of varying
"turbulent wake", which appears sometimes as a the angle of incidence because of the wave slopes.
reduction in scattering cross-section and sometimes It appears that this results in an enhanced
is a "bright" streak (or streaks) extending some scattering cross-sectionat X-band over that
hitoetres behind the vessel. A model for the predicted by the simple Bragg scatter mechanism
scattertag of em waves fro the turbulent wake Is because longer waves make a significant contribution.
presented. The model is based on the propagation of When a vessel is underway, a "turbulent"

surface waves through the steady component of the hydrodynamic wake stretches out behind it
flow associated with the wake together with the Bragg (Schlichttng, 1979; Townsend, 1976)). This- type of
sechanism far scattering. Cross-sections across the wake consists not only of vortices with some energy
wake art calculated and some of theia exhibit the type spectrum but it also has-a steady component
of behaviour that has been observed. A comparison of concentrated in a narrow-region along the ships
the theory with SEASAT imagery is underway, track. Whilst the theory of the production of the

turbulent wake is not sufficiently advanced to be
KEY WORDS: RADAR, WAKE, TURBULENCE able to make accurate -predictions for a given shipi

an order of magnitude for- the various quantities can
I. INTROUCUfON be obtained readily. It can be shown that the non-

steady component of vortices is not likely to be

A library of about 50 SEASAr and some airborne SAR important to the radar scattering problem: a
wake Images has been compiled at the Defence Research treatment of only the "dc" component is necessary,
Establishment Ottawa. Providing the spatial (Tunaley et al, 1986).
resolution is sufficiently fine in both azimuth and Once the profile of the-mean flow has been found,
range (such as that obtainable in SAR), radar images the propagation of a-wave, with a given wavevector,
of the wakes from surface ships seem to fall outside the wake can be studied as it impinges upon
principally into four categories. These are the the mean flow. The theory is similar to that

Kelvia wake, the turbulent wake, wakes from internal involved in the propagation of aeoustic waves in the
waves and narruw-V wakes. Not all types are seen at atmosphere where there is a wind. The theory is well
a given frequency: for example narrow-V wakes have established (Lighthill, 1978). It turns out that,
been seen with L-band radars but not at X-band. Work because the phase velocity of surface gravity 'avcs
is underway to develop a fairly comprehensive is quite small at wavelengths corresponding to L or
simulation of the SAR imoage of a wake. The aim of X-baeds, the effect of a change in the flow velocity
this is to study the production of the various types of a few centimetres per second over a distance-of a
of wake Image under different conditions. However, few metres can have a dramatic effect. Thus a-wave
since there will generally be a lack of knowledge of travelling from outside the wake will generally
the conditions undor .,h!Th an 15agc La r,Jued, A change its wavelength, phase and group velocities and
very accurate solution to the problem is not required its dfrectiou signiticantly as it enters the wake.
at this stage. In this paper attention is confined Indeed, for some positions and orientations within
to the turbulent wake. Though not always visible in the wake, it may be impossible for a wave to
rda.I imsaerj, the turbulent wake is eust ofteni seen propagate from the outside: this clearly suggests the

as a dark streak behind a surface ship, stretching possibility that serious- reductions In scattering
back for several kilometres. cross-section can occur.

The effect woulif see to indicate a reduction in In the present study a-simplified approach is
the amplitudes of the surface waves responsible for adopted. It Is assumed that, -for a small area about
the scattering of the em waves in the turbulent wake. each position within the wake, scattering arises from
However it must be noted that sometimes the dark a Bragg wave. The ray path is then traced back to
streak may exhibit bright edges and perhaps other the outside of the wake -s6 that the amplitude of the
stracture. The Bragg mechanism of scattering, which wave can be found. A simplified power law spectrum
will be adopted here, is capable of explaining most (Phillips, 1977) is chosen; it is assumed that this
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C rii)f 11,.s 14~ beca1 8eaerited by the wind att the wake for several kllometre ;, owing to thleI
some diitance froin the wake and that this spectrum 91,w ri.of spre-idi-.
has a simple dependence onl the wind direction. Whilst
the wind will produce new? waves which will decay, as_________________
described by flughes, 1978, it is further assumed that 30
the wind cannot produce significant new waves over
the extent of the wake Itself and that the associated
damping of the waves is negIgible. These latter
assumptionsa are reasonable for L but not for X-band. 20

11. THEl TURBULEN~T WAKE IN THE FLUID)
S10

fhe turbulent wake from a towied vessel occuri
because water has a small but finite viscosity and
becautse it wets the subocrged surface of the ship.
This causes a frictional drag which impartu mottentur 0
to the fluid. The rat.- of tranisversL diffusion of 1 10 20
this momentar. by the randeis velocity field of DISTANCE ROMs SIPi (KM)
vortices tends to be small. tven if the wake were ti)
Stsrt In it regular -nanner, It qould become ratndoa Figure . The wak-.? lia f wit * a a i c iiv oif
lowastrem- (Schillclting, 1979). Thus eddies of a 'Ms ii- bmk'i-i~ p '( *

w~de ringe of scales will be produced as wull as a
man flow componenit directly astern of tae sal? alonk,________
the h'ptrack: the wike cain be regarded as an ~
t'ctevleon Of the houndary layer.

in-azLa two t,'pes of shear flow are treatedl ia the
literature. These ar.e the twv-dimensional flow past
~ a ng tylinder oriented transverse to thle principal
fiow t'irection aind Lhe axi-jymnetr~c three-dimeensionalet1
,;ake bethind a '.ody of rpvol.titn. Information

clcrlgthe meaeA t10w ',oloc~ty distributions andl
thie 'iaveiopwent, of the shape of the wake can be
obtatami urfig the ui'illength theory of Pratndtl
(Prand:J and Lattices, l~at). The theory I., based oi
the idea thou tiae qppropeiate dyna'.Icil .jasntLty Can .2

diffuse thronghout ihe flow in -in snxilejs manner t 110 2
ooblcul',n dl-m&n c. a eas. In a aensG, tne DISTANCE FROM SNIP (KM)
"iicng Ieerhi" ia 'sJiar to the aetoi frci' path but
the! diftulosijg eioren 3 are aacrostop.c "l'.S Of Viwu~ 2. rtie raein v.ulecity of the wake at its
flaid rathker than aoroscopic' objects. cenrt .cs a fution of distance behind a frigate

fiii Pramntls assuaoztkons oo thoe Lgeomectrical anmd m'ovl.g a.*. 20 kt.
acaiclsimilarity of the flow i0 diiCerenr

sections of rh. wake, the differential. equpxtons can T.1 UFG WAV.1 PROPAGATEON
be solved for thle turbulent i'akt region Se~jy frou too,
oI jacZ zr..ating the dietjir'-tnce. Thus '.r is to be This sectiOn t3; ro.icireed uw.th waves on a surface
expicted that the solution 'm.ann.t depeind too grerly up.-n which th~ ielc changea sauvtty froom point
on the nature vf the obj~iet ILtself and ha, hie to point. Ic 1,; as''.i.,ed thack t.he veloc-. rilanges
re3ult, wMl be 'sore or 1-.s3 genetaily uppl',able. over a i-avelength ur verjr small. Tha pr~pagation of
Tto solutlo is f.)r a sphere hav-e been -icse.by waves,. ot, or within a -iovLag mkdium has been trieited
Scolttchttig. The rest-O is not .:-sLIcced to t/ PeregrIne, 1971, tg~l, 197ts, and Phi~elips,
ephericai tndies s long as the appropt Late crag 1977. ThD froelbet.a) ol as IJOvu Lasurud at- Any .oint
-oefficierlt Is inserted tcrepresent the co:rect at-? in au inerttak referen..,; fr,,,Is Is .be p-ae~j. Hlowever

cof momntaa -roductt~n: It can b&' employ-ed to .Iiiti tt, frequency wxanuve*i, in ;I i:eaa wiflit ts s.,9Ionary
the order oif rutgnitu~de -f the take -)aramete.-s oste-n ith retfoact to tht. c-l ;Ptotr turfEoc- 4-.1
of a ship. jeaera1)y bi, Lopplar 3tftAim in f~equency. 1~I '

To estimaroo the wakep iaraeterv for 3ts all at ,re c~t unw.ar frerju?ncy outts Ie i..e vzke in a fr-lue fin
coafi~cient r.,prarentit-8 tnie net rastt, or 1,rodicdlof ah~ch the v-ae:- is statf.,naryv and 0, 1- the r-idi~ar
of li'ne-ar atoeantom by .i sela.-propind itip i5 f0reti.i:".~ xteafjusd by st obc'ervae mo.;fig with Le
needed. At: moderate speeda kf.e draL, dk-e Kc tUU flu'.d, 0-.1 ust'a4i trmp.Tt of the Doppler P~ff,.ct
production of norientam ',y t04 Zelvit. wt-k! e tCils t, Le yields
of the same order aa tvit !-i" to vlircoin dr-g, Siefc
the rpsolits of the theory for thte vaket ;4I$0 t'r ef k.a V
vt'Io.ity of then flow depend o-. tnii dragp toet c-i ft%
to he voier o)f 1/3, astimate- based o-i tau skin dra,% iderp U IF the local fluid te iotor of a
for towed boa cat) bte utillaa. 31,n5 the p~ o'1ctlon lo.:al -ieuaeiy i. toemiui aec-tise the wav&len-ith a
of *tomatum by the toew.; wlt tenid to -. cs.that the sitrfaci U dirme.2; reictes, to It, For cxo~aple a1
iaused by rtcor dr.ig. Hiowever, there wT t, typickiLly .vu pn)e .a a fo lih as aoponea
bL a isgt production of fRuin no.AenCimta ia -he wppgn-to of veLoci~ty in he gao-a ,'ractfoe, q, thle vavev :or
dtlection V' the ship 'me,0c.y bec'±,ie of v.A4weekin: %fill hivo L. reduced loca . frequcn y- aut; lt
rutstxence and wtnd drage foiceo. Vgars 1 and 2 wayelangth ,kil bc inrv~eastd. Pir olapt-sive v6J9
shtow jraphu (,f tele wake halt w-'Cth and On~ ~oc~ the phase end Lrrup vuootttne v(1. Icel~ Oange.
U, tile :enzta of thc wmOl'a 4; .5u~to of disitteac.i for radir wavt1c.,rthr e,,. L-bai-*, -.be fleea ,r s
behlnd frigate sizAtt snip with a dkteg %#U-1~~nti~i ts-pieral.y aIi u eL:~yw regime wh't,;

I4 Ik '. e nctable Cinrtirc Is tiia jersi"Lenc-. ',f Jhe propsa4nion iot dote~'.tini ocv tho Loamei.io-i
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11 Lwe I arti' A, I ;r iv iI at1ian-1l (or.eg. R-ca till", waves. Tile aidurlthm Is equteolent. to tile traaog of
the chinges La thev wake veloc~ty are small over a rays from a given point. ino Ltt! wake to the ourtside.
a.ivelength, ray theory Lan be applied. It Is also Rays travelling both towa3rds and away from the radar
&)suaied that tile chantni in the mena wake velocifty ire Lxa..iaed . For each ptlot o'a Lte wake section,
aotd tile wake brevadth are hiall compiared to thle wake teett ire Made to da.ermia tt a contribution to the
breadh so th-Rt 0Wh water surface over Lte~ walke can waive awplitudes cat: arise from a retlection process
be tr ati:J .13 twu-dimeaioi-aaI medium 3traLLfied in in Lte wake and to usteli.h whether it is possible
a diruction parallel to the ship's track. Refractto for a ray to propag-itc Crowi the,- outside. In some
uf rays laaa be linalysed by iotIng that the phase of circaanstaaes there app. ar to be abrupt changes to
the wave most be continuous .lcroga a ine oZ the radar . rous-sectton and theno are assocLttd with
stratification. Tis ie-ids to Snell's law. (I) thle onset rf reflection as the observal.0o1 point
Lightlili, 1973, has shtniw thait tile component of thle mouves Into) the wake, (ii) changes in thle wave
waysv~ action flux donstty perpe'ndicular to thle lint~s spectr-ina as a func~tion of orientation.
of stratification (Ii this case Hotes of zeautant Plota oat reitiw acatleria'g amplitude for
Mill' velucity) Ias a conatantL along a ra.y pritli. ChIi posltos acrosas the wake are shown in figures 3-6
vectot, is defiaed by for a larpe morc:hant ship at a distane of ) kA

2 dOwnstream. Tile Brat,& wvelength has been set at
p 'gpA (11 + C )/2 0.3m. Different vulie of radar and principasl wind

directions vith thle "anisotropic" spectrum ire chosen
ilee As he lov ~mapia~de C s te oca. roup to illustroite it, variety of radar sig9nataireu. The

vel*ctfy and 4 Iiste deaairLyi9f thle field. The us.. tot bukair .. tk,4 cin b. dark, bri,'ht or Aark with
of this .-t,.arVatlll pirinciple altows Lte ~ b rte.t Pd4;t. iL. cam: ilso eAhhIbi sore- c'amplicated
anplitule of a r.y at variouq points acros:s 0h. warke
to be calcutated. Thus, dis wall an dealing w~th the Turtilent Wake Scattcfing
"stretcehing' or "contract Ion" of a wave as it is ------ a aa

iDopple" S11.1ftedI, IL t~kcS Intl) aceaaaunt tile cha tI II Ia

C *os -socr.tea: of a "ray tube", defined as titv rzegion
encloscd 1 tr eielibo3uriot: rays, as it I.As5,es 0.,\ -00
through 011-- en-diu.- ',ies! felot toats mustL bL' a1 1~ 1m 1 1 1
attgr~eaatwd by Lt-, dispersion aeati n.ad the ,~ I
,!<pressmnns for thle phana' and groilp velocities. A 'a0800  -J- L j- L .J.. .j.L.4
solution Of tile C(IGmti.C1n shows 0)h'lt some walVab MayEaa
b.! totally refierteJ fran rie wrike, (ven for smalla a ,a , a

flow velocities. , a a aTile relationships allow li thle pafraseters or a ,ca.700 ~.
gravity wave- proprig'iir Into a wake to be teo,:d. aaaa I ai

af irthe wave outside Lt wnt'e lis been spocit led.aaaaa aaaaa
For thle backsncatteriatg of radia. waves, t.he war-!r 0 IIIa a*a
.,,ves must have Lihe Briigd vavaleg tit and be oriented o0
tiaral lel to tile project ion of the raalo Laavevcctor ov
the metan water vurfact . Iberefere we liavL- the aaaaaaaaaaa
Invers,- proble-m it Usa aaoceuary to aipecify 01t0 walles +-40
Inside tiae wajke aaa:I tritca: rays ,.ack -n the outside. -60-5--3 -20-lO1 0 10 20 30 40 50 60
For waver travelling agAlSt thle flow, It may h~appena Cross Wake D'stance (in)
thtat, at some positiors in thle wake, a soli-tinr. to FKgore 3. Tnle r~idaa' aca~e'o croass a wake: wind
thte eqalatia)na does not exist, In ithfC cise tes waves as-ymmetric.
pointl in the wake will not suapport a Bragg wave and
tao radar crw's-saction there will be zero. structure. in the latter catlu it may be asymmtric.

1;enerally, t'ae waves outside tile wake canl be This is doe to Lte f-ct thaat on thle windward side of
deicribed by a spectral deataity, such as tate the wake, there are Bragg, waves reflected frots tite
;)hIilp's spectrum buet Including at factot to take! wake ac well am ambient waves.
ncCa.aan1t Of thle orientatton relative to Lte priocipal The case of ant isotropic wind generated wave
,4ind direct~ioan. iecause of wiatd gusting, it May be spectrum is also interesting. Clearly the wind
oxpiacted tiilt thne aielaadence in orienatiati may not direction Is irrelevant and It taurnls out that tle
bi. all that streatr,, anal, in the present sl;ud , we radar crosi)-selrtions are Independent of thle sign of
illustrotte the rsaiar tcruss-sectin' with two extreme tile nle o5 Incidence. There are three basic
ao'iels. Ili tile first, we Introduce a sipectral 9 gnatur-!s. All -are symmetric. These are thle bright

enlsi'"y for L111 'Jaes wkc, the dark wake and tile dark wake with bright
4 oadges. Ani example of the latter is shown in figure

k7cs~-) 7.

for -7120(6 #)<"/2 ari V. 0 oLhaerwlae. The crilfle af V. CONC.LUSIONS.sthle -4ean dira~tion aof 0tile wind rebil-i., to che:
-3i k is tite w.veaau.ber and 6 is t.,u wa%,evector The model that. Ms been developed leads to results

'Aat. seum to be coansistent witil tile experimental
Thle or c.,J model. sip.*ly reprooa'ts ;;n Isotropic findings. it certainly predicts the persistence of

wara'L speckr-a. :hle wake for many kilometres behind a frigate sized
Because tile waval.l,th (ot k) chAngus fls a Wave or larger sihip. In makiLng comparisons with thle

pr,pagnLe. through thte wake, hi.a ragion, In v'a~evoctor *:isting data it must be appreciated that some

naa.-e alit kaJ41ges. A a~rrertfor meit 'le mi-de for onfusion may exist between the narrow-V wakes and
'jli transformhton whiz!,a involveg c; Jacobe~n. )aright arms of tile turbulent wake. Furthtermore a

"Za~-ashVe P-en writtr to Zer..,rnte ;ots al splecification of tile wind direction may be
the cilative radar U0ot:-GGCtior, Vl'c4 is '.nsuffizient to determine the type of wake - the
oprtlinti t':' 3pec-1'a degait '~ of the B:agg; anguair depealdonce of the wind generatod wave,
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DETECTION OF LOW CONTRAST FEATURES IN SAR IMAGES

Ken Nicolas

Code 5382
Naval Research Laboratory
Washington, D.C. 20375-5000

(202) 767-2003
FAX: (202) 767-5599

We investigate the implementation of processing algorithms to retain the highest
probablility of detection for ship wakes in SAR images. We also examine their
abiliLty to determine ship direction and speed.

The sea clutter background and the speckle nature of a SAR image both create a
complex environment which makes the extraction of low contrast features, such
as ship wakes, difficult. A further complication is the variable morphology of
ship wakes. The bright arms of the "V" wake are sometimes not present, or appear
as ingle or multiple linear features extending aft of the ship. The appearance
of the centerline wake as a negative contrast linear feature is dependent on the
sea clutter background. The linearity of these features is in turn dependent
on the constancy of the ship heading, and the surface currents through which the
ship passes.

We discuss the effectiveness of the algorithms, and their dependent on the
assumptions made about the appearance of the wake, and its relationship with the
background. To evaluate the processing algorithms, we precede with the following
steps.

The first step includes comparisons between several pre-detection filters which
smooth and edge enhance both one-look and four-look SAR images. We examine
averaging algorithms such as the median filter and adaptive filters which use
local statistics clustered near the target pixel.

Next we apply several wake detection algorithms to the smoothed images. A sector
search algorithm uses knowledge of the ship location, by centering on the
brightest pixels in the image. Other methods such as the Hough transform and
matched filtering technique are also investigated.

The resulting noise levels and feature contrasts for each combination of
processing steps are then compared. The probability of detection, for the range
of observed ship wake parameters, is then compared for each detection algorithm.
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EFFECT OF THE KELVIN WAKE
TRANSVERSE WAVE COMPONENT
ON SAR IMAGERY OF SURFACE

WAVE WAKES

B.A. HUGHES

DEFENCE RESEARCH ESTABLISHMENT PACIFIC
FMO VICTORIA, B.C. VOS lBO CANADA

Abstract In the processor simulation, phase terms in the

defining integral are expanded to second order in
A theoretical investigation is given of the effect of distance and time (relative to the centre of the given
a long wavelength corrugation on the SAR image formed pixel and the pulse centre-time). Only zeroth, first-
by first-order Bragg scattering from a deterministic order and some non-negligible second-order terms in
sea-wave pattern such as a Kelvin wake. A standard the other pertinent small quantities are kept in the
SAR processor is assumed. It is shown that the integrand phase. In this case the small quantities
corrugating wave can horizontally rotate the effective are proportional to corrugation wave-height, ship-
Bragg acceptance angle by up to -10" for typical speed and aircraft speed mismatch terms.
Kelvin wake parameters.

The theoretical analysis defining the approximating
Key Words expansions is provided in the next section, followed

by the results and a discussion. The main results are
SAR, Kelvin wake, Narrow-V, Bragg scattering, contained in a numerical example for the condition
curvature pertinent to narrow-V wakes in Dabob Bay, WN (Hughes

and Dawson, 1988).
1. Introduction

2. Theoretical Analysis
One of the significant features in SAR images of
Kelvin wake systems at low wind speed is the It can be shown straightforwardly (Hughes, 1981,
appearance of a narrow V near the centre of the wake Wright, 1968) that the undetected image W(6o), for
(Hammond, et.al., 1985; Hughes and Dawson, 1988). ist-order Bragg scattering with matched filter
Velocity bunching effects are known to be of possible processing, is given by
importance in the occurrence of the V, but, so far,
surface shape effects per se have not been studied. W(xo) - fff ;(X',t')I(',Xo,t')dx'dt' (1)
For steady Kelvin wakes, particle velocity (or 'm
acceleration) and curvature of the longer waves are Here q(x't') is the height of the sea surface above
interdependent, but they produce different results in its ambient mean level, and I(',% 0,t') is the
the SAR processing and so they are not directly equivalent impulse response function of the entire
interchangeable, process, given by

In the present paper a deterministic problem is solved 2
in which the Bragg- scattering field (the diverging I(4X,' t, ex 'wake wave-field) exists in the presence of a long 4ir

2
c
2
R
4
. c ]Xo2+Zo2

"corrugating" wave (the transverse wake wave-field).
The Kelvin wake is assumed to be steady, and so the
Bragg-scatterers are phase-locked to the corrugating
wave. They both have the same component of phase + (~o {rl+r2-2r) - (y'Vlt')2+(y-Vt')2
velocity along the ship's track, namely, the ship's c L Yg2 1
speed. The corrugating field is not particularized to
the detailed Kelvin wake structure but is left as an
infinite sinusoid. A spectral description is used for 2
the Bragg scatterers rather than a correlation - (rl+r2-2ro)2 (.'

2
T.4-1)] (2)

description. This offers a simplified interpretation 2cTg 9
based on narrow-band processes, although the Bragg
scatterers are also left unspecified in detail. The
problem is solved in terms of a filter function which, where
when applied to the Bragg scattering divergent wave
field, provides the unsquared complex SAR image. rl - 7x'2+(y'-Vt')2+z2 (3)

A mismatch In aircraft speed is allowed for in the r2 - rl (4)

processing, and the beam and pulse shapes are assumed
to be Gaussian. ro - JXo2+(yo-Vlt,)2+Zo2 (5)
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In the coordinate frame used here, '(-x',y') is a and it contains all of the frequency-shaping, phase-

horizontal vector fixed to the ambient ocean surface, shifting and demodulation that the SAR process applies

z and z. are the height of the aircraft above the true to the c-field in the Fourier domain. In this steady-

and ambient sea surface respectively, V and V, are the state formulation, all of the fluid-dynamically

true aircraft speed and a (possibly) mismatched interactive effects of the corrugating field and its

version, both directed along the azimuth (y), w, and currents on the 1-field are contained in p( ) and need

w' are the central radar frequency and FM chirp rate, not be expressed explicitly.

T. and Y. are pulse lengths in time (range) and

beamwidth (azimuth) to the e'1-points for a Gaussian To progress further with the Kelvin wake problem it is

beam, R is the slant range from radar receiver to the necessary to return to Equations (2) to (5) and expand

scene centre, A is the time interval between pulses the expressions for rl,r 2 and r. using the definitions

and c is the radar signal propagation speed. The

horizontal coordinate vector Xo refers to the

processed scene in ground coordinates. 
X' - x 0 + j y, Vt1+y' , (12), (13)

A Fourier transform description for will now be used yo - Vlt' + q" , z - z + vt( ) , (14), (15)

and the r's of Equations (3) to (5) will be binomially

expanded about a common position and terms up to and Re- 2+ZO2 (16)

including second order in deviations from this

position will be kept. The altitude z in Equation (3) Here qt represents only the transverse (corrugating)

will also be allowed to be a function of position in part of the Kelvin wake.

order to describe the effect of the height of the

corrugating wave. With terms expressed up to and including second order

in p, y", q" and qt,

The entire wake wave-field including the corrugating

portion is reducible to a steady-state by a simple rl - r2 R + R ox+ vtzo + u
2
+y .2

+ct
2  

xo
2
p
2

transformation to coordinate axes moving with the Re 2RO 2R,
3

source ship. Thus, with '. as the ship's velocity,

and with distance measured from the ship being given

by ;, the following pertain: 
- 3txoz° " . .(

Re
3  2Re

3  (7

- c'- st' , (6)

re - Re + gj-2 +.... (18)
V xG ,t') - c6) ,2RO

and, from Equation (1) and, from Equations (2) and (12) to (14)

W(-o )  ff c(;) f I(;+ st', o,t')dt'd7 . (7) I(x,,xo,t,) - I(py,,;o,q") (19)

The divergent wave-field c can now be expressed as a

two-dimensional Fourier transform, - - Zo
2
,C

2 
exp 

2
iwc X0

2 
+

47(2wc
2
Ro46 I c Ro  c

C(;) - ff p( )eiknedk (8)
-. .(8) y+,, + (V.Vl)/Vl(yo-q,)1

2

so that 
yg

2

p( ) - . f ()e-ikTnd,) (9) 422] (20)

-I- .f (pxo+tzo)2(w,2Tg4-1)/2c2Tg2Ro2

where

and W('o ) - f5 p( )eiklxo

-0 0(p,y,' q") - rl+r2-2ro - 2PXo+Ttzo + p
2zo2 + "2 .-2

Ro R0
3  

R,

x (ff eik?(R-xo) 1 1"0) + - 2j'v ~t o (21)

and +ere, yEqutions(6), 12) ad((14
+ i!Xo___ . 2PrtxOZ..__o (21)

" Re
3  

Re
3

The term eik7xo is taken out explicitly in the 
and where, by Equations (6), (12) and (14)

integrand of this last expression in order that W( 0 )

may be seen to be simply a filtered version of ; by P - nx-xo+csx(yo-q")/Vl (22)

comparing Equations (10) and (8). The filter

function, denoted Q2 , is given by the term in the y" - n+(CsyV)(yoq")/Vl (23)

braces in Equation (10), i.e.,
Here, ?, and tl are the components of , and c,, and

cY are components of "..

Q2(
1
;o) -ff eik(-xo)I(+ st',Ko,c')dt'd' (11)
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The integration in t' in Equation (11) can be 2cR. n 14
performed after converting t' to q" with the use of Resy - OcTg2 (12 Cay) (31)
Equation (14), and the result is TI + 2-2 31)2

Wc Y9g ay2 0

Q2(K; o) f' eikT(UX°)K( , o)dn (24) The expression for Res, is unmodified by the presence
of t (to this order), but it can be seen that Resy

where can be significantly altered by Vt's curvature. This
gives rise to the possibility of brightened spots
appearing in a wake image at positions where there is

,02,,2 rTp AI+BI2/4CI a coincidence of maximum (positive) a2vt/3y 2, andKC) R oe (25) Bragg scatterers in the diverging wake components.
For stronger conclusions the form of t will be

specified more fully and numerical evaluations will be
To obtain this expression, the argument of the performed.
exponential in Equation (20) has been written as

The specific values chosen for numerical treatment
arg - Al+Blq"-Clq"2  (26) pertain to the Canada Centre for Remote Sensing L-band

system (originally constructed by the Environmental
and, by substitution of Equations (22) and (23) into Research Institute of Michigan) as configured in July
(21) and (20) and subsequent inspection, the 1983 and used in overflights of Dabob Bay, WN (Hughes
coefficients A,, B, and C1 can be readily obtained, and Dawson, 1988). For JOWIP 8/2
They will not be expressed explicitly here, but,
because of the original quadratic-form expansions of w - 2v (1.185)109 rad/s (32a)
r,, r2 and r., it can be noted that arg itself is, at - 27r (33.3)1012 rad/s (32b)
most, quadratic in products of 1 and q", and so, A, is xo - 3033.5 m (32c)
quadratic in ;, B, is linear in Y and C, is constant. zo - 7010.0 m (32d)
The same orders exist for t. A further Y. - 0 m (32e)
simplification will also be made to these Y- - 162.1 m (32f)
coefficients, namely that terms quadratic in the small T, - 0.951 10-8 s (32g)
quantities jV,0 /V and it/Ro will be ignored. For the
usual range of SAR parameters, these quantities are of where the last two values are Gaussian equivalents
order 0 1 or less and the ignored quadratic terms are which result in unperturbed resolution widths of J-20 m
always dominated by linear counterparts. in both directions. For JOWIP 8/2,

3. Results V - 134 m/s (32h)

Without specifying the functional form of it on ;, the C 8 i/s -l3* off azimuth (32j)

Fourier transform represented by Equation (24) and the amplitude of the corrugating wave had a value
cannot be carried out. However, insight can be gained of
into possible effects of it in the resulting image, by
examining the special case in which V0 - 0.1 m (32k)

CSX - 0 (27) at a distance of -2.5 km behind the source ship (USS
QUAPAW) (Hammond, et.al., 1985). For this ship speed,

i e., the source ship travelling parallel to the SAR the corrugating transverse wake component wavelength
aircraft track, and is

Vt m Vo + fy(L.,)0 + jy
2 (82it). (28) A3 - 41 m (32m)

By 2calculated from the gravity wave formula 2nc,2/g.

(For simplicity, the processor mismatch is also set
equal to zero, i.e., V-V1 .) The corrugating wavefield it is modelled as a simple

sinusoid. This idealization is used because
The surface underlying the Bragg-wave is thus given a variitions in actual c's perpendicular to the wake
tilt and a curvature in the azimuthal direction axis are minimal particularly near the axis where the
(only). The argument of the exponent in Equation (25) L-band Bragg waves are located in the diverging field.
can be put in a quadratic normal form Thus,

arg - A - I(qx-xs)/Resx] 2lnl6 Vt - Vocos(21f7xsin#+nycos)+O) (33)

" (ny-ys)/Resy]21nl6 (29) where 0 is the angle of the ship's track with respect
to the aircraft track (130 for the present example),

where Res, and Res, represent full-widths at half- and 0 is a parameter that allows the full range of
maximum and x. and y, represent the position in ; at phase of Vt to be investigated numerically.
which the maximum occurs. For the case presented by
Equations (27) and (28), In the absence of a corrugating perturbation, Q2

(Equation (24)) is a general two-dimensional Gaussian
form in T and it can be described by its maximum

cRo .fi4 height, the wavenumber position at maximum, and the
Resx - O'xoT, (30) widths along the 9-axes to the half-maximum points.

(l+I/('2Tg4)1/2 This is illustrated in contour form in Figure 1. If
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the peak is also rotated, the angle of rotation is -19.712..,-0.132 rad/m and within a circular band of
necessary to complete the description. In the width ±0.6240...rad/m are accepted by the processor
presence of the perturbation, these parameters change, with a gain of between 1 and 0.5. This bandwidth
and the effect of the perturbation can be describcd implies that all waves propagating at an angle within
fully by the amounts of the changes. Figure 2 shows ±1.810 centered at 0.380 off this range direction and
the changes in form of the half-maximum contour of Q2  with a kx-value of -19.712 rad/m, are accepted by the
for different phases, i.e. different values of 0 in processor with a gain reduction of no more than a
Equation (33), along the corrugating wave. Figures 1 factor of 2. (The slight offset of the peak from ky-0
and 2 both use the parameters specified in Equations is due to the non-zero value of 9, i.e. the non-zero
(32a) to (32m) except for Equation (32k). Figure 1 value of csx. This range-component of motion in the
uses co-O and Figure 2 uses c.-0.5 m. Bragg scattering wavefield coupled with the aircraft

K, (ror) motion and time interval between successive radar
. O.'0.D.20.4000 00 pulses results in a slight skewing of the Bragg-wave

field in the SAR pattern.)

-10 With a corrugating wave as used in Figure 2, it can be

seen that the surface wave wavenumbers accepted by the
processor vary over a much more considerable range,
allowing waves propagating at up to 11.50 to the range
direction to be "seen" (at 0-90"), with a gain
reduction of no more than a factor of 2 from the peak
value. This variation is depicted more fully in
Humhes (1989).

OON0PSAT09.V 05 .o
A003G O The extreme k,-values are largest for 0-li0* (and
MM smallest at 2900). Using the central k,-value of

• -19.712 rad/m, the extreme values represent surface
waves propagating at angles with respect to the range

-• direction as shown in Figure 3. Here the propagation
Figure 1. Contoars of Q2 in the absence of a angles are given as a function of c., and propagation

corrugating wave (i.e. v0-O) but with the directions that pertain to the center of the processor
source travelling along 0-130. The 1st- peak are also given. The displayed data shows
Bragg wavenumber for this case is strongly linear dependence with c., and very little
(-19.712..,-0.13238..) rad/m. The dotted variation for 8-values over the range 0-0* to 130.
line indicates the extreme in propagation
direction (2.200) for Q2 at its half- The peak values of Q2 for c. - 0.5 metres vary only
maximum, over the range 3.35 to 4.90, only 1.6 dB, and so the

direct variation of Q2 is a relatively minor amount.K, (rod/m) For the Kelvin wake problem, the periodic variation of

-s0 -40 -30 -20 -t0 0 to 20 30 4 50 the filter window in k.-space is potentially much more
-80 . significant.

For experimental comparisons, there are three images
of clear narrow-V wakes that were taken during the

-: JOWIP measurements, those designated JOWIP 8/2, 8/3
and 9/2. They are shown in Figure 4. From these
images the orientation of the most steeply inclined

-90

13- (deqm)

- ~ - - 3 59 e x t r e m e
11.1

, 200 SI~C AE9~centre

PR0PAGATM*

-210 
!j" 3.

-23 0

-215 1 1

Figure 2. The half-maximum contour of Q2 for various 6.1 62 63 64"0.5 0.6
phases (degrees) along a corrugating wave
of amplitude cv 0 .5 m propagating at 8-130 * ()
to the azimuthal direction. Note different
scales from Figure 1. Figure 3. Surface wave propagation direction (as

Without a corrugating wave, it can be seen from Figure measured from the range coordinate) versus

I that surface waves with a wavenumber centered at amplitude , of the corrugating wave.
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brightened V-arms.

The curvature effect examined in Section 3, Equations
(28) to (31), can be much larger than traditional
velocity bunching effects. The latter are known to

produce radar cross section aberrations that are given
by

z 2B I - (34)I 1vB I - o 1 _ V l
ay2  V1

where the pattern is considered to be moving in the y-
direction as a solid body (Hammond, et.al., 1985). The
comparable term from the curvature effect is

Iocurl - o 2l- l-.I 2&(Tsx)2 (35)

which is obtained by integrating K(;,) over all ,

8/3 9/2 as if the Bragg-scatterers covered the entire pixel
area uniformly, and using Equations (29), (30) and

Figure 4. SAR images of narrow-V wakes. (31). In Equations (34) and (35) only the

narrow-V arms for each pass have been measured, with perturbations in a are given. The denominator in Resy

respect to the SAR aircraft track, and the values are from Equation (31) is also expanded binomially and the

given in Table 1. Ship track angles as determined first non-unity term kept.

from the positioning equipment are also included foreach of these runs (Hughes and Dawson, 1985). For the numerical values of Equations (32a-J), the
relative magnitudes of OV and ucur are 0.06 and 0.5,

Table 1. Ship Track and Steepest Wake Arm each of these values coming from the last terms in

Inclination to SAR Track Equations (34) and (35) respectively. This evaluation
is only for a very specific kind of surface (parabolic
within the pixel area) and so is only indicative of

SAR Pass Wake Arm Angle Ship Track Angle possibilities. But it does show that curvature
effects are not ignorable, a priori.

8/2 180 130
8/3 150 110 The perturbation in the SAR processor output due to

9/2 110 go the curvature of the corrugating wave can be
understood from a simple geometrical picture of the
radar wave at the sea surface. In the absence of the

It can be seen from the Table that the wake arm corrugation, a field of plane radar waves incident on

inclinations are of the same order or are larger than the sea surface at an angle 6,., intersect the surface

the processor acceptance angles (at half-maximum) for in a series of straight lines as shown in Figure 5(a).

q0-
0 .5 m. However, the variational effects just In the presence of a corrugation propagating

described will contribute strongly toward enhanced (or perpendicularly to the radar waves (in the

decreased) outputs in the SAR image even for these horizontal), the intersection of the radar waves at
the surface also becomes corrugated, Figure 5(b). The

cases. corrugation appears not only in the vertical but in
the horizontal as well (for 01,, 9 00 or 900), and

4. Discission because of this the local horizontal wavenumber
directions associated with Bragg scattering can be

The SAR images of Kelvin wake narrow-V's in the SAR considerably deflected azimuthally from that of the
imagery are considered to be partly due to some main radar beam, Figure 5(b).
randomization and intermittency in the wake structure
itself, as is inferred from experimental evidence
(Wyatt and Hall, 1988), however, the peculiarities of From Figure 6(a), it can be seen that, with z upwards,

the SAR processor described above do provide an the radar crest that just intersects the sea surface,
alternative mechanism for enhancement of local regions as shown, does so at
of the wake. The fact that these are predicted to
occur once per cycle of the transverse wave, and for
the enhancements in each of the two arms of the z1 - (Xr-ztan 0 0)tan~j00  (36)
narrow-V to occur at the same transverse wave phase if the surface height is specified by a long surface
angle, also lends credence to the validity of the If th height ise c b g

effect, because these are in accordance with wave with height v given by
experimental data. No attempt has been made to model -cos(kx+6) (37)

fully the Kelvin -'-ck fied, transvarsG aad diivuigiaug, -coskx

because it is known that accurate results for the where q0 is the wave amplitude, is its wavenumber,
short wavelength components are very difficult to wher ise ae amplitde , anumber,
achieve, requiring complicated source descriptions at '(Xrxa) are range and azimuth coordinates, and 4 is

the vicinity of the source ship, and alo because of an arbitrary phase angle, then the intersection takes

the intermittency just referred to. Indeed, the place at

predicted SAR processor variations are not large
enough by themselves, but combined with the zk " (38)

intermittency and randomization of the direction of
the diverging wavefield, they could possibly provide
the mechanism underlying the appearance of the which, by Equations (36) and (37) is at
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..... Oiverg .,Kelvin Wake
- K elvin W ake-- -- - . _ . .. " -

.. ... .......... a__eve ;C. aed a
Intersecton ol Radar Wave

Crests with Sea Suface PLAN VIEW PLAN VIEW Diverges Field

.......... Transverse Field
(Corrugated Wave)

Radar Wave
Intersectons
with the Ambient

(o) (b) Surface

RAOARJ4VFRAON', . R4R WV,1/KR[

Ir,tersection Line Intersection Line

PLANE SEA SURFACE CORRUGATED SEA SURFACE

Figure 5. Intersection of the radar beam and the ocean surface (a) non-
corrugated, (b) corrugated.

Xr.ztaneinc - O cos(k0x+0) (39) 5. Conclusion
tan~inc

The main conclusion is that large scale surface

This last can be solved for xr in terms of X. (in curvatures can exert a major influence on the
principle) giving the horizontal shape of the processed SAR imagery of Kelvin wakes. For particular

cases, as examined in Section 2, the curvatures
intersection lines. For a corrugation propagating associated with the corrugating effect of the wake's
along the azimuth, k~x - kx. only, and transverse wave component can readily rotate the

processor Bragg acceptance angle from being bore-
Xr - o cos(kaxa-)+ztan0inc (40) sighted with the radar beam to being -10" fore or aft

canlinc of the beam. In modelling SAR imaging of Kelvin

wakes, particularly for narrow-V effects, this
Typical plan view intersection lines are shown for mechanism should be included.
this case in Figure 6(b).
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ABSTRACT Tho evaluation of ship wake detection technigues
was based on the probability of dotecting a wake (PD),

A moving ship produces a sot of waves in a and the false alarm rate (FAR) of the detection
characteristic linear 'V' pattern. This pattern, or algorithm. False alarms can be caused by: Internal
some of its components, can often be detected In waves generated by salinity or thermal gradients,
ocean imagery produced by satollite-borno Synthetic features of the underwater topography, and wind waves.
Aperture Radar (SAR) sensors operating at L-band!. As However, naturally occurring ocean phenomena are
ship wake detection can provide information such as unlikely to remain linear for lengths on the order of
ship direction and speed, the detection of these the ship wake length.
wakes can play an important role in satellite
surveillanco of shipping.

1.1 'iWE RADON TRANSFORM
This paper describes research done on the use of

the Radon Transform to automatically detect ship Tbe Radon Transform of a continuous image in
wakes in SEASAT-A SAR ocean images. In this work, defined as:
ship wakes and surrounding ocean scenes were
extracted from SEASAT-A SAR imagery. Thes images f(o,O) - lg(x,y)6(p - xcoo - yoinO)dxdy
included other naturally-oocurring ocean phenomena. D
A variety of Automatic Detection Algorithms (ADA) where D is the entire image plane [l]
based on the Radon Transform were developed and g(x,y) is the grey level at position (x,y)
tested to improve the probability of detection of 6(.) is the Dirac delta function
ship wakes and reduce the false alarm rate. These p is the radius coordinate of a straight line and
included line length normalization, automatically 0 is the angle coordinate of a straight line.
analyzing the shape of the detected peaks in the
Transform, applying various semblance filters to the The Radon Transform converts a point in imago
image, and high-pass and Weiner filtering of the data space to a sinusoid in the Transform space
in the Transform domain. To date the use of an ADA representing all the lines to which the point could
which incorporates a high-pass filter followed first belong. ihe sinusoida of collinear points in the
by a Radon Transform and then by a Wiener filter has image space intersect at a point in the transform
been shown to reliably distinguish wake peaks from space. This property allows the enhancement of linear
false alarm peaks. Keywords: Radon, SEASAT, Wake features since collinoar pixels in the image, which

are on average of different intensity than the
1.0 IMIRCODUCXION background, produce a bright (higher than average) or

dark (lower than average) peak in the transform space.
Ship wakes can often be detected in ccean imagery Therefore a bright or dark spot in the transform

produced by satellite-borne Synthetic Aperture Radar domain corresponds to a bright or dark line in the
(SAR) sensors operating at L-band. SEASAT-A SAR data image. The integration process averages out noise in

show these wakes as straight lines on the ocean the Transform domain, so the Signal to Noise Ratio is
background, often extending for 5 to 15 kilometers aft greater in the Transform doTain than in the image.
of the ship. Because of the motion of the swip Also, the process does not depend on a line being
relative to the SAR platform, the ship often appears continuous in nature.
displaced in azimuth from the wake.

1.2 RSEAROI orUnrF.
The wakes seen in SAR images can be dividod into

components consisting of the classical Kelvin wake and As ship wakes are linear features, it was decided
the turbulent wake. T1he turbulent wake comprises the tiat the Radon Transform would be an appropriate
turbulent region directly behind the ship. ,,igorithm to apply to their detection. However, wakes

must be distinguished from naturally-occurring linear
Ship wake characteristics can provide information features which will also be detected by the

such as ship direction and speed. Detection of the application of the Radon Transform. Therefore the
wake may also be useful as a means of inferring the objectives of this work were twofold: first, to
presence of a ship when the ship image itself is determine the utility of the Radon Transform for
undetectable. detection of linear features in SEASAT wake imagery,
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and secondly, to reliably distinguish wakes from other 3.0 EVAIJJATION OF TM RADON TRANSFOR4
linear ocean features.

3.1 D nTERMINATION OF OPTIMUM IMAGE SIZE
2.0 SEASAT SAR IMAGERY

The performance of the Radon Transform in the
The images used in this study were extracted from detection of linear features is optimised when the

digitally processed SEASAT ocean imagery, supplied as length of the feature of interest is comparable to the
complex 32 bit image data. These were converted to size of the image. It was determined for our data
magnitude data, then linearly compressed to a 256 grey that an image size of approximately 400x400 pixels
level image for analysis. (6.4 Ian x 6.4 kin) gave optimum results. Based on

these results, a standard set of 19 400x400 pixel wake
The set included both images containing ship wakes images was chosen for use in the preliminary testing.

and images showing only the ocean background. When Another set of 400x400 adjacent ocean images
acquiring the data, land features were used to containing no visually obvious wake components were
determine the coordinates of ship wakes of interest in also extracted to determine the performance of the
the original SEASAT data. Hence, the wake data used Radon Transform on apparently uniform ocean regions.
in this study consist mostly of images from coastal
regions, where linear features induced by the 3.2 EFFECT OF SHIP REt-RNS ON TRANSFORM PERFOMANCE
underwater topography are abundant.

The ships appear in the imagery as small areas
This study was conducted in two parts. The first of extrerely bright returns. These 'swamp' the

part [2], involved the evaluation of the use of the transform with very bright sinuoids, making detection
Radon Transform and Automatic Detection techniques. of wake peaks difficult. 7 alleviate this problem a
During the evaluation the techniques were applied to threshold was determined and incorporated into the
19 wake images. The second part (3), currently Radon Transform, so that these very bright pixel
underway, involves the evaluation of the use of an values would be ignored in determining the transform.
Automatic Detection scheme based on high-pass and
Weiner filtering. These techniques are being tested
on a set of 32 distinct wake images. A Radon Transform was performed on the

Ships appear in the images as small areas of preliminary image set, with image mean subtracted and
extremely bright returns, usually associated with one threshold level set to a predetermined value to
or more visible wake components. These wakes are eliminate ship returns. An ADA was then applied to the
frequently displaced from the ship return. This data. The ADA first calculated the mean, m, and
occurs because SAR uses the Doppler shift of the standard deviation, o, of the Radon transform of an
return target signal to determine the position of the image. A threshold was calculated as nr (K*a), the plus
target in azimuth, hence the Doppler shift due to the or minus sign depending on whether bright or dark
velocity of the ship my introduce an error into its peaks were to be detected. In the threshold equation K
calculated position. The exact offset depends cn the is a user-defined parameter, generally set equal to 4.
speed and direction of the ship's travel. The transform was then processed with this threshold

to produce a bitmap of the bright or dark region of
The wakes themselves appear as bright or dark interest. Each connected bright or dark region

lines, often discontinuous, generally in a V-shape represented a detected wake component. The position
pattern. Not all wake components are visible in all and direction of the component were defined by the
images, possibly because of the orientation of the position of the maximum or minimum of the transform in
ship wake to the SEASAT sensor, or varying ocean the region under the bitmap.
conditions. The most frequently visible wake
components are the dark turbulent wake and the bright The transforms of the uniform ocean areas did not
wake arms. show many features, although the sinusoidal nature of

the transformation of each image point was usually
The evaluation of the wake detection algorithms visible in the transform space.

ideally requires c. parison with independent data on
the position and characteristics of the ships and The transforms of the ship wake data showed, as
wakes in each image. Such data were unavailable for expected, bright or dark sinusoids converging at a
the images, so the comparison was made against the point corresponding to each of the ship wake
positions of visually detected wake components. The carponents. The probability of detecting a component
positions of automatically detected wake cmponents as a bright wake was 0.5, and as a dark wake, 0.25.
were compared with those of the manually detected Overall the ADA detected 21 out of 30 wake components
components. If they corresponded, the Automatic (bright and dark wakes combined) for an overall PD of
Detection was considered to have detected the 0.7. The sum of the bright and dark wake PD is
component. If they did not correspond, it was greater than the overall PD since some components were
considered to be a false alarm. The visual inspection detected as both bright and dark wakes. Visual
could not differentiate between bright and dark wake examination of the transforms detected 29 out of 30components, since s-re components consisted of closely wake components from their associated peaks. In

sognral, the ADA did not detect the missed peaks found
spaced bright and dark lines. Therefore in the in the visual inspection because they fell below the
evaluation, a distinction was not made between bright selected 4a threshold. Lowering this threshold
and dark cromponents. The Automatic Detection Algorithm improved the ADA performance for these peaks, but also
(ADA) would consider a detection as being correct increased FAR substantially. It was found that at
regardless of whether it was truly dark, or trulybright. It could not tell the differe~ce, least one of the wake coponents, in any wake, could

be detected with a PD = 1 in all the images. The FAR
was typically 3.8 false alarms per 400x400 pixel image
for bright wakes, and 1.6 for dark wakes. As the use
of the Radon Transform for wake detection is
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ultimately under consideration for satellite Scmbanco ranges between o and 1, and is a measure
surveillance of shipping applications, where large of the similarity of the data within the sample
ocean areas must be rapidly searcod, the FAR values window.
were unacceptably high. It was therefora concluded
that improvement must be ade tu the ADA to inurease Proviou work indicated tiat semblance techniqueCs
Ui I') aryl reduce the FAR. mAy be useful for enhancing the visibility of wakes in

SEASAT i mges. Hence it was decided to investigate
.4.0 I14f1lm ImIS )10 'iIE I3ASIC ADA the use of semblance filters on our data.

Based on thu conclusions drawn above, several Various mblanco pmpt c saora were deveoped and
techniques wore developed and tested as methods of tried on our data. The most promising of these
inurasing tiu PD ard reducing FAR. hiese tehniques techniques was the Directional Semblance Filter (WSF).
included: normtlizing the transform, doing peak slhpe This filter is a modification of the semblance
measuremrnts, using di ,ectiora] semblance, and using algorlthi tailored to preferentially detect the long
high-lass ancd Weiner fiLteri g. narrow linear wake features. It determines tie

semblance for a set of long narrow windows centred on
4.1 LIBE ]'I1.I NOALIZA~t ICU each pixel, covering the entire range of directions.

It can be combined with a Radon transform to produceThe lengths of the lines that are integrated in an output similar to that of the basic Radon
the previously defined Radon traniform depend on the Transform, but containing more directional
position in tie imago; lines crossing a corner of the nforiwtion. Thea definition of the DGIX is:
imago are shorter than lines through the middle. Ihis
produces a position bias in the ALA: wakes along S(K,1,D) F [7 f(i,j) /(wd Y.fV (i,J)
shiorter lines will be less likely be produce peaks w~d w (d)
exceeding the threshold. IN reduce this problem the
transform values wore normalized to the lengths of the wire W(d) Is a window in tie Image centred at (k,l)
associated images lines, so that the transform value and lying along a direction defined by d.
was the average grey level along each line rather than
the sum of the grey levels. Conrxarison of peak heights for detected wakes

indicated that the semblance filterir enhanced dark'Iits process produced a slight decrease in FAR waes but dcgraded very bright wakes. Faint brightwith no change in PD. The sample size was not large wakes were not degraded and. in soma cases were
enough to determine if the changes wore significant, enhanced by the semblance process. However,

application of the semblance techniques also Increased4.2 PEA~K SIHAP"E MEASUR]4~ FAR, because the dark line sensitivity was drastically
increa.sd. 'Ihis caused the detection algorithm toIn tie data analysis thin linear ocean features find many spurious dark lines in the image, which were

showed up as a 'bowtie' shape around the central peak not associated with the ship wake.
in the Radon transform while bmader linear features
and non-linear features showed up poorly or not at Tlhe application to the data of line length
all. 'herfore it was believed that algorithms which normalization and peak shape detection filters offset
examine the peak shape in the Radon Iransform might the increased FAR values associated with the
assist in distirguishing ship wakes from false alarms. application of directional semblance techniques.

An algorithm to measure tie peak shape of the 4.4 II1G-PASS AND WEIN1E FIJIIWG
detected transform peaks was developed and tested on
the initial image sot. Using this algorithm the The techniques developed on the preliminary data
strength of tie lines through the transform peak was sot were reevaluated on a now data sot of 37 distinct
found by averaging the t-o pixels on either side of SFkSA1 Wakes. 'iho uso of peak shape detection
the peak in each of the six possible directions. For athms dakes. t uce of peak hpeddetectiontruewak oc~onntsthemaxnumstrngt diectons algorithms did not produce thle results hoped for whentrue wake components thle maximum strength directions applied to the larger data set.
and minimum strength directions tended to be at right
angles, and the differences were quite large. Theso ih waka data were first inspected to detrmine
results were used to determine a simple set of rules the ak d at irst i e to fetume
for discrimination of peak shape. 'These rules were the signal to Noise (SIN) Ratio of thu wake features
incorporated into the ADA. The results of the vs. the ocean background in the Radon domin.
application of the ADA to the preliminary data set Although the wake components are detectable in that

showed a strong decrease in FAR, and hence looked they are the highest or lowest points in the

promising as a mcans of entancing ADA performance. transform, the (S/N) Ratio, defined as the ratio of
However, when the technique was examined for tle more the wake maxima or minima to the overall standard
recently acquired data sot, the peaks associated with deviation of tie transform, was small.
less obvious wakes or wake components did not exhibit Preliminary testing using a simple running meana well-defined bowtie shape, and thle teciniquo wastherefore abandoned. filter with varying window sizes on a few wake images

showed an increase in the S/N ratio for some window
4.3 S 21[BLAN T, 1BUNIQ(UES zoz. = , -Xv ,,,,,C.,T

broad features in the ocem background. 'Therefore it
Seirblance is a second order statistic defined as: was decided to test a high-pass filter on several wake

images, which were first compressed by two to increase
S - (E g)' / N E g' processing speed. A broad range of window sizes was

w w used for the filtering, ranging frtm lOxlO pixels to
where: g is the pixel grey level value 30x30 pixels. This filtering produced a significant

w Is the region or window the sum is taken increase in the SNR of the filtered vs. the unfiltered
over, and images, and hence a significant increase in the

B1 is the number of samples in the window, detectability of the wake components. It was found
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thiat ((tO('t'd)i Iit~y was depo' dent- on the nizeo of the
windlk7 olit iVo to th0 loixjth of the wake coponenit-s
in thei iliqe. A.. the Windo sizei tO J)I)AlIiL tile sizeo
of the itmiqeo, the effe(ct of the I iiltriiy; dhiptxara.
'ile dot (xtaii ity of dark atyd bright Wakes- wan
enhatxxxl us *Iivj this te vhn h re.

'Iheo iml~provement ill doteoctabi l ity of' wako
(XvTqK)ift5- vs. fl.c aafl, obtainedi uIIinJ thie high1
pans fil ter, is very scii ficant bec~ause Uie PFA falls
off very rapidly with an increasen Ii the SUR. For
examrple, a 10% incrnulne in the S/N riatio (del'incd Oil
the previousn paqo-) from 6.0 to 6.6 standardl
dfeviationsl5 0f the sinmxI amp~litudeIO ii tileIC aio
dcomini, brir'js anl order of llugnitudle reduction in tile
P'robabilIity of Paltse Alarm.

'Ih10 abo)ve reSUlts- lcd to a new Radon TrIns forin
systert tor detectizx; wiket; inl an ocean backgroundl and
ditirjulshinx; them from false alarm peaks. ilie
irilividUal -fttps Ii thlis systen are dil acscdY beloci.

If tile imakge is largje, an imige ccopression
prorjram is% run; thi!; replaces the pixels Ii a square
wlidcaw by a1 siryjIe pixel co inn i thir sum. Thriu
draitica'l ly reduces the time and complexity of' the Figure 1. fmiacj of ship wake, showingJ bright
sulysequent st-eps without significaintly alteringj the turbulent wake and other wake arms. Note shrip is at
relsultrs ohtalincd. Next, a high pass or runningj wall convergjence of wake arm.
filter Is,- kzcd to remove broad feat~ures Ii the sea
lakirqrokind. 'Ihen ax nonnilized Madon transf'onn is
app1 ir. 1-ollckwin:j this, an autormitic pea,,k detection
alqorithm Is. employed, whichi consists of a simple
Uirerlhold corrbincdl with a local imixhimum or minnim
dettvctor. 'Ilhe peaks returncd by thi', detection
alglorithlm are Wiener filltered usiryj pixels In a 7x7
txfuirto wityuiw arounrd the peak. 'Ille of fet of the

filter is; to produlce a rurthier separation In the S111
ratio 1.et-wee(n wake and false alarmn peaks of' between 10a
to 20%. 'To (Lite, of the )7! wake limiges evaltuated with
thirs techniqule, all wake components are detected with
a fal-xe alarm rate of zero.

,).0 (X!I CIRS fIMS

'Ilia Radon Transform combhined with a slimple
Autcxmtic leak shaipe detection algorithim can detect
alissxt aill visible wakes in an irmage. However the
FalrRo Alarmn Rate associated with thle usre of thlese
techniques is unaicceptably highl for satellite shrip
survoil lanc~e appl icationls.

'Ile use of Directional Semblanc~e combined with
lin-- no-miliiat ion and peaki rhape, detection was of' use
Ii detect ir wake carponent-s reliably, however, the
associatni. falsea alarm rates- werc still unacceptably Figure 2. Radon Transform of 1. Bright sinusoids are
high. produced by ship returns.

'Ilia use of an ADA~ baisd onl the application of a 6. 0 REI"ERIICFS
high-pass filter, Radon Transform arld Weiner filter is
the mrost promisinj technique to date, gjiving a Pt) of 1 1. Deans, S.R. "llokigh Trransform from the Radon
and PAR of 'eo for the 37 wakes to which it was Transfform", IX Trans. on Pattern Analysis and
applied. 'Ile high-pasns filter significantly Imprwod Machine intelligence, PAM-3, 2, 1981.
the SIIR of the filtered vs. unfiltered wake Images by
rosy in';j ma-ny of' thle broad features In the ocean 2. Fol inshee, J.T. "Rladon Transform Trechiniques for

i 11- Woinu'r filterr furtheor enhianced the Wake Detection in SAR Imageas", for Defence Research
seporition in magnitude between wake and false alarm Estabhishsent ottawa under Icontract F.ilo No. W 1/14-0-
peaks. 5220/01-SV March 31, 1988.

3. Tlunaley, J.i<.E.; Jahans, P.A. and Dixon, J.A.
"l~aluation of Radon Trransform Tfechniques; in the
Detection and Enhlancement of Linear Wake Features in
SAP Wake Data - Part 2"1, for Dofunce Resarch
Establishment Ottawa under Contract rile No. W7714-8-
5502/01-SV March 31, 1989.
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ABSTAUThighpast, filt~er has also been described by IAldliuset
(1987). A mu.ch fester algo.,ithm has now been Jevel-

A demonstration system for dutection of ships az'd ship oped anzd is treated in Chapter 2. An important part
wakes in SAlt Imuges has been developed on an Apollo ON of this paKv., will be the homogeneity testtig (Chap-
10000 worksattion. Thle main principles orth syte toer 4), which is a neressary tool to rCJUce f'dse
it;, to distinguish land i'rom scm by using accurate alarms.
Pixel location algurlthms and digital terrain models.
Thien an adaptive point detector is used to extract 2. SHIP DETEMTON
potential ship targets. 'Thle ss-stem searches around
eachi potontial ship target for the winks. In addition. In Figure 2 is shown a typical situation t(,v dt ship
U homogeneity test and a detailed wake analysis are detector. We assume C ' laid and islands hate been
performed to reduce false alarms if' potential ships detected by our systrum (shaded in Vigure 2). The
aid wakes actually are zceanic pihenomena such as p.',inciple of' thc ship deteccor is to estimate thle
fron',s, eddies, or internal waves.* mean. it, in the frame region B (b-20) around the

small window denoted A (a-10):

1. IN1'RODtJCTION

A prototype automrstic system hab been developed at where K Is the number of' pixels Its region Is. X(ij)
Norwegian Defence Research Establishment for detection is the !itcnzity or the amplit-de with coordinates
and analysis of' ships and ship wakes in Seasat SAlt (ij). A new Image is generated by the formula:
imaiges. T1his is an experim~ental system and shall be
further developed during the ERS-l mission. An E_';A C,)-(X(,j).X(i,j41+Xi.3+X±+l.ji.)-). (2)
contract study t~aa performed at NDRF in 1986 (Aksnes, fral(~)isd idwA idwAadfae1
1988) on developing detection methods ?'or ships Laidfoal i)nsdwndYA.WdwAadfrmB
ship wakes In Seasat SAlt images. Biasedon sta of' are moved with steps equ's to the dimension of window

thes tehniqes nd sme ecenly evelpedmethdsA between eachi computationi of Sq. 1. For an N-look
a demonstration system for automatic detection haj A mg h tnaddeitoa srltdt
been Implemented on anl Apollo DN 10000 workstation the mean, p, by (Ulaby,1976 and And~is,1988):
with only one of' thle CPU's. All fiords, islands, and1/
rocks in Norwegian waters complicate the automation of' /
a ship detection system. Figire 1 shows a typical 0 i ((4/i 1)/N) (N-look amplitude image) , (3)
coastal region from Western Norway. To overcome these0.1M(-okitntymae (4problems a digital terrain model has been Included to "iN(Nooinestimg). ()locate open waters where a ship detector may oper'ateq.3ivadifNmptuelosredewhe
followed by a wake detector. Thbe ship and wake detec- Eq. 3 is valid if' N intelityd looks are added, whie
term may work satisfactorily under normal or slowly E.1 svldi nest ok r deWe
varying sea conditiuns, but strong scatterers In the Eqs. 3 and 41 are used thle effective number of looks,
sea such as eddies end fronts may he Interpreted Ps N', has to be estimated. F~or the NDRE processor
ships and wakes. To avoid false alarms in such N'-3.6 and for the DFVLR processor NI-3.3. If CU,J)reina homogencsity test has been developed to in 8q. 2 is greater thnn a threshold given by T-qo,
rIos tha niva1 ((,4} in n'cnteyd nn 14 ahin niel, 'Piectgt Ui egIVI,, !n'rUn. UA' ull potontisil 4.'ships and wakes. Also the wake scan curve (see number q Is iypically 45. Then all such pixels in
M~apter 3) generated around thle potental ship is a given image (512x512) are grouped togather. If' an
analyse~d and hans to be sufficiently smooth. if the accepted pixel Is too far from another pixel it
regirn near the ship Is Iihomogeneous or the scan belongs to another ship. The advantage with this
curve Is teu steep where a potential wake was detec- filter Is that it Is rapid and the frame region (13)

tedthesshipandwakenre ejeced.may be defined only once. Thle filter is-adaptive,
tie ile sonp and ake ae ected.rolm-a be because tile threshold, T, is dependent on thle mean in
Lic h e n addteto rbe hsbe frame B. Hfence, a ship with a given backscatter Is' reatcd previously by thle nutrnor (Eldhimet, 1967, more easily detected in dark sea than in bright sea.1988). we shall concentrate onl the ship and wake dot-Inpiileoeshudmvte sm wn( j)s
ection. A ship detector using a wiener filter and a I rniloesol oetefaewe ,)I



359

chanSei in Eo. 2. Instead, 'he frame is moved with of the Filter, but the computing time is reduced sub-steps of siz2 a. This of course affects the oj 1 ntion stantially. Experience shows that if the frame region
is inhomogeneous, the number of' pixels above the
threshold, T,may depend on the starting point of the
filter. This is typically the case at fronts and edd-
ies, but if a ship is present in the window A, thenumber of pixels above the threshold is not dependent
on the starting point of the filter when frame B is
approximately homogeneous.

AZIMUTH

Figure 1. Seasat SAR imape from Sognefjorden in RANGE

Norway processed at NDRE (orbit 1502)

AZIMUTH (900) Figure 3. Detection of a ship and wake in coastal
regions
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Figure 4. Scan curve showing the wake in Figure 3

Figure 2. Principle of the ship detector
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3. WAKE DETECTION

In Figure 3 is shown an image from Sognefjorden in
Western Norway with a mixture of land and islands
which are effectively classified by means of the
digital terrain model and the pixel location algo-
rithm. Note the two small islands in the middle of
the left part of the image which are effectively
classified as land. The overlayed map is not shown
here. Before wake detection is performed, all
detected ships are replaced by homogeneous sea
pixels. In Figure 3 we see a small ship with a bright
wake. Figure 4 shows the scan curve which is gene-
rated by averaging pixels along lines with a fixed
angular distance starting in a given center. This
center is moved in azimuth direction on both sides of
the ship. The curve with the most significant wake
features is chosen, hence the displacement of the
ship is also estimated. The real position of the
detected ship in this image is indicated by the arrow
in Figure 3, and the scan curve is generated inside
the circle shown. In Figure 4 we have used step
functions to indicate a given threshold (3o or more)
on both sides of the curve. We observe that the Figure 5. Ocean front and a ship from Corsica,
bright wake appears as a peak in the curve with very processed at DFVLR, orbit 762
high significance at 240 degrees measured from range
direction. The method of least squares combined with
Chebyshev polynomials has turned out to be more flex-
ible in many cases to estimate the threshold above
and below the scan curve. Eq. 3 or 4 is used to esti-
mate the threshold with N replaced by N'.L, where L
is the number of independent pixels averaged along
each line inside the circle in Figure 3. The straight
line in the scan curve from about 90 to 180 degrees
in Figure 4 indicates the direction towards land,
where we should not accept wakes because land pixels
are inside the search radius. The wake indicates the
direction of the moving ship, but the system also
computes the direction of the ship itself by
minimizing the moment of inertia of the ship. Hence,
the two extracted directions can be compared.

4. HOMOGENEITY TESTING

The ship and wake detector may be confused in regions
with frontseddies, or internal waves. Figure 5 snows
a front with a very abrupt change in the backscatter.
Figure 6 shows a very strong eddy in a quite dark
sea. In such cases false ships and wakes are det-
ected. The scan curve around the ship may have a
strong drop in the transition between bright and dark
sea. If this drop is too large the ship and wake are
rejected. If the drop is not sufficiently significant
a homogeneity test developed at NDRE often revu&ls Figure 6. Eddies and a ship in Oslofjorden, Norway,
that fronts or eddies are present. Experiments show Processed at NDRE, orbit 1473
that a combination of the scan curve test and the
homogeneity test reveals false ships and wakes very
effectively. In the next section we shall sketch the complicated if the mean, p, is considered as an esti-
principle of our homogeneity test. mator. We have therefore assumed that the mean is a

given constant which becomes a good approximation
4.1 Moment estimation for homogeneity testing when the number of pixels K increases. The expec-

tation and variance of the estimator in Eq. 5 may be
The moment estimator for the n'th central moment is: expressed (Andes,1988):

n K nn n
2 E (X -p K n n j n-/KI(5) E(- ) E(X ), (6)

K
L E X )/K and X is the pixel value of n 2n n 2

i-i j a (7)

pixel number J in a defined region. The expectation
and variance of the estimatm:r in Eq. 5 is very
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L L -5. PERFORMANCE OF THE SHIP DETECTION SYSTIM
E(-P) (-P) E(X ) L-2n or L-n. (8) The philosophy behind the system is that the com-

L- O puting time is minimized by searching for point

targets first, because point detection may be
performed rapidly and effectively. The filter

The square bracket is the Binomial coefficient. The constructed in our system is in principle very
formulas in Eqs. 6 and 7 are used to define the simple, but is based on statistical theory, and its
confidence interval for the estimator in Eq. 5. If performance is comparable to more complicated and
the estimated central moment for a given region lies time consuming filters. Point target detection is
in this interval the region is said to be homogen- completed in about 6 seconds on a 512x512 image with
eous. From Eq. 8 we see that we need an expression one CPU on DN 10000 (18 MIPS). Under normal sea
for the L'th moment of a distribution. It can be conditions as in Figure 3, usually no false ship
shown (And&s, 1988) that that the L'th moment for a candidates are detected. Hence, wake detection is not
gamma distribution corresponding to an N-look superfluous. The wake detector needs between 1 and 2
intensity image (see Eq. 11) is given by: seconds to locate one wake around a point target. The

time is of course dependent on search radius, angular
L L L distance between the scan lines etc. The homogeneity

E (X )= P (N+j-4) , 0-p/N . (9) test is very rapid because of the small regions which
N J-1 are tested. If there is land in the SAR image the

The L'th moments for the distribution in amplitude land and ship detection is faster than ship detection
images have also been estimated which is rather over open sea, because the land detection is very
cumbersome (Ands,1988). Only moments for L-1,2,3.4, fast, and the ship detector need not work on land.
5,6 have been deduced. These expressions are finite 6. CONCLUSIONS AND FUTURE PLANS
although the corresponding distribution has to be
expressed by infinite sums. Estimation of the second Our experience with the automated ship detection
and third central moment (n-2,3) is usually suff- system is vary encouraging, both with regard to time
icient for homogeneity testing in SAR images, consumption and false alarm rate. The current system

In Figure 5 some false ships and wakes are detected detects most ships and wakes, and the additional
on the front, but application of the tests above computations performed by the system appear to reveal
rejects all of them effectively. The ship with the the greater part of false ships and wakes which
bright wake is detected with very high significance, actually are oceanic phenomena. During the ERS-l
In Figure 6 about 20 false ships and wakes are mission we intend to investigate to what extent an
detected in the eddy. The tests reject at least 90 X automated system may work without the influence of an
of them. The processing time is of course increased operator. The ship detection process is well suited
if the phenomena mentioned above arise. The small for parallell computing, and the DN 10000 may work
ship between land and the eddy in Figure 6 is well with 4 CPU's. A digital terrain model may not reveal
detected. Strong internal waves are often detected by rocks near the sea level, but we plan to include also
the homogeneity test alone. Figure 7 shows some digital models of the sea depth to complement the
strong internal waves. The adaptive property of the information which digital terrain models provide. In
ship detector results in only two potential ships shallow water there are of course no ships and
being detected in this image. The homogeneity test internal waves may arise, so sea depth models may be
tells us that the regions in the vicinity of the a valuable information to the system. We have not yet
ships are not sufficiently homogeneous, hence the two completed the performance analysis concerning false
ships are rejected, alarms with the current system, but we intend to work

out a survey of true and false alarms in as many
Seasat scenes as possible.
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755 Queens Ave., London, Onticto, Canada

ABS CMACT of the wake momenta.
Pranddt's mixing theory may be used to study the

The radar image astern of a ship is dependenL .I diffusion of the momenta (both linear and angular)
the wake produced by the ship's linear motion. produced by the propeller. It will be shown that
Cqiotributions to the turbulent wake by the ship angolar momentum tends to diffuse much more slowly
pi3peller have been studied so that the effects on than linear momentum but the associated velocity
rddar backscattering can be estimated. Both liieir field decreases more rapidly: as a result it is not
sonentum and angular momentum wake components may be enpacted to be significant except in cases where
produced and the diffusion of each will affect the little linear momentum is produced.
widi:h and intensity of the radar image. Linear
momentum tends to diffuse so that the wake radius I. ACTUATOR DISK THEORY
viries as the cube root of distance behind the sati
4hile it is shown that angular momentum diffuses as To treat the linear motion, we consider the
,hi fourth root of distance behind the ship. It propeller as a disk of area AD and radius r.,
.ti -is out that for surface ships the radar image .f 3 trm .t-sed in a fluid of density, .' as shown in fig..
w.,ka far astern will be dominated by the linear 1. P:rom the point of view of an observer moving ..
m.,oantum. ,:,)or'inate frame attached to the ship, if the

velocity of the fluid well in front of the propel!-t-
KEV WORDS: RADAR, WAKE, PROPELLER is V., then, in order for some thrust to be obtai',.bd,

the fluid must acquire some linear momentum in the
I. INTRODUCTION in)r of an increase in its velocity. The velocity

well DehLnd the propeller will rise to V (l+b) an,! ,a
Radar images of ship wakes have been described by the disk to VA(l+a), say. Well behind ttie propeller

,tmber of authors (Hammond et al, 1985, Lyden et bur )efore turbulence sets in, the affected fluid hui;
at, 1985, Case et al, 1985 and Lyden et al 1985). In i s-alller radius, r . The mass of fluid that flow-,
aa effort to obtain a more thorough understanding of past the propeller Yn a time t experiences a chan,.-
the radar image astern of a ship, the wake produced i I.tqear momentum. During the same time, the mass
by the propeller has been studied. The propeller flowiig past a disk in the wake must equal the amux,
wili introduce various flows astern of the ship whl.ch of aass flowing past the propeller. From the
will include both a steady component of fluid flow conservation of mass and the fact that the thrust I.,
behind the vessel and a rotational movement. The equal to the change in momentum per unit time, th,
shear layer created at the boundary of the wake ma. :hrust can be determined. This can be compared to
be expected to cause a turbulent diffusion which th. result obtained by applying Bernoulli's equat.)t..
br.adens the wake. The wake flows are capable of li order for the results to agree, the inflow fac or,
modifying the local radar cross-section of the ocean q must be equal to half of the outflow factor, b.
surface as described for the linear component by In order to see the effects of angular momentun,
Tunaley et al (1987), in which the interaction of we assume that the fluid has no initial rotational
surface waves with the wake is simulated. The velocity. The propeller is rotating with angular
magnitudes of the flow velocities are dependent )n velocity,w , the angular velocity of the fluid at the
the efficiency of the screws, propeller is a' and far behind the propeller it is

Propeller design has been widely considered b. In a time t, the mass of fluid flowing past a
(Clancy, 1975, Comstock, 1967 and O'Brien, 1962). In disk in the wake has a moment of inertia and aa simple theory, the propeller is treated as on rujatmd iu~reau in ngular momentum. Thnu torque '

actuator disk and the energy and linear and angular simply the rate of change of angular momentum and
.o-aenta produced in its neighbourhood are considered. thi; can be combined with the conservation of mas-h
However even this simplification is not sufficient to _ondition. In the same time, the propeller delivnr
understand the operation completely. Aerodynamic aji aa,)unt of energy, some of which the fluid obtsa.i
theory must be used and the propeller blades viewed as kinetic energy of rotation and some as
,s aerofoils. For example, thrust is provided by the translational kinetic energy. The useful energy
lift force acting on the blades. In this study, the obtained corresponds to the thrust. Assuming tha.
principles Involved in screw propellers have been the production of heat is small, the conservation
used to arrive at a set of non-linear equations that .nery combined with the previous results gives a
may be solved numerically to estimate the magnitude relation that is usually combined with Kelvin's
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ACTUATOR WAK<E 3.0
DISK

S2.0

S1.0

EA 0 AREA Aw
VA (1+a) LI NEAR VA(lib) 0 2 4 6 8 10

VELOCITY
a, AGULA b-SHIP VELOCITY (iM/S)

VE NGLARI b' Fteure 2. inclinati on angli as a rinetto, of i,
VELOCITY p velocity.

Fil~tire 1. The screw propeller as .jn attiator disk. r)dlvrtencsaytrs opoe i

eon-;tant velocity.
The outer loop Involved a similar secant xethod.

The thrust required to propel a ship of a certain
beam and length at constant velocity is equal to the

icirculation tlieorem to show that thle 101taLoanl drag on the hull. A simple estimation of the ha]!
* row *ulocity, b' is twice the rtLatonal int low drag for a given ship dimensions and velocity has
~.ity, a'. been described (Tunaley et al, 1987). For a ceritti
cr an aerofoil of aIrea, A immaersed in fluid ,t velocity, two initial estimates of the propeller

1iasity, p and flowing past at aI velocity, V tht - , )z ttial velocity were made. Each estimate wat.
1hi oe a lidt force, L perpenicular to the fttail j~v to determine the hydrodyneinic angle and thrutt.

I i direction aind a drag force, D parallel to I.Oe r-. thrust so obtained was compared to the requi I
tlatid flow. The lift and drag are directly L1-a-St and a new propeller rotational velocity
pr),ortion~al to the lift and drag coefficients, il 1L~rpolated. A solut ion was accepted when the
Ann :D1 respectively. oir,.st obtained for a certain propeller rotation

ia most cases,' C is nearly constant when the v--!tcity was equal to the hull drag to within 0.*
dir..ction of fluid h~ow is only slightly inclined -:-
,.he aerofoil. The angle between the fluid flow %t, Fxaliple
ojrection and the major axis of the mrofoil is
,.a.Ied the Inclination angle and is usually denoted In this example, a single propeller is drivin-

. For an aerofoil of elliptical cross section, -3hid of length 150 a and beam 20 m. The propell.-
*Lift coefficient is proportional to sinee whth rsdus is one metre andi the expanded area ratio,
.,pproximately proportional to oL for staall anejes ;ho,;en to represent a four blade propeller, has

.,stock, 1967). vaije of one. The pitch is 45 degrees. Fromth-..
The angle of inclination, oC is equal to the ship dimensions, the thrust required to maintain

!,.erence between the pitch an~le, 0 , and the constant velocity was calculated using the a-etho-
* vodynatnic angle, ,8 . The pitch angle is the a,% a Tunaley et al (1987).
Sropeller blade cross section makes with the The rotational frequency of the propeller

i -- tion of advance through the fluid. The Increases nearly linearly with ship velocity. Ao
4, dynamic angle fs the angle between the lift md Litt-resting feature of the angle of attack curve
o hrust. The thrust is obtained by summing toe (figure 2) is that it actually decreases as the

vi;-nents of the lift and drag in the direction oi velocity increases. This mseans that the propelli-
j.ice of the propeller through the fluid. The loading also decreases w .th increasing velocity i
rpj-e is obtained in a similar way using the tie efficiency of the piopeller Increases slight .v

' Ptctive radius" of the propeller (about O.7rD, (figure 3). The efficiency is defined as the ra Z'
7the area of contact between one blade and the of useful work to work delivered by the engine.

Laii.i is multiplied by the number of blades to ob- 0 1 The linear and rotational outf low factors, as
11e otal contact area. The relative velocity of shown in figures 4 and 5 rospectively, decrease
''u" flowing past the blades is used to calculat ,. increasing velocity in a similar fashion to the .g
t-w lift and drag. These relations can be used ii of attack. Both outflow factors show a significai%.
toe brust and torque relations along with the production of fluid motion in comparison with the'
i~ni.,tum relations to solve for the linear inflou pr--peller motion. The linear velocity in the wa-s i.R
LAt- r and the rotational velocity of the fluid at nearly 60% greater than the propeller's linear
thie ;ropeller. velocity of advance. In other words, the linear

"c final..............ccs~ry to for=a a compl~:tr' Y.1city of the wakie with rebpe~t to the uceaa L,
-1,f equations is the value of C for small of the velocity of the ship but in the reverse

,clination angles. A value of 0.6085 has been taken ILrection. The angular velocity imparted to the
From Comstock (1967) on page 425. wAtdr is approximately 40% of the propeller's-angag r

,Ielo)cty.
111. NUMERICAL SOLUTIONS

IV. DIFFUSION OF THE WAr-
The secant method of finding roots (Press et at,

1936) was used to solve the equations of motion Chough the turbulent wake from a ship moving at
.,sribed li the previous section. The innetr loop of :onstant speed in a straight line ailtAita its SWIM~
the prucedure found the reqjuired propeller rutation 1.i a frame of reference attached to the ship, in a
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Figure 3. Efficiency of the propeller as a function ship velocity.
of the ship velocity.

frame of reference stationary with respect to the drag coefficient of 0.1, tile distance from the ship

ocean, it broadens with time. This spreading occurs at which the linear momentum wake diffusion would

because of turbulent diffusion which arises from start to dominate that of angular momentum may be

shear flows within the wake. A shear flow may result found. It turns out that this is much less than I i.

from a mean flow parallel to the wake which itself is
a result of a net production of linear momentum by V. THE RADAR IMAGE
the ship. Shear flow can also occur if the screws
produce a net angular momentum. With a single screw, A radar image of rile ship wake iaay ba prcduccd

there will be a persistent rotational motion imparted because the Bragg wavelets, responsible for the radar

to the water. Thus a gradient in the velocity field scattering, are modified by surface flows associated

must occur where the wake meets the undisturbed with the passage of the ship. The flows perturb the

ocean. The theory of wakes has been discussed by propagation of wind generated wavelets so that their

Schlichting (1979) and for simplicity it is assumed directions are altered: in extreme cases, refraction

that the wake is circular in cross-section. However can be so severe as to exclude Bragg waves from the

the effect of the presence of the free surface could wake region and this causes the wake to appear as a

be modelled by introducing an image which will affect dark streak on a radar image. As well as being

tle shape of the wake. refracted, the amplitudes of the wavelets will change

rhis study is limited to the "self similar" region and this may be handled using the principle of the

well behind the ship where tile dynamics are constant coservation of wave action as described for example

excppt for scale factors, by Tunaley and Mitchell t1987). For radar

The diffusion in the transverse direction is frequencies at L or X bands and under favourable sea

relited to the mean velocity in the transverse conditions and wake and radar geometries, images may

direction, v'. If tile radius of the wake is R, then, be produced with mean flows of a few cm/s.

according to Schlichting, with Prandtl's mixing In the case of a surface ship with a wake having

length hypothesis, the velocity in the wake decreases both angular and linear momenta, the mean flow at the

-is R and the width increases as the cube root of the surface will have a component of velocity usually in

distance behind the ship. For a wake with no linear the opposite direction to the ship velocity. It will

momientum, m must be related to the value in the also have a transverse component because of the

propeller race. The principle of the conservation of rotation. Howe er, because the transverse component

angular momentum can be applied to a disk of fluid at falls off as R-2, whilst the linear velocity only

a fixed position in the wake and rotating at a falls off as R , the transverse component is quite

constant angular velocity, ; the angular velocity negligible just a few metres behind the ship (see the

is inversely proportional to the fourth power of the eample in section IV). Therefore, unless the wind

width of the wake. In the rotational form of drag and Kelvin wake drag fortuitously cancel, whi,2h

Prandtl's mixing length theory, the width of the wake is somewhat unlikely, the propeller wake is probably

increases as the fourth root of the distance behind small.

the ship. These results resemble those quoted by It is worth noting that the circulation (defined

Case et al (1985), except that for a zero momentum as the line integral of the velocity around a closed

wake we do not find a velocity defect along the wake path) around a circle concentric with the propeller

axis. Also the present results are expressed in wake rapidly falls to small values for radii greater

terms which reflect the propeller efficiency whilst than that of the wake. Therefore an image of the

those by Case et al (1985) do not. propeller wake placed above the water surface will

In general a surface ship will produce linear not produce any significant self induced motion until

momentum in the water. It will also produce angular the wake intersects the surface. When this occurs,

momentum It It does not nave contra-rotating screwu. t,..-- b - S bro............. ... effect..

It is easy to show from the data in the previouc worth further study.
section that the diffusion is dominated typically by
the linear momentum of the wake. From the example VI. CONCLUSIONS
discussed earlier, at a ship velocity of 5 m/s the
propeller rotates at about 2 rev/s and the angular The equations of motion of a propeller have been
outflow factor is 0.4; this gives an angular velocity used to examine the wake produced by the propeller.

downstream of the propeller of about 2.5 rad/s. The Both linear momentum and angular momentum are

linear outflow factor is about 0.6 and it can be produced and the spreading of each, on its own, Is
deduced that the radius of the propeller wake before quite different. Prandtts mixing length theory

the onset of turbulence is about 0.85 m. Assuming a suggests that the width of an angular momentum wake
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increases as the fourth root of the distance behind
tue propeller while the width of a linear momentum
wake increases as the cube root of the distance 0.4
behind the propeller. As a result of the dependence
of the velocity fields on the distance behind the 0.3
shi?, angular momentum wakes could be most important

when the net linear momentum produced by the
propeller is offset by the linear momentum produced 0.2
by the ship hull. In this case a radar image could
not be produced directly by the turbulent wake.

0.1
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ABSTRACT: Norwegian coast during winter and spring time.

The main goals of the ship and wake experiment
The NORCSEX'88 experiment was carried out at were:
Haltenbanken (640N, 90 E) outside the coast of
Norway in March 1988. The Canadian CV580 - To study SAR imaging of "typical" fishing
provided C-band SAR data, and SAR imaging of vessels and their wakes.
ships and ship wakes was one of the study
objectives. The SAR data show much greater - To study background backscatter variations
variations in radar backscatter from the in C-band and their effects on the
ocean surface than observed in Seasat images detectability of ships and wakes.
from the same areas. Some interesting ship
wakes have been analysed. Despite the high - To obtain some well documented wake
resolution of the SAR, it turned out to be scenes for later comparison with model
difficult to see wakes behind slow-moving simulations.
ships. The results support the view that
prime search target in automatic analysis of Several ships were imaged by the CV580 SAR
ERS-1 SAR images must be the ship itself, not during the NORCSEX'88 campaign. We have
the wake. focussed mainly on "R/V Hikon Mosby", a

research vessel which was covered by the SAR
Key Words: SAR, Ship Wakes, ERS-1, Backscatter more than 10 times. Being a former fishing

vessel, this is a very relevant target. It
also provides excellent weather, sea state,
and ship motion data.

1. INTRODUCTION
2. RADAR BACKSCATTER DURING NORCSEX'88

For many years, there has been a strong
Norwegian interest in the possibility of using Seasat SAR images from Norwegian coastal
satellite-based SAR for monitoring human waters generally show very homogeneous
activities in the large Norwegian economic backscatter from the ocean surface. Apart from
ocean zones. In 1986, a Norwegian proposal in the fiords, ship wakes, internal waves and
termed "Ship Traffic Monitoring Using the current shears appear against a very
ERS-1 SAR" was submitted to ESA in response to homogeneous background, making detection easy
the ERS-1 Announcement of Opportunity. The and automatic analysis feasible. However,
proposal has been officially accepted by ESA, Seasat scenes are only available from the
and quite some activity is currently going on period August-October 1978. This is a part of
in Norway to meet this challenge. In order to the year with small temperature differences
gain further experience before the launch of between the Atlantic and the Coastal water
ERS-1, ship detection was included as one of masses, stable atmospheric conditions, and
the topics in the 1988 NORCSEX campaign at generally low wave heights. Thus it is
Haltenbanken. The Canadian CV580 aircraft here dangerous to base ship detection and wake
offered real time C-band SAR capability in an pattern recognition algorithms on Seasat
area on the continental shelf that may be images only. As could be expected, the March
typical for what ERS-l will find along the 1988 CV580 SAR data from the NORCSEX campaign

at Haltenbanken showed a much larger dynamic
range within each SAR image (Johannessen &
Pettersson, 1988). Concerning ship detection,
this is a clear indication that we must expect
much more complicated ERS-I SAR scenes than is
offered by the present Seasat training set.
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backscatter values 1.5 dB (near the ship) andOne of the most interesting backscatter 1.1 dB (overall value) above the background
situations occurred on March 14th, at ratherleloftesaThabncofadklevel of the sea. The absence of a dark
low wind speed. On that day large sea areas turbulent wake in this case would usually be
showed a granular SAR texture, with "wind explained by too low wind speed. However,
patches" sized 1-2 km spread around there clearly is enough surface roughness
everywhere, making 50-70 % of the sea bright present in the ambient sea for imaging of
and the rest dark. Swell could be seen inside swell.
the bright patches only.

Both wakes, however, are rather faint compared
to a giant soliton-like feature present in
scene #1. This feature is ca 12 km long, it
has a radius of curvature of ca 13 km, and a

3. SOME WAKE EXAMPLES "wavelength" of 400 m. The crest-to-trough
backscatter variation is 2.8 dB.

On March 21st 1988, the CV580 SAR crossed R/V
HAkon Mosby (now going at 6 m/s) five times 4. DISCUSSION
with about 5 minutes intervals, the ship
making a 90 turn after the third passage. The
wind was low and decaying, coming down below 3 Most wake observations in SAR images around
m/s. Significant waveheight measured by a the world are classified as dark turbulent
nearby buoy (OCEANOR, 1988) was just below 3 wakes (Aksnes et al, 1988). The imaging of
meters, with wave period at spectral peak such wakes is a very complex process,
about 9 seconds. The total spectrum was, involving ship generated currents, turbulence,
however, rather complicated, with both south foam, upwelling of cold water, monolayers, and
westerly and northerly swells in addition to a wind and wave interactions (see Peltzer et al,
low south easterly wind sea. For the two wake 1987, and references therein). Our main
scenes to be discussed here (#1 and #5)6 the intention with the wake part of NORCSEX'88 was
aircraft was flying on a heading of 305 . Thus not to produce high-quality wake measurements
the SAR mainly imaged the south westerly for refinement of state-of-the-art models, but
swell, with almost azimuthally aligned wave rather to get a broader view of the challenges
crests. that ERS-1 will face in 1991. One main result

so far (which confirmed model predictions) is
Scene #1: the problem of imaging wakes behind vessels

going at low speed (which typically is the
The ship track was perpedicular to the flight case when fishing). Thus the prime target when
direction, with the ship located almost at searching for fishing vessels in ERS-1 data
nadir. A dark turbulent wake is visible on the should be the ship itself, not its wake. Of
SAR image, extending for about 4 km in ground course, the wake may be an excellent source of
range. Backscatter values inside the wake information when monitoring merchant ship
typically are 1.0 - 1.5 dB below the level of traffic.
the surrounding sea. On the upwind side, the
dark turbulent wake is limited by a narrow, A major difference between aircraft and
bright edge, resulting from steepening or satellite SAR is the wide range of incidence
breaking of the wind sea. Backscattor values angles present in aircraft SAR images. Of
on the edge typically are 0.5 dB above the course, ships and oil rigs stand out more
level of the surrounding sea. No Kelvin-like clearly at larger incidence angles in the
wake features can be seen. It is remarkable, NORCSEX'88 SAR data. The incidence angle
however, that the dark turbulent wake widens chosen for ERS-l is far from ideal for ship
out significantly on the downwind side, from detection purposes.
70 m near nadir to 200 m before the wake
becomes invisible. This could, of course, be Another very important difference between
due to a widening of the surface current aircraft and satellite SAR is the effect of
pattern behind the ship. However, we rather velocity bunching. The larger R/V ratio of
tend to believe that this phenomenon has to do satellites makes them much more sensitive to
with the variation in incidence angle along wave motion. During NORCSEX'88 the wind speed
the wake, which gives Bragg resonant often dropped to a favourable level for wake
wavelengths ranging from 20 cm (near nadir) to imaging, but the significant waveheight seldom
5 cm. was below 1.5-2 m due to swell. For ships in

azimuthal motion, velocity bunching will not
Scene #5: matter much, as an azimuthally aligned

turbulent wake is invariant under this
In this case the heading of the ship was mechanism. But turbulent wakes behind
parallell to that of the aircraft, and the range-going ships may become severely degraded
wind was very weak. No turbulent wake is in ERS-l SAR images because of scatterers
visible, and the only significant wake feature "thrown" into the wake from the ambient sea
present is the one Kelvin arm facing the through the velocity bunching mechanism.
aircraft. The length is about 2 kni, with
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ABSTRACT floes. Small ice pieces between floes, and the ridges
or blocks strewn around floe rims, and the moderately

Radar backscatter studies of Arctic sea ice have deformed floe interiors produce significant

been carried out over a number of years now with the backscatter. In regions of constant shear, such as
Intent to acquire physical property information between shorefast and pack ice, processes are very
through by the examination of microwave signatures. dynamic and result in topographically rough, spatially
The breadth of these studies continues to expand. As variable, and very thick formations. Backscatter isThe reath o thse sudis cntines o exand As strong and variable regardless of original ice type.
an example, measurements are now conducted at Tron and i regale o o ign ictpe
frequencies from 500 MHz to about 100 GHz. Oeoth The region which is spatially the most significant issreqncieificgas ofr ths wt aben t One of the the pack Ice portion of the Arctic Ocean. Here floes
scientific goals of this work has been to develop an are frozen Into fields which float as sheets with
improved understanding of the scattering processes at sizes often many ten's of kilometers. Ridge building
play. A second, equally important, goal has been to due to pressure is the major deformation event.
apply the knowledge gained !n examining the
backscatter response of ice and snow made in IN-SITU SCATTEROMETER PROGRAMS
conjunction with detailed scene characterizations, the
insight gained through theoretical modeling and By 1976 the need to coordinate detailed microwave
parametric study, and the data entered into the radar and surface measurements was well recognized. In
signature library to develop procedures to convert addition, because existing sensor parameters varied
microwave signal Information, available in the very and future sensors were still undefined it was
near future, into valuable data products, ultimately important to acquire data over a wide range of
providing the opportunity for us to better understand frequencies, polarizations, and incidence angles. It
our environment. The purpose of this paper is to Is interesting to note that the first measurements
provide a discussion of what has bee learned through were made at 1.5 GHz and multiple frequencies between
the many efforts associated with the near-surface 8 and 18 GHz (1]. Today they are made from 0.5 to 100
scatterometer measurement programs and how the GHz (i.e. CEAREX). The sea ice measurement program
knowledge gained Is assisting in the development of began at the University of Kansas by Richard K. Moore
future sea ice type satellite algorithms, and the author with a tripod-type structure (1976)

whose characteristic was to provide a constant range.
It has been extended to operation from helicopter,
surface ship, sled, and gantry (laboratory facility).

INTRODUCTION Microwave scene characterization experiments began in
1977 at Point Barrow in conjunction with W.F. Weeks

One of the most important pieces of geophysical (CRREL and Univ. of Alaska) who served as mentor for
information that must be obtained from satellite sea ice property measurements. Numerous measurement
observation of the frozen ocean Is ice type. A wide programs were then conducted with R. Ramsieier (AES
array of categories have been defined by the World Canada) with whom measurement of physical-chemical
Meteorological Organization and are related to
thickness, age or formation characteristic. Basic properties would be finely honed with the goal of

categories include new (0 to 10 cm thick), young (10 relating specific microwave responses and processes to

to 30 cm thick), first year (> 30 cm thick), second ice properties. Measurements were made of the surface
done melt season) and multiyear for the calculation of roughness statistics (rms

year ( survived ne melt season) a ltyr height and correlation length), of the salinity and(survived multiple melt seasons). The ability of
determining ice type using space-based sensors I density profiles with fine depth resolution (I cm
.... ice type u p ed sesors uiser snacinas in the tnp 20 cm nf the ice sheet) tn

observation. In the marginal ice zone (MIZ) the describe raply changing permittivity, and of the
mixture of floes of various ice types have diameters brine or brine-slush layer which resides on all new

which are small, ranging from 10 to 200 m, and at some and first-year Ice forms. Coordinated active (near-

point have experienced moderate deformation. Ice surface scatterometer and SLAR) and passive microwave

tends to be thick either because ice must be thick to (aircraft imager and profilers) measurements began

survive in this dynamic region, because thin ice is with those made at Mould Bay in 1981 as did the use of

rapidly crushed during the constant collisions with radar (SLAR) imagery in-situ experiment planning.

other flces, or because of the rafting of tnin ice CoordInation of surface active and passive microwave
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measurements which began at Mould Bay in 1982 have year ice. Spatial scanning a surface-based
continued with CEAREX and CRRELEX being examples of scatterometer operating at 5 GHz produced the radar
the most recent investigations. Basic information maps provided in Figure I and 2. Range is inversely
about these measurements programs is provided in Table proportional to the (intermediate) frequency shown.
1. It is important to note that as of this year The key features are that (a) the returns for first
significant studies have been conducted during all year ice backscatter are confined to its surface and
seasons, except perhaps the very end of summer ehen few emanate from within the ice sheet, (b) returns are
the ice drains, remains drained, and then begins to strong in the region where the low density ice layer
freeze. All major ice types have now been observed, is present and are produced below the snow-ice
Possibly the greatest weakness in the existing interface, and (c) the returns in the meltpool region
observations is that of region. Studies have been of the multiyear ice sheet where the 3-m thick ice
made in the Chuckchi, Beaufort, Greenland, and Barents sheet is topped by 40 cm of fresh ice the returns are
Seas, with almost no study of the Central Arctic. weak even though the ice contained larger gas bubbles

(3 to 4 mm diameters) but in numbers not large enough
OBSERVATIONS to create a significant backscatter. In Figure 2 is a

24m x 20 m ground map of backscatter intensities
In examining under what conditions ice types may acquired for these same multiyear ice features. These

be discriminated using radar it was determined that it data show that the returns are 20 dB lower in the
was important to (a) have data acquired over a wide region of the meltpool. What is demonstrated here is
range of conditions where both the microwave and the important of the low density ice layer in
physical-electrical properties are well-characterized, producing the enhanced return observed from multiyear
(b) be able to interpret the empirical observations ice. In addition, it not enough that discontinuities
with supporting electromagnetic scattering theory and are present, they have to be present in sufficient
model predictions, and (c) to study the variation in numbers, hence, upper ice sheet density is a critical
sea ice physical-electrical properties. Early on it factor.
was hypothesized that first year ice backscatter is Based upon measured data, physical properties, and
dominated by surface scattering and multiyear ice by a theoretical foundation, predictions based on
volume scatter. The critical issues have been in electromagnetic modeling were made. The role of
documenting under what conditions this is true, at volume and surface scattering were examined in the
what frequencies and polarizations, can this context of multiyear and first year ice.
difference be exploited, what are the optimum radar Characterizations were made in terms of the low
parameters for ice type discrimination, and given a density ice layer (i.e. thickness, air bubble size,
radar parameter set what is the anticipated density, and complex dielectric constant) of the
performance. multiyear ice and the surface of the first year Ice

The parameters and conditions which have a (rms height, correlation length, and dielectric
critical influence on backscatter intensity and are constant) . In addition, the importance of the surface
typical are listed in Table 2 as a function of major roughness of multiyear ice was examined as illustrated
ice type. The attempt here is to list these in Figure 3. Multiyear ice with a rough surface
parameters in their relative order of importance. produces an enhanced backscatter at the low
When optimizing for ice type discrimination, the keys frequencies, but a slightly reduced volume scatter at
to information exploitation are (a) multiyear ice high frequencies. This figure shows the range of
produces a strong volume scatter due to the presence surface scatter which may be occur for reasonable
of a low density ice layer in the upper portion of the surface roughness values.
ice sheet (a minimum thickness of about 2 cm is One of the key studies made during CEAREX by
required), (b) first year ice returns are dominated Onstott was of the variation in the thickness, density
by surface scatter and variations in surface roughness and air bubble composition of the multiyear low
scales produce large changes in backscatter levels, density ice layer. Based upon these in-situ
and (c) new ice returns are weak (off-vertical) observations predictions of backscatter levels as a
because surfaces are very smooth, function of density and layer thickness have been made

For multiyear ice during winter, volume scatter for Intercomrparison with measured data. As is
dominates at frequencies beyond 10 GHz where as at supported by the model predictions shown In Figure 4,
some frequency below about 5 GHz surface scattering backscatter intensity should be very sensitive to
begins to dominate. For first year ice surface layer thickness for surfaces that are not rough. This
scattering dominates below 15 GHz. Snow has little response is observed in the CEAREX data. Layer
impact on multiyear ice backscatter but enhances first thicknesses range from 0 to 15 cm and air bubble sizes
year and new ice backscatter [2]. of about 1.5 mm is typical.

The evolution of the microwave signatures during Significant variations in the backscatter of both
summer is quite complex. The reader is referred to multiyear and first year ice can occur due to
the discussion provided in the paper by Onstott et al variations in surface roughness and properties of the
[3]. During the first part of summer the wet snowpack low density Ice layer of multiyear. The range of
and warm ice sheet produces no significant volume variations illustrated in Figure 5 are predicted
scatter. First-year and multiyear ice backscatter values based on measured physical properties values.
becomes difficult to distirguish. By midsummer, thin Observations shown in Figure 6 were made during
first year ice backscatter is enhanced due to an CRRELEX-89 [4] and serve to Illustrate the extreme
increased small scale surface roughness from a range of possible signatures, in this case, those of
superimposed ice layer which forms at the snow-ice thin first-year ice. Data have been acquired to
interface and a snow thickness reduced by melt. After address the important issue as to what is typical and
midsummer, the backscatter contrast between first year what is the variation in the physical properties?
and multiyear is improved because first year ice For this discussion it is assumed that the number
roughness elements are smoothed by melt and multiyear of spatial samples included in an observation is large
ice continues to have a complex topography. enough that sampling is not the dominant issue and we

Data have been acquired to verify empirically the can examine floe-to-floe variability and differences
importance of volume scattering and the low density in mean cross-sections. In discriminating multiyear
ice layei to multiyear ice backscattering and of ice from thinner ice the enhancement gained through
surface scattering as the dominant process for first volume scattering is exploited. Air bubbles are
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typically about Imm to 2mm in diameter. Operation at REFERENCES
frequencies greater than about 4 GHz is necessary and
contrast is known to improve with frequency up to at 1) Onstott, R. G., R. K. Moore, and W. F. Weeks,
least 18 GHz, with optimum frequencies probably from 8 "Surface-Band Scatterometer Results of Arctic Sea
to 18 GHz. Operation at L-band (i.e. 1.25 GHz) has Ice," IEEE Trans. Geosci. Electron., GE-17 (3),
been demonstrated to be too low and at Ka-band (i.e. 78-85, 1979.
35 GHz) all surfaces may appear rough. The
enhancement in volume scatter by choosing a smaller 2) Kim, Y. S., R. G. Onstott, and R. K. Moore, "The
wavelength may be offset by an enhanced surface Effect of a Snow Cover on Microwave Backscatter
scatter. Operation at C-band is a reasonable from Sea Ice," IEEE Journal of Oceanic Eng., Vol.
compromise because during the period after midsummer OE-9, No. 5, December, 1984.
it is important to penetrate the thin snow pack and
produce scatter from the rough snow-ice interface 3) Onstott, R. G., T. C. Grenfell, C. Matzler, C. A.
which allows the discrimination of thin and thick ice. Luther, and E. A. Svendsen, "Evolution of

Discrimination of second year from multiyear ice Microwave Sea Ice Signatures During Early Summer
depends on differences in backscatter intensity which and Midsummer in the Marginal Ice Zone," Journal
arises due to differences in the thickness of the low of Geophysical, Vol. 92, No. C7, pp. 6825-6835,
density ice layer. Observations at Mould Bay in 1983 June, 1987
and CEAREX-88 suggest that the second-year low-density
ice layer is less well developed in both thickness and 4) Onstott, R. G. and S. H. Gaboury, "Polarimetric
size on air bubbles. Returns fall bi.tween multiyear Radar Measurements of Artificial Sea Ice," IGARSS
ice and moderately-rough first-year. '89 Proceedings, July 1989.

To dr.criminate between first year and thin
ice types it is necessary to exploit the differences 5) Kim, Y. S., R. K. Moore, R. G. Onstott, and S.
between surface roughness and dielectric constant. Gogineni, "Towards Identification of Optimum Radar
There are two major dielectric constant regimes: one Parameters for Sea Ice Monitoring," Journal of
when the ice is very new and the other contains all Glaciology, Vol. 31, No. 109, 1985.
remaining cases. The case in which a slush layer is
present on thin-to-thick ice probably falls into the
second category due to the presence of snow and its
expected effect. Observations during CEAREX suggest
that a slush and snow layer composite tends to reduce
backscatter intensities. New ice can be discriminated TABLE 1. NEAR-SURFACE SCATTEROMETER
older first year ice because of Its very smooth INVESTIGATIONS
surface. As first year ice ages the key consideration
is a canopy composed potentially of frost flower
remnants, snow, and metamorphosed snow. As the canopy t i ,* o y
becomes thicker, ice crystals enlarge, and the ice
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TABLE 2. SCENE PARAMETER WHICH
INFLUENCE BACKSCATTER
INTENSITY
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Figure 1. Examination of the Return Power Spectra
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Important Scattering Mechanisms of First-
Year (i.e., Surface Scattering) and
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DISCRIMINATION BETWEEN NEW SEA ICE AND OPEN WATER - COMPARISON
OF C-BAND THEORY WITH MEASUREMENTS
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Areal abundances and distributions of thin first year sea ice
and open water are of particular importance in modulating heat
and salt fluxes in ice-covered oceans. Thus it is of particular
interest to discriminate open water, thin new ice (of thickness less
than a few tens of centimeters), and thicker (first- and multi-year)
ice in remote sensing data. We present a comparison of signature
modeling and experimental results for multi-polarization active
microwave measurements at C-band. Theory suggests a means of
discriminating thin ice from open water using a multipolarization
C-band synthetic aperture adar (SAR).

Theoretically, we employ the small perturbation method for
rough surface scattering from new sea ice at C-band, taking the
model beyond first order so as to account for depolarization. We
combine this with a simple model for the dielectric constant of
new ice as a function of thickness. We compare predictions from
this combination of models with near-backscattering data from
artificial new ice gathered as part of the CRRELEX experiment at
the Cold Regions Research and Engineering Laboratory during
1988 and 1989. Model predictions for the ratio of like-polarized
backscattering cross sections suggest that this signature may be
useful for discrimination of open water from ice thicker than
approximately 10 cm.

Key Words: new ice/open water discrimination, polarimetry
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COMBINED ACTIVE/PASSIVE MICROWAVE CLASSIFICATION OF SEA ICE
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ABSTRACT and vigorous field of research.

As sea ice grows and ages the structure and composition 2. SEA ICE AND ITS SIGNATURES
of the upper layers of the ice change in a manner that
produces distinctive microwave signatures for a wide As sea ice grows from a loose suspension of ice crystals
range of ice "types" under cold conditions. As in the sea surface to a massive solid, the surface
temperatures rise above --S'C, these signatures undergo layers undergo a series of transformations in crystal
transitions due to changes in liquid water content and structure, brine/air inclusion density, shape and size
snow cover recrystallization until they are ultimately as well as surface granularity and larger scale surface
dominated by surface roughness and free water in the roughness. In mechanically disturbed areas such as
middle of the melt season. marginal ice zones the normal "quiet" evolution of the

ice surface is augmented by brash formation prior to
Ice classification can thus be based on multi- consolidation, ice levee build up at the edges of
polarization, multi-frequency passive microwave consolidated ice cakes and rafting. Mechanical effects
measurements of emissivity (or brightness temperature) in thicker, "brittle" pack ice include rafting (in thin
or on multi-frequency, multi-polarization active young ice) and ridging (in thicker ice). As surface
microwave measurements of scattering cross-sections. temperatures decrease towards -40' the brine volume in

the surface layers decreases. Periodic warming to near
The complementary nature of scattering and emissivity the freezing point results in recrystallization, brine
make combined active/passive signature measurements a migration and the growth of air filled voids (bubbles).
particularly powerful ice classification tool. Accumulating snow cover at various phases of ice growth

alters the small scale surface structure in ways that
This paper reviews previously reported active/passive are dependent on the ice growth stage and local
sea ice signature studies with emphasis on ice temperature. These changes are preserved as the ice
classification problems. grows to its final thick first year mature stage. Scale

sizes of surface elements vary from less than 1 mm (air
1. INTRODUCTION bubbles, brine pockets and crystals) to more than I m

(ridge rubble).
Two ongoing areas of concern for human activities in
sea-ice infested waters are the ice concentration and The ice decay process is characterized by an increase
the spatial distribution of the sea ice types present. in moisture within the overlying snow pack and
Sea ice types are defined by the stage of growth, the recrystallization at the snow-ice interface; an
mechanical history and thermal histories of individual accumulation of water at the snow-ice interface and the
floes and consolidated areas within the ice cover. When growth of superimposed rough ice; melt pond formation
regional information is included, the range of mechan- and, (in close pack) eventual surface flooding. Thin
ical properties of the elements of the ice pack can be ice disintegrates, thicker ice loses much of its surface
inferred. The ice concentration, combined with the ice layer salinity through brine drainage and brine
type distribution indicates existing and potential inclusions are replaced by air pockets. If the first
navigation hazards in the ice pack for vessels of a year ice survives until the melting process is halted
given class and also defines useable routes. From a by a return to lower temperatures it is transformed to
scientific viewpoint the ice type/concentration ;econd year ice - which, by virtue of its decreased
information has much broader implications (climatology, salinity is much stronger than the mature first year
transport mechanisms, etc.). ice. It also has very different surface layer

characteristics.
The purpose of this paper is to outline some of the work
that has been done and some of the problems that have Ice that survives more than one summer's melt becomes
been encountered in sea-ice classification using multi-year ice and has surface layer characteristics
microwave sensors. that stabilize (in a statistical sense) with increasing

age. Within this simple minded outline of the history
This paper is not a comprehensive review of the art nor of sea ice are many developmental stages with
are the references used of any special significance, recognizable characteristics - "ice types" - if you
other than providing snapshot views of a far ranging like. The youngest consolidated ice, Nilas, is very
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smooth and very fragile and has a film of high salinity All three approaches have been pursued over the past
brine. Left undisturbed Nilas grows to "grey" ice which decade with reasonable success.
in turn thickens to "grey white ice". With time and low
temperatures, "grey-white ice" becomes first year ice. 3. COMBINED ACTIVE-PASSIVE SIGNATURES OF SEA ICE

A more rigorous discussion of ice types and The active-passive investigations followed from an
characteristics can be found in [1]. The foregoing, observation based on figure 4 in [20] that simultaneous
however, is sufficient to sketch the scope of the scattering cross section and emissivity measurements
classification problem, could indeed be complementary elements of a sea ice

signature set. Results of a winter Beaufort Sea exper-
In principle the problem of classifying sea ice in a iment in 1979 were particularly exciting when expressed
region reduces to the problem of observing the detailed in a scattering cross section, depolarization ratio,
evolution of all ice formed in and transported through emissivity feature space' [21], [22]. This became the
the region of interest. Since time sequence observation first of a series of airborne experiments conducted from
with high temporal and spatial resolution is at present 1979 to 1982 to investigate the seasonal and regional
impractical, signatures that will summarize the salient dependencies of multi-parameter sea ice signatures [23],
elements in a snapshot view are required. [24], [25]. The work as summarized in [26] noted:

The sea ice and its snow cover is in general a three a) During the fall, winter and early spring major ice
phase medium; ice crystals, air pockets and brine. Each types are separated by more than one standard
constituent has a very different complex dielectric deviation in a feature space whose axes are the
constant at microwave frequencies and exists in HH and HV polarized 13.3 GHz normalized scattering
characteristic sizes, shapes, volume distributions and cross sections at 45' incidence angle and the H
surface distributions at each stage of ice development polarized 19.4 GHz emissivity at 45" incidence
and thermal history. The surface and volume angle. Ice type classification accuracies in this
distributions of the phases contribute to the scattering space, for this period exceed 95%.
and extinction of incident electromagnetic waves and to
the scattering and source energy of thermal emissions. b) In the early spring, transformations within the
Since the scale sizes of the constituents (-mm to - cm snow pack produce multiple distinct signatures for
within the ice/snow volume and -mm to -m on the ice the same ice type and regional effects are
surface) correspond to the range of wave lengths found probably very significant.
in the microwave portion of the spectrum, characteristic
microwave signatures are expected. c) During the late spring the snow-ice interface is

saturated with water and the wet snow cover
Because of its large, complex dielectric constant at precludes the measurement of ice type signatures.
microwave frequencies, the liquid phase plays a dominant In mid-summer, the water saturated ice surface and
role under warm conditions and is important in the melt pond distribution on the ice severely
establishing radiation penetration depths in the ice at limit the classification potential of this
all other times. technique. The ice is still, however,

distinguishable from open water but it must be
In spite of the sometimes varied histories of ice noted that a melt pond constitutes open water.
samples comprising an ice type, early airborne
experiments with active [2] and passive [3] instruments The technique explored in this research program used
showed that ice type dependent signatures do exist. As data from co-registered profiling radiometer and
a result, the relationships between the structures of scatterometer sensors with similar resolution cell
sea ice and its microwave characteristics have been a sizes. Its generalization to imaging sensors (either
subject of ongoing research a) in the field [4], [5], airborne or spaceborne) requires registration of near
(6], [7], [8], [9], [10], [11], [12] and b) in the simultaneous data from spatially offset vehicle tracks
laboratory (13], [14], (15]. for sensors which are either located on a single

platform or on separate platforms.
From airborne and surface experiment results, ice type
signatures based on single frequency, single A suggestion by Cavalieri et al [27] would combine
polarization active or passive point measurements spaceborne SAR and radiometer data for ice concentration
contain fundamental ambiguities from the ice (and possibly ice type) measurements. Because of the
classification viewpoint [16]. very large mismatch in resolution cell size (12 to 30

km for the radiometers and 15 to 30 m for the SAR) some
Early multi-sensor, multi-frequency, polarization difficulties are anticipated in generating a simple data
diversified experimental data sets [17], [18], [19], combination algorithm.
[20] irdicated three possible approaches to resolve the
ice classification ambiguity problem in a point by point A recent experiment [28] completed in the Newfoundland
measurement basis: ice pack in March 1989 combines spatially overlapped,

two frequency airborne SAR data and scatterometer data
(a) spatially and temporally coincident multi- from one aircraft with two frequency scanning radiometer

frequency multi-polarization measurement of data from another aircraft over a surface measurement
microwave brightness temperatures; site. The proposed analysis will examine combined

acLive/passive signatures for a range of possible
(b) measuremer,t of spatially and temporally coincident feature spaces.

scattering cross sections using multiple
frequencies .nd polarizations; It is suggested in [16] that the feature space

(c) measurement of zr)tially and temporally coincident used is in no sense unique for ice signature
multiple polari7;'ion scattering cross sections presentation and that multi-frequency scattering data
and microwave brigi.ness temperatures, or multi-frequency radiometer data could be usefully

displayed in similar form.
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4. MULTI-PARAMETER PASSIVE SIGNATURE OF SEA ICE SSM/I validation. Early results suggest that this
instrument will be a powerful tool for sea ice signature

The multi-frequency passive microwave studies of Wilheit research [37).
et al [3] represent the starting point for a long
sequence of airborne experiments aimed at understanding 5. MULTI-PARAMETER ACTIVE SIGNATURES OF SEA ICE
and quantifying the seasonal and regional behaviour of
sea ice brightness temperature signatures [17], [19], Since the late 1970's interest in monitoring arctic sea
[29], [30], (31]. In summary, this research has shown ice by radar has driven a long series of investigations
that well defined passive microwave signatures exist for into the spectral properties of the microwave scattering
a variety of sea ice types under cold conditions and cross section of sea ice. The dominant group in this
that brightness temperature/ice type ambiguities seen area was based at the University of Kansas and
in single frequency data can be resolved by combining concentrated on first surface and later near surface
measurements at two or more frequencies and both linear (helicopter borne) scatterometer measurements over the
polarizations. 1.0 GHZ to 35 GHZ frequency range. Initial studies

concentrated on arctic winter ice in the Beaufort Sea
The launch of the Electrically Scanning Microwave [6]. Subsequent work followed the seasonal cycle and
Radiometer (ESMR-5) aboard the Nimbus 5 satellite in investigated arctic fall and summer conditions [38],
1972 provided a first global look at the earth's ice [11]. Since this time much of the work done by Onstott
cover [32]. However, the single channel, single has been concentrated in the Norcsex marginal ice zone
frequency sensor could not be reliably used for accurate research area between Greenland and Svalbard over the
total ice concentration or for multi-year ice fraction seasonal cycle [39], [40].
measurements from a single pass without auxiliary data
(33], (19]. The launch of the Scanning Multi-channel Since the emphasis of this work has been on surface and
Microwave Radiometer (SMMR) on Nimbus 7 in 1978 overcame near surface local measurements, a large body of
the ESMR single channel limitation by providing ten auxiliary ice surface and snow-ice interface data has
radiometer channels (Horizontal and Vertical been accumulated. The combined radar cross section
polarizations at five frequencies between 6.6 GHz and measurement and surface data sets have been used in the
37 GHz). Algorithms developed for analyzing SMMR data development of a quasi-empirical ice scattering signa-
make use of the multi-channel aspect of the data set to ture model [41] which has proven to he an extremely
solve for a range of variables [34]. powerful tool for the interpretation and generalization

of the multi-spectral scattering measurements [42].
An assessment of total ice concentration and multi-year Results of the accumulated multi-spectral studies have
ice fraction measurement accuracy for freeze up shown that sea ice can be reliably classified by ice
conditions [35] has reported SMMR ice concentration type from multi-dimensional scattering cross section
errors - ± 3% and multi-year ice concentration errors measurements under cold conditions (temperature < -5C).
- ± 10% when compared to aircraft measurements in a test As the high point of the daily temperature cycle
area between Greenland and Svalbard in 1979. approaches and exceeds the freezing point, snow pack

transformations (especially at the snow-ice interface)
To investigate the winter (relatively stable) emissivity which alter the scattering signatures are observed. It
signatures measured by SMMR for the arctic, Comiso [36] 1. expected that some of these transformations are
employed a series of feature spaces where axes were responsible for the multiplicity of first year ice
emissivities at specific frequencies and polarizations, signatures reported in the active-passive studies in the
Cluster analysis performed in these spaces reveal the early melt period. As snow melt progresses, the wet
existence of 5 different signatures for consolidated ice snow pack and accumulated free water at the snow ice
in the arctic. Some of these have been associated with interface dominate the microwave scattering signatures
ice type (first year, multi-year), others are considered and ice type discrimination by scattering becomes much
to represent variations in surface conditions. Co- more difficult. In the marginal ice zone in the
planarity tests in the feature spaces failed to reveal Greenland Sea, large areas of melt pond coverage were
unambiguous mixing ratios in the 10.7, 18 and 37 GHZ not observed within the ice pack and ice-water
data that would serve as a basis for reliable extraction discrimination remained excellent for HH polarized radar
of specific cluster signatures within the "multi-year throughout the measurement period.
ice" set.

Recent developments at JPL have seen the P, L, C band
One of the limitations of spaceborne radiometers for sea SAR system applied to the ice classification problem.
ice type classification is the large resolution cell Preliminary three band composite images [44] are
size produced by the imaging geometry (30 km x 30 km promising for use as a sea ice classification tool.
for the 37 GHz channels of SMMR). As a result the
contents of a given cell must be inferred from mixing Onstott et al [43] provide a detailed description of
formulae using available coarse resolution data and a the structural changes that occur in the ice and its
detailed knowledge of sea ice emissivities derived from snow cover from winter to mid-summer and show how these
high resolution surface and airborne measurements, changes influence active and passive microwave
During the late spring and summer, snow moisture and measurements of sea ice properties. The variation of
surface water degrade the available major ice type microwave ice type signatures over the summer period for
signatures [36], and surface free water degrades the ice first year and multi-year ice are explained and the
concentration measurement accuracy. significance of the remnant snow pack during this season

Is emphasized.
The recent launch of Special Sensor Microwave/Imager

(SSM/I) package with its improved spatial resolution (12 6. SUMMARY
km) at the 85.5 GHz upper frequency may provide better
ice type discrimination from spaceborne sensors. All three classes of multi-dimensional microwave

signature spaces discussed are fully capable of
A digitally recorded two frequency airborne scannihg providing accurate ice type identifications during the
radiometer, AIMR, has recently been commissioned by the portion of the year when the sea ice and its snow cover
Canadian Atmospheric Environment Service for use in are not saturated with water. During the summer melt
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period, all electromagnetic measurement approaches to 11. Onstott, R.G. and S.P. Gogineni, "Active microwave
sea ice classification degrade or fail. measurements of Arctic sea ice under summer

conditions", J. Geophys. Res., 90, AC3, pp 5035-
Carsey [45] analyzed summer measurements from ESMR and 5044, 1985.
SMMR and found that by constructing averages of
microwave brightness temperature with degraded 12. Hallikainen, M.T., Hyyppd, J.M., Taikka, M.V.O.,
resolution and combining this data with synthetic Haapanen, J.A.E., Tares, T.I. and P.J. Ahola,
aperture radar imagery (SEASAT in this case) and with "Backscatter behaviour of low salinity sea ice at
spaceborne scattero.eter data, the gross behaviour of C- and X-band", Proc. IGARSS '88, Edinburgh, pp 791-
the polar ice pack was interpretable over the summer 792, Sept. 1988.
period. Sea ice concentrations could be inferred by
observing variations of the signatures with time. 13. Stogryn, A. and G. Desargent, "The dielectric

properties of brine in sea ice at microwave
This paper has concentrated on the development of "point frequencies", IEEE Trans. Ant. and Prop., AP-33(5),
by point" sea ice classification using quantitative pp 40-48, 1985.
measurements. The accurate interpretation of high
resolution radar and radiometer images by skilled 14. Arcone, S.A., Gow, A.J. and S. Grew, "Structure and
professionals is well known. Less well known are the dielectric properties at 4.8 and 9.5 GHZ of saline
methods required to automate this process to provide ice, J. Geophys. Res., 91, #C12, pp 14281-14303,
accurate, machine interpretation based on spatial 1986.
structure and texture as well as intensity distribution
in an image. This classification area is accumulating 15. Swift, C.T., De Harity, D.C., Tanner, A. and R.E.
a body of literature and holds its own fascination but McIntosh, "Passive microwave emission from saline
unfortunately lies beyond the scope of this article, ice at C-band during the growth phase", IEEE Trans.
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ABSTRACT
X-band (HH) synthetic aperture radar (SAR) data of years. The SAR facility will contain a geophysical

sea ice collected in March and April 1987 during the processor, a dedicated computer that will utilize the
Marginal Ice Zone Experiment (MIZEX) was statistically processed SAR data to provide sea ice concentration,
analyzed with respect to discriminating open water, ice type, and kinematics information. The MIZEX '87
first-year ice, multiyear ice and Odden. Odden is data although it was collected at X-band (HH) offers a
large expanses of nilas ice that rapidly form in the unique opportunity to develop and evaluate algorithms
Greenland Sea and transforms into pancake ice. A that can be implemented on the geophysical processor.
first order statistical analysis indicated that mean As reported in ref. [2], the radar backscatter
versus variance can segment out open water and first- response between X-band (HH) and C-band (VV) is very
year ice, and skewness versus modified skewness can similar.
segment the Odden and multiyear catagories. In This SAR analysis included the generation of
addition to first order statistics a model has been standard statistics (i.e., mean, standard deviation,
generated for the distribution function of the SAR ice variance, skewness, and kurtosis), within areas that
data. Segmentation of ice types was also attempted were intensively "sea truthed" by scientists operating
using textural measurements. In this case, the from the M/V POLAR CIRCLE. In addition to the
general co-occurrency matrix was evaluated. The standard statistics generated from the SAR data
textural method did not generate better results than several probability distributions were evaluated to
the first order statistical approach. describe the various ice types present within the SAR

scene. These distributions include: uniform, gamma,
1. INTRODUCTION Gaussian, inverse Guassian, lognormal, and modified

Active microwave measurements were made of various Beta. It is postulated that such distributions can be
sea ice forms in March and April 1987 during the used to further differentiate ice types (particularly
Marginal Ice Zone Experiment (MIZEX). The microwave first-year ice with rubble). The distributional
measurements were made at 1, 5, 10, 18, and 35 GHz analysis has suggested that the SAR sea ice data are
using a ship-based scatterometer and aircraft mounted best fitted by gamma and lognormal (and sometimes
synthetic aperture radar (SAR). The SAR measurements inverse Gaussian) distributions and that these
were made at 9.8 GHz, horizontal transmit and receive distributions may prove useful in differentiating all
polarization, ice types present within the MIZEX SAR scenes.

The sea ice forms present in the Greenland Sea The use of textural methods (i.e., higher order
MIZEX operations area included: open water; open water statistics) were also evaluated with respect to
with grease ice streamers; new ice (5-8 cm thick); differentiating the ice sea forms present in the MIZEX
first-year ice (20-40 cm thick); first-year ice with SAR data set. The general co-occurrence matrix was
rubble (.60-1.5 m thick): and multiyear ice (2-4 m used and found to generate very similar results to the
thick). Large expanses (200,000 km4) of new nilias mean and standard deviation analysis.
sea ice (5 cm thick) forms in the Greenland Sea as a In this paper, we will first describe the MIZEX '87
result of oceanographic upwelling of cold water SAR data set and then discuss fout cases of sea ice
interacting with cold (< -10*c) northerly polar winds. forms that were selected for the statistical analysis.
This rapid ice formation is referred to as the Odden The statistics results will then be presented.
and is discussed in Ref. [1). The nilas transitions
into pancake floes (10-15 cm thick) due to continued 2. DATA SETS
growth and wave action. MIZEX '87 in the Greenland and Barents Seas

aiht LLWU4A Utt~ uijiu8jud Wt UbU W combined observations from both remote sensing and in
SAR backscatter values obtained at 10 GHz. situ data collections to provide an integrated
Additionally, the scatterometer data extended the SAR a-roach to the study of winter marginal ice zone
sea ice type classification to C- and L-band (MIZ) conditions. Favorable weather permitted 18
frequencies in order to predict the performance of the consecutive days of SAR coverage and field operations.
SAR instruments to be flown on the European, Canadian, The SAR system, with its high resolution (15 x 15 m),
and Japanese SAR satellites, clarity of image and real-time availability, proved to

NASA is presently building a satellite receiving be a powerful and efficient tool to aid in the
station in Fairbanks, Alaska that will collect and planning and carrying out of field experiments.
process in near real-time SAR data from these MIZEX was the first international experiment having
satellites that will be launched in the next 5-7 daily SAR coverage with real-time imagery down-linked
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to the ships in the field. This Imagery was used on- Fifty-four areas from twelve SAR flights during the
board POLAR CIRCLE to Identify areas of interest such 31 March to 8 April 1987 time period were used In the
as the location of the ice edge, eddies, and ocean statistical analysis. Each area was approximately 100
fronts. The ship would then proceed to the SAR x 100 pixels which corresponds to a ground area of
identified areas to collect sea truth. The data was approximately 700 x 700 meters. The areas selected
also used to select sites for detailed active and included incident angles of 300 to 700. Typical open
passive microwave measuremt its and characterization of water (w), first-year Ice (f), multiyear ice (m), and
physical and electrical properties of the ice and Odden (0) areas used In the study are shown on Figure
snow. In addition to being down-linked, the SAR data 2.
was recorded on-board the aircraft on high densitydigital tapes. SARIrmagery

4 April 1987 Ice Concentration
During MIZEX '87, two Intera SAR equipped 1800.2145 UT and Floe Size Interpretation

aircrafts; STAR-i and STAR-2 were deployed to collect
ice edge imagery. These missions are described in
refs. 3-4]. The Intera STAR-i and STAR-2 systems are
X-band (9.8 GHz) radars that transmit and receive with
horizontal polarization. Table 1 summarizes the
parameters of both systems while Figure 1 Indicates
the imaging geometries. Figure 2 is a representative
mosaic covering a 445 x 195 km area of the MIZ. On
the X-band SAR data, bright tones on the Image
represent multiyear ice while the darker tones are
various stages on young ice. The blackest signatures
on the image are open water. The SAR mosaic was
Interpreted using a hybrid manually assisted digital
technique to provide the Interpretation key shown In
Figure 3. Note that the Ice type and concentration
Information Is obtainable from this data based on
tonal signatures.

TABLE 1. STAR SPECIFICAIIOIIS AS USED IN MIZEX

PROP(R4y SIAR-U iAN-i

Operating Altitude 29.000 ft.
Wave length X-band
Polarization il

Viewing Direction Left or Right

Processing Real tie

Re.ordirg 8 bit data, full 4 bit data, either Figure 2. Figure 3.
bandwidth data 12 x 17a or 24 x 24m
recording on plixels on serial - 50% Multi-Year Fragments, (1.5 . 3.5 m
parallel 11OOR HO R Thick). 50.250 m in Diameter in a First

Satwidth Lii1 Year Ice Framework. (< I m Thick) 20.45%
irrow (HI-Re$) 17 k 23 in Total Ice Concentration
Wide (Lo.Res) 63 km 45 km

Pixel size Alorg track/ Along t.ack/ 5s0.60%. Mull.Year Floes. (1.5.4 m Thick)
cross track cross track 50.250 m in Diameter Surrounded by First

Year Ice. (< I m Thick) 70.90% Total Ice
hil-les 4 x 4 a Not used Concentration, Some Open Water Leads

Lo.Re$ 5.2 n 16x 12 x 12& or 24 x 24n Exist

DowlInk 4 bits 4 bits f 40.50% Muit-Year Floes. 1.30 km in

AIiIt LIk Diameter Surrcunded by First-Year Floes.Azimuth Looks ? (< 1 m Thick) 95% Total ice Concentration.
Lo-Re$ I6 x 16% or 12 X 12a or Some Open Water Leads Exist

32 x 32a 24 x 24a
For this study, the generic ice types present too Free Ocean and Polnyas

within the test site were divided Into four
catagorles. These included: open water; first-year
ice. multiyear ice; and the areas termed Odden (i.e.,
nilas and paicake). These four ice types represent Naw Nitias ice. 3.15 cm Thick Transiloning

ito Pancake Floes. 1O-10 cm in Diameter
ice thi ckness interval s that are accepted product 75.90% Total ice Concentration
outputs of the Alaska geophysical processor.

s -ni sr] Large individual Floes

3. DISCRIMINATION USING FIRST-ORDER STATISTICS
The ability of first-order statistics (i.e.,

statistics based on individual pixel values, not
spatial correlations) to segment the SAR images Into
their appropriate four classes; open water, first-year

-,, ___-,o --- __-,,_._------o -- ice, multiyear ice and Odden was analyzed. Since the
results of an initial distributional fitting analysis

Figure 1. Viewing Geometry for STAR-i and -2 [Ref. 2] indicated that two parameter functions did a
in Wide Swath Ilode good job of fitting the data, segmenting the data with
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pairs of statistics was tried. The two best pairs are the. on , rc Again, almost linearly along the
shown in Figures 4 and 5. Figure 4 shows mean versus curve, we 1 water, first-year ice, Odden ice
standard deviation (all of these statistics are and multiye
intensity values). Note that although Odden ice and In conclus appears that mean versus variance
multiyear ice are very mixed, the other two classes can segment ou. , water and first-year ice, then
segment out rather nicely; almost linearly along the skewness versus h,.Ified skewness can segment out
curve we have open water, then first-year ice, then Odden ice and multiyear ice. In general, first-order
the combination of multiyear Ice and Odden ice. statistics appear to do a good job.

Currently under progress Is an attempt to optimize
gthe combination of first order statistics for

segmentation. Elgenvector analysis is being performed
on the covarlance matrices for each Ice class to
determine which linear combination of parameters
generates the most variation within the class and the
least variation within the class. In addition, the

C same analysis is being performed on the entire set of
SAR images. Optimal open water (for example)

a classification can then be performed by finding the
linear combination that minimizes the variation within

o the class but maximizes the variation between classes.

g a 4. DISTRIBUTION FUNCTION ANALYSIS
o First Year Ice An attempt has been made to generate a model for

Multi-Year Ice the distribution function of the SAR ice data that
oOpen Water would fit all of the MIZEX '87 images. If this is
0 Oden Ice possible, then the parameters of the distributionfunction would suffice to characterize the image, and

a we could segment the images based on their parameters
So0 4750 9000 1 5 0 17500 alone. Unfortunately, we have found no model that

Mean(Intensity) passes the statistical tests for all of the images;
this search is still in progress. We have tested a

Figure 4. Segmentation Using Modified Skewness and number of simple analytical forms but the results
Skewness indicate that the actual distribution function is more

complicated than this. Currently, work is being
performed on a model that deals more with the physical
scattering phenomena [Ref. 5) and the results look
encouraging. Unfortunately, with complexity comes
computational cost so no definite results for the ice
data are available yet.

For the analytical forms, we tested uniform, gamma,
inverse gaussian, gaussian, lognormal and modified

% beta. Figure 6 shows the Kolmogorov statistic (ano statistical measure of how different the analytical
* distribution function is from the actual SAR image

• distribution function) for the ice data set for all
• X the types. Lognormal, inverse gaussian and modified

) •3 = a=First YearIce beta all produce similar results with a preference to
o o •=Multi-Yearlce the modified beta. It should be noted that the

0 =Open Wafer modified beta is the only model that allows the
a = Oden Ice distribution function to be fit to higher order

moments (i.e., width and skewness) while the other
models fit only the mean and variance. This appears
to support the results in section 3 where these higher
order moments are necessary to separate Odden ice from

.00 2 0 0 40 50 multiyear ice, and in addition did a fair Job of
Modified Skewness segmenting the other types.

Although these three models do a good Job of
Figure 5. Standard Deviation vs Mean Segmentation fitting to the data, they do not pass the statistical

of Intensity Ice Data tests (i.e. it can not be said with statistical
certainty that they are a good fit, we can only say
that the fit looks good to the eye). Figure 7 showsThe Odden is representative of new first-year ice the same Kolmogorov statistic but subtracted by the

that has undergone extensive deformation due to wave threshold that it has to be less than in order to pass
action. The nilas ice that transitions into pancake the test. Thus values less than zero on Figure 7 mean
floes have very rough edges (see Figures 2 and 4 in it passed and values greater than zero indicate
ref (I). These rough edges reflect radar energy and failure. Note the very large amount of failures;
as such the scattering coefficient for pancake ice is although there are a few passes. In addition, it
large [Ref. 2]. Thus, it is not surprising that appears that the modified beta advantage goes away for
multiyear and Odden ice types overlap on the mean this plot; a result that is not explainable at the
versus standard deviation curve. present time.

Figure 5 shows skewness versus modified skewness.
Note that this also does a nice Job of segmenting, It is interesting to note how the amount of passes
although the distinction of first-year ice from Odden and failures change with ice type. Figure 8-11 shows
ice is somewhat less sharp then on Figure 4. However, the same numbers as Figure 7, but separated according
multiyear ice and Odden ice are much better separated to ice type. Note that open water fails miserably; an
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interesting result which indicates ,hat the scattering o
going on is not simple. First-y.ar ice and multiyear Dist Type

ice do about the same; much more successful (for the a Gamma
three candidate models) then open water. This seems a Inverse Gauss

to indicate that scattering from these types is more 0 Lognormol
"traditional". Finally, Odden does the best of all; * Gaussian
the points are very clustered at zero. Perhaps this a Uniform
is the most "traditional"? Also note that the most .
successes appears to be for multilyear ice with first- a Mod Beao

year ice next. .. Zero Difference

0
a Oisl Typo O.O 0

Gamma

0 Inverse Gauss amo 0

A- Av M ANTA0 =Lognormal

0Gaussian oi
, m .. E UU~U Iniform

a. Mad Beta -0.1 0.0 6.1 0.2 0 3 0.4
X, Kol Stat Value- 95% Threshold

.oo Figure 8. Ice Measurements Kolmogorov Statistics

(Open Water)
4- 01N0000 0 (00:00) 0O Dist Type

S aa Gamma
o Inverse Gauss

0 a Lognormal

00 01 62 05 0.4 0 9 Gaussian
Kol Slat Value a A Uniform

Figure 6. Ice Measurements Kolmogorov Statistics A Mod Beta
Zero Difference

0 Dist Type >-o
0 Gamma 0

o 0) Inverse Gauss 0
o Lognormal

o * Gaussian I 000Ga

N Uniform
o Mad Beta 0 _ ae

Zero Difference

so*. , 0 .0. .. .
-0.1 0.0 0.1 0.2 03 04
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Figure 9. Ice Measurements Kolmogorov Statistics

ow (First-Year Ice)

o ~ aDist Type
a Gamma

o ja o Inverse Gauss

-0.1 0.0 0.1 0.2 0.3 0.4 0 Lognormal
Kol Stat Value - 95 % Threshold 0 * Gaussian

a Uniform
Figure 7. Ice Measurements Kolomgorov Statistics a Mod Bela

Subtracted by the Threshold Value N "er Dfe. Zero Difference

All of the above distribution models had their ,.
parameters generated from the data statistics. We X
also investigated generating optimal parameters by
iteratively finding the ones that minimized a mean
square error metric between the model and the data.
Figure 12 shows the result for optimizing the R
parameters of a gamma model, then generating a cluster
plot of the equivalent mean and standard deviations I o a a
from these optimal parameters. Comparing to Figure 4,
we get much better segmentation this way then simply a

taking the data statistics; although Odden and -o., 0.0 o.1 .2 o.3 04
multiyear are still mixed. We are currently trying Kol Stat Value -95 Xlhreshold
this for other models, specificaily the modified beta
and the more complicated model mentioned above. Figure 10. Ice Measurements Kolmogorov Statistics

(Multiyear Ice)
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Dist Type 5. SEGMENTATION USING TEXTURE MEASURES

SGamma Segmentation of the four ice types was also
o evaluated using textural methods. We used the most

o Inverse Gauss favorite texture measure among image processors: the
0 Lognormal general co-occurency matrix (GCM). In general, the
* Gaussion GCM measure the spatial correlation structure of the

i Uniform data and generates estimates of the direction ofa Mod Belo correlation, the strength of correlation, etc. We

Zero Difference again generated cluster plots of pairs of various
** - measures; the best pair is shown in Figure 13. The

results appear very similar to the mean and standard
deviation plots; open water and first-year are well
segmented trom the rest, but Odden and multiyear are
mixed. We are currently applying the eigenvector

4- 30analysis to this data also to generate optimal
combinations; however we do not anticipate any better

2 on results than the first order statistics have given.
6. SUMMARY

The MIZEX '87 X-band SAR data was divided into four

-0.1 00 01 0.2 03 0.4 sea ice classes (open water, first-year, multiyear,
KolStat Value -95 %Threshold and Odden) to evaluate first-order statistics, higher

order statistics (texture), and distribution analysis
Figure 11. Ice Measurements Kolmogorov Statistics to segment the SAR image into the required classes.

(Odden Ice) The first order statistical analysis'(i.e., statistics
o based on individual pixel values, not statistical

correlations) indicated that mean versus variance can
segment out open water and first-year ice, and
skewness versus modified skewness can segment out
Odden and multiyear ice. The use of texture

0 techniques, in this case the use of the general co-
occurency matrix, did not yield results superior to

.A 6- the first older statistical analysis. In general, the
first older statistics appear to do a good job and

S Yreconsidering computation efficiency is the recommended
First Yar Ice algorithm approach for the Alaska geophysical

S Multi-Year Ice processor.
'a
2 o=OpenWater The search for a distribution function of the SAR
V) o a 0 = Odenlce Ice data that will fit the majority of MIZEX '87

a imagery is continuing. The distribution analysis
EO

° 
0suggests the data are best fitted by gamma and

lognormal (and sometimes inverse Gaussian)
0 20distributions.
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DETECTION AND CHARACTERIZATION OF ICE RIDGES IN THE BALTIC SEA USING CV-580 SAR IMAGERY

R. JOHANSSON

Dept. of Radio and Space Science
Chalmers University of Technology

G6teborg, Sweden

ABSTRACT 2. THEORY

In this paper we report on a study of the azimuth The detectability of sea-ice ridges is dependent
dependence of ice ridges in SAR imageil. The upon the contrast between the ridge and its
ridge line is divided into two classes, one background as well as the radar resolution. For a
consisting of ridges with a triangular geometry multi-look amplitude image we define the
and one consisting of rubble. It is shown that detectability as:
ridges show a strong azimuth dependence DN2

whereas rubble do not. The contrast between detectability- (1)
ridges viewed broad-side and end-on was DN2+2cr,
determined to 2.5 dB at an incidence angle of
680. However, the variation is expected to be
large and changes with resolution, ridgt; where DNr is the mean squared ridge DN (Digital
properties and Incidence angle are discussed. Number) value, DN2 the background mean squared
Furthermore a ridge detectability index is defined N
and from this it is concluded that ridges viewed DN value and 0 sb the standard deviation of DNb.
end-on will hardly be detectable in a first-year sea Furthermore, for a homogeneous background
ice background. asb/DNb =k is a constant depending upon the
Keywords: ice ridges, SAR, azimuth angle, number of looks (resolution) and decreases with
detection. increasing number of looks (or lower resolution).

By chosing the background value plus two
1. INTRODUCTION standard deviation we ensure to be above 95% of

the speckle variation. The radar contrast is
The Baltic Sea, located between Sweden and defined as R=DN,;/DN 2 and rewriting Eq. 1 gives:
Finland, is partly ice covered most of the time in
the winter season and a costly ice breaker service
is required to break the ice and penetrate ridges. detectability-.-- (2)
In order to assist and guide the ice breakers l+k
monitoring of the ice and ridges is very important We note that the backscatter coefficient is
and one of the most promising tools in this directly proportional to the mean squared DN
respect is the synthetic aperture radar (SAR). value minus noise so that the radar contrast can
However, few attempts have been made to actually be expressed in terms of the ridge and
study ridge signatures and to quantify thedetectability of ridges from SAR imagery. background bakscatter coefficients: R= or/o0b .The detection index will vary with the resolution

One of the main objectives of the Bothnian and the ridge and background backscatter
Experiment in Preparation for ERS-1, BEPERS- coefficients which will be discussed in the next
88, was to study Ice ridge detection for different sections.
radar parameters and ridge properties but also to 2.1 Resolution
confirm or reject model calculations. In this
paper we pay special attention to the azimuth The resolution effects the detectability in two
dependence of ice ridges which has been ways. Firstly, a decrease in resolution, which is
predicted to be strong by Askne and Johansson the same as increasing the resolution cell area
(1988). A general discussion of ridge detection from Aridge to A, averages the ridge backscatter
and modelling is also given and a detectability coefficient according to
index defined. o o Ad.. d ., of Ad

arldgcow=fddgchigh A g+b - A (3)
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The radar contrast then becomes: The model includes two scattering components,
one diffuse from distributed ice blocks within the

Rlowrcs.=R/N +(1-/N) (4) ridge and one coherent from specularily oriented
blocks which also includes the contribution of

where it is assumed that the ridge pass across the blocks oriented as corner reflectors. The model
resolution cell and that N=A/Aridge. The contrast predicts an increase in the backscatter coefficient

from the frontside and a decrease from the
decreases with N and k with FN. Hence, backside and slower decay with Incidence angle
according to Eq.2, the detectability is reduced, than the level ice. Because of the geometry there

is a strong azimuth dependence and ridges
Secondly, ridges closer than a resolution cell will viewed broad-side should have a higher
be merged which means that a high resolution is backscatter coefficient than those viewed end-on.
iequired to detect ridges unambiguously. This means that the detectability will increase for
However, sucn a high resolution is often limited an increasing angle of incidence and for ridges
due to practical considerations such as telemetry viewed broad-side.
rate, data storage and speckle reduction.
2.2 Level ice backscatter The triangular geometry also leads to the

definition of the apparent width see figure 1.
The backscatter coefficient for level sea-ice has Ridges viewed broad-side should appear, not only
been modeled by several authors (Ulaby et al brighter, but also narrower than ridges viewed
1982) and show good agreement with end-on. However, to study this effect requires
measurements. For off-nadir angles the that the resolution cell is smaller than the
backscatter coefficient is purely non-coherent apparent width which was not the case during
and only considering surface scattering, which BEPERS-88.
seems reasonable for the conditions met during
BEPERS-88, it is a function of frequency, From inspection of aerial photography it was
polarization, angle of incidence and the small concluded that along a ridge line ice blocks
scale roughness of the surface. Solutions such as simply distributed on the ice appeared in places.
the small-perturbation and the Kirchhoff theory Hence, two classes were defined, the one
gives explicit expressions and shows that the considered above with a triangular geometry and a
backscatter curve decays with incidence angle second one being the ice blocks distributed on
and is very sensitive to the surface roughness. the ice which we call rubble. In principle rubble
Experimental data over thin first-year ice from could be modeled as above with zero height but
BEPERS-88 (Ulander 1989) show a decrease of with a different and probably more isotropic
0.25dB/* between 200 and 600 and 0.5 dB/0  distribution function of the ice blocks. This leads
between 600 and 700. As long as the small scale to the conclusion that there should be no azimuth
roughness of the surface is isotropic the dependence of the rubble part and the concept of
scattering will also be isotropic and there should apparent width has no meaning.
be no difference in viewing the level ice from one
or the other azimuth angle. 3. EXPERIMENT SETUP

2.3 Ridge backscatter The SAR imagery were acquired by the CCRS CV-

The backscatter coefficient for ice ridges is far 580 system and several tracks were flown with
more complicated to model and has been payed different frequencies and polarizations. To study
little attention during the past years. However, the effect of azimuth angle crossing tracks were
Johansson and Askne (1987) made an attempt to flown covering the same area. Two images
model ridges viewed broad-side by assuming a obtained from crossing tracks have been chosen
triangular shape of the ridge see figure 1. in this study and are shown in Figure 2. The

imagery were acquired at C-band with VV
polarization and at a nominal slant range

A'- B' = apparent width resolution of 6mx6m. However. we have observed
that the resolution in azimuth rather is 15m. The

A' imagery shown in Figure 2 have been averaged to
O.a resolution of 40*40 m and covers the incidence

/-- B .. B' angle range 100 to 740 degrees. In the figure the
0  eA\ line of same incidence angle from the two

SAR azimuth angles has been marked and goes across
. /each image.

At the same time as the radar overflight aerial

A C photography were takci, at a height of 2000 m
and at a scale of 1:13000. The area covered is also
indicated in Figure 2. Unfortunately, this area

Figure 1. Ridge geometry. does not perfectly match the constant incidence
angle line and falls rather on one side of It.
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4. ANALYSIS AND METHODOLOGY Table 1 Contrast between azimuth angles 00 and
From Figure 2 two full resolution images have 900 and the detectability index
been chosen as examples and illustrations of the I R9o0o.I D90o D0o

azimuth angle dependence and are shown in
Figures 3 and 4. In Figure 3 the ridge in the ridge 2.5 dB 1.4 0.8
middle of the picture is viewed at the same angle rubble 0.6dB 1.1 1.3
of incidence from the two azimuth angles and the
azimuth angle effect is indeed strong. In Figure 4 level 1.3 dB
the incidence angle is approximately 80 larger in
the left image than in the right one and the effect It is evident from the table that there exist a
is again evident. The large ridge seen in the pretty strong azimuth angle dependence for
picture is a good example of a ridge line ridges but not for rubble. The azimuth angle
consisting of the two previously defined classes dependence of the background may be due to
which appear interchangeable, locally anisotropic effects in the small scale

surface roughness and/or calibration
To quantify the azimuth angle dependence it is uncertainties. We should keep in mind that the
necessary to keep fairly close to the crossing line ridge contrast value is dependent on the
in Figure 2 to eliminate the effect of incidence resolution and angle of incidence and is
angle variations. Because of this and the fact that anticipated to increase for higher resolution or
we only have two azimuth angles for each ridge larger angle of incidence. Note also that the
several problems arises in the analysis. Firstly. to presented values are mean values and that along a
keep the contrast between the two directions ridge line the variability may be large.
independent of ridge properties we have to deal
with similar ridges in some way. In this paper The detectability index is above 1 for all cases but
ridges with approximately the same height and the ridges viewed end on. Even though the index
width are considered to be similar Secondly, the for rubble is smaller than for ridges viewed broad-
ridge may be invisible from one direction or side. rubble is more easily detected because of its
hidden in the background clutter and thus larger width.
impossible to find. Therefore the analysis will only
consider ridges seen from both directions. In Table 2 the result of ridges viewed from the
Thirdly, because of the li!mited area it is two azimuth angles but with differing angle of
impossible to find enough similar ridges to do a incidence are shown. The ridges viewed broad-
rigorous analysisn side had an incidence angle of 670 and those

viewed end on 74.50.

To determine the ridge, rubble and level ice
backscatter coefficients, DN values from the
imagery have been picked manually to get the Table 1 contrast between azimuth angles 0° and
statistics. The statistics of the level ice was easily 900 with a difference in incidence angle of appr.
determined whereas it was more complicated to 8

obtain it for ridges and rubble. A border had to be
defined within which the DN values should be Rg 0 o 0 o D90o D0o
picked and we chose the mean background level ridge 5.6 dB 1.5 1.1
plus two standard deviations. rubble 1.5 dB 1.5 1.9

Once the statistics have been determined an level 4.3 dB
calibration was performed and the level, ridge
and rubble backscatter coefficients obtained The The contrast is much larger than for the previous
accuracy of the relative calibration is estimated to case where the incidence angle were kept
be ±0,6 dB at constant incidence angle and ±2 dB constant. The increase in the azimuth angle
otherwise (Uander 1989). dependence may be caused by the increase in

incidence angle but may also be due to the fact
5. RESULTS that we are not looking at the same ridges as

before. We observe that the difference of 4.3 dB
In Table 1 the azimuth angle dependence for for the level ice between 670 and 740 gives 0.6
ridges, rubble and thin first-year ice are dB/ 0 which agrees pretty well with the value given
summarized at an incidence angle of 680. The in section 2 of 0.5 dB/°. The rubble does not show
result is presented as the magnitude of the any significant azimuth angle dependence
contrast for the two azimiith ang!es 00 and 900 especially b teseial remembering the inaccuracy of ±2dB in
respectively. These were the only azimuth angles the calibration procedure.
where ridges could be identified simultaneously.
The detectability index for the two directions are The detection index show as before that ridges
also given. viewed broad-side are much easier to detect but

also that the detectability increases with angle of
incidence. The rubble does as well show an
increase in det ctabilty and assuming no azimuth
angle dependence it can be explained by a larger
decrease of the background backscatter than the
rubble backscatter with incidence angle.
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Figure 2. C-band, VV polarized SAR imagery obtained from two crossing tracks.

Figure 3 and 4. Subimages Illustrating the azimuth angle dependence of ice ridges.
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LIMEX'87 ICE SURFACE CHARACTERISTICS AND THEIR EFFECT
UPON C-BAND SAR SIGNATURES
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ABSTRACT [ ICE
S18111 MARlCH €SURI-ACE

Ice surface characterizatior data were recorded during March 1987 in 2.... 2ND MARCII EXPERNFlMti- -- 251111 MAIRCII Slis E OAI E, 11011111 !
the Labrador Sea marginal ice zone, at the onset of spring melt. [ 2m MAnCH
Measured data are used as input parameters in a simple scattering IMEX '87 SURFACE OBSERVATIONS
model to simulate the effects of temporal variations in material 49U
properties upon C-band scattering signatures. Snow moisture and " 1
surface roughness have a significant effect upon oOH1 and large \
differences aie predicted between undeformed floe surfaces and
deformed or rubbled ice areas. The model reproduces a calibratedSAR-derived signature obtained during the experiment with a AF4MSI

reasonable degree of certainty. Predictions also simulate a trend VAIACOLLLWICIN

observed in SAR images of increasing backscatter contrast between MARCH .2
deformed and undeformed ice over period of surface warming.

Keywords: LIMEX, 'early melt', dielectric, autocorrelation NS

function, physical optics model, backscatter signature, radar contrast. 5103

1. INTRODUCTION NO N

The 'early melt' season marks the transition from winter conditions to + I o4 4-,9, I3 47 N
warmer spring conditions, and the onset of melt is characterized by
significant free water in floe surface snow. Backscatter signatures are
as a result dominated by liquid water in this surface layer. In March /
1987, during the pilot Labrador Ice Margin Experiment (LIMEX'87) 25o3' /
[1,2], ice floe surface snow and sea ice were sampled at various 5.4 w Ww svW
locations as ground support data for several C-band synthetic aperture
radar (SAR) overflights. These flights were conducted by the Canada
Centre for Remote Sensing (CCRS) Convair-580 over the experiment Figure 1. LIMEX '87 surface experiment sies and extent of the marginal ice zone.
area off the east Newfoundland coast. Measurements of snow and ice The dotted rectangle delhn.ates the area within which coincident aircraft SAR
properties enabled temporal records of surface roughness, salinity, coverage was obtained in the CSS Baffin locality.
wetness, depth and density, and photographs of microscopic snow
structure to be obtained during the onset of melt. Parameters recorded in the field by the surface data team included

snow and ice depths and salinity profiles, and snow density, wetness,
Other than dunng the Marginal Ike Zone Experiment [3], few C-band and temperature. Surface roughness was recorded with the aid of a
SAR data have been acquired in the marginal ice zone during spring profiling instrument, along with macro-photographs of snow grain
melt. Experience gained from other experiments has been utilised to a morphology (xIO magnification). Local meteorological conditions
degree in development of models to simulate microwave signatures of were monitored at St. John's, and by an automated weather station
combined media [4,5,6]. Sea ice and 5.3 GHz SAR data provided an located on the vessel CSS Baffin. Melting conditions are induced by
opportunity to apply simple theoretical models to marginal ice warm moist south-easterly winds while sub-zero refreezing conditions
examined in the Grand Banks region of the Labrador Sea under occur during bouts of predominantly north-easterlies.
warming conditions. Models are driven using physical properties
measured in situ and are used to explain the range of scattering Fig. 2 summarises ice surface conditions measured on several days,
signatures of targets observed in the C-band radar images. and documents changes occurring over the experiment period between

2. SURFACE MEASUREMENTS 16 and 26 March. Surface snow decreased rapidly in depth, and snow
crystal macro-photographs illustrate that the collective processes of

Icc conditions off the east coast of Newfoundland were monitored destructive metamorphism changed precipitated snow into a variety of
throughout LIMEX'87, between 15 and 26 March 1987 [1,2]. stages of firn. The processes of equi-temperature and melt-freeze
Detailed periodic measurements were made, often concurrently with metamorphism caused crystals to become rounded, forming clusteis
remote sensing overflights, in order to characterize surface conditions of touching spheres. A continuum of states was observed, between
and identify changes in material properties. Geographic locations of the beginning of snow metamorphosis-and the formation of higher
experiment surface sites are detailed in Fig. 1, along with the position density polycrystalline ice. By 26 March, the top few centimetres of
of the ice edge. the surface had become a continuous layer of dense fim (or snow ice).
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3. IE SUFAC MEL ANDDESLINAIONFigure 3. The dielectric properties of wet snow at a frequency of S.3 Gil:. The
3. IE SRFAE MLT ND ESAINAIONpermittivity and dielectric loss are plotted for varying snow waler content and

Surface characterisation data indicate that rielt-freeze cycles and melt for snow ofgiven density and wetness in the pndular regime.
drainage reduced the firn to near zero depth in most locations. Ice
cores extracted in several locations on 23 and 26 March indicate that between 0.08 and 0.11 (ie. 8 to 11% by volume). Thus, on 20 March
significant desalination had occurred in the upper ice layer (0-30cm) the snow was in transition between pendular and funicular regimes.
probably due to brine drainage channel development and flushing by
snow melt water. Upper 10cm salinities varied from 0 - 2.0%o. On 26 4.2 Labrador Sea Ic
March, a strong salinity gradient was observed between 25 and 35cm,
and a maximum salinity of 896o was measured at 35cm depth in one As the complex dielectric constant E* is closely linked to the volume
core. Below 35cm the mean salinity remains reasonably constant in fraction of liquid brine, it is important to know the effects of
both profiles, remaining between 3 and 57/o down to 115cm. desalination upon the dielectric properties of the ice medium. As low

salinity ice is war,-ed to temperatures between -I and 0"C, the volume
Flushing occurs under gravity drainage as the pressure head of surface fraction of brine in the ice rapidly reaches a maximum. For ice in the
meltwater overcomes capillary retention of brine in pockets within the salinity range 0.7-0.9%o, e' and E" increase from levels more typically
ice. Providing the ice is permeable, meltwater is able to drain associated with pure ice (e*= 3.1-j 0.01) at -20C to values around
downwards. Mean ice thicknesses in the core localities were 2.7 and e= 4.3 -j1.0 at a temperature of -0.20C [7].
1.6m, on 23 and 26 March respectively, indicating that rafting was of
particular importance in augmenting ice thickness and initiating 4.3 C-band Penetration Denth
desalination by uplifting and increasing the freeboard of the ice and the Snow liquid water content increases loss, making the underlying ice
resulting pressure head. This factor explains lower bulk salinities less significant in the backscattering process. With the addition of
observed on 23 March. 10% water by volume fraction, the penetration depth 8 is reduced

from the order of several metres to between 0.02 and 6.03m, as in
4. SURFACE DIELECTRIC PROPERTIES [3]. Late in the experiment when the im is shallow and drained, or

completely melted, the underlying low salinity ice surface is able to
4.1 Wet snow contribute in the backscattering process. Throughout LIMEX'87 the
Wet snow permittivity (c') and dielectric loss (e") are frequency upper ice interface temperature was never colder than -30C, remaining
dependent, showing large increases with liquid water content in the close to (PC throughout the experiment. 8 P tends rapidly to zero for
GHz range. At microwave frequencies close to the relaxation ice of any salinity in the temperature range -5 to OoC and consequently
frequency of water, such as 5.3 GHz, c and c" become almost volume scattering within the sea ice may effectively be disregarded.
independent of the snow structure, and water dominates the behaviour
of the complex dielectric constant c' (where c*= e'-je"). S SURFACE ROUGHNESS STATISTICS

A dielectric mixture fomula is used to model a combination of air and Several roughness profiles were measured on snow and ice surfaces
water between ice particles, and water inclusions are assumed to have using a technique to determine the height of discrete elements along a
a shape between randomly oriented needle-like shapes and spheroids. transect. Sampling was undertaken at lcm horizontal intervals (Ax) in
Fig. 3 shows the resulting relationship between e and e" and volume Im sections, and statistics derived using this technique have been
fraction of water W. The value c" tends to zero for snow with no analysed numerically. The degree of roughness of these surface sites
water, but increases rapidly as water is included. e' responds, is quantified in terms of the standard deviation a of surface height
increasing by 1.9 with the addition of 15% water by volume fraction. elements (or rms height), the auto-correlation function-derived

correlation length I and the rms slope s.
Fig. 3 applies to old coarse snow in the 'pendular regime! (ie. less
than 14% of pore volume filled by water). This state occurs when Statistics from a 22m long co-registered transect measured on 20

liquid water is held at the necks between snow grain boundaries. March indicate height elements normally distributed around the mean,

Variability in E'wig and E"w,, icreahe, when snow crosses the with Gaussian distribution. The standard deviation 3-2.72cm, the rms

transition from the pendular to funicular regime (where drainage slope s =0.33rad (19o), and the form of the distribution and high

begins), and so these two regimes are delineated by shading for e,,t rms slope are influenced by the overall degree of deformation of this
marginal ice. Rubbled floe edges, and rafting caused by extreme

at each density. For snow of 400 kg M-3, in transition between the pressure conditions, are responsible for the undulations of the order of
two regimes, e' and e" are estimated at 2.65 and 0.5. 10 or 15cm amplitude. It is evident from photography and the

properties and statistics extracted from surface profiles that the-MIZ
Snow wetness calculations were made by NORDA on 20 March using was composed largely of rubbled or deformed ice separated by areas
the dye dilution technique. Measurements obtained (at temperatures of undeformed, relatively flat, desalinated first year ice.
close to freezing) from the damp surface snow layer (Fig. 2) gave an
estimate of a liquid mass volume fraction of about 0.22. When
corrected for locally measured snow densities ranging between 400 Fig. 4 illustrates autocorrelation statistics most representative of the
and 500kg m-3, these data indicate an ipproximate range of W. two distinct roughness classes identified in field data. Solid curves in
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SI :2 ,- ' 1] i i - 1-" of the snow volume is energised. Volume scatter takes place from ice
-I .i 4~ / ~,o~~t soan grains and free water inclusions, and the intensity of backscatter is

4 1.o30sl s-02qt, governed by their size and dielectric properties, and the extinction
- oL : ) .- within the layer. The total volume scattering coefficient is estimated by

10- using the Rayleigh approximation, and the formulae are outlined in [6,
o09 10].

z.',
07 - . 6.3 Combined Backscatter Coefficient
0. - Both the surface backscatter oo, and the volume backscatter cO are
05 combined to calculate the total backscatter coefficient from ice. floe

004 - W -. \ I surfaces. Clearly, calculations of Sp for wet snow indicate that a
03 - • negligible portion of energy penetrates deep enough for the sea ice
02 - medium beneath to contribute to overall backscatter totals. Additional

attenuation within the wet snow layer means that sea ice volume
S L 2 . backscatter can effectively be ignored under these circumstances.

o S to 15 20 25 0 5 10 15

Lag x(cm) ts x(ov.) 7. COMIIINED MODEL RESULTS

Figure 4. Autocorrelation functions for ice in a) deformed areas, and b) undeformed 7.1 Undefomed Ice Floe Surfaces
areas Solid lines indicate measured curves along with their respective surface Five sets of field parameters are used to drive the model, giving a
correlation length (1), standard deviation (a) of surface rouuhness, and rms slope (s). scattering signature for each surface described in Fig. 2. Predicted
Dashed lines indicate closely corresponding curves for ideal surfaces with a) signatures in Fig. 5, for floes without changes in surface roughness,
Gaussian, and b) ,xponenttal autocorrelatton as functions of height (r) and 1. indicate that as snow density and volume fraction of liquid water

increase, the gradient of co in the incidence range 400< 0 < 800
Fig. 4a and 4b are representative of the autocorrelation functions of increases. The level of the curves does not vary by more than 3dB, yet
defermed, rafted or rubbled areas, and flat floe surfaces, respectively, it is evident from radar images that certain floes appear much darker
The maximum observed rms slope is 0.5rad, and, because than their surrounding counterparts [11] taking on an image intensity
meaurements were biased towards the lower end of the roughness almost as low as open water areas. None of the combinations of
spectrum, it is suggested that locally rough areas such as pressure surface parameters account for standing water or a saturated upper
ridge ice piles had values as great as s =0.8 rad (or 450). layer upon ice floes (Fig. 2) and an additional curve is plotted in Fig.

5 to represent saturated floes observed on 25 and 26 March. This
6. SCATTERING MODELS FOR A COMPOSITE MARGINAL signature, in contrast, shows a marked reduction in oQ throughout the

ICE ZONE

-10iTrItIr~li liTT Irpri 1111 11-I1TTFrom examination of the roughness statistics, it appears that no single .ofl-1 n L .Poo - i
scattering approximation can be used to simulate backscattering from .12 0 ,Ao
this composite M IZ surface. Various scattering formulations can be 1

)ESURCANrS | I: -,Or ,O

used to predict the backscatter response in given circumstances. -r . NoROIO(I7-
Plotted in Fig. 4a and 4b are dashed Gaussian and Exponential 16 AND OH,, ( 198 20th-
autocorrelation functions, which indicate that the solid curves can be 21 M ----
represented by these simple functions to a first approximation. 2501

Providing criteria for applicability are met, surface scattering from .20 . 26th

these two distinct surface classes may be predicted using simple i *o%.. ' ...
Physical optics formulations [8, 9] with similar approximations. .22

6.1 Surface Scattering 6 '

Physical optics formulations are widely used in modelling surface .2-
backscatter; they are applicable to undulating surfaces whose 2 .o
roughness is large with respect to the incident wavelength. Given the ,0LLLILLLLU.1.-1JJ IJ L Lj.JJJJ.U| I L LU

statistics in Fig. 4a and b for rough and relatively smooth surfaces, the o 4s so 5. Go CS 70 7. 00
criteria for its application are met. In these cases, the Kirchhotf INCIO ENCE ANGLE (ttG)
surface integral is further simplified using two approximations, one
for suraces with s < 0.25rad and ne other for rougher surfaces with s Figure 5. Simulated C-band ill polarized scattering signaturesfor each of thefive
> 0.25rad. The former is a 'scalar approximation' and .s applicable days. using parameters listed in Figure 2 and roughness stauscsfor an undeformed
when a is a fraction of X, as is the case of the surface segment used exponential surface Scatterometer data points recorded over similar low salinity
for Fig. 4b. The alternative for a rough surface, described by the multiyear (MY) ice are indicated, anda signature.predictedfor smaoth saturatedfloe
autocorrelation function in Fig. 4a, is a simple geometric optics surfaces is included for comparison.
formulation with a 'stationary-phase approximation'. incidence angle range, of between 4 and 12 dB. It demonstrates that

A scalar approximation js used to calculate the backscatter coefficient flooded floes have relatively lower backscatter values over the whole
(al) of undeformed ice. Previously, this technique has been used to angular range, with maximum contrast at the largest incidence angles.
reproduce surface scattering signatures of first year ice with an
Exponential autocorrelation function similar to Fig. 4b [5, 10] and the 7.2 Deformed Ice

,,,,,, ,, , , , i i, i ,, . ,, ,,,, ,, ,, ,.., a A C-biiii" s" i,.attra'i,,g sr i atuig ,.tu 2, ., i, as ., ai o i.,,, .rior
geometric optics model is more appropriate. Similarly, this surface observations recorded in Fig. 2. It is a mean calibrated
formulation is widely used and discussed ;n [9, 10] for a Gaussian scattering signature from a deformed ice region. A model curve is
autocorrelation function. fitted to these data in Fig. 6 and the snow parameters necessary to

generate this inverse model response recorded. The curve fit is
6.2 Volume Scattering excellent, given actual surface conditions for that period. A 16cm
Volume scattering from the snow layer depends primarily upon the deep, low density snow layer (p=300 kgm -3) with small grains
amount of energy transmitted into the medium, and the effective value (r=0.gmm radius), and low volume fraction of liquid water (W=3%)
of Sp. Even for wet snow, over 90% of the incident-energy is are predicted, and are realistic given that cold weather and fresh
transmitted across a smooth air/snow interface (when tlm(o) < 0.28). snowfall preceded 16 March measurements in Fig. 2. The lack of
At the start of the experiment, snow wetness values estimated at change in snow properties over the three days is consistent with
W,=0.05 or less mean p is sufficiently large that sevi..ral centimetres temperatures predominantly below zero between 13 and -15 March,



393

10l ri 111 qlrTIlttll ritirTIFII l ill IT11 0 Ti-Il- 11 MTrTTIrpTlr t rjlT-Il lip i 0 -" ..... I
So lii I' AItEO w 3000 ' OEFOIMEO ICE - UrrIOfMFO ICE rLocS12 1. GIz '* OW 000M0 I 41 t1 7 - il-

13WRI ni "'n 0 10 In '0 tt,--. 0MODE L Br~r TIT W, - 00 2011 -

TOSCAIIEfOMLtj -w n a 21.. .. r----
10 S.AR DATA S 04LV,,to2St
182"l 26 th --

25t"'"- " 20 (EG\ ',, 6t

220 8 .........

24.2

0 DATA rn,'i SAn MAGES 24 \ -. -AF|TEll VACI ION AN11 0 Or1 IEnTIS

(M0) CAUIRATION USING 26 - I1- /
28 SCAT TEOMETEn DATA 28X

30 U I 111 l1. Lu.LiJLLlLA.I JLLU - 3 I Iu. A I.L . J .LIJJ r LL L L4J L4 I0 i1,
' ' ' 

IL ' .....I O'
40 45 0 5 5 00 65 70 75 00 40 45 S0 55 60 65 70 75 o0 4 5 , . . .0 6 .70 25 00

ItCIOFtICE ANGIE (0EG) 0t13IDENCE ANtGLE (DEG) INCIOLNCE ANGLE (DEG

Figure 6. Modelling fit to calibrated SAR data points Figure 7. Simulated C-band III polarized scattering Figure 8, Predicted radar backscatter contrast between
extracted from a LIMEX '87 SAR image acquired on signatures for a deformed, Gaussian distributed sea ice deformed and undeformed ice signatures on each of the
13 March, with snow parameters indicated, surface on each of the five days, using parameters experiment days for Gaussian and exponential surface

listed in Figure 2 and recorded roughness statistics, correlation assumptions, respectirely.

although some metamorphosis and increase in density is natural. A
prediction of s =0.4 rad (-230) is also consistent with surface The result is a high degree of contrast between smooth or wet floes
roughness conditions plotted in Fig. 4a. and their rough deformed ice surroundings, which is readily observed

in the SAR images. The model predicts contrasts in o0 between
Observations of surface roughness were limited only to areas of specific ground targets in order to make comparisons with image
shipborne surface activity and the most deformed regions of ice properties. Results indicate the ability to identify areas of thick,
apparent on SAR images were not sampled. The MIZ suffered a deformed, and thin undeformed ice at a tire of year when signature
severe ice compression event between 16 and 21 March. Rapid variations due to ice typology are suppresse( by snow moisture.
compaction took place, resulting in a high degree of uplifting nd
pulverisation of ice floes under the extreme pressure. Limited samples
from uplifted and rafted blocks of ice suggested that they are better 9. ACKNOWLEDGEMENT
drained and more desalinated than floe surfaces. Such materials are
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I. ABSTRACT Both ice types give very similar backscatter values in
this situation because of the SARs sensitivity to

Textural and contextual image processing surface rougness characteristics. Therefore a need
algorithms have been used to automatically estimate arises to utilize not only grey level differences but
saorithms havenent on, fe tautotically ietae also texltural features for sea ice classification as well.sea ice concentration, floe statistics and ice type Wcemne l 18)as onsotpsil
classification from Synthetic Aperture Radar (SAR) Wackerman et al. (1988) also points out possible

imagery. In order to prevent speckle induced noisy complications in sea ice type classification caused by
classes and concentration estimates, SAR images seasonal differences during data acquisition. A fully
were filtered using a median filter which preserves automatic classification algorithm developed by
edges while reducing high frequency speckle noise. Wackerman et al. (1988) is based on multipleAreas covering different ice types In the imagery segmentation of images containing multiple ice types

were analysed digitally to obtain information about without any in-situ data Input. Holt et al. (1988)
their textural characteristics. Classification methods employed a Bayesian maximum likelihood algorithm
used in the study are bas:ed on segmentation of to classify the seasonal sea ice SAR imagery off
images, supervised and unsupervised classification Labrador. The classification algorithm used in their
algorithms. Ice floe shape descriptions and floe work employs tonal and textural information from
statistics were extracted using binary operations. SAR. A generalized flow diagram of the sea-ice
Using texture information in SAR images provided a information algorithms developed in our study is
better understanding of lead properties and their shown in figure 1.
spatial distributions.

The result of this work is a generation of thematic 3. REMOTE SENSING DATA aNALYSIS
sea-ice maps and quantitative sea-ice information. SAR images used In this study were acquired

Key Words: during the Marginal Ice Zone Experiment
(MIZEX'87) in the Greenland Sea in March-April
1987 (MIZEX Group, 1989). During the experiment

SAR, Texture, Segmentation. Classification, both remote sensing and in-situ data were collected.Speckle. Daily SAR coverage was obtained from an aircraft
while in-situ measurements were carried out using
the research vessel "Polar Circle" and helicopters.

2. INTRODUCTION The SAR data were recorded in digital form as a 7-
look imagery by an X-band SAR system with aUnderstanding the characteristics of sea ice is of resolution of 15m. Later processing of the data was

vital importance for the Arctic regions both for performed at the Nansen Remote Sensing Center
detecting climatic changes caused by variations in (NRSC) using a ContextVision GOP-300 image
spatial and temporal distribution of sea ice and processing system. This included geometric
solving operational and logistic problems of correction of the SAR data with slant to ground range
industrial actvities in the region. Airborne SAR with conversion algorithms. The sub-scenes used in this
Its veather i 'ndependent operational capabilty btudy weic extia.L.ed ifoni the rfpresentatIve

provides data for studying sea ice. Therefore much locations from the image acquired on April 6 1987.
effort has been put into developing sea-ice 3.1 SAR Post-Processing and Speckle Reduction
classification algorithms using satellite and airborne
SAR data. However, one of the major problems, faced Speckles in SAR data prevent discriminating
in these studies is associated with identifying iniage characteristics due to their so called high
representative signatures of different ice types in frequency multiplicative noise originating from the
non-homogeneous images. Classification algorithms coherent registration of pixels by SAR sensors. More
solely based on tonal-grey level pixel statistics do not detailed descrIption of speckle properties of SAR
provide satisfactory results in an image consisting of imagery can be found in Elachi (1987). In order to
strongly deformed first year ice and multi year ice. use SAR images for classification, the speckles
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should be reduced prior to classification operations. Another example is seen in fig. 4 where swell
This is of vital importance if SAR Images contain propogation through the ice results in systematic
high frequency textural Information other than variations in backscattering. Bright linear features in
speckles such as structural details of congealed ice the swell region are more likely associated with

gof various ice types with rough broken-up floes with increased surface roughnessfloes consisting ovaouictyewthrgh regardless of their ice type.

surface topography due to ridging and shearing

processes. These areas are characterized by a 3.3 Classfication Algorithms
variance representing both the speckle and texture
variables. The speckles can be reduced to some al Seamentation: Image segmentation is particularly
extent during SAR processing with averaging the found to be suitable to stretch SAR images when the
indeoendent number of looks (N) recorded from the image histogram is unimodal. Our segmentation
same scene at the cost of reduced resolution. When algorithm is based on iteration technique. The
linear detection is used in a SAR sensor, the fading speckle reduced SAR image is further filtered with
variance (due to speckles) can be reduced by a factor low pass filters in order to enhance subtle variations
of N as it is seen from the following formula ( Ulaby in the image histogram (Fig. 5). As it is seen from
et al.. 1986 the final image histogram of the segmented image.

the unimodal histogram is now converted to a
multimodal histogram with four major tops. The

SD/M = (0.273/N)1/ 2  image can be segmented into water and ice classes
which otherwise was impossible using the unimodal
distribution. Statistical information extracted from

where SD is the standard deviation of a the homogencuos marked area shows that the
standard deviation was reduced from 4.4 to 1.1 after

homogeneous area, M is the mean Intensity of a the segmentation process was completed. This is due
homogenous area, and N is number of looks. The to reduction of in-class variations during
mean value calculated from a homogeneous field can segmentation. On the other hand overall standard
be used to find out the variance due to speckle deviation is increased from 20.2 to 46.3 as a
(fading variance). consequence of segmentation, reflecting a more

Another approach Is to filter SAR images with suitable class discrimination due to enhanced subtle
filters in an image processing system. To date differences between the ice types. An edge based
numerous filtering algorithms have been tested on segmentation algorithm was used to define ice floe
SAR images Frost (1981), Lee (1981), Li (1988). boundaries.
Pratt (1975). The present trend is to develop texture
preserving adaptive filters. A simple and b) Supervised Algorithms: Supervised classification
comparatively efficient way to reduce speckles while algorithms uses in-situ data in order to classify
preserving edges is the median filtering technique. images. For more detail -information, see the -paper
This filter preserves structural detail in images while "Speckle Reduction and Maximumlikelyhood
reducing the speckle noise. One should be very Classification of SAR images from Sea Ice Recorded
careful with the selection of kernel size during During MIZEX'87" (Hansson, Tjelmeland,
filtering. Fig. 2 shows our test results from median Johannessen, Olaussen.,Karpuz, 1989).
filtering of the images indicating that increased
kernel size from 3x3 pixels to 7x7 pixels result in cl Unsupervised Algorithms: The 'clustering'
considerable degradation of fine textural details classification method has been used to -estimate

distribution of ice types where in-situ data -are not
exhibited over the area covered with first year and available. The algorithm is based on the Minimum
new Ice. Li (1988) solved this problem with Distance classification procedure (Mather 1987). The
Implementing a moving average f*'-r and a combined results of this algorithm are suitable to obtain-a rough
moving average and median xiter where local estimation of ice classes where in-situ data are not
variance ratio Is used to control window size. If the available. It is also used prior to running a supervised
images contain only low spatial variations In texture, algorithm in order to gain beforehand information on
it is more suitable to use a larger kernel size . ice types.

3.2 Texture Signature of Ice.types and their
implications on classification. 4. QUANTITATIVE ICE-FLOE INFORMATION

Physical properties, surface geometry and surface Quantitative ice information Is obtained through a
roughness of ice types govern backscattering series of binary operations performed on segmented
coefficient values recorded by SAR sensors. The most images as well as from classified images. We used a
pronounced backscatterlng djffcrrences result from series of neighbourhood -operatinns to remove defects
surface roughness properties of ice. This is a pitfall from the floe boundaries before applying statistical
when SAR sea ice images are Interpreted solely on Information extraction routines. This is accomplished
the bases of tonal variations. This can be clearly using shrinking-expanding- and filling operations. We
observed I, fig. 3 where both multi year ice (MY) and employed feature detection operations to extract
sheared first year ice (FY) floe boundaries are information on floes. Feature detection -operations
characterized by bright tones. Fragmented floe parts, were -performed in order -to -define each- floe in terms
rubble, strongly up turned pancake edges can be of the following parameters; floe perimeter,
falsely classified as multi year ice floe fragments diameter, convex perimeter, circularity,
because of the high backscattering coefficient compactness, area, width and length.
resulting from their Increased surface roughness.
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the backscatter coefficient. Characterisics of snow
4.1 Lead Statistics and Orientation cover, especially interbedded ice layers within a

snow pack overlying the floes, sea water flooded ice
Leads are studied employing various enhancement floes, wind drag over open water areas create

operations. Their areal coverage and geometric ambiguities in classification results. These may be
characteristics arc automatically obtained with avoided with a contextual approach to classification.
binary feature detection algorithms. Edges adjacent More work remains to be done in this field. When
to leads aid ice gives a very high variance value when available, coincident multi-sensor approach should
the percentage of water is higher compare to leads be used in conjunction with SAR images to correlate
covered with new ice. This is achieved using a filter ice signatures observed on SAR with other sensor
which calculates the local variance for each data.
neighbourhood in the image. The higher the
variance, the higher the brightness on edges 5) Floe characterization and estimate of total ice
separating leads from ice floes, concentration is done on segmented images with

binary operations. These operations allow to define
4.2 Ice Concentration each floe with its shape and size.

Total ice concentration is automatically obtained 6) Leads are analyzed using image enhancement
from segmented images with setting a single techniques. Their areal distribution is calculated
threshold to the segmented image. When this with binary operations. Orientation data is statistically
operation carried out through the whole imagery, the represented as histograms and rose diagrams.
results can be displayed as contoured ice
concentration values. Multiple thresholding is also
used to extract the concentration of different ice Acknowledgement
types. When SAR images classified with either This work was supported by the Office of Naval
supervised or unsupervised classification, areal Research and Geophysical Institute at the University
coverage of ice types are automatically found from the of Bergen. The SAR images were provided by R. A
number of classified pixels of each class. Shuchman at ERIM.
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Fig. 4 Swell propogation in Ice
creates systematic bright bands
consisting of broken floe parts,
mixture of different ice types. High
backscatter values of these bands
can not be correlated with ice types.
Ground resolution 15m Scale
1/100000

Fig. 2c
Fig. 2 Results of median filtering
with various kernel sizes and their
image profiles through X-Y. Note
degraded textural details in first
yerar ice (FY) covered areas. Ground
resolution : 15m Scale :1/100000

a) Raw SAR sub-scene

b) Filtered with a kernel size 3x3
pixels -. %

c) Filtered with a kernel size 7x7 , ,
pixels- ,

IQlS20 Pix 262".4

Fig. 3 Sub-scene with different iee1
types. Deformation zones (DZ) - ,U: s'--"

between first year floes (FY) and Fig. 5a
multi year ice floe fragments (MY)
as well as rubble fields (RB) have
the same backscatter values.
Ground resolution: 15m Scale:
1/100000
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Fig. 4b

Fig. 5 Segmentation of images with
iterative filtering. Sea water/thin
new ice can be separated from
other ice types with a single
threshold in the multimodal image
histogram. The area marked with
"A" is used to obtain local statistics.
Ground resolution : 15m Scale
1/100000
a) Raw image and its unimodal image
histogram

b) Segmented image and its
multimodal histogram.
Water /thin ice: W

New ice :NI

First year ice FY

Multi year ice MY


