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Preface

Necessaire pour les besoins d'un large eventail d'applications, Ia determination de la trajectoire d'un aeronef fait intervenir une
multitude d'Olements. Dana cc manuel, noua limitons notre propros ii des aspects pTicis du calcul, de Ia prevision et du contr6le
des trajectoires, et du guidage des vols.

L'ouvrage s'aricule autour de deux grands themes: d'une part, les elements fondamentaux qui interviennent dans la
diterminstion des trajectoires compte tenu des connaissances et des technologies actuelles, de l'autre. la gestion ct le contr6le
de ]a circulation aerienne, cc qui suppose l'existence de mdtlsodes et de techniques permettant de calculer en temps r~eI Ie
cheminement d'un grand nombre d'aeronefs, ainsi que la possibilite de les guider dans les meilleures conditions de s~curit6 et
d'efficacjte dans lea regions fortement encombr~es.

Ces deux tbmies sont diveloppes respectivement dana; les volumes I et 2. Un troisiime volume contient les risum~s des
contributions, une importante bibliographic, ainsi que Ia liste des auteurs des diffirentes contributions, avec l'indication du
nom et de l'adresse de leur entreprise ou de leur organisation (un index complite chacune de ces deux deri~res parties).

Ce premier volume se compose de trois parties:

Part 1: Aspects Fondamentaux
Part 11 Navigation Mrienne dans des Conditions Atmospheriques Difficiles
Part III Incidence des Technologies Nouvelles sur les Pilotage des Mronefs

En fait, lea prenkice et deuxseme parties forment un tout: Ic lecteur constatera en difet que Is structure des contributions reff~te
les liens etroits qui existent entre lea sujets traitis, it savoir lea trajectoires optimales, lea modeles non liniaires et lea vola par
vents non uniformes. Cela tient a Is nature m~me du present ouvrage: la contribution de chacun tend i privilegier un point
particulier et rev6t souvent un caractere autonome.

Apres une introduction iluatrant lea relations entre lea divers elements influant sur Ie mouvement d'un aironef, les auteurs
traitent ensuite de la determination des trajectoires optimales et du vol en presence de vents variables. Plusieurs applications
sont envisagea: recherche de Ia trajectoire optimaic pour Ia phase de d~collage, definition de lois de pilotage - optimalles ct
non optimales - pour Ia conduite d'aeronefs par vent cisaillant etietablissensent de directives concernant les interceptions
militaires. Lea auteurs pr~sentent en outre plusiera; modules prenant en compte de faqon rtaliste le facteur vent et ses variations
temporelles et spatiales dana lea simulateurs de vol.

La troisi~me partie traite de l'incidence de Ia nouvelle conception technologique des equipements de bord sur Ia conduite des
aironefs. Elie comprend deux contributions. La premiire est consacrie it l'utilisation d'ordinateurs de bord en vue d'ansiliOrer
l'efficacit6 du transport aerien, Iasaeconde aborde, sujet difficile s'ii en eat, Ie r6Ie de l'lomme devant l'automatisation croissante
du poste de pilotage. et l'incidence decc phenomene sur l'ex~cution du vol.

Andr6 Benoit
Directeur du programme
Membre de Ia Commision Guidage et Pilotage
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Preface

The determination of the motion of aircraft exhibits a very great number of facets and this is required in a wide range of
applications. It is accordingly our intention to limit the scope of this manual to specific aspects related to the computation,
prediction and control of trajectories, and guidance of flights.

Within this framework, the work will be structured around two main themes: on the one hand the fundamentals of the
computation of a trajectory in terms of present knowledge and technologies and, on the other, the handling of air traffic,
implying the availability of methods and techniques to compute on-line the future paths of a large number of aircraft and the
possibility of guiding their flights safely and efficiently in dense traffic, and even, in congested areas.

These two themes are developed in two separate volumes, numbered I and 2 respectively. A third volume will include the book
of abstracts, an extensive bibliography and the list of contributors, including affiliations and professional addresses; these last
two parts being complemented by adequate indexes.

This first volume has been divided into three parts, namely:

Pan I Fundamentals
Part Ii Flight in Critical Atmospheric Conditions
Past Ill Impact of New On-Board Technologies on Aircraft Operation

Parts I and II actually constitute a single entity: the reader will note that the structure of the contributions presented reflects the
tight coupling between the subjects covered, mainly optimum trajectories/non-linear models/flight in non-uniform wind. This
results from the inherent nature of this work; each individual contribution tending to be autonomous, although placing the
emphasis on a particular topic.

After an introduction illustrating relationships between the elements affecting the motion of an aircraft, the emphasis is placed
on determination of optimal trajectories and the computation of flight paths in the presence of wind variations. Several
applications are treated, including the derivation of optimal trajectories for the take-off phase, the determination of control
laws - optimal and non-optimal - to fly aircraft in the presence of windshear and the generation of directives relating to
military interceptions. Further, models are proposed to account realistically for wind and wind variations in flight simulations.

Part IlIl affords a picture of the impact of new on-board technologies on aircraft operation. It is made up of two contributions.
The first one presents the use of on-board computers to improve efficiency in air transport, while the second treats the difficult
subject of the role of man in the face of increasing automation in the cockpit, and the resulting effect on the conduct of the flight.

Dr Andre Benoit
Programme Director and Editor
Guidance and Control Panel
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Activities in Air Traffic Handling

Over the past 20 years, the Guidance and Control Panel of the Advisory Group for Aerospace Research and Development to
the North Atlantic Treaty Organization has devoted part of its activities to the fascinating field known historically as Air Traffic
Control.

The Panel's contributions listed below cover in particular, the air and ground components considered as parts of a single
system, the methods, techniques and technologies applicable to or usable for the management of the flows of aircraft and the
control of individual flights, the integration of control phases over extended areas such as in the Zone of Convergence type
concepts, the 4-D guidance of aircraft in critical conditions, the ever-increasing level of automation and its impact on the
essential role of the human acting on-line in the control loop.

AIR TRAFFIC CONTROL SYSTEMS
Guidance and Control Symposium, Edinburgh, Scotland,
26-29 June 1972.
AGARD-CP-105, April 1973.

A SURVEY OF MODERN AIR TRAFFIC CONTROL
AGARDograph AG-209, Vols. I and 1I
July 1975.

PLANS AND DEVELOPMENTS FOR AIR TRAFFIC SYSTEMS
Guidance and Control Panel Symposium, Cambridge, Mass., United States
20-23 May 1975.
AGARD-CP- 188, February 1976.

AIR TRAFFIC MANAGEMENT: Civil/Military Systems and Technologies
Guidance and Control Symposium. Copenhagen, Denmark,
9-12 October 1979.
AGARD-CP-273, February 1980.

AIR TRAFFIC CONTROL IN FACE OF USERS' DEMAND AND ECONOMY CONSTRAINTS
Guidance and Control Symposium, Lisbon, Portugal,
15 October 1982.
AGARD-CP-340, February 1983.

EFFICIENT CONDUCT OF INDIVIDUAL FLIGHTS AND AIR TRAFFIC
or Optimum Utilisation of Modern Technology
(Guidance, control, navigation, surveillance and processing facilities)
for the Overall Benefit of Civil and Military Airspace Users
Guidance and Control Symposium, Brussels, Belgium,
10-13 June 1986.
AGARD-CP-410, December 1986.

AIRCRAFT TRAJECTORIES: Computatio-Predlctlot-Control
AGARDograph AG-301, Vols. 1, 2 and 3:

Volume I FUNDAMENTALS
FLIGHT IN CRITICAL ATMOSPHE7RIC CONDITIONS
IMPACT OF NEW ON-BOARD TECHNOLOGIES ON AIRCRAFT OPERATION

Volume 2 AIR TRAFFIC HANDLING AND GROUND-BASED GUIDANCE OF AIRCRAFT

Volume 3 ABSTRACTS - BIBLIOGRAPHY - CONTRIBUTORS

ON-LINE HANDLING OF AIR TRAFFIC
Guiime & Conol Aqpect
AGARDograph AG-32 1, in preparation
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Condensed Contents
Detailed Contents of all three volumes follow

VOLUME 1

PREFACE

PART I FUNDAMENTALS

PART H FUGHT IN CRITICAL ATMOSPHERIC CONDITIONS

PART m IMPACT OF NEW ON-BOARD TECHNOLOGIES ON AIRCRAFT OPERATION

VOLUME 2

PART IV AIR TRAFFIC HANDLING

PART V GUIDANCE OF AIRCRAFT IN A TIME-BASED CONSTRAINED ENVIRONMENT

PART VI SURVEILLANCE

PART VII METEOROLOGICAL FORECASTS

PART VIII AIRCRAFT OPERATION IN AIR TRAFFIC HANDLING SIMULATION

VOLUME 3

PART IX BOOK OF ABSTRACTS

PART X BIBLIOGRAPHY (with Index)

PART XI LIST OF CONTRIBUTORS (with Index)
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IF-I

INTRODUCTON A LETDE DES TRA.JECTrOIRES D'AVION

par

Fr~~ric IHaus
Professeur Em~rite aux Universitis de Gand et Li~ge

99 rue Colonel Chaffin
B- 1180 Bruxelles

Belo~umn

Sebica SGlaral dam problaws posis

Le tranaport afirien raoulte du bon fonctionnoest d'un sysame formS par

- Favion
- V aoaphare

s 1.Pilot.
it la ides tarlestrea I Ia navigation.

lDena cc qui suit, Is terms avian disigne lenssable conatitui par Is structure de l'avion, l'nrgane de
propulsion at tous lee systiaca o~coiquea existent a ad

Le term. atuospbare d1igigne I'enseable de too. lea 6i6centa variables d~finigsaot Ie milieu dens lequel
so driplaco l'avion.

Le terse Pilote d~gigne l'ensemble do l'Aquipage intervenant dans 1U conduits de lavon.

Le term. aide terrestre disigne touts Information tranamise & partir du Sol et, iventuelleaent, tout.
action exereS. so So1.

La programs "Clcul des trajectoires" o~ceasite lIStablissent de relations nwa~riquesaentre deg va-
riables do nature trig diff~rente. 11 seStend a Is recherche do Ia manulre dont 1s pilots dolt g~rer Ie
vol en vue d'optiuiser lune 00 Vautre des variables du osatia., tell*s la durfie du vol reliant le point
do d~part au point d'Arriv~e, Ia consoamtion tatle do combustible, etc.

Un organigramoe d~crivant lea relationa entre lea difftrentes parties do aystame ainsi difini, eat prG-
Sentd ci-sprla. 11 r~partit en douse grooe lea problimes soulevia par le vol d'un evion. Cat organi-
g-sams prisente cos Sroupes sous force de blocsaet indique leg relations lea plus Importantes qui leg
L.nlnatent.

La premier bloc comprend Is d~finition do I. miasion enuiaagfie, Viveluotion do Is quentitt do. Combusti~ble
A prendre A bord, Ia v~rification par I. pilote do boo fonctionnegent des syatlaes lea plua importmnts.
Le rlanltat de Vactivitil repriaent~e par ce bloc eat l'Gtablissea~nt duo plan do vol, tenant coapte des
carectlristiqoea m~caniques do 1 avion et des informations issues des blocs 2 et 3.

Le bloc 2 dtfinit IlStat do l'ataoopblre au moment do d~part at pr~voit. dena a cmaure do possible, lea
sodiftcations qui pourraet sorvenir Pendant I* vol.

Le bloc 3 englobe toutec lee inforuattans qua lea servies. de cootrble do Is circulation airenne peovont
rasmbler our lI'tat dloccupatioo de latophlre par dasutres avions, toot au moment do dfipart que
pendant touts Ie durE. du vol. Coo inorgatioo conduisent toujours I restreindrc Ic choix qua Ie pilots
pent exorcer en mture* do trojectoire.

La bloc 4 acb~mtiee leseasble des variables dltinisnt, A cheque Instant l'Stat dens lequal a trouve
leyjon, ", position ot son bouvemeat. Las noyeos dinforcotion dont dispose Ie pilots constituent Ie
support atirlel doeto bloc.

Ls bloc 5 schiwatise l'action do pilots qoi o'Stend

a. s traitaemt do 1 information et A Is virification do is cooforeitE do vol r~el (bloc 4) sync le plan
do vol (bloc 1);

b. A Is prime des d~cisions nlcssoairog A Is poursuite do vol dons lea milleores conditions

C. A lezxscutom des actions nlcessaires a Cotta fin.

Des imatramto do calcul et, dons certain. Coa des apparoils autonatiques peuvoot aider I* Pilot. dens
co travail.
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IF-3

Le bloc 6 repr~sento I* systAma do propulsion. Le fonctiouaant do co darsior eat commndS par I* pilots
at produit

a. una pousslo

b. Is diminution continualla do is msas do alioo, par suite do Is consoation do combustible

c. l'Gmission d'un bruit correspondent I un noobro GlayS do d~cibele

d. des vibrations.

Lo bloc 7 dflit I action des commandos at des gouvarnas. 11 eat Indispensable da rappolar is difinition
quo VISO donna de cmo termss.

Los gouvarnes mont des organs* denting@A a lt~ror 1'Scoulmmnt do laiLr sutour do isylon, at I modifier
sinai lea forces exirisures agissant our colui-ci. Cos organas sont an fait des portion do Is structure
saceptibles do subir da falis d~plscassnta commandls par Is pilots. On doit rossrquer qua des jots
doirt modulablos at dirigis do 1lntraur do laytion ves 1iaxtriour, constituarsiant sussi des gouvor-
neasii on lea utilisait.

La tarma commands dfisigna iorgana our lequal Ia pilots agit pour wattra Is gouvarno an action.

11 axists nficessairament tout un ugesnisms antre is comano at Is gouverne. Ce aftcsniasa pout, done
certain@ coa, StreacstiounG par des signsux indiqusot n Scart antra Is grandeur souhait~e des variables
d'Stat at lour grandeur r~elle.

Ce asicaniasme conatitue Is partio mat~rialle du groups 7. La connalsmance da son action eat assantielle
data l'Studo do is .Scaniqua do lavion.

Le bloc 8 rapr~santa (pour a~soire) la systaos auxilisires qul peuvent Stre mis en service par le pilots.

Lee blocs 9 at 10 d~terminont I action dsentr~es consistent on

perturbations atsosph~riqus
variations de poussla
diplocemants do gouvarnos.

Cas entr~es pauvant produire des d~forustions do structure de Ilavion, privus par I* bloc 9. Els
exernent un of fat direct sur Is souvement do l'sion dif hui par Ia bloc 10.

DOs lea deux can, cos antr~es axercent dos forces at des momants dipsndsnt des caractfiristiques airodyna-
miques do lavion. Cas carsctlniatiques moat M~inims par ce quon pout sppeler I* sodals a~rodynamique
do Ilavlon. Usa bonne conaissanca do colui-ci eat indispenable si on vout, A 1 side des 6qustions do i&
u~canique, privoir leffet des blocs 9 at 10.

Cott* situation serait man constquencos graves si la d~formations de Is atructure da l'avion no consti-
tusisut pea una entrlo suppi~sentaire ou bloc 10, co qui conduit A is poasibilit6 do couplegs entre lag
d~formatlons do structure at lam souvaments do l'avion, devant lesquels I. pilots as trouveast daruS.

Coest au moment de is conception do lavion qua la technicians doivent veillar A ca qua do toe couplages
no puissant attaindre une grandaur dangereuse dons la limitos d'utilisation dos avions.

L'organigrams est tracS dons i'hypothise ofi, iii lam sorties du bloc 9, ni cellos du bloc 8 naexarcant
d'effet our Is bloc 10. Ceci exciut l'examan du systase "manoeuvre du train dsatterrissoaga sinsi quo
tout problias do flutter.

Les sorties du bloc 10 aont la d~iv~s dos variables d'itat par rapport ou tempa.

La bloc 11 schlmatisa lint~gration do ceoo diriyis. 11 d~crit per conagquent i16yolution des yariables
d'itat par rapport au temps.

Le bloc 12 achhsatise lint~gration des viteasas at d~finit la trajectoire parcourue.
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INTRODUCTION TO THE STUDY OF AIRCRAFI TRAJECFORIES
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Genial outino d the Problm

Air transport depends on the smooth operation of a system made up of the following elements:

- the aircraft
- the atmoephere
- the pilot
- the ground-based navigation aids.

For the purposes of this paper, the term "alrcraft" is taken to mean the whole made up of the
structure of the aircraft, its propulsion system and all the mechanical systems on board.

The term "atmosphere" covers all the variables defining the space in which the aircraft travels.

The term "pilot" refers to all the craw involved in flying the aircraft.

The term "ground-based aids" means all information transmitted from the ground, together, potentially,
with all actions originating on the ground.

The "computation of trajectory" program requires the establishment of numerical relations between
variables of very different kinds. It covers research Into how the pilot should manage the flight so as
to optimise one or other of the variables in the system (e.g. flight time between the point of departure
and the point of arrival, total fuel consumption, etc.).

A flow chart illustrating the relation between the various parts of the system thus defined is given
below. It divides the problems raised by the flight of an aircraft into twelve groups; these are shown
as blocks and the major links between them indicated.

The first block embraces the definition of the Intended flight, the evaluation of the amount of fuel to be
taken on, and the pilot checks of the main systems. All this results in the establishment of a flight
plan taking into account the mechanical features of the aircraft and the information in Blocks 2 and 3.

Block 2 defines the state of the atmosphere at the time of departure and gives, as far as possible, the
charges which might occur during the flight.

Block 3 covers all the Information the ATC services have been able to assemble regarding occupancy by
other aircraft at the time of departure and during the entire flight. These factors always restrict the
pilots' choice of trajectory.

Block 4 shows all the variables defining at any given moment the state of the aircraft, its position and
its progress. The basis for this block is formed by the information resources at the pilots' disposal.

Block 5 Is a representation of the pilots' action, covering:

a. processing the Information and checking the actual flight (Block 4) against the flight
plan (Block 1)

b. taking the deciions necessary to enable the flight to proceed under optimal conditions;

Computers, and in some cases automatic devices, may be used to assist the pilot n this.

Block 6 represents the propulsion-system. This is controlled by the pilot and produces

a. a thrust;

b. a constant reduction in the mes of the aircraft as the weight of fuel is reduced;

c. noise equivalent to a high level of decibels;

d. vibration.
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Block 7 defines the action of the control (or actuators) and control surfaces. The definition attached
to these terms by the ISO must be borne in mind.

It is this mechanism which makes up the material part of Block 7. An understanding of its action is
essential in the study of the mechanics of the aircraft.

Block 8 shows, for the record, the auxiliary systems which may be used by the pilot.

Blocks 9 and 10 determine the effect of inputs such as:

atmospheric disturbances
variations in thrust
displacements of control surfaces.

These may cause structural changes to the aircraft, as provide in Block 9. They have a
direct effect on the movement of the aircraft as defined by Block 10.

In both cases, these inputs exert force and momentum depending on the aerodynamic features of the
aircraft. These in turn are defined by what might be termed the aerodynamic model of the aircraft.
This must be fully understood if the mechanical equations are to be used to predict the effect of
Blocks 9 and 10.

This state of affairs would not matter very much if changes to the aircraft structure did not constitute
an additional input in Block 10, opening the way for possible links between structural changes and
aircraft movements, which would leave the pilot unprepared.

At the design stage the engineers should strive to ensure that such links never reach a dangerous
level when the aircraft is used within the design limitations.

The flow chart is based on the assumption that neither Block 8 nor Block 9 will have any bearing on
Block 10. Accordingly no account is taken of the "landing path manoeuvre" system or any flutter
problem.

Block 10 outputs are derived from variations of state over time.

Block 11 shows the Integration of these derivatives. It thus gives the trend in the variations of state
over time.

Block 12 illustrates the integration of speeds and defines the trajectory followed.
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OPTIMAL TRAJECTORIES OF AIRCRAFT AND SPACECRAFr , 
2

by
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United States

SUMMARY

This paper summarizes some of the work done by the Aero-Astronautics Group of Rice University on

algorithms for the numerical solutions of optimal control problems and their application to the comput-

ation of optimal flight trajectories of aircraft and spacecraft.

Part 1 deals with general considerations on calculus of variations, optimal control, numerical

algorithms, and applications of these algorithms to real-world problems.

Part 2 deals with the sequential gradient-restoration algorithm (SGRA) for the numerical solution

of optimal control problems of the Bolza type. Both the primal formulation and the dual formulation are

discussed.

Part 3 deals with aircraft trajectories, in particular, the application of the dual sequential

gradient-restoration algorithn (DSGRA) to the determination of optimal flight trajectories in the

presence of windshear. Both take-off trajectories and abort landing trajectories are discussed. Take-

off trajectories are optimized by minimizing the peak deviation of the absolute path inclination from a

reference value. Abort landing trajectories are optimized by minimizing the peak drop of altitude from

a reference value. The survival capability of an aircraft in a severe windshear is discussed, and the

optimal trajectories are found to be superior to both constant pitch trajectories and maximum angle of

attack trajectories.

Parts 4 and 5 deal with spacecraft trajectories, in particular, the application of the primal

sequential gradient-restoration algorith (PSGRA) to the determination of optimal flight trajectories for

aeroassisted orbital transfer. Both the coplanar case (problem without plane change, Part 4) and the

noncoplanar case (problem with plane change, Part 5) are discussed within the frame of three problems:

minimization of the total characteristic velocity; minimization of the time integral of the square of

the path inclination; and minimization of the peak heating rate. The solution of the second problem is

called nearly-grazing solution, and its merits are pointed out as a useful engineering compromise between

energy requirements and aerodynamics heating requirements.

Part 6 presents the conclusions. The references are given in Part 7.
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PART 1. GENERAL CONSIDERATIONS

1.1. IITRODUCTION

In every branch of science, engineering, and economics,there exist systems which are controll-

able, that is, they can be made to behave in different ways depending on the will of the operator. Every

time the operator of a system exerts an option, a choice in the distribution of the controls governing

the system, he produces a change in the distribution of the states occupied by the system and, hence, a

change In the final state. Therefore, it is natural to pose the following question: Among all the ad-

missible options, what is the particular option which renders the system optimum? As an example, what

is the option which minimizes the difference between the final value and the initial value of an arbit-

rarily specified function of the state of the system? The body of knowledge covering problems of this

type is called calculus of variations or optimal control theory (Refs. 1-8). As stated before, appli-

cations occur in every field of science, engineering, and economics.

It must be noted that only a minority of current problems can be solved by purely analytical

methods. Hence, it is important to develop numerical techniques enabling one to solve optimal control

problems on a digital computer. These numerical techniques can be classified into two groups: first-order

methods and second-order methods. First-order methods (or gradient methods) are those techniques which

employ at most the first derivatives of the functions under consideration. Second-order methods (or

quasilinearization methods) are those techniques which employ at most the second derivatives of the

functions under consideration.

Both gradient methods and quasilinearization methods require the solution of a linear, two-point

or multi-point boundary-value problem at every iteration. This being the case, progress in the area of

numerical methods for differential equations is essential to the efficient solution of optimal control

problems on a digital computer.

1.2. GRADIENT METHODS

In Part 2 of this paper, we review recent advances in the area of gradient methods for optimal

control problems (Refs. 9-28). Because of space limitations, we make no attempt to cover every possible

technique and every possible approach, a material impossibility in view of the large number of publicat-

ions available. Thus, except for noting the early work performed by Kelley (Refs. g-lO) and Bryson

(Refs. 11-14), we devote Part 2 of the paper to a review of the work performed in recent years by the

Aero-Astronautics Group of Rice University (Refs. 15-28).

Also because of space limitations, we treat only single-subarc problems. More specifically,

we consider the following Bolza problem of optimal control, called Problem (P) for easy identification.

Problem (P) consists of minimizing a functional I which depends on the state vector x(t), the

control vector u(t), and the parameter vector 7r. At the initial point, the state and the parameter are

required to satisfy a vector relation. At the final point, the state and the parameter are required to

satisfy another vector relation. Along the interval of integration, the state, the control, and the

parameter are required to satisfy a vector differential equation.

Problem (P) can be further complicated via the addition of a vector nondifferential equation

to be satisfied everywhere along the interval of integration. The resulting generalized Bolza problem is

called Problem (S); see.for example,Ref. 17.
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In technical applications, there exist problems of optimal control whose format is different

from, but is reducible to, the format of Problem (P) or that of Problem (S). In particular, this is the

case with the Chebyshev problem or minimax problem (Problem (Q)J. For a particular transformation

technique converting the Chebyshev problem into the Bolza problem, see Ref. 29.

1.3. SEQUENTIAL GRADIENT-RESTORATION ALGORITHM

One of the most effective first-order algorithms for solving trajectory optimization problems

is the sequential gradient-restoration algorithm (SGRA, Refs. 15-24). Originally developed in the primal

formulation (PSGRA, Refs. 15-21), this algorithm has been extended to incorporate a dual formulation

(OSGRA, Refs. 22-24).

Both the primal formulation and the dual formulation involve a sequence of two-phase cycles,

each cycle including a gradient phase and a restoration phase. The gradient phase involves one iteration

and is designed to decrease the value of the functional, while the constraints are satisfied to first

order. The restoration phase involves one or more iterations and is designed to force constraint

satisfaction to a predetermined accuracy, while the norm squared of the variations of the control,

the parameter, and the initial state is minimized. In turn, each iterat. i of the gradient

phase and the restoration phase requires the solution of an auxiliary minimization problem (AMP).

In the primal formulation, the NIP is solved with respect to the variations of the state, the

control, and the parameter. This leads to a linear, two-point boundary-value problem, which can be solved

with the method of particular solutions (Refs. 25-28) or the method of complementary functions, employed

in conjunction with some available integration scheme, for instance, Hamming's modified predictor-

corrector method (Ref. 30).

In the dual formulation, the AMP is solved with respect to the Lagrange multipliers. Once more,

advantageous use can be made of the method of particular solutions or the method of complementary

functions.

A characteristic of the dual formulation is that the AMP's associated with the gradient phase

and the restoration phase of SGRA can be reduced to mathematical programing problems involving a finite

number of parameters as unknowns. This leads to particularly efficient versions of the sequential

gradient-restoration algorithm (Refs. 22-24).

The principal property of the algorithms presented here is that a sequence of feasible suboptimal

solutions is produced. In other words, at the end of each gradient-restoration cycle, the constraints

are satisfied to a predetermined accuracy. Therefore, the values of the functional I corresponding to

any two elements of the sequence are comparable.

1.4. AEROSPACE APPLICATIONS

Applications of the sequential gradient-restoration algorithm occur in various branches of

science, engineering, and economics. With particular regard to aerospace engineering, various problems

of atmospheric flight mechanics and suborbital flight mechanics can be solved by means of PSGRA and

OSGRA. Generally speaking, PSGRA has proven to be more efficient in problems of suborbital flight

mechanics, while OSGRA has proven to be more efficient in problems of atmospheric flight mechanics

(Ref. 24).

Part 3 of this paper deals with aircraft trajectories: the application of the dual sequential

gradient-restoration algorithm (DsGA) to the determination of optimal flight trajectories in the presence
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of windshear is shown (Refs. 31-60). Both take-off trajectories and abort landing trajectories are

discussed. Take-off trajectories are optimized by minimizing the peak deviation of the absolute path

inclination from a reference value. Abort landing trajectories are optimized by minimizing the peak

drop of altitude from a reference value. The survival capability of an aircraft in a severe windshear

is ditcussed, and the optimal trajectories are found to be superior to both constant pitch trajectories

and maximu angle of attack trajectories.

Parts 4 and 5 deal with spacecraft trajectories: the application of the primal sequential

gradient-restoration algorithm (PSGRA) to the determination of optimal trajectories for hypervelocity

flight is shown (Refs. 61-95). Both coplanar aeroassisted orbital transfer (problem without plane

change, Part 4) and noncoplanar aeroassisted orbital transfer (problem with plane change, Part 5) from

high Earth orbit (HEO) to low Earth orbit (LEO) are discussed within the frame of three problems: mini-

mization of the total characteristic velocity; minimization of the time integral of the square of the

path inclination; and minimization of the peak heating rate. The solution of the second problem is called

nearly-grazing solution, and its merits are pointed out as a useful engineering compromise between energy

requirements and aerodynamic heating requirements (Refs. 83 and g2).

1.5. REMARK

For spacecraft trajectories, the procedure employed to optimize HEO-to-LEO transfers can be

extended to include GEO-to-LEO transfersand LEO-to-LEO transfers (Ref. 92). Here, GEO denotes geosynch-

ronous Earth orbit and LEO denotes low Earth orbit. Note that LEO-to-LEO transfers are of interest for

the National Aero-Space Plane (NASP).

To sum up, the sequential gradient-restoration algorithm is a powerful and versatile algorithm

for solving optimal trajectory problems of atmospheric flight mechanics, suborbital flight mechanics,

and orbital flight mechanics. While the examples provided belong to the extreme regions of the

velocity spectrum (low subsonic flight and hypervelocity flight), the sequential gradient-restoration

algorithm can handle equally well optimal trajectory problems of supersonic and hypersonic aircraft as

well as optimal trajectory problems for vehicles of the space shuttle type and the Hermes type.
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PART 2. SEQUENTIAL GRADIENT-RESTORATION ALGORITHM

2.1. OUTLINE

In Part 2, we present the algorithms useful for solving Bolza problems on a digital computer,

specifically, sequential gradient-restoration algorithms. Both the primal formulation and the dual

formulation are discussed.

Section 2.2 contains the notations, and Section 2.3 presents the Bolza problem of optimal

control [Problem (P)I. The sequential gradient-restoration algorithm (SGRA) is introduced in Section

2.4 and is discussed in Section 2.5 (primal formulation, PSGRA) and Section 2.6 (dual formulation, DSGRA).

The solution of the linear, two-point boundary-value problem is discussed in Section 2.7 (primal form-

ulation, PSGRA) and Section 2.8 (dual formulation, DSGRA). The determination of the stepsiz! is

discussed in Section 2.9, and a summary of the sequential gradient-restoration algorithm is given in

Section 2.10. Primal-dual properties are presented in Section 2.11. Finally, the order of magnitude of

the variations produced by SGRA is discussed in Section 2.12.

2.2. NOTATIONS

Throughout Part 2, vector-matrix notation is used for conciseness. All vectors are column

vectors.

Let t denote the independent variable, and let x(t), u(t), iT denote the dependent variables.

The time t is a scalar; the state x(t) is an n-vector; the control u(t) is an m-vector; and the parameter

Tr is a p-vector.

Let f(x,u,n,t) denote a scalar function of the arguments x,u,wt. The symbol fu denotes the

m-vector function whose components are the partial derivatives of the scalar function f with respect to

the components of the vector u. Analogous definitions hold for the symbols fx. f*"

Similar definitions are employed for the partial derivatives hx, h of the scalar function

h(x,n) and the partial derivatives gx', g. of the scalar function g(x,r).

Let (xu,iT,t) denote an n-vector function of the arguments x,u,Tt. The symbol 
4
u denotes the

mxn matrix function whose elements are the partial derivatives of the components of the vector function

* with respect to the components of the vector u. Analogous definitions hold for the symbols ox, t,

Similar definitions are employed for the partial derivatives wx. wI of the vector function

W(x,m) and the partial derivatives 
1
x' 0, of the vector function ,(x.r).

The dot sign denotes derivative 4ith respect to the time, that is, = dx/dt. The symbol T

denotes transposition of vector or matrix. The subscript 0 denotes the initial point, and the sub-

script 1 denotes the final point.

The symbol N(y) - y Ty denotes the quadratic norm of a vector y.

Throughout Part 2, it is assumed that the interval of integration has been normalized to unity,

using a suitable transformation. The actual final time Tif it is free,becomes a component of the

vector parameter 7n being optimized.

2.3. OPTIMAL CONTROL PROBLEM

Problem (P). We consider the problem of minimizing the functional

I Jf(x"um~t)dt +(h(x.)1 0 +[g(xm)1l, (1)
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with resr~ct to the n-vector state x(t), the m-vector control u(t), and the p-vector parameter Tr

which satisfy the constraints

+ *(x,u,m,t) - 0, 0 < t < 1, (2a)

Cw(xrr)10 = 0, (2b)

[*(x, )]= 0. (2c)

In the above equations, f is a scalar; h is a scalar; g is a scalar; € is a n-vector; w is an a-vector,

a < n; and * is a b-vector, b < n. We assume that the first and second derivatives of the functions f,

h, g, . w, g with respect to the vectors x, u, w exist and are continuous. We also assume that the

nxa matrix wx has rank a at initial point, that the nxb matrix Px has rank b at final point, and that

the constrained minimum exists.

From calculus of variations, it is known that Problem (P) is of the Bolza type. It can be

recast as that of minimizing the augmented functional

J = I + L, (3)

subject to (2), where L denotes the Lagrangian functional

L = JAT(x + *)dt + (aT)o + ((T) 1.  (4)

In Eq. (4), x(t) denotes an n-vector Lagrange multiplier, a denotes an a-vector Lagrange multiplier,

and 1i denotes a b-vector Lagrange multiplier.

Optimality Conditions. The first-order optimality conditions for Problem (P) take the form

A- fx - *A = 0, 0 Z t < l, (Sa)

fu +* A=O, 0 < t < 1, (Sb)

I o(f + *lA)dt + (h + wa)0 + (g + = 0, (5c)

(-X +h + x U)O = 0, (Sd)

(A + g. + 
'0) 1 = O. (Se)

Summarizing, we seek the functions x(t), u(t), i and the multipliers x(t), a, P such that the feasibility

equations (2) and the optimality conditions (5) are satisfied.

Performance Indexes. The form of Eqs. (2) and (5) suggests that the following scalar performance

indexes are useful in computational work:

P - JN(; + *)dt + N(w)O + N()l,  (6a)
p .I

O JN(A - fx xA)dt + flN(fu + u
X
)dt

+ N(J(f, + *oA)dt + (hm + w0)0 + (g, + *,U)ll

+ N(-A + hx + W x0)O + N(x + Ox 
+

x)l" (6b)
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Here, P denotesthe error in the constraints and Q denotes the error in the optimality conditions.

Convergence Conditions. Numerical convergence can be characterized by the relations

P < c1 , (7a)

Q< e2' (7b)

where ell E2 are preselected, small positive numbers.

2.4. SEQUENTIAL GRADIENT-RESTORATION ALGORIT4I

The sequential gradient-restoration algorithm(SGRA) is an iterative technique which includes a

sequence of two-phase cycles, each cycle including a gradient phase and a restoration phase. This

technique is designed to achieve the decrease in the functional I between the endpoints of each cycle,

while the constraints are satisfied to a predetermined accuracy. The two phases of a cycle are called

the gradient phase and the restoration phase.

The gradient phase is started only when Ineq. (7a) is satisfied; it involves one iteration

and is designed to decrease the value of the augmented functional J, while the constraints are satisfied

to first order.

The restoration phase is started only when Ineq. (7a) is violated; it involves one or more

iterations, each designed to decrease the constraint error P, while the constraints are satisfied to

first order and the norm squared of the variations of the control vector, the parameter vector, and the

initial state vector is minimized. The restoration phase is terminated whenever Ineq. (7a) is satisfied.

The algorithm as a whole is terminated whenever Ineqs. (7) are both satisfied.

Let x(t), u(t), r denote the nominal functions; let 9(t), U(t), i denote the varied functions;

and let Ax(t), Au(t), Ar denote the perturbations of x(t), u(t), a about the nominal values. Assume that

the perturbations Ax(t), Au(t), Ar are linear in the stepsize a, where a > 0; and let A(t), B(t), C

denote the perturbations per unit stepsize. Then, the following relations hold:

5(t) x(t) + Ax(t) = x(t) + aA(t), (8a)

9(t) = u(t) + Au(t) = u(t) + aB(t), (Sb)

ii= T + An = 7 + aC. (8c)

Therefore, each iteration of the gradient phase and the restoration phase includes two distinct operations:

(I) the determination of the basic functions A(t), B(t), C; and (II) the determination of the stepsize a.

In the following sections, we describe the gradient phase and the restoration phase of the

sequential gradient-restoration algorithm in both the primal formulation and the dual formulation.

2.5. PRIMAL FORMULATION

In the primal formulation, the basic functions A(t), B(t), C are determined through the

formulation of two auxiliary minimization problems, one for the gradient phase and one for the restorat-

ion phase.

Gradient Phase: Problem (GP), Minimize the quadratic functional

GP " ( f A + + frf dt + (h A + hT +(9 A T .T

J0 'x r"' ?T y IT'' (gA

+ (1/211 BTBdt + CTC + (ATA)0I, (9)

,,,',,,,,,, ,,, H o N m n
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with respect to the vectors A(t), B(t), C which satisfy the linearized constraints

( TA + T T
Ax+uB + OrC - . O< tl<, (10a)

(wxA wfC)o  0, (lOb)

,T T I  . ( )

From calculus of variations, it is known that Problem (GP) is of the Bolza type. It can be

recast as that of minimizing the augmented functional

JGP = IGP + LGP, (11)

subject to (10), where LGP denotes the Lagranglan functional

LGP "0 JXT(A + 
T
xA + ,TB + ,Tc)dt + aT(WA+ w C)O7 + P TA+ ,Tc)I. (12)

In Eq. (12), X(t) denotes an n-vector Lagrange multiplier, a an a-vector Lagrange multiplier, and p

a b-vector Lagrange multiplier.

The first-order optimality conditions for Problem (GP) take the form

- fx - Y = 0, 0 < t < 1, (13a)

fu + u X + B - 0, 0 < t < 1, (13b)

Jl(f" + *X)dt + (h + )?a)o + (g, + q,,I)I + C - 0, (13c)

(-X + hx + o + A)0 -0, (13d)

(x + gx + s'xU)l = 0. (13e)

Summarizing, we seek the functions A(t), B(t), C and the multipliers X(t). a, v such that the feasibility

equations (10) and the optimality conditions (13) are satisfied.

Restoration Phase: Problem (RP). Mlinimize the quadratic functional

RP (1/2)(BTBdt + CT C + (A TA)o, (14)

with respect to the vectors A(t), B(t), C which satisfy the linearized constraints

+ T T TSA" + 8 + * (x + 0) 0, 0 < t < 1, (i5a)

(wTA + w C + w)0 . 0, (15b)

(*TA + OTC + *)I 0. (15c)

From calculus of variations, it is known that Problem (RP) is of the Bolza type. It can be

recast as that of minimizing the augmented functional

JRP * IRP + LRP, (16)

subject to (16), where LRP denotes the Lagranglan functional
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(Tj+ T + T T T T'RP 0 *A uB + ,TC+ ( + )dt + aT (WxA + wC +w °0

+ .T(4TA + ,TC + *1" (17)

In Eq. (17). At) denotes an n-vector Lagrange multiplier, a an a-vector Lagrange multiplier, and ii

a b-vector Lagrange multiplier.

The first-order optimality conditions for Problem (RP) take the form

- X = 0, 0 < t < 1, (18a)

+ B = 0, 0 < t < 1, (18b)

Jo OW*dt + (wa)0 + + C = 0, (18c)

(-X +w xa + A)0 = 0, (18d)

(X + PxIJ = 0. (18e)

Summarizing, we seek the functions A(t), B(t), C and the multipliers X(t), a, W such that the feasibility

equations (15) and the optimality conditions (18) are satisfied.

First Variation Properties. The basic functions A(t), B(t), C solving Problems (GP) and (RP) are

endowed with some first variation properties, shown here without proof. These properties are important,

because they dictate the choice of the functions to be considered in the determination of the stepsize.

For the gradient phase, it can he shown that

81 = 51 = -* , (19a)

aP - 0, (19b)

where I is the functional (1), J is the augmented functional (3), P is the constraint error (6a), and Q

is the error in the optimality conditions (6b). Clearly, the decrease of the functionals I and J is

guaranteed for a gradient stepsize a sufficiently small.

For the restoration phase, it can be shown that

6P -2P, (20)

where P is the constraint error (6a). Clearly, the decrease of the constraint error P is guaranteed

for a restoration stepsize a sufficiently small.

2.6. DUAL FORKJLATI ON

In the dual formulation, the multipliers X(t), a, j are determined through the formulation of

two auxiliary minimization problems, one for the gradient phase and one for the restoration phase.

Gradient Phase: Problm (GD). linimize the quadratic functional

IGD - (l/2)[ + C TC + E TE, (21)

with respect to the vectors X(t), a, p and B(t), C, E which satisfy the linear constraints
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" " - 0, 0 < t < 1, (22a)

f + *ux + B- 0, 0 < t < 1. (22b)

o(f +.wx)dt + (h +wma)O + (g,+ +)l C -0. (22c)

(-A + hx + wxO)o + E -O. (22d)

(A + gx + 1xM)I - 0. (22e)

From calculus of variations, it is known that Problem (GO) Is of the Bolza type. It can be

recast as that of minimizing the augmented functional

JGD ' IGD + LGD. (23)

subject to (22). where LGD denotes the Lagrangian functional

IT

L 1 f,x - OxX)dt - JoB*(fu + OU + B)dt

- C.[Jlo(flT + *mA)dt + (h , + oo) 0 + (g" +4 )1 + Cl

-EIIT -Ah +wa++ T

*[(-A + hx + wxa)O + El - FT(A * g x* )" (24)

In Eq. (24), A,(t) denotes an n-vector Lagrange multiplier, B,(t) an m-vector Lagrange multiplier, C, a

p-vector Lagrange multiplier, E, an n-vector Lagrange multiplier, and F, an n-vector Lagrange multiplier.

The first-order optimality conditions for Problem (GD) take the form

T OT T TxA+ * uB* + 0. 0 < t < 1. (25a)

B - B. = 0, 0 < t < 1, (25b)

T + C.)0  0 0, (25c)

T T(, TF. +YTC*)=J m (25d)

C - C. "0, (25e)

E - E, = 0, (25f)

(A* - E,)0 - 0, (25g)

(A* - F,)1 - 0. (25h)

Let the following substitutions be employed:

A,(t) " A(t), 0 < t < 1, (26a)

B,(t) - B(t), 0 < t < I, (26b)

C,= C, (26c)
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E, = A(O), (26d)

F, - A(l). (26e)

Then, one can readily verify that the feasibility equations and the optimality conditions of Problem (GD)

reduce to the optimality conditions and the feasibility equations of Problem (GP), respectively. Clearly,

after the transformation (26) is applied, the solution of Problem (GD) yields the solution of Problem

(GP) and viceversa. This means that the multipliers X(t), a, u associated with the gradient phase of

SGRA are endowed with a duality property: They also minimize the quadratic functional (21), subject to

(22). for given state, control, and parameter.

Restoration Phase: Problem (RD). Minimize the quadratic functional

I RD = (112)[J1B0T~dt + C TC + E T El] A JT (; + + (aT)0 + (11T 10) (27)

with respect to the vectors X(t), a, i and B(t), C, E which satisfy the linear constraints

- x = 0, 0 < t < 1, (28a)

Oux + 8 
= 
0, 0 < t < 1, (28b)

J OAdt + (wo)o + % w)l + c= 0 (28c)

(-X + wxa)o + E 0 , (28d)

(A + 'P)1  = 0. (28e)

From calculus of variations, it is known that Problem (RD) is of the Bolza type. It can be

recast as that of minimizing the augmented functional

JRD = IRO + LRD' (29)

subject to (28), where LRD denotes the Lagrangian functional

TI

LRD = J;A((- x )dt - JoB.A + B)dt

" ~J.d (t 3m)O ( )1"~ + C]

E(-A + wxo)o + E] - rF.T + sxu),
.  

(30)

In Eq. (30). A,(t) denotes an n-vector Lagrange multiplier, B,(t) an m-vector Lagrange multiplier, C.

a p-vector Lagrange multiplier, E. an n-vector Lagrange multiplier, and F, an n-vector Lagrange

multiplier.

The first-order optimality conditions for Problem (RD) take the form

+ T T TA. * #B.,* + (x + ( ) - 0, 0 < t < 1, (31a)

B - B.,- 0, 0<t <1, (31b)

T C* + 0. (31c)

,~~~~~~W Wm a m mm mmmmlIm
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TC. (31d)
(* T r* + 0') 0.

C - C. *0, (31e)

E - E* - 0, (31f)

(A* - E.)0 - 0, (319)

(A* - F.)1 w 0. (31h)

Let the following substitutions be employed:

Ak(t) - A(t). 0 < t < 1, (32a)

B,(t) - B(t). 0 < t < 1, (32b)

C. = C, (32c)

E, - A(O), (32d)

F, = A(l). (32e)

Then, one can readily verify that the feasibility equations and the optimality conditions of Problem

(RD) reduce to the optimality conditions andthe feasibility equations of Problem (RP), respectively.

Clearly, after the transformation (32) is applied, the solution of Problem (RD) yields the solution of

Problem (RP) and viceversa. This means that the multipliers X(t), a, 1 associated with the restorat-

ion phase of SGRA are endowed with a duality property: They also minimize the quadratic functional

(27), subject to (28), for given state, control, and parameter.

2.7. LTP-BVP FOR THE PRIMAL FORMULATION

We return to the primal formulation and present a procedure for solving the linear, two-point

boundary-value problems (LTP-BVP) associated with both the gradient phase [Eqs. (10) and (13)] and the

restoration phase [Eqs. (15) and (18)).

Gradient Phase. We employ a backward-forward integration technique in combination with the

method of particular solutions (Refs. 25-28). The technique requires the execution of b+l independent

sweeps of the differential system (10) and (13), each characterized by a different value of the

multiplier p. Here,b denotes the number of final conditions.

The generic sweep is started by assigning particular values to the components of the multiplier

p. Then, the multiplier A(l) is obtained from Eq. (13e). Next, Eq. (13a) is integrated backward to

obtain the function X(t). With A(t) known, Eq. (13b) is employed to obtain the function B(t). The

multiplier a is obtained from the relation

(WT~ + wTw) 0a + (WT)0 J(ff + *5x)dt + (hn)0 + (g, + 0,) 1 + [wT(-A + hx)lo - , (33)

which arises by combining (lOb), (13c), (13d). With a known, Eq. (13c) is employed to compute C and

Eq. (13d) is employed to compute A(O). Then, the function A(t) is obtained by forward integration of

Eq. (a), subject to the computed values for C and A(O). In this toy, the sweep is completed. It leads

to satisfaction of all the equations of the system (10) and (13), except Eq. (10c). This is because the

values assigned to the components of the multiplier u are arbitrary.
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In order to satisfy Eq. (l0c), and because the system (10) anid (13) is nonhomogeneous, b+l

independent sweeps mustbe executed employing b+I different multiplier vectors I 1, 1,2,.. b. b+l.

The first b sweeps are executed by choosing the vectors u,, u21 ... b to be the columns of the identity

umatrix of order b. The last sweep is executed by choosing ji+ to be the null vector. As a result, one

generates the functions and multipliers

Aim.) Bi(t), Cj, Aimt, oj. ii1 , i = 1,2,.,b, b+l. (34)

Next, we form the following matrices, each having b+l columns:

X =) LA1(t). A2(t). .... A b(t) , Ab.1(t)), (35a)

i(t) -[B 1(t)- 02(t), .. Bb(t), Bb~l(t)], (35b)

C [Cl, C 2, ... I C b, C b+ll (35c)

1(t) - 1), (t), X2(t) . " b(t), Xb+l(t)l, (35d)

2i = [a 1- 2 0' 'b b+l1, (35e)

D '' 11 21.. ub' %1+l- (35f)

Note that D - (1,01, where I is the identity matrix of order b and 0 is the null vector of dimension b.

Also, we introduce the vectors

Tk - jk1. k 2  ."1kbV k b.1] ,(36a)

U = till..,Ill T, (36b)

each having b+l elements.

If the method of particular solutionsi semployed (Refs. 25-28), the general solution of the

system (10) and (13) can be written in the formn

A(t) - A(t)k, B(t) = i(t)k, C =k (37a)

X~)= (t)k. a - ;k, p jk. (37b)

with the following understanding: the components of the vector k must satisfy the scalar normalization

condition

U Tk - 1. (36a)

as well as the vector relation

T- +,T-(3)
Nj.A +*-C)lk - 0,(3b

which forces the satisfaction of Eq. (10c). Since the system (38) has dimension b+l, the components of

the vector k can be computed. With k known, Eqs. (37) yield the solution of the LTP-BVP (10) and (13).

Restoration Phase. We employ a backward-forward integration technique in combination with the

method of particular solutions (Refs. 25-28). The technique requires the execution of b+l independent

sweeps of the differential system (15) and (18), each characterized by a different value of the



24

multiplier pi. Hare, b denotes the nuber of final conditions.

The generic sweep is started by assigning particular values to the components of the multiplier

Ui. Then, the multipietr X(l) is obtained from Eq. (18e). Next, Eq. (18a) is integrated backward to

obtain the function X(t). With A~t) known, Eq. (lab) is employed to obtain the function B~t). The

multiplier a is obtained froum the relation

T~~ Tw TO (1') Tw +
(w~ T.&+(w.j 0 0.Adt + (,l - Tw )0 - a, (39)

which arises by combining (15b), (18c), (lad). With a known, Eq. (18c) is employed to compute C and

Eq. (lad) is employed to compute AMO. Then, the function AMt is obtained by forward integration of

Eq. (15a), subject to the computed values for C and A(O). In this way, the sweep is completed. It leads

to satisfaction of all the equations of the system (15) and (18), except Eq. (15c). This is because the

values assigned to the components of the multiplier 1i are arbitrary.

In order to satisfy Eq. (15c). and because the system (15) and (18) is nonhomogeneous, b+1

independent sweeps must be executed employing b+l different multiplier vectors pi, i 1,2,..b., b+].

The first b sweeps are executed by choosing the vectors )'I- Pi2 . '-Ib to be the columns of the identity

matrix of order b. The last sweep is executed by choosing u%~l to be the null vector. As a result, one

generates the functions and multipliers

Ait). 81(t). ci, Y1 t), dj. Ili i - 1,2,.,b, b+l. (40)

Next, we fore the following matrices, each having b+l columns:

i(t) = [B 1(t), B2(t), .. Bb(t), Bb+l(t)], (41b)

EC [C I, C2  . -Cb, Cb~l], (41c)

. IalV 02, ... ,I ab, ab+l],I (41e)

Also, we introduce the vectors

Tk - 1k1, k2 . .... k b- k 1] * (42a)

U , 001. ........ 1 ,11T. (42b)

each having b+l elements.

If the method of particular solutionsi is mployed (Refs. 25-28), the general solution of the

system (15) and (18) can be written in the form

A(t) - X(t)k. B(t) - i(t)k, C - k. (43a)

A *t - (t)k, a - ;k, u ;k. (43b)

with the following understanding: the components of the vector k must satisfy the scaler normalization
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condition

uTk - 1, 
(44a)

as well as the vector relation

pT, )lk T pj = o, (44b)

which forces the satisfaction of Eq. (15c). Since the system (44) has dimension b+l, the components of

the vector k can be computed. With k known, Eqs. (43) yield the solution of the LTP-BVP (15) and (18).

2.8. LTP-BVP FOR THE DUAL FORiULATION

We return to the dual formulation and present a procedure for solving the linear, two-point

boundary-value problems (LTP-BVP) associated with both the gradient phase [Eqs. (10) and (22)] and the

restoration phase [Eqs. (15) and (28)]. In Section 2.7, these equations were solved directly.

Here, these equations are solved Indirectly by exploiting the duality properties established in Section

2.6. Indeed, it can be shown that the execution of an iteration of SGRA can be reduced to solving a

mathematical programing problem involving a finite number of parameters as unknowns. Hence, the

algorithmic efficiency of both the gradient phase and the restoration phase of SGRA can be enhanced.

Gradient Phase. First, we consider Eqs. (22a) and (22e). We observe that, if j is assigned,

A() can be computed with (22e) and X(t) can be computed by backward integration of (22a). Next, we

execute b+l backward integrations, using Eqs. (22a) and (22e) in combination with b+l different multiplier

vectors ty I - 1,2 ... , b, b+l. The first b integrations are executed by choosing the vectors

1l' 12. ... .b to be the columns of the identity matrix of order b. The last integration is executed

by choosr ,.b+i to be the null vector. As a result, one generates the multipliers

xi(t), vi, i - 1,2 .... b, b+l. (45)

Next, we form the following matrices, each having b+l columns:

(t) - [I(t), X2(t ) . ..... X b(t), Nb-l(t)], (46a)

S[ul' U21 .......... Pb' wb+l]. (46b)

Once more, we note that - 11,0], where I is the identity matrix of order b and 0 is the null vector

of dimension b. Also, we introduce the vectors

k - [kl.k2 .... kb k b+l'T (47a)

U - [1,1 ........ 1,1] 
T ,  

(47b)

each having b+l elements.

If the method of particular solutions isemployed (Refs. 25-28), the general solution of Eqs.

(22a) and (22e) can be written in the form

X(t) - (t)k, p = 5k, (48)

with the following understanding: the components of the vector k must satisfy the scalar normalization

condition
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UTk (49)

Next. we combine Eqs. (22b). (22c), (22d) with Eqs. (48) and obtain the relations

B - *u k, 0 < t < 1, (50a)

C -[f fndt + (h,)0 + (g,)l] - if *Jdt + (,P,)li]k - (Wm)Oa, (50b)

E - -(hx)0 + (I)Ok - (w,)Oa. (50c)

These relations show that B(t), C. E depend only on the parameters k, c.

Finally, upon combining (21) and (50),we obtain the following quadratic function of k, a:

GD" (I/2)kTM
k + 

(1/2)a Mja + k T 3 + NTk + NT + (1/2)L. (51)

Here, the matrices M, M 2- N3- the vectors Mi. N2 .and the scalar L are known. They are defined by

1 1
+ (+TI) + [ jdt + ($y)l

D]T [ dt + (g, r )15 (52a)

S xx T O  (52b)

N3  JIoidt + (4, )lgT(.)O - (KT xO. (52c)

N 1 [f idt + [pjo)li1]T f 1fdt + (h) + (gr), + o (U
) 
Tfudt - (IThx)0. (52d)

T + + + T
N2 = (wT)0

[
ofdt + (hm)0 + (9)ll + ( xhx)o

,  
(52e)

] ~ ~~ dt (,) + ( oufdthhxo.(5f

L = [fdt + (hm)0 + (g) fdt +(h) 0  ()] + fudt + (hh). (52f)

Because of the duality property, the parameters k, a can be obtained by minimizing (51), subject

to (49). Clearly, this auxiliary minimization problem is a mathematical programing problem.

Let B denote a scalar Lagrange multiplier associated with the constraint (49). Let FGD denote

the augmented function

FGD = (1/2)k TM1k + (1/2)oT1420 + kTH 3 a + NTk + N a + (1/2)L + B(U Tk - 1). (53)

With this understanding, the first-order optimality conditions of the auxiliary minimization problem take

the form

(FGD)k = 0 (F GD) 0 = . (54)

Hence. the values of k. a. B are determined by solving the following linear algebraic system:

NIk + H3 a + UB + N1 - 0. (55a)

T k + 24 2  o, (55b)

uTk - I . 0, (65c)

whose dimension is a+b+2. Once k, a, B are known, the multipliers X(t) and pJ are determined with

Eqs. (48). Then, B(t), C, E are obtained with Eqs. (22b), (22c), (22d). Finally, A(t) is determined by
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forward integration of (lOa) subject to A(O) - E and the computed value for C.

Restoration Phase. First, we consider Eqs. (28a) and (28e). We observe that, if V is assigned,

A(l) can be computed with (28e) and X(t) can be computed by backward integration of (28a). Next, we

execute b backward integrations, using Eqs. (28a) and (28e) in combination with b different multiplier

vectors pi, i = 1,2,..., b. Specifically, the vectors i, P2' ... ' b are chosen to be the columns of

the identity matrix of order b. As a result, one generates the multipliers

Xi(t) Pi = 1,2. b. (56)

Next, we form the following matrices, each having b columns:

(t) = [Al(t), A2(t) ...... Xb(t)], (57a)

2 Pl' 12 .......... Pb
]"  (57b)

We note that .= I, where I is the identity matrix of order b. Also, we introduce the vectors

k = [kl,k2 ....... kb]T, (58a)

U = [1,I ......... I], (58b)

each having b elements.

If the method of complementary functions is employed, the general solution of Eqs. (28a) and

(28e) can be written in the form

x(t) = (t)k, p = k. (5g)

Next, we combine Eqs. (28b), (28c), (28d) with Eqs. (59) and obtain the relations

B = -¢u'k, 0 < t < 1, (60a)

C =-[JO 1mdt + (VP)1i5]k - (u,)0
o
a, (60b)

E = (i)ok - (wx)Oa. (60c)

These relations show that B(t), C, E depend only on the parameters k, a.

Finally, upon combining (27) and (60), we obtain the following quadratic function of k,o:

IRD = (1/2)kTnlk + (112 )oTM2o + kTM3o + NTk + NT. (61)

Here, the matrices M1, M2, M3 and the vectors N1, N2 are known. They are defined by

I =" (')T(¢ 3)dt" 
+ (

I
T )O +  

1 IT () I 
( 
€Xd

01 1(uA(uAdt + ( 0 + dt + (0")lIT[JOX dt + O(v)i1, (62a)

T T
x + T 0 (62b)

M2-(Uwxbx +a"r

3 Cj 0 oAdt + (pIT)1i5] (w )0 - (X wx)O, (62c)

N1 "f'T( + *)dt - WTO)1, (62d)

N2 - -(w) O. (62e)

pm.m••m mm mmmm ml mm 'l
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Because of the duality property, the parameters k, a can be obtained by minimizing (61).

Clearly, this auxiliary minimization problem is a mathematical programmng problem, whose first-order

optimality conditions take the form

(IRD)k = O, (IRD)a = 0. (63)

Hence, the values of k, a are determined by solving the following linear algebraic system:

M 1k + M3a + NI = 0, (64a)

M1k + M2 + N2 ' 0, (64b)

whose dimension is a+b. Once k, a are known, the multipliers A(t) and p are determined with Eqs. (59).

Then, 8(t), C, E are obtained with Eqs. (28b), (28c), (28d). Finally, A(t) is determined by forward

integration of (15a), subject to A(O) = E and the computed value for C.

2.9. STEPSIZE DETERMINATION

The procedure for determining the basic functions A(t), B(t), C is different, depending on

whether the primal formulation or the dual formulation is employed. However, the basic functions A(t),

B(t), C are the same, regardless of whether the primal formulation or the dual formulation is used. Hence,

the rules for the determination of the stepsize are coimnon to both the primal formulation and the dual

formulation.

Gradient Stepsize. With the functions A(t), B(t), C known, the one-parameter family of varied

functions (8) can be formed. For this family, the functionals I, J, P take the following form:

I = (o) .1 .3(o, P= Po).(65)

Then, the gradient stepsize a is computed by a one-dimensional search on the function J(a) until the

following relations are satisfied:

(C) 3(o), (66a)

p(= p., (66b)

where P. is a preselected number, not necessarily small.

The simplest way of ensuring satisfaction of (66) is to employ a bisection process, starting

from the reference stepsize a = a.. In turn, the reference stepsize % can be obtained by the combination

of a scanning process and a cubic interpolation process. With the scanning process, one brackets the

minimum point of the function .(a). With the cubic interpolation process, either single-step or multi-

step, one obtains an approximation to the reference stepsize 00. This is the stepsize which yields the

minimum of the cubic approximation to 5(a).

The details of the one-dimensional search can be found in Refs. 15-24 and related publications.

They are omitted here, for the sake of brevity.

Restoration Stepsize. With the functions A(t), B(t), C known, the one-parameter family of varied

functions (8) can be formed. For this family, the functional P takes the following form:

i - i(). (67)
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Then, the restoration stepsize a is computed by a one-dimensional search on the function (67) until the

following relation is satisfied:

(a) C k(o). (68)

The simplest way of ensuring satisfaction of (68) is to employ a bisection process, starting

from the reference stepsize a = a0 . Here, the correct reference stepsize is ao = 1, in that it yields

one-step restoration if the constraints (2) are linear.

2.10. SUMMARY OF THE SEQUENTIAL GRADIENT-RESTORATION ALGORITHM

The sequential-gradient restoration algorithm involves a sequence of two-phase cycles, each

cycle including a gradient phase and a restoration phase. In a complete gradient-restoration cycle, the

value of the functional is decreased, while the constraints are satisfied to a predetermined accuracy;

in the gradient phase, the value of the augmented functional is decreased, while avoiding excessive

constraint violation; in the restoration phase, the constraint error is decreased, while avoiding

excessive change in the value of the functional.

It must be noted that, while the gradient phase involves a single iteration, the restoration

phase might involve several iterations. The decision of whether to execute a gradient iteration or a

restorative iteration is based on the measurement of a single scalar quantity, the constraint error P,

given by Eq. (6a). If the constraint error satisfies Ineq. (7a), a gradient iteration is executed; if

the constraint error violates Ineq. (7a), a restorative iteration is executed.

For both gradient iterations and restorative iterations, the following terminology is employed:

x(t), u(t), ir denote the nominal functions; R(t), U(t), i denote the varied functions; Ax(t), Au(t), An

denote the perturbations leading from the nominal functions to the varied functions; and A(t), B(t), C

denote the perturbations per unit stepsize a. Then, the following relations hold:

R(t) = x(t) + Ax(t) = x(t) + aA(t), (69a)

;(t) = u(t) + Au(t) = u(t) + oB(t), (6gb)

ItT + t Xf IT+aC. (69c)

Thus, each iteration involves two distinct operations: (I) the determination of the basic functions A(t),

B(t), C; and (i) the determination of the stepsize a.

Depending on whether the primal formulation is used or the dual formulation is used, one obtains

a primal sequential gradient-restoration algorithm (PSGRA) or a dual sequential gradient-restoration

algorithm (DSGRA).

Gradient Iteration. Its objective is to reduce the augmented functional J, while the constraints

are satisfied to first order.

Step 1. Assume nominal functions x(t), u(t), m which satisfy the constraints (2) within the

predetermined accuracy (7a).

Step 2. For the nominal functln., compute the basic functions A(t), B(t), C using either the

procedure of Sections 2.5 and 2.7 (primal formulation) or the procedure of Sections 2.6 and 2.8 (dual

formulation).
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Step 3. With the functions A(t), B(t), C known, determine the gradient stepsize a with the

procedure of Section 2.9.

Step 4. Once the gradient stepsize a is known, compute the varied functions 1(t), U(t), if

with Eqs. (69). In this way, the gradient iteration is completed.

Restorative Iteration. Its objective is to reduce the constraint error P, while the constraints

are satisfied to first order and the norm squared of the variations of the control vector, the parameter

vector, and the initial state vector is minimized.

Step 1. Assume nominal function x(t), u(t), iT which violate at least one of the constraints (2).

Step 2. For the nominal functions, compute the basic functions A(t), B(t), C using either the

procedure of Sections 2.5 and 2.7 (primal formulation) or the procedure of Sections 2.6 and 2.8 (dual

formulation).

Step 3. With the functions A(t), B(t), C known, determine the restoration stepsize a with the

procedure of Section 2.9.

Step 4. Once the restoration stepsize a is known, compute the varied functions R(t), G(t), W

with Eqs. (69). In this way, the restorative iteration is completed.

Gradient Phase. The gradient phase includes a single gradient iteration. Hence, the gradient

phase is the same as the gradient iteration discussed previously.

Restoration Phase. The restoration phase might include several restorative iterations. In each

restorative iteration, the constraint error is reduced in accordance with Ineq. (68). The restoration

phase is terminated whenever the constraint error reaches a level compatible with Ineq. (7a).

Gradient-Restoration Cycle. As stated before, a complete gradient-restoration cycle includes a

gradient phase and a restoration phase. After a restoration phase is completed, one must verify whether

the following inequality is satisfied:

I < I; (70)

here, I denotes the value of the functional (1) at the end of the present restoration phase and 1 denotes

the value of the functional (1) at the end of the previous restoration phase. If Ineq. (70) is satisfied,

one starts the next cycle of the sequential gradient-restoration algorithm. If Ineq. (70) is violated,

one returns to the previous gradient phase and reduces the gradient stepsize (using a bisection process)

until, after restoration, the functional I finally decreases.

Starting Condition. The present algorithm can be started with nominal functions x(t), u(t), r

which either violate the constraints (2) or satisfy the constraints (2). If the nominal functions violate

Ineq. (7a), the algorithm starts with a restoration phase; hence, the first cycle is a half cycle involv-

ing only a restoration phase. If the nominal functions satisfy Ineq. (7a), the algorithm starts with a

gradient phase; hence, the first cycle is a complete cycle, involving both a gradient phase and a rest-

oration phase.

Stopping Conditions. The present algorithm is terminated whenever Ineqs. (7a) and (7b) are

satisfied simultaneously. Note that Ineq. (7a) is verified at the end ofa restoration phase/beginning of

a gradient phase. On the other hand, Ineq. (7b) must be verified at the beginning of a gradient phase,

after the multipliers A(t), a, p are computed and before the search for the gradient stepsize is executed.
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2.11. PRIMAL-DUAL PROPERTIES

Some simple relations hold between the values of the functionals associated with the primal

formulation and the values of the functionals associated with the dual formulation. These relations are

stated below without proof.

For the gradient phase, the functionals IGP and IGD' associated with Problems (GP) and (GD),

satisfy the relation

IGP + IGD = 0. (71)

For the restoration phase, the functionals IRp and IRD' associated with Problems (RP) and (RD),

satisfy the relation

IRP + IRD = 0. (72)

2.12. REIARK

For a complete gradient-restoration cycle, the satisfaction of Ineq. (70) is guaranteed by the

different order of magnitude of the variations of the gradient phase and those of the restoration phase.

If LG is the gradient stepsize and N is the restoration stepsize, it can be shown that the variations of

2the gradient phase are of OG). while those of the restoration phase are of O(Rci). Hence, if the

gradient stepsize aG is sufficiently small, the restorative corrections are negligible by comparison with

the gradient corrections. This means that the descent property for the gradient phase implies a descent

property for a complete gradient-restoration cycle.
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PART 3. OPTIMAL AIRCRAFT TRAJECTORIES FOR WINDSHEAR FLIGHT

3 1. OUTLINE

In Part 3, we present the application of the dual sequential gradient-restoration algorith

(DSGRA) to the determination of optimal flight trajectories in the presence of windshear. Both take-off

trajectories and abort landing trajectories are discussed.

Section 3.2 contains the notations, and Section 3.3 contains some general considerations relat-

ive to flight in a windshear. The equations of motion are given in Section 3.4, and the system descript-

ion is given in Section 3.5.

Optimal trajectories are discussed in Section 3.6 for the take-off problem and In Section 3.7

for the abort landing problem. A comparison between the optimal trajectories, the constant pitch traject-

ories, and the maximum angle of attack trajectories is presented in Section 3.8. Finally, the survival

capability of an aircraft in a severe windshear is discussed in Section 3.9.

3.2. NOTATIONS

Throughout Part 3, the British engineering system is employed [the basic units are the not, the

pound (weight),and the second]. The following scalar notations are employed:

CD - drag coefficient; 0 = relative angle of attack (wing), rad;

CL = lift coefficient; Xe absolute angle of attack (wing), rad;

D - drag force, lb; - engine power setting;

g = acceleration of gravity, ft sec-
2
; = relative path inclination, rad;

h , altitude, ft; Ye - absolute path inclination, rad;

L - lift force, lb; 6 - thrust inclination, rad;

m . mass, lb ft
1 

see2 0 . pitch attitude angle (wing), rad;

S - reference surface, ft
2
; A wind intensity parameter;

t = time, sec; p . air density, lb ft
4 

sec
2
;

T - thrust force, lb; . final time, sec;

V - relative velocity, ft sec-
1
; ARL = aircraft reference line;

Ve absolute velocity, ft sec
1
; CPT = constant pitch trajectory;

W - mg - weight, Ib; LAC - landing configuration;

W h  h-component of wind velocity, ft sec-; MAAT = maximum angle of attack trajectory;

Wx  = x-component of wind velocity, ft sec
1
; OT - optimal trajectory;

x = horizontal distance, ft; TOC - take-off configuration.

3.3. FLIGHT IN A WINDSHEAR

Low-altitude windshear is a threat to the safety of aircraft in take-off or landing (Refs. 31-60).

Over the past 20 years, some 30 aircraft accidents have been attributed to windshear. The most notorious

ones are the crash of PANAM Flight 759 on July 9, 1982 at New Orleans International Airport (Boeing 0-727

in take-off, Ref. 33) and the crash of Delta Airlines Flight 191 on August 2, 1985 at Dallas-Fort Worth

International Airport (Lockheed L-1011 in landing, Refs. 39-40).

Low-altitude windshear is usually associated with a severe meteorological phenomenon, called

the downburst (Fig. 1). In turn, a downburst involves a descending column of air, which then spreads

horizontally in the neighborhood of the ground. This condition is hazardous, because an aircraft in

take-off or landing might encounter a headwind coupled with a downdraft, followed by a tailwind coupled

. . . ... ,.mom
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with a downdraft. The transition from headwind to tailwind engenders a transport acceleration, and hence

a wlndshear inertia force (the product of the transport acceleration and the mass of the aircraft). In

turn, the windshear inertia force can be as large as the drag of the aircraft, and in some cases as large

as the thrust of engines. Hence, an inadvertent encounter with a low-altitude windshear can be a

serious problem for even a skilled pilot.

If the wlndshear can be predicted, the best way to deal with the problem is avoidance. Both the

take-off and the landing should be delayed until the weather conditions improve. However, because wind-

shear exists only for a short time and it happens locally and randomly, sometimes avoidance is not

possible and an inadvertent encounter takes place.

Research on optimal trajectories is important for developing guidance schemes and piloting

strategies for flight in a windshear. However, optimal trajectories are difficult to implement, for the

following reasons: (i) for the computation of optimal trajectories, global information on the wind field

is required, while global measurements are not available in today's technique; (ii) the rapid computation

of optimal trajectories is beyond present onboard computer capability. Although the optimal trajectories

are not implementable, they provide criteria for developing guidance trajectories which approximate the

optimal trajectories. Thus, the windshear performance of an optimal trajectory sets up a benchmark; with

this benchmark, the relative merits of different guidance schemes and piloting strategies can be evaluated.

3.4. EQUATIONS OF MOTION

We make use of the relative wind-axes system (Fig. 2) in connection with the following assumpt-

ions: (a) the aircraft is a particle of constant mass; (b) flight takes place in a vertical plane; (c)

Newton's law is valid in an Earth-fixed system; and (d) the wind flow field is steady.

With above premises, the equations of motion include the kinematical equations

= Vcosy + Wx,  (73a)

= Vsiny + Wh- (73b)

and the dynamical equations

V (T/m)cos(a + 6) - D/m - gsiny - (WxcoSy + Whsiny), (74a)

= (T/mV)sin(a + 6) + L/mV - (g/V)cosy + (I/V)(xsiny - Whcosy). (74b)

Because of assumption (d), the total derivatives of the wind velocity components and the corresponding

partial derivatives satisfy the relations

Wx2 (aWx/3x)(Vcosy + Wx ) + (3Wx/ah)(Vsiny + Wh), (75a)

Wh' (Wh/@x)(Vcosy + Wx ) + (Wh/ah)(Vsiny + Wh). (75b)

These relations must be supplemented by the functional relations

T - T(hV,B), (76a)

o - D(h,V,o), (76b)

L I L(h,Va), (76c)
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wx - W,(xh). (76d)

Wh - W,(x.h), (76e)

and by the analytical relations

Ye - arctan[(Vsiny + Wh)/(Vcosy + Wx)], (77a)

a - a + y. (77b)

For a given value of the thrust inclination 6, the differential system (73)-(76) involves four state

variables [the horizontal distance x(t), the altitude h(t), the velocity V(t), and the relative path

inclination y(t)] and two control variables [the angle of attack a(t) and the power setting 0(t)].

However, the number of control variables reduces to one (the angle of attack), if the power setting is

specified in advance. The quantities defined by the analytical relations (77) can be computed a post-

eror, once the values of the state and the control are known.

Angle of Attack Bounds. The angle of attack a and its time derivative a are subject to the

inequalities

S< C,, (78a)

-a. <a <_ a., (78b)

where a,, is a prescribed upper bound and &, is a prescribed, positive constant.

Ineqs. (78) are enforced indirectly via the following transformation technique:

a a ¢, - u2 , (79a)

,; - -(;,/2u)strr, lul > c. (79b)

6 -(a,/2u)sin2(1ru/2C)sinw, lul <. C. (79c)

Here, u(t), w(t) are auxiliary variables and c is a small, positive constant, which is introduced to

prevent the occurrence of boundary singularities. Note that the right-hand sides of Eqs. (7gb)-(79c) are

continuous and have continuous first derivatives at Jul = c. Clearly, when using Eqs. (79) in conjunction

with Eqs. (73)-(76), one must regard a(t), u(t) as state variables and w(t) as control variable.

3.5. SYSTEM DESCRIPTION

In this section, we supply an analytical specification of the system functions (76).

Thrust. The thrust T is written in the form

T - sT.. (80a)

T, - AO + A1V + A2V
2
, (8Ob)

where B is the power setting and T, is a reference thrust, specifically, the thrust corresponding to the
power setting B - 1.

In the take-off problem (Section 3.6), it Is assumed that maximum power setting is employed,

that is.



2-25

*= 1. (81)

In the abort landing problem (Section 3.7), It is assumed that the power setting is increased

at a constant time rate until maximum power setting is reached; afterward, the power setting is held

constant. This yields the relations

" 00 + i0 t, 0 <t i a, (82a)

a 1, a < t < T. (82b)

Here, 0is the initial power setting, 0 is the constant rate of increase of the power setting, a =

(1 - O)/ 0 is the time at which maximum power setting is reached, and T is the final time.

Drag. The drag D is written in the form

D - (1/2)CnoSV , (83a)

CD = B0 + 810 + B2o, C& < OL, (83b)

where p is the air density (assumed constant), S is a reference surface, V is the relative velocity, and

CD is the drag coefficient.

Lift. The lift L is written in the form

L - (1/2)CLPSV
2
, (84a)

CL = C0 + C1 a, a < 1**, (84b)

CL = Co + Cl1 + C2(a - c.)2 a** <a < , (84c)

where p is the air density (assumed constant), S is a reference surface, V is the relative velocity, and

CL is the lift coefficient.

Weight. The mass m of the aircraft is regarded to be constant. Hence, the weight

W - mg (85)

is regarded to be constant.

Aircraft Data. The numerical examples of the subsequent sections refer to a Boeing B-727 air-

craft powered by three JT8D-17 turbofan engines. It is assumed that the runway is located at sea-level

altitude and that the ambient temperature is 100 deg F.

Two different configurations are considered, a take-off configuration (TOC) and a landing

configuration (LAC). For the TOC, it is assumed that the gear is up, the flap setting is 6 5F 15 deg,

and the weight is W - 180,000 lb. For the LAC, it is assumed that the gear is down, the flap setting is

6F - 30 deg, and the weight is W - 150,000 lb.

Figure 3 shows the thrust function T.(V); Fig. 4 shows the drag coefficient function Co(Q) for

both the take-off configuration and the landing configuration; and Fig. 5 shows the lift coefficient

function CL(o) for both the take-off configuration and the landing configuration.

Mind Mdel. In this paper, the following particular wind model is assumed:

wx - AA(x), (86a)
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Uh 5 A(h/h.)B(x), (86b)

with

A- ASx/AWx,. (86c)

The function Ax represents the distribution of the horizontal wind versus the horizontal distance

(Fig. 6); the function B(x) represents the distribution of the vertcal wnd versus the horizontal

distance (Fig. 6); the parameter A characterizes the intensity of the shear/downdraft combination; AWx

is the horizontal wind velocity difference (maximum tailwind minus maximum headwind); AWx. - 100 ft sec
"1

is a reference value for the horizontal wind velocity difference; and h, - 1000 ft is a reference value

for the altitude.

The one-parameter family of wind models (86) has the following properties: (a) it represents

the transition from a uniform headwind to a uniform tailwind, with nearly constant shear in the core of

the downburst; (b) the downdraft achieves maximum negative value at the center of the downburst; (c)

the downdraft vanishes at h = 0; and (d) the functions W, Wh nearly satisfy the continuity equation

and the irrotationality condition in the core of the downburst.

Decreasing values of A (hence, decreasing values of Awx) correspond to milder windshears;

conversely, increasing values of A (hence, increasing values of AWx) correspond to more severe wind-

shears. If one excludes the 1983 windshear episode at Andrews AFB, the highest value of X ever recorded

is A = 1.40, corresponding to AWx = 140 ft sec
-1
. Hence, values of A in the following range are

considered:

0.8 < A < 1.4, (87a)

corresponding to values of AWx in the following range:

80 < AWx < 140 ft sec
"1
. (87b)

3.6. TAKE-OFF PROBLEM

For the take-off problem, we assume that: (I) maximum power setting is employed; hence, the only

control is the angle of attack; (ii) the constraints (73)-(79) must be satisfied; (iII) the initial

conditions are given; and (iv) at the final point, gamma recovery is required, that is,

Y, " YO " 
Y*
. (88)

where y. is the path inclination for quasi-steady steepest climb (TOC).

The performance index being minimized is the peak value of the modulus of the difference between

the absolute path inclination and a reference value,

I = maxly e - YeeI,  0 < t < T; (89)

t-

here, ye is given by Eq. (77a) and YeR - YeO is a reference value.

This is a minimax problem or Chebyshev problem of optimal control. It can be reformulated as a

Bola problem of optimal control, in which one minimizes the integral performance index (Ref. 29)
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J " (Y - Ye) qdt, (90)

for large values of the positive, even exponent q.

Numerical Data. The computations presented here refer to the Boeing B-727 aircraft powered by

three JT80-17 turbofan engines. It is assumed that: the runwey is located at sea-level altitude; the

ambient temperature is 100 deg F; the gear is up; the flap setting is 6F - 15 deg; the take-off weight

is W = 180.000 lb.

The inequality constraints (78) on the angle of attack are enforced with

, = 16.0 deg, (91a)

&. = 3.0 deg sec-
1  

(9lb)

The following conditions are assumed at the initial point:

x0 - 0 ft, (92a)

h0 = 50 ft. (92b)

V0 = 164 knots - 276.8 ft sec
"1
, (92c)

YO = 6.989 deg, (92d)

and at the final point:

y - 6.989 deg; (93a)

the final time is assumed to be

= 40 sec. (93b)

For the windshear model assumed, this time is about twice the duration of the windshear encounter

(At - 18 sec).

Numerical Results. Numerical results were obtained using the dual sequential gradient-restoration

algorithm (DSGRA) of Part 2. They are shown in Fig. 7, which contains three parts: the altitude h versus

the time t (Fig. 7A); the velocity V versus the time t (Fig. 7B); and the angle of attack a versus the

time t (Fig. 7C). From Fig. 7, the following coments arise:

(a) the path inclination of the optimal trajectory decreases as the windshear intensity

increases; for a severe windshear, AWx - 110 ft sec
"1
, the optimal trajectory is nearly horizontal in the

shear region; in the aftershear region, the optimal trajectory ascends;

(b) the velocity decreases in the shear region and increases in the aftershear region; the

point of minitmm velocity occurs at the end of the shear; the value of the minimum velocity is nearly

independent of the windshear intensity;

(c) the angle of attack exhibits an initial decrease, followed by a gradual, sustained

increase; the maximum value of the angle of attack is reached at about the end of the shear; then, the

angle of attack decreases gradually in the aftershear region.
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3.7. ABORT LAMDING PROBLEM

For the abort landing problem, we assuie that: (i) maximum power setting is mployed; namely.

the power setting is increased to the maximum value at a constant time rate; afterard, the maximu

value is maintained; hence, the only control is the angle of attack; (i) the constraints (73)-(79) must

be satisfied; (iii) the initial conditions are given; and (iv) at the final Point, gm recovery is

required, that is,

YT ' 
Y*. (94)

where y, is the path inclination for quasi-steady steepest climb (LAC).

The performance index being minimized is the peak value of the modulus of the difference between

the instantaneous altitude and a reference value,

I - maxlh R - hI ,  0 < t < T; (95)
t

here, hR s h, - 1000 ft is a constant reference value.

This is a minimax problem or Chebyshev problem of optimal control. It can be reformulated as a

Bolza problem of optimal control, in which one minimizes the integral performance index (Ref. 29)

J= (hR - h (96)

for large values of the positive, even exponent q.

Numerical Data. The computations presented here refer to the Boeing B-727 aircraft powered by

three JT8D-17 turbofan engines. It is assumed that: the runway is located at sea-level altitude; the

ambient temperature is 100 deg F; the gear is down; the flap setting is 6F ' 30 deg; the landing weight

is W - 150,000 lb.

The inequality constraints (78) on the angle of attack are enforced with

m. - 17.2 deg, (97a)

&. - 3.0 deg sec "1
. (97b)

The following conditions are assumed at the initial point:

x0 - 0 ft, (98a)

h0 - 600 ft, (98b)

V0 - 142 knots - 239.7 ft sec-1 , (98c)

YeO'- 3.O deg, (98d)

and at the final point:

Y'r " 7.431 deg; (99)

the final time is assumed to be

- 40 sec. (99)

In •inn m l • Im•mn ~
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For the windshear model assumed, this time is about twice the duration of the windshear encounter

(At - 22 sec).

Numerical Results. Numerical results were obtained using the dual sequential gradient-restoration

algorithm (DSGRA) of Part 2. They are shown in Fig. 8, which contains three parts: the altitude h versus

the time t (Fig. 8A); the velocity V versus the time t (Fig. 8B);and the angle of attack a versus the time t

(Fig. 8C). From Fig. 8, the following comients arise:

(a) the optimal trajectory includes three branches: a descending flight branch, followed by

a nearly horizontal flight branch, followed by an ascending flight branch after the aircraft has passed

through the shear region; the maximum altitude drop increases with the windshear intensity and the

initial altitude;

(b) the velocity decreases in the shear region and increases in the aftershear region; the

point of minimum velocity occurs at the end of the shear; the value of the minimum velocity is nearly

independent of the windshear intensity;

(c) the angle of attack exhibits an initial decrease, followed by a gradual, sustained

increase; the maximum value of the angle of attack is reached at about the end of the shear; then,

the angle of attack decreases gradually in the aftershear region.

3.8. COMPARISON OF TRAJECTORIES

In this section, we compare three trajectories: the optimal trajectory (OT), the constant pitch

trajectory (CPT), and the meximum angle of attack trajectory (MAAT). The comparison is done for both the

take-off problem and the abort landing problem.

For the take-off problem, the comparison is shown in Fig. 9 for the windshear intensity AWx =

100 ft sec-
1
. Clearly, the OT exhibits a monotonic climb behavior, while the CPT nearly touches the

ground, and the MAAT crashes.

For the abort landing problem, the comparison is shown in Fig. 10 for the windshear intensity

AWX = 120 ft sec
-1
. Clearly, the minimum altitude of the OT is higher than the minimum altitude of the

CPT, which in turn is higher than the minimum altitude of the MAAT. While both the OT and the CPT avoid

the ground, the MAT crashes.

3.9. SURVIVAL CAPABILITY

In this section, we analyze the survival capability of an aircraft in a severe windshear.

Indicative of this survival capability is the windshear/downdraft combination which results in the

minimum altitude being equal to the ground altitude.

To analyze this important problem, we recall the windshear model (86), where X is a parameter

characterizing the intensity of the windshear/downdraft combination. By increasing the value of %,

more intense windshear/downdraft combinations are generated until a critical value Xc is found such that

hmin - 0 for a particular trajectory type.

More precisely, we consider the optimal trajectory (OT), the constant pitch trajetory (CPT),

and the maximum angle of attack trajectory (MAAT) in connection with both the take-off problem and the

abort landing problm. The results are shown in Tables 1-2, which display the following information: the

initial altitude ho; the critical value of the wind Intensity parameter Xc; the critical value of the wind

velocity difference Mxc; and the windshear efficiency ratio IER, defined to be
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WEl * (.c)PT/(c)OT ' (Wdxc)PT/(AWc)O Tr (100)

Here, the subscript PT denotes a particular trajectory and the subscript OT denotes the optimal traject-

ory. It appears that, for both the take-off problem and the abort landing problem, the survival capabi-

lity of the OT is superior to that of the CPT, which in turn is superior to that of the r4AAT.

Table 1. Survival capability in take-off.

Trajectory h0  x c AWxc WER

(ft) (fps)

OT 50 1.195 119.5 1.000

CPT 50 1.018 101.8 0.852

MAT 50 0.577 57.7 0.483

Table 2. Survival capability in abort landing.

Trajectory h0  Ac Agxc WER

(ft) (fps)

OT 600 1.871 187.1 1.000

CPT 600 1.394 139.4 0.745

MAT 600 0.817 81.7 0.437
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Fig. 1. Downburst configuration.
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Fig. 2. Coordinate system and force diagram.
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Fig. 3. Thrust r. versus velocity V for the Boeing B-727 aircraft

(maximum power setting, sea-level altitude, ambient

temperature - 100 deg F).
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Fig. 4. Drag coefficient CD versus angle of attack a for the
Boeing B-727 aircraft (TOC - take-off configuration,
LAC =landing configuration).
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Fig. 5. Lift coefficient CL versus angle of attack a for the

Boeing B-727 aircraft (TOC - take-off configuration,

LAC = landing configuration).
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Fig. 7A. Optimal take-off trajectories,
altitude h versus time t.
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Fig. 7B. Optimal take-off trajectories,
velocity V versus time t.

20

RLPIR( DEG)

15

q. T(SEC)

Fig. 7C. Optimal take-off trajectories,
angle of attack a versus time t.
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Fig. 8A. Optimal abort landing trajectories,

altitude h versus time t.

50
(D DX=100

V(FSIA DWX=120
V(FB)+ DWX=140

300

' 200

1501 T ( EC )
e0 a l Is 24 '92 4

Fig. 88. Optimal abort landing trajectories,
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Fig. 8C. Optimal abort landing trajectories.

angle of attack a versus time t.
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Fig. 9. Comparison of take-off trajectories,
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Fig. 10. Comparison of abort landing trajectories,

altitude h versus time t (AWx = 120 ft/sec).
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PART 4. OPTIMAL SPACECRAFT TRAJECTORIES FOR COPLANAR AEROASSISTED ORBITAL TRANSFER

4.1. OUTLINE

In Part 4, we present the application of the primal sequential gradient-restoration algorithm

(PSGRA) to the determination of optimal trajectories for coplanar aeroassisted orbital transfer (AOT).

Section 4.2 contains the notations, and Section 4.3 contains some general considerations

relative to aeroassisted orbital transfer. The equations of motion are given in Section 4.4, and the

system description is given in Section 4.5.

The performance indexes of interest for AOT maneuvers are discussed in Section 4.6 within the

frame of three problems: minimization of the total characteristic velocity; minimization of the time in-

tegral of the square of the path inclination; and minimization of the peak heating rate. The solutions

of these problems are presented in Section 4.7. It is shown that these solutions are nearly indisting-

uishable from one another from the point of view of the total characteristic velocity and the peak

heating rate.

4.2. NOTATIONS

Throughout Part 4, the metric system of physics is employed [the basic units are the meter, the

kilogram(mass),and the second]. The following scalar notations are employed:

C0  = drag coefficient; S = reference surface, m2

C = zero-lift drag coefficient; t = dimensionless time, 0 < t < 1;

CL = lift coefficient; V = velocity, m sec-I;

D = drag, N; y = path inclination, rad;

g = local acceleration of gravity, m sec-2 * = Earth's gravitational constant, m3sec-2

h - altitude, m; P = air density, Kg m3

H = height of the atmosphere, m; T w flight time, sac;

K = induced drag factor; AV = characteristic velocity, m sec
-1
.

L . lift, N; Subscripts

m = mass, Kg; 0 = entry into the atmosphere;

r = radial distance from the center of the Earth, m; 1 = exit from the atmosphere;

re  - radius of the Earth, m; 00 - exit from HEO (high Earth orbit);

ra = radius of the outer edge of the atmosphere, m; 11 entry into LEO (low Earth orbit).

4.3. AEmOASSINTEU ORBITAL TRANSFER

Since the initial paper by London (Ref. 71), considerable research has been done u., aeroassisted

orbital transfer (AOT). especially on the optimization and guidance of flight trajectories. For surveys

of the state of the art, see the papers by Walberg (Ref. 69) and tease (Ref. 86). See also the Special

Issue on Hypervelocity Flight of the Journal of the Astronautical Sciences (Ref. 70) and the papers therein

(Refs. 86-94).

While most of the work on optimal trajectories has dealt with minimum-fuel transfers (namely,

transfers minimizing the total characteristic velocity), the work performed at Rice University under JPL

sponsorship has dealt with transfers minimizing alternative performance indexes (for instance, the peak

heating rate, the peak dynamic pressure, and the peak altitude drop during the atmospheric part of the

AOT maneuver). See Refs. 80-85.
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In the following sections, we summarize some of the research done at Rice University on

coplanar, aeroassisted orbital transfer from high Earth orbit (HEO) to low Earth orbit (LEO). We employ

the following assumptions: (i) the initial and final orbits are circular; (ii) two tangential impulses

are employed, one at HEO and one at LEO; (iii) the gravitational field is central and is governed by the

inverse square law.

The four key points of the maneuver are these: O0 (HEO exit); 0 (atmospheric entry); 1 (atmos-

pheric exit); 11 (LEO entry). The maneuver starts with a tangential propulsive burn, having character-

istic velocity AVo0 , at point 00; here, the spacecraft enters into an elliptical transfer orbit, connect-

ing the points 00 and 0. At point 0, the spacecraft enters into the atmosphere; during the atmospheric

pass, the velocity of the spacecraft is reduced, due to the aerodynamic drag. At point I, the spacecraft

exits from the atmosphere; then, the spacecraft enters into an elliptical transfer orbit connecting the

points 1 and 11. The maneuver ends with a tangential propulsive burn, having characteristic velocity

AV,, at point 11; here, the spacecraft enters into the low Earth orbit, in that the magnitude of AV

is such that the desired circularization into LEO is achieved.

4.4. EQUATIONS OF MOTION

With reference to the atmospheric portion of the trajectory of an AOT vehicle, the following

hypotheses are employed: (a) the flight is made with engine shut-off; hence, the AOT vehicle behaves as a

particle of constant mass; (b) Coriolis acceleration terms and transport acceleration terms are neglected;

(c) the aerodynamic forces are evaluated using the inertial velocity, rather than the relative velocity;

(d) under extreme hypersonic conditions, the dependence of the aerodynamic coefficients on the Mach

number and the Reynolds number is disregarded.

Differential System. With the above assumptions, and upon normalizing the flight time to unity,

the equations of motion are given by

= T/VsIny], (lOla)

V= (-D/m - gsinyl, (101b)

SI[L/mV + (V/r - g/V)cosyl. (lOlc)

In the above equations,

r = re + h, g = i/r 
2

, (102)

D = (1/2)CDPSV
2
, L = (1/2)CLPSV

2
. (103)

The density function p = p(h) can be found in Ref. 95. In particular, if a parabolic polar is

postulated, the relation between the drag coefficent and the lift coefficient Is given by

CD = CO + KC
2  

(104)

Boundary Conditions. At the entry into the atmosphere (t 0 0) and at the exit from the atmosphere

(t = 1), certain static and dynamic boundary conditions must be satisfied. Specifically, at atmospheric

entry, we have

h0 . H, (105a)

0. - - m m i . .
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2 V2 2 2 2V2 2IlObr0(
2  

_) - N r a + raV0Cos YO 0, (1b)

where Va is the circular velocity at r = ra. In addition, at atmospheric exit, we have

h 1 H, (106a)
1,2V 
2  

2 2 , 2 2 2 .0 o l(0b
rll(2Vt - V I 2rllraVa raVlc°S 0. (1Db)

Equations (105a) and (106a) reflect the definition of thickness of the atmosphere; Eq. (105b) arises from

energy conservation and angular momentum conservation applied to the HEO-to-entry transfer orbit; and

Eq. (106b) arises from energy conservation and angular moeentum conservation applied to the exit-to-LEO

transfer orbit.

Inequality Constraints. To ensure that the vehicle enters into the atmosphere at point 0 and

exits from the atmosphere at point 1, the terminal path inclinations yo, yl must satisfy the inequality

constraints

YO 0 O, (107a)

Yl !O. (107b)

These inequality constraints can be converted into equality constraints by means of the Valentine

transformations

YD + 
n2 = 0, (108a)

yI _ -2 = D, (108b)

where p, c denote parameters to be determined.

In addition, to obtain realistic solutions, the presence of upper and lower bounds on the lift

coefficient is necessary. Therefore, the two-sided inequality constraint

CLa < CL : CLb (109)

must be satisfied everywhere along the interval ofintegration. The above inequality constraint can be

converted into an equality constraint by means of the trigonometric transformation

CL = (1/
2
)(CLa + CLb) + (1/

2
)(CLb - CLa )sin, (110)

in which B(t) denotes an auxiliary control variable.

Summary. To sum up, the equations governing the atmospheric pass include the differential system

(101)-(104), the boundary conditions (105)-(106), and the inequality constraints (107) and (109),

converted into equality constraints by means of the transformations (108) and (110). In this formulation,

the independent variable is the dimensionless time t, 0 < t < 1. The dependent variables include three

state variables [h(t), V(t), y(t)], one control variable [8(t)], and three parameters (T, n, ]. After

a solution is found for the auxiliary control 0(t), the original control CL(t) is recovered via Eq. (110).

4.5. SYSTEM DESCRIPTION

The numerical examples of the subsequent sections refer to a spacecraft characterized as follows:

the mass per unit reference surface is m/S - 300 Kg/m 
2
; the zero-lift drag coefficient is C DO 0.21;
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the induced drag factor is K = 1.67; the maximum lift-to-drag ratio is Emav = 0.8443; the bounds on the

lift coefficient are CLa = -0.9 and CLb = +0.9.

For the transfer maneuver, the HEO radius is r 0 = 
2
ra = 12996 Km, and the LEO radius is ril =

ra + 60 Kin = 6558 Kin.

The following physical constants are used in the computation: the radius of the Earth is

r e = 6378 Km; the radius of the outer edge of the atmosphere is ra = 6498 Km; the height of the atmosphere

is H = ra - re = 120 Km; and the Earth's gravitational constant is p = 398600 Km3/sec
2 .

The atmospheric model assumed is that of the US Standard Atmosphere, 1976 (see Ref. 95). In

this model, the values of the density are tabulated at discrete altitudes. For intermediate altitudes,

the density is computed by assuming an exponential fit for the function p(h).

4.6. PERFURrIANCE INDEXES

Subject to the previous constraints, different AOT optimization problems can be formulated, de-

pending on the performance index chosen. The resulting optimal control problems are either of the Bolza

type [see Problems (P1) and (P2) below] or of the Chebyshev type [see Problem (P3) belowl

Problem (Pl). It is required to minimize the energy needed for orbital transfer. A measure of

this energy is the total characteristic velocity AV, the sum of the initial characteristic velocity AV00

associated with the propulsive burn from HEU and the final characteristic velocity AV,, associated with

the propulsive burn into LEO. Clearly,

I = AV = AV00 + AV.ll (lla)

with

AVo0 = Vai(ra/roO) - V0 (ra/roo)cOSYo, (111b)

AVII = Va/(ra/ril) - Vl(ra/rl)cosyl. (11lc)

Problem (P21. It is required to minimize the time integral of the square of the path inclination.

Here, the performance index is given by

I 
2

Ty2dt. (112)

The trajectory obtained by minimizing the performance index (112) is called nearly-grazing trajectory.

Problem (P3). It is required to minimize the peak value of the heating rate at a particular

point of the spacecraft, for instance, the stagnation point. The performance index is given by

I - PHR = max(CVpV
3
.
08
), (113)

t

where C is a dimensional constant.

This is a minimax problem or Chebyshev problem of optimal control. It can be reformulated as a

Bolza problem of optimal control, In which one minimizes the integral performance index (Ref. 29)

j fr(COV3 08)qdt, (114)

for large values of the positive exponent q.
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4.7. NUMERICAL SOLUTIONS

Problems (Pl)-(P3) were solved employing the primal sequential-gradient restoration algorithm

(PSGA) of Part 2 in conjunction with the equations of motion of Section 4.4 and the system data of

Section 4.5. Summary results are shown in Tables 3-4. Table 3 presents the values of the performance

indexes (il1). (112). (113) for all of the solutions of Problems (P1), (P2), (P3). Table 4 presents the

components of the total characteristic velocity and the flight time. The following comatents are pertinent:

(i) The solutions (P1), (P2), (P3) are nearly indistinguishable from one another from the

point of view of the total characteristic velocity and the peak heating rate.

(i) The total characteristic velocity of the solutions (PI), (P2), (P3) is less than half

that of the two-impulse Holann transfer, AV - 2.194 he/sec.

For the nearly-grazing solution (P2), the time history of the state variables and the control

variable is shown in Fig. 11, which contains four parts: the altitude h versus the time t (Fig. lIA);

the velocity V versus the time t (Fig. liB); the path inclination y versus the time t (Fig. 1lC); and

the lift coefficient CL versus the time t (Fig. 110).

Table 3. Results for coplanar transfer.

(PI) (P2) (P3) Units

AV 1.050 1.050 1.050 Km/sec

lTy2fdt 0.1593 0.1591 0.1606 (rad) 2sec

PHR 31.66 31.66 31.64 W/cm
2

PHR = Peak heating rate. Note that PHR values are based on a reference

heating rate (heating rate at h 
= 

40 Km and V - V a) of 348.7 W/cm
2.

Also note that, should the reference heating rate change, PHR values

would change proportionally.

Table 4. Results for coplanar transfer.

(P1) (P2) (P3) Units

AV00 1.024 1.024 1.024 he/sec

AV11 0.026 0.026 0.026 he/sec

AV 1.050 1.050 1.050 he/sec

1657 1696 1560 sec
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120

ALTITUDE

so

0.0 0.5 T 1.0

Fig. 11A. Nearly-grazing trajectory,

altitude h(Kj) versus time t.

10

VELOCITY

0.0 0.6 T 1.0

Fig. 11B. Nearly-grazing trajectory,

velocity V(Kji/sec) versus time t,

I

GANNA

0/

-5

0.0 0. T 1.0

Fig. 11C. Wearly-grazing trajectory,

path inclination y(deq) versus time t.

0.9

CL

0.0

0.0 0.5 T 1.0

Fig. 11D. Nearly-grazing trajectory,

lift coefficient CL versus time t.
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PART 5. OPTIMAL SPACECRAFT TRAJECTORIES FOR NONCOPLANAR AEROASSISTED ORBITAL TRANSFER

5. !. OUTLINE

In Part 5, we present the application of the primal sequential gradient-restoration algorithm

(PSGRA) to the determination of optimal trajectories for noncoplanar aeroassisted orbital transfer (AOT).

Section 5.2 contains the notations, and Section 5.3 contains some general considerations

relative to aeroassisted orbital transfer. The equations of motion are given in Section 5.4, and the

system description is given in Section 5.5.

The performance indexes of interest for AOT maneuvers are discussed in Section 5.6 within the

frame of three problems: minimization of the total characteristic velocity; minimization of the time in-

tegral of the square of the path inclination; and minimization of the peak heating rate. The solutions

of these problems are presented inSection 5.7. In particular, it is shown that the nearly-grazing

solution (namely, the solution minimizing the time integral of the square of the path inclination)

constitutes a useful engineering compromise between energy requirements and aerodynamic heating require-

ments.

5.2. NOTATIONS

Throughout Part 5, the metric system of physics is employed [the basic units are the meter, the

kilogram(mass),and the second]. The following scalar notations are employed:

CD = drag coefficient; S = reference surface, m2

C0  = zero-lift drag coefficient; t = dimensionless time, 0 < t < l;

CL = lift coefficient; V = velocity, m sec-I;

D = drag, N; y = path inclination, rad;

g = local acceleration of gravity, m sec-2; 8 = longitude, rad;

h = altitude, m; U = Earth's gravitational constant, m 3sec-2

H . height of the atmosphere, m; p = air density, Kg m3

i = total plane change, red; a = angle of bank, rad;

ia = atmospheric plane change, rad; T = flight time, sec;

is = space plane change, rad; 0= latitude, rad;

K = induced drag factor; p = heading angle, rad;

L = lift, N; AV = characteristic velocity, m sec
-
1
.

m = mass, Kg; Subscripts

r * radial distance from the center of the Earth, m; 0 = entry into the atmosphere;

re ' radius of the Earth, m; I - exit from the atmosphere;

ra ' radius of the outer edge of the atmosphere, m; 00 = exit from HEO (high Earth orbit);

11 
= 

entry into LEO (low Earth orbit).

5.3. AEROASSISTED ORBITAL TRANSFER

Noncoplanar orbital transfer is considerably more important than coplanar orbital transfer.

Not only the initial motivation for AOT maneuvers was supplied by the plane change problem (Ref. 71),

but a large number of the references listed at the end of this paper (Refs. 61-gs) deal with the plane

change problem.

In the following sections, we summarize some of the research done at Rice University on non-

coplanar, aeroassisted orbital transfer from high Earth orbit (HEO) to low Earth orbit (LEO). We employ
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the following assumptions: (I) the initial and final orbits are circular; (ii) three impulses are

employed: a nontangential impulse at HEO, a tangential impulse at atmospheric exit, and a tangential

impulse at LEO; (III) the plane change is performed partly in space and partly in the atmosphere; and

(iv) the gravitational field is central and is governed by the inverse square law.

The four key points of the maneuver are these: 00 (HEO exit); 0 (atmospheric entry); I (atmos-

pheric exit); 11 (LEO entry). The maneuver starts with a nontangential propulsive burn, having charact-

eristic velocity AVo0, at point 00. Here, the spacecraft performs the plane change is and enters into an

elliptical transfer orbit, connecting the points 00 and 0. At point 0, the spacecraft enters into the

atmosphere; after traversing the upper layers of the atmosphere, it exits from the atmosphere at point 1.

During the atmospheric pass, the velocity of the spacecraft is reduced, due to the aerodynamic drag; in

addition, the plane change 'a is performed gradually. At point 1, the spacecraft exits from the atmos-

phere; right at the exit, a tangential propulsive burn takes place, having characteristic velocity AVI.

Here, the spacecraft enters into an elliptical transfer orbit connecting the points I and 11. The

maneuver ends with a tangential propulsive burn, having characteristic velocity AV11 , at point 11. Here,

the spacecraft enters into the low Earth orbit, in that the magnitude of AV11 is such that the desired

circularization into LEO is achieved.

5.4. EQUATIONS OF MOTION

With reference to the atmospheric portion of the trajectory of an AOT vehicle, the following

hypotheses are employed: (a) the flight is made with engine shutt-off; hence, the AOT vehicle behaves as a

particle of constant mass; (b) Corlolis acceleration terms and transport acceleration terms are neglected;

(c) the aerodynamic forces are evaluated using the inertial velocity, rather than the relative velocity;

(d) under extreme hypersonic conditions, the dependence of the aerodynamic coefficients on the Mach

number and the Reynolds number is disregarded.

Differential System. With the above assumptions, and upon normalizing the flight time to unity,

the equations of motion are given by

h T[Vsinyl, (l15a)

V T[-D/m - gsinyl, (llSb)

= 'r(L/mV)coso+ (V/r - g/V)cosyl, (11Sc)

= T[Vcosycosw/rcosol, (11Sd)

= r[Vcosysinp/rl, (15e)

= tE(L/mV)sino/cosy - (V/r)cosycosotanol (11Sf)

In the above equations,

r - re + h, g = p/r
2,  

(116)

D - (1/2)CDPSV
2
, L = (1/2)CLPSV

2
. (117)

The density function p = p(h) can be found in Ref. 95. In particular, if a parabolic polar is postulated,

the relation between the drag coefficient and the lift coefficient is given by
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C CDO + KCL2. (118)

Boundary Conditions. At the entry into the atmosphere (t = 0) and at the exit from the atmosphere

(t - 1), certain static and dynamic boundary conditions must be satisfied. Specifically, at atmospheric

entry, we have

h0 . H, (119a)

2,.2 _ 2 r V2 2 2 (19b)
00 V 0) -0 ra 0  =

0 = 0, (119c)

00 = 0. (119d)

we = 0, (lge)

where Va is the circular velocity at r = ra. In addition, at atmospheric exit, we have

h] = H, (120a)

r2 1[2 (VI + )2 2 + ,)2Cos2 l 0, (120b)rll[2Va (V .
2rllraVa + ra(V1 + ~ o ,(2b

cos~lcos 1 - cosia : 0, (120c)

where t is the velocity impulse at point 1. Equations (119a) and (120a) reflect the definition of

thickness of the atmosphere; Eq. (11gb) arises from energy conservation and angular momentum conservation

applied to the HEO-to-entry transfer orbit; Eq. (120b) arises from energy conservation and angular

momentum conservation applied to the exit-to-LEO transfer orbit; Eqs. (119c), (119d), (119e) assume a

particular type of entry, with the entry velocity contained in the equatorial plane; and Eq. (120c)

constitutes arelation between the exit latitude, the exit heading angle, and the atmospheric plane change.

Plane Change Condition. For noncoplanar orbital transfer, the following approximate relation

holds between the total plane change, the space plane change, and the atmospheric plane change:

i= is + ia' (121)

where is, ia are parameters.It must be emphasized that the linear relation (121) is only an approximation.

For more precise calculations, Eq. (121) must be replaced by nonlinear equations (Refs. 77 and 85).

However, for feasibility studies directed atassessing the relative merits of various optimal trajectories,

the simpler linear relation (121) is sufficiently accurate: it predicts the total plane change I with a

precision of the order of 0.5% or better.

Inequality Constraints. To ensure that the vehicle enters into the atmosphere at point 0 and

exits from the atmosphere at point 1. the termlnal path inclinations yo, y1 must satisfy the inequality

constraints

O < O, (122a)

Y1 0. (122b)
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These inequality constraints can be converted into equality constraints by means of the Valentine

transformations

YO 
+ 

2 = 0, (123a)

Yl - 2 = 0, (123b)

where n, i denote parameters to be determined.

In addition, to obtain realistic solutions, the presence of upper and lower bounds on the lift

coefficient is necessary. Therefore, the two-sided inequality constraint

CLa c CL < C Lb (124)

must be satisfied everywhere along the interval of integration. The above inequality constraint can be

converted into an equality constraint by means of the trigonometric transformation

CL = (1/
2
)(CLa + CLb) + (1/2)(CLb - CLa)sina, (125)

in which B(t) denotes an auxiliary control variable.

Summary. To sum up, the equations governing the atmospheric pass include the differential system

(115)-(118), the boundary conditions (119)-(120), the plane change condition (121), and the inequality

constraints (122) and (124), converted into equality constraints by means of the transformations (123)

and (125). In this formulation, the independent variable is the dimensionless time t, 0 < t < 1. The

dependent variables include six state variables [h(t), V(t), y(t), e(t), 0(t), ,(t)], two control variables

[8(t), o(t)], and six parameters (T, E, n, 4, is, 'a]. After a solution is found for the auxiliary

control B(t), the original control CL(t) is recovered via Eq. (125).

5.5. SYSTEM DESCRIPTION

The numerical examples of the subsequent sections refer to a spacecraft characterized as follows:

the mass per unit reference surface is m/S = 300 Kg/m2; the zero-lift drag coefficient is CDO = 0.10; the

induced drag factor is K = 1.11; the maximum lift-to-drag ratio is Emax = 1.50; the bounds on the lift

coefficient are CLa = -0.9 and CLb = +0.9.

For the transfer maneuver, the HEO radius is rDo0  
2
ra = 12996 Km, the LEO radius is r 1

ra + 60 Km = 6558 Km, and the prescribed plane change lsi = 30 deg.

The following physical constants are used in the computation: the radius of the Earth is

re = 6378 Ein; the radius of the outer edge of the atmosphere is ra = 6498 Km; the height of the atmosphere

is H = ra - re = 120 Km; and the Earth's gravitational constant is W = 398600 Km 
3
/sec

2.

The atmospheric model assumed is that of the US Standard Atmosphere, 1976 (see Ref. 95). In

this model, the values of the density are tabulated at discrete altitudes. For intermediate altitudes,

the density is computed by assuming an exponential fit for the function p(h).

5.6. PERFORMANCE INDEXES

Subject to the previous constraints, different AOT optimization problems can be formulated, de-

pending on the performance index chosen. The resulting optimal control problems are either of the Bolza

type [see Problems (P1) and (P2) below] or of the Chebyshev type [see Problem (P3) below].

Problem (Pl). It is required to minimize the energy needed for orbital transfer. A measure of

this energy is the total characeristic velocity AV, the sum of the initial characteristic velocity AV00
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associated with the propulsive burn from HEO, the final characteristic velocity AV11 associated with

the propulsive burn into LEO, and the intermediate characteristic velocity AV1 associated with the pro-

pulsive burn at atmospheric exit. Clearly,

I - AV 
= 
AV00 + AVI1 + AVl, (126a)

with

.Voo = /[V2(ra/ro0) + V
2
(r /r )

2
cos

2
yO - 2VaVo(ra/ro)

3
/
2
cosYoCosis], (126b)

AV = V a(ra/rll ) - (V1 + &)(ra/rll)cosyi, (126c)

AV, = . (126d)

Problem (P2) It is required to minimize the time integral of the square of the path inclination.

Here, the performance index is given by

1 Ty
2
dt. (127)

The trajectory obtained by minimizing the performance index (127) is called nearly-grazing trajectory.

Problem (P3) It is required to minimize the peak value of the heating rate at a particular

point of the spacecraft, for instance, the stagnation point. The performance index is given by

I = PHR = max(CvrV
3
"08) (128)

t

where C is a dimensional constant.

This is a minimax problem or Chebyshev problem of optimal control. It can be reformulated as a

Bolza problem of optimal control, in which one minimizes the integral performance index (Ref. 29)

J - flT( CrPV3"O8)q dt, (129)

for large values of the positive exponent q.

5.7. NUMERICAL SOLUTIONS

Problems (PI)-(P3) were solved employing the primal sequential-gradient restoration algorithm

(PSGRA) of Part 2 in conjunction with the equations of motion of Section 5.4 and the system data of

Section 5.5. In computing numerical solutions to Problems (P1), (P2), (P3), the following procedure was

adopted: for Problem (PI), the space component is and the atmospheric component ia of the prescribed plane

change were optimized; for Problems (P2) and (P3), the components of the plane change were kept at the

same levels determined for Problem (P1). This was done in order to impart good energy characteristics to

the solutions of Problems (P2) and (P3).

Summary results are shown in Tables 5-6. Table 5 presents the values of the performance

indexes (126), (127). (128) for all of the solutions of Problems (P1), (P2), (P3). Table 6 presents the

components of the total characteristic velocity, the components of the plane chane, and the flight time.

The following comments are pertinent:

(I) The total characteristic velocities of the solutions (P1), (P2), (P3) are helow the total

characteristic velocity of the two-impulse Hohmenn transfer, AV - 3.788 rin/sec.

p.
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(ii) While the solution (P2) requires 2.5% more characteristic velocity than the solution (Pl),

at the same time it involves less peak heating rate (25%).

Clearly, the nearly-grazing solution (P2) is an interesting engineering compromise between

energy requirements and heating requirements. For the solution (P2). the time history of the state

variables and the control variables is shown in Fig. 12, which contains eight parts: the altitude h versus

the time t (Fig. 12A); the velocity V versus the time t (Fig. 128); the path inclination -y versus the

time t (Fig. 12C); the longitude 0 versus the time t (Fig. 120); the latitude $ versus the time t

(Fig. 12E); the heading angle p versus the time t (Fig. 12F); the lift coefficient CL versus the time t

(Fig. 12G); and the bank angle a versus the time t (Fig. 12H).

Table 5. Results for noncoplanar transfer.

(P1) (P2) (P3) Units

AV 1.919 1.966 2.143 Km/sec

Ty2dt 0.3471 0.2919 0.3685 (rad) 2sec

PHR 125.6 94.7 71.4 W/cm
2

PHR = Peak heating rate. Note that PHR value. ire based on a reference

heating rate (heating rate at h = 40 Kin and V = V.) of 348.7 W/cm
2 .

Also note that, should the reference heating rate change, PHR values

would change proportionally.

Table 6. Results for noncoplanar transfer.

(PI) (P2) (P3) Units

AV00  1.837 1.836 1,836 Km/sec

AVI1  0.064 0.112 0.289 Km/sec

AV11  0.018 0.018 0.018 KIm/sec

AV 1.919 1.966 2.143 Km/sec

is 17.51 17.51 17.51 deg

'a 12.49 12.49 12.49 deg

1 30.00 30.00 30.00 deg

T 1379 1187 875 sec
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ALTITUDE

so

Fig. 12A. Nearly-grazing trajectory,
altitude h(Km) versus time t.

t0

VELOCITY

0.0 0.5 T 1.0

Fig. 128. Nearly-gra7ing trajectory,
velocity V(rin/sec) versus time t.

0

Fig. 12C. Nearly-grazing trajectory,
path inclination y(deg) versus time t.

so

THETA

0

-g0
0.00. T 10

Fig. 120. Nearly-grazing trajectory,
longitude 0(deg) versus time t.
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PHI

0

-15
0.0 0.5 T 1.G

Fig. 12E. Nearly-grazing trajectory,

latitude O(deg) versus time t.

is

PSI

-16
0.0 O.5 T 1.0

Fig. 12F. Nearly-grazing trajectory,

heading angle p(deg) versus time t.

0.9

CL

0.0

-0.9
0.0 0.5 T 1.0

Fig. 12G. Nearly-grazing trajectory,

lift coefficient CL versus time t.

180

S IGMAR

8 0

0.0 O,5 T 1.0

Fig. 12H. Nearly-grazing trajectory,

bank angle o(deg) versus time t.
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PART 6. CONCLUSIONS

One of the most effective first-order algorithms for solving trajectory optimization problems is

the sequential gradient-restoration algorithm (SGRA, Refs. 15-24). Originally developed in the primal

formulation (PSGRA, Refs. 15-21), this algorithm has been extended to incorporate a dual formulation

(DSGRA, Refs. 22-24).

Both the primal formulation and the dual formulation involve a sequence of two-phase cycles,

each cycle including a gradient phase and a restoration phase. In turn, each iteration of the gradient

phase and the restoration phase requires the solution of an auxiliary minimization problem (AMP). In the

primal formulation, the AMP is solved with respect to the variations of the state, the control, and the

parameter. In the dual formulation, the AMP is solved with respect to the Lagrange multipliers. A

characteristic of the dual formulation is that the NiP's associated with the gradient phase and the

restoration phase of SGRA can be reduced to mathematical programming problems involving a finite number

of parameters as unknowns. Hence, the algorithmic efficiency of SGRA can be enhanced.

Numerical experience with SGRA has shown that, for nonstiff problems of flight mechanics, the

dual formulation is superior to the primal formulation in terms of CPU time and is about equal in accuracy.

On the other hand, for stiff problems of flight mechanics, the primal formulation is superior to the

dual formulation in both CPU time and accuracy.

In this paper, a complete description of SGRA is given in both its primal form (PSGRA) and its

dual form (DSGRA). Then, the application of SGRA to flight mechanics problems is shown via a variety of

examples concerning aircraft and spacecraft.

For aircraft trajectories, the dual sequential gradient-restoration algorithm (DSGRA) is applied

to compute optimal trajectories in the presence of windshear. Take-off trajectories are optimized by

minimizing the peak deviation of the absolute path inclination from a reference value. Abort landing

trajectories are optimized by minimizing the peak drop of altitude from a reference value.

For spacecraft trajectories, the primal sequential gradient-restoration algorithm (PSGRA) is

applied to compute optimal trajectories for aeroassisted orbital transfer from high Earth orbit (HEO) to

low Earth orbit (LEO), Both the coplanar case (problem without plane chanqe) and the noncoplanar case

(problem with plane change) are discussed within the frame of three problems: minimization of the total

characteristic velocity; minimization of the time integral of the square of the path inclination; and

minimization of the peak heating rate.

For spacecraft trajectories, the procedure employed to optimize HEO-to-LLO transfers can be ex-

tended to include GEO-to-LEO transfers and LEO-to-LEO transfers (Ref. 92). Here, GEO denotes geosynch-

ronous Earth orbit and LEO denotes low Earth orbit. Note that LEO-to-LEO transfers are of interest for

the National Aero-Space Plane (NASP).

To sum up, the sequential gradient-restoration algorithm has shown to be a powerful and versat-

ile algorithm to solve optimal trajectory problems of atmospheric flight mechanics,suborbital flight

mechanics, and orbital flight mechanics. While the examples provided belong to the extreme regions of

the velocity spectrum (low subsonic flight and hypervelocity flight), the sequential gradient-restoration

algorithm can handle equally well optimal trajectory problems of supersonic and hypersonic aircraft as well

as optimal trajectory problems for vehicles of the space shuttle type and the Hermes type.
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The steadily growing capacity of computers favours increasingly exact simulation of even complex processes. On the
other hand, parameter identification and state estimation require much more precise models than are generally used
for the design of feedback systems. In this paper, therefore, a multi-point model of the aircraft motion is proposed
in which the different coupling effects between the two sub-processes, "aircraft" and "air flow", can be modelled
with much higher accuracy than is obtained by using the ordinary one-point modeL where all the force, moment and
velocity vectors are referred to the aircraft center of gravity. The modelling of the effects of aircraft rotation, wing
down-wash, wind gradients and other unstationary effects should be greatly improved by a multi-point approach,
provided that the aerodynamic effects on the aircraft components (wing, fuselage, tall) can be described appropriate-
ly. The nonlinear equations of the total process are set up for the one-point and multi - point models and compiled
into block - diagrams, from which the physical background of the interrelations between air and aircraft motion can be
seen very clearly. The possible improvement in model quality and the additional computer capacity needed are esti-
mated by comparing the two approaches.

List of Symbola

All the symbols used are from the ISO-standards /1/ and /2/ with the following additional symbols:

uwx = 6uw/ x act. wind gradient component

VA  vector of relative velocity between aircraft and air (airspeed)

OA vector of relative rotational velocity between aircraft and air

PA. qA' rA components of OA

OK = 0 ba vector of aircraft rotational velocity relative to the Earth

pK' q., r. components of OuK

(vector of air rotational velocity relative to the Earth

Pw. qw. r w components of Ow

r vector of aircraft position relative to a point fixed relative to Earth

Xp vector of coordinates of point P in aircraft body fixed axes

Q resulting moment vector

) This article has first been published in the Zeitschrlft fur Flugwlasenachaften und Weltraumforachung II (1167)
p. 174 -184 under the title "A mathematical multi - point model for aircraft motion in moving ale. It Is reprodu-

ced here with slight modifications.
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The complete mathematical model of the aircraft motion is very complex. becase it has to describe the reciprocal
action of different physical processes, the main ones being:

- the motion of the surrounding air mass.
- the motion of the rigid aircraft.
- the degrees of freedom of the flexible aircraft and their interactions with the airflow,
- unsteady aerodynamic effects.
- the engines.

It is therefore Impossible to describe the "aircraft motion" process completely. The model has to be simplified and
reduced to a partial one to suit the specific problem. The models used, up to now, for control system design or
real-time simulation, have usually treated the aircraft as a one- point mass and referred all the forces and moments
to the center of gravity. This approach demands simplifications which are sometimes quite serious, especially with
respect to aircraft rotation, wind gradients, downwash flow, engine airstream, ground effect and other unsteady
effects on the generation of forces and moments / 5/. Since it was mainly linearized equations which were used,
the approximations were adequate and remain so for analytical calculations in the future. Linear or non - linear
equations based on these assumptions are also still quite suitable for the design of flight control systems because
of their inherent insensitivity to parameter uncertainties / 8/.

However, this Is not true in the case of parameter identification or state estimation and filtering. These methods
react very sensitively to model errors and may then produce totally wrong results / 16 /. The shortcomings of the
one-point model appear first In the longitudinal equations, where the modelling of the downwash s very much
simplified by the use of time derivative of the state variable a (which is most awkward in numerical simulation).
Secondly, the modelling of the wind gradient effects in the lateral equations s quite difficult and can only be
represented very roughly by rotary derivatives. Thirdly, the model of engine flow effects and of the aerodynamic
coupling between longitudinal and lateral equations should be Improved.

All these problems can be alleviated If the equations of aircraft motion are based on a multi-point approach where
the forces and moments are calculated separately for different points of the aircraft, e.g. wing, taliplane and fin, as
a function of the local air flow. Such a model is derived In this paper, assuming that adequate models for the
serodynamic effects on the separate aircraft components as wing, fuselage and tailplane, can be found, and it is
compared to the one-point approach. Both models show the strong low-frequency coupling between air and aircraft
motions. The higher frequency coupling, however, which primarily affects the rotational degrees of freedom, is
expressed much more precisely and clearly in the multi-point approach. For simplicity, the aircraft is here conside-
red to be a rigid body and unsteady aerodynamic effects (such as the time delay in flow circulation changes) are
neglected. The multi-point approach could, however, be extended to elastic and unsteady effects if needed. To
simplify the equations, only two different coordinate systems are used: (local) velocity, force and moment vectors
are calculated in the aircraft body axes system, whereas the aircraft flight path, the local wind velocity and the
wind gradients are calculated in the aircraft carried Earth axes (inertial) system.

The equations of both models are assembled into a block diagram, from which the physical interrelations of the two
subprocesses, "air motion" and "aircraft motion", can be seen very clearly. These block-diagrams permit estimation
of the amount of additional computing capacity and they may also be used to set up a modular simulation program.

2. Modelling the wind effects on the aicraft (am - point model)

The wind process can be represented by a three-dimensional wind vector field which is changing in space and time
according to statistical and deterministic laws. The effects of this wind-field on the aircraft flying through It are
primarily generated by the stationary wind and the components of the wind gradient at the instantaneous location
of the aircraft. These wind gradients are shown to represent the primary disturbing inputs to the aircraft motion
white the coupling between the air and aircraft motions are represented by additional states of the overall process
/6/.

2.1 Translational effects

The aerodynamic forces acting on the aircraft depend on the aircraft shape, the air density and the relative motion
between the aircraft and the surrounding air mass. i,.e. on the vector

o.h VA v VK - VW

of the relative velocity between the aircraft WVK ) and the air (MW ) and
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(2.2) OA' OK - W

the vector of the relative rotational velocity between the aircraft (f) and the air ( w). To model the aircraft

dynamics exactly, the "air motion" proces has to be described in addition to the *aircraft motion" process. Figure I
shows a simplified wind field where the z-component Wwg is a two-dimensional sinusoldal function of space. The
air velocity cheange "seen" by the aircraft can be described by the following equation

d(w VW oVw dr

dt at Ir dt

The first term dV w  /at is usually neglected because the wind-field can be considered as approximately "frozen"
(steady state) as long as the aircraft velocity Is high compared to the change of air velocity with time /5/. This

assumption Is valid, except In extremly low speed flight, because on one hand, the effect of higher frequency wind

motion (with frequencies above the aircraft short period modes) cannot be modelled exactly by quasi-steady aerody-

namics and, on the other hand, the low frequency wind effects am homogeneous over a large area and change quite
slowly with time. This Is especially true for quasi-steady air streams and wind shear conditions. Equation 2.3, in

Earth axes, is written

(2.4) 11w . w v w y vww / /coaysinx/ VK
L[ Jg w ww wwJ L -siny

This differential equation describes the wind components at the actual aircraft position. The matrix elements

(2.5) Uwx - duwx/ax etc.

are the local wind gradient components. These are the real disturbance input variables to the aircraft. This model
eliminates the error usually made by Introducing 'Taylor's hypothesis". in which the space-distribution of wind

velocity is converted into a function of time without considering the flight path vector variations. The components

of the wind velocity at the aircraft's position result from the integr ation of Equation (2.3).

The wind gradient components are a function of the local meteorological situation and contain low frequency deter-

ministic and higher frequency stochastic elements. The model of this wind process cannot be derived here, it has

been considered elsewhere, e.g. in /7, ii, 13/. Figure 2 shows the results of wind measurements as a function of

height in a region up to 500 m from the ground. It can be seen that the wind velocity can be separated into a lower
frequency part (wind shear) with gradients up to 0,2 '/a/m and a higher frequency pan, which can beat be descri-

bed by sttistical models, such as the Dryden spectrum / 7/.

Figure 3 shows the wind vector distribution in the x - z plane of a typical thunderstorm situation where the aircraft
encounters rapid changes of wind vector in amplitude and direction. The wind vector acts on the aircraft forces and

moments through Equations (2.1) and (2.2) because the latter depend directly on VA and GA . These are complex,

nonlinear functions of air denltly p, alrspeed VA. Mach number M. angle of attack a, sideslip angle 3 and other va-
riables; for example the aerodynamic X - force is given by the equation

(2.6) XA . VA2S Cw (M, a. i,, 0, qA, q, YjK...)

2

2.2 Rotailml aeats

The wind effect, as described so far, is due to the influence of the local wind vector at the center of gravity of the

aircraft, considered as a one point mass. resulting in a variation of VA, a an P. This can be considered to be the ze-

ro order term of a Taylor series of the wind effect. The first order term of this Taylor series turns out to be the

effect of a linear wind distribution on the aircraft body, as is shown in Figure 4 for a sinusoidal vertical wind-field.
These liarss terms, which asm described by the local components of the wind gradient. may be Introduced into the

usual aircraft equations as the effects of a rotating air mess. This leads to a relatively simple model, because the

way in which the aerodynamic derivatives depend on the aircraft rates p, q end r is known. The local air rotational

velocity vector ca be represented by a vector function as follows, where Mb, is the transformatim matrix between

Earth- fixed and body - Rxed coordinates:

(2.7) 0-- " Mbe [ wW - W
w vwU - iy J
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This to illustrated by Figure S, where all the gradients are Introduced with positive sign and are defined in aircraft
coordinates. Because of the law of continuity, the gradients are not independent of each other. Figure 6 shows two
extreme situations; In general. any intermediate state, whose relative amplitude varies with time, may exist. Figure 6
makes clear that a representation of these effects by rate derivatives is an approximation which is only valid in
cases corresponding to Figure 6b. A better model will be introduced in Sect. 4.
The three wind gradient components which are not incorporated in Eq. (2.7), the diagonal elements uw, vWy. and
wwa. result in an inhomogeneous distribution of the airflow n the directions of the aircraft axes. as illustrated in

Figure 7. As these effects are probably small and cannot be measured in flight, they are usually neglected .
From the reconstruction of down-draughts in thunderstorms / 9 / an4 from extended flight measurements / 13, 14/
maximum wind shear gradients have been calculated and are summarized In Table I. The differential wind values in

Table I, calculated for an Airbus (length 52 m, overall-height 16 m. minimum speed 70 m/s), give a rough idea of
the possible influence of these gradients. Additional estimations should be made for the higher frequency case.

wind gradient differential wind

Uwx 0,03 1,6 m/s
Uw., Vw. 0,13 2,1 m/s
wW. 0,18 2,9 m/s

Table I Effect of wind gradients on differential velocities at aircraft extremities

For more exact models, the Taylor series of wind effects (Figure 4) should be continued with higher order terms,
thus further approximating a sinusoidal distribution. This would call for the introduction of the local derivatives of
wind gradients and would greatly complicate the model. However, since the corresponding wind model and the

effects of nonlinear wind distributions on the arodynamic forces are hardly known and the elastic modes have been
neglected here, the higher order terms are also neglected. The linear model Is valid as long as the wavelength of

the air motion is 8- 12 times larger than the aircraft dimensions. This Is true for both the approximation of sinusol-
dal distribution and the quasi-steady model of aerodynamic force generation / II /. This also means that the wind
model must be restricted to frequencies not higher than those of the short period modes of the aircraft

2.3 Block dig'm of the wtid equations

From the block diagram of Figure 8, it may be seen that the wind equations are characterized by three dynamical
states, the three components of the wind vector V , , The wind-field, as a physical process, does, Of course, con-
tain additional states but no detailed model can be given here (see e.g. / 7/). It can also be seen that there is a
strong coupling between the two processes (wind and aircraft ), given by the feedback of VKU and r, which deter-
mine the wind vector and Its gradients at the aircraft's momentary position / 15/

3. The equations of the coupled proces (one point model)

3.1 The fore and moment equations

The most practicable way of writing down the non- linear equations of aircraft motion in moving air, especially for
the purpose of numerical simulation, is to write down the forces and moment equations in body axes. For transport

aircraft, the earth rotation can be neglected and the earth surface considered as flat, the Earth axes system thus
being identical to the inertial space. The force and moment vector equations in body axes are as follows:

(3.0) m[-
V

K ~ "b "Vl.b R-. - Rf, " Mb,.G

(3.2) a. 0 bS . I ob]

Equations (3.1) and (3.2) both represent the equilibrium at the aircraft center of g-savlty. Here RA and QA are the

resulting vectors of aerodynamic forces and moments in body coordinates and Ri and Q Fb are the resulting force

and moment vectors of engine thrust. I is the inertia tensor of the aircraft

I -IXy -IsX(3,3) I IxY 11 -ly.
-I.. -ly. I.
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whene lx and 1z ae zero for symmetrical aircraft. Ob is the vector of aircraft rotation relative to the Earth
exprea ed In body axes

(3.4) dbg ar r= q_

Kb

and represents the ation r-x from Earth axes Into body axea /2/.

cosa cost cose sin! -sine[ sin* sinG cost slnt sin sin' sin cose
MS.) Jdb8 - Mb 

=
i -cosO sint *coffO cosy

coa sine cost cosO sine sin coas cose

+silnf sin -snO cost

The angular relationships between the two coordinate systems and the velocity vectors are shown in Figure 9.
Equation (3.1 reads in detail, after dividing by the aircraft mass

(13.6) _ ] = 1_ [ Y_ [K]b + X [ - [KWK - r. lb1 3 .6 "Z A . y P 0 b - rK U K - P K W K

WK b zA ~ + 9
F
J PKVK - qKUK b

Integrating this equation gives the three components of the aircraft translational velocity in body coordinates. From
these. the polar components of aircraft velocity (flight path velocity V K, flight path azimuth X and flight path angle

y can be calculated by using the following transformation

(3.7) V = VK  =cosy sinx

WK L -siny

The polar components are found to he

(3.8) V. .2 V" 2. Ca

(3.9) X arc tan vK,/uY,

(3.10) y = -arc sin wKs/VK

The detailed moment equation (3.2) for a symmetrical aircraft is

i A |r) pi- i) Lp IK - (I x  lz

iKib [ NA NJb LpKqK (Y 1.) + PKrK I.. lb
which gives the three components of the aircraft rotation. If the aerodynamic derivatives are given in aerodynamic

or experimental coordinates, they have first to be transformed into body coordinates/ 4.

3.2 The eaquioa for aeguhe a d treslakmal poltioa

The differentil equation for the Euler angles / I /

d- [ ] [I sin O tan@ co O tan@

(3.12) - : = 0n 
0

ib 0 coso -sin q
J [0 sinO/cose cosf/cose [rpK

and the integration of the velocity vector

wK(3.13) J.* - I

give the six additional components of the angular (0) and translational position (r relative to the Earth.
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3.3 Mine wind eisibns

The fifth differential vector equation is given by Equation (2.3), for which the local wind gradient components are
the input variables (they should be stored as disturbances in a numerical simulation program). A constant wind

velocity has to be taken Into account by the Initial condition VWn(0).

dVW  aVw  aV w  dr(2.3) d : - + - r

dt dt dr dt

As derived in Sect. 2, the wind effects are described by three additional algebraic equations for the airspeed vector

(see Eq. 2.1) in body axes

(3.14) VAb = Mbg (VK8 - VWg)

for the vector of relative rotation

(2.2) OAb OKI, - Me DWI

.d for the wind rotation [ - *1
(2.7) Owe = Mb Uw - WwW.I

VWX - UWy

3.4 The auatumao for the vecor of the resultant fores and momt

The aircraft motion finally is generated by the aerodynamic and engine forces which can only be written down here

in a global way. The vector of resultant aerodynamic forces is

(3,15) 1 A F ( p, MV, a, 0., &, , PA, qA, rA. i, .... ),

the vector of the resultant aerodynamic moment is

(3,16) QA = 9 ( P, M. V A 'It, a, ,PA qA, "A, n, 1K .... )I

the vector of the engine thrust force is

(3.17) 1 = h(p. M. f. ... I

and the moment resulting from the engine thrust Is

(3.18) e1 = k ( p. M. f, , xp..).

where f is the throttle input and xp is the radius vector of the thrust relative to the center of gravity. The first
two equations are highly non-linear, multi-dimensional functions which follow from wind-tunnel measurements and
aerodynamic calculations; they are usually simplified, especially with respect to unsteady and saroelastic effects and
multi-variable functions. The thrust equations are also quite complex functions which have to be simplified. Time
derivatives of VA , a and 0 also have to be Introduced into Eqs. (3.1S and (3.16). The time-derivative of VA n body
axes is given by the Euler equation

(3.19) YA dY - b VAb

at dt

To calculate the right hand term, Equation (2.3) should not itself be integrated, but should be introduced into the

differentiated Equation (2.1) a follows:

(3.20) dVA. dV.. d bVwQ W dV l
d32) (t " t d t "r

The variables A B and & can be calculated from the time derivative aVA/8t In body coordinates, using Equation
(3.21 1 and Inverting the matrix on the right hand side:

[Voos 1 c -Vcosasin -Va oa
(3.21) [v [ V . O 'I Vco v 0,. a 01

b VInacoap alnacosp -Vainasn VcosacoaP [
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Equations (3.19) to (3.21) represent a tremendous computational task to model a small effect. In most cases, only
the time derivative of the angle of attack c Is needed because the effects of 41 and 6 are not well known. The equa-
tions should therefore be simplified considerably. In numerical simulations, however, i Is usually calculated by

numerical differentiation.

3.5 The im" of validy of the equaisms

The validity of the equations which have been derived so far is restricted by the simplifications Introduced In Sects.

2 and 3:
- aircraft considered as rigid body,
- quasi - steady aerodynamic effects.

- one point model,
and by the simplifications of the wind model introduced in Sect. 2. especially by replacing the gradient effects by

wind rotation. The equatiots may be further simplified by the following assumptions:
- excluding high turn rates (PK, qK and rK small)

- airspeed vector almost along the arcraft longitudinal axes (atand fl small),
and by simplifying the aerodynamic functions in Eqs. (3.15) and (3.16). Again, the transformation matrices may be
simplified by assuming that the flight path velocity vector VK is almost along the aircraft longitudinal axes. i.e.
assuming that the angles 8 - y and X - 'P are small too / 10/.

3.6 isassion of the coupling between air and aircraft motion

The relationships between the whole set of equations are illustrated by the diagrams which follow. They contain all
the transformations and feedback effects. Figure 10 contains the force and moment equations - the numbers refer

to the equations given in the text. Their inputs are given by the vectors Gwg and Vwa , which are the output

vectors of the wind process shown in Figure 8. This part of the overall model will be modified in Sect. 4. Figure It
shows the four state equations of the aircraft motion whith the resultant forces and moments as input vectors and
from which the twelve states of translational and rotational motion are integrated. This part of the model remains

unchanged in Sect. 4 in which a multi point model is introduced.

(I. ) The rigid body motion of the aircraft is governed by twelve state variables (which define the translational and
rotational velocity and position components). Three additional state variables (components of the wind velocity)

describe the coupling between air and aircraft motions. In the case where dVw/dr = 0, the vectors VA and VK dif-

fer only by the constant vector Vw (0), and flW Is zero.

(2.)The choice of state variables in the present paper leads to a very clear modelling of the physical coupling bet-
ween the two processes and uses a minimum number of transformation matrices. It therefore seems to be advanta-

geous for the analysis of non - linear equations and for numerical simulation purposes.

(3.) The aerodynamic effects on the aircraft are generated exclusively by the air density, by the relative motion

between the aircraft and the air, and by the aerodynamic control surfaces. These include the main disturbance and
control inputs (in addition to engine thrust and variations of mass distribution). The well-known feedback effects of

aircraft motion on the aerodynamic forces are represented by inner feedback loops of the aircraft sub - process.

4.) If the wind process is modelled by a vector field in space, its effect on the aircraft flying through this field

can be described by mathematical vector functions. The wind effect on the airspeed vector is thus represented

exactly, eliminating the errors resulting from the use of "Taylor's hypothesis'. The wind effect on the non-uniform

distribution of forces and moments over the aircraft dimensions is only represented approximately. This. however.
has the advantage, that the well-known rotary aerodynamic derivatives can be retained to provide a rough approxi-

mation for the wind effects.

(5. l It is shown that the wind does not act as an independent disturbance process on the aircraft but that the two

processes are coupled. There are three different feedback effects, which are represented 'y three external feedback

loops connecting the two sub-processes:

(a) The momentary aircraft position r(t) determines the local wind vector and wind gradient acting on the aircraft.

(b) ThL flight path velocity vector VK(t} influences the Instantaneous variation of the wind vector [Eq. (2.3)] and
together with the wind vector, generates the airspeed vector [Eq. (2.2)]. These feedback loops represent the most
critical coupling effects between the two sub-processes because both affect the phugold stability / 9/.

L. I-
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(c) The Euler angles * (t) determine the transfomation of the wind gradients from Earth axes into aircraft body

axes, and thus affect the unsteady wind effects, especially on the moment equations. As there are very few measu-

rements of wind gradients in Earth coordinates (the gust models are mostly derived from flight tests i.e. from

measurements in body axes), practically nothing is known about the importance of this feedback.

4. Phraotatin of a multi-point modal

The previous sections have shown that the quasi-steady concept, where all the force and velocity vectors are refer-

red to the center of gravity (one point model), involves extensive simplifications with respect to the aerodynamic

effects of
- the aircraft rotation.

- the downwash from the wing.
- the engine flow.
- the wind gradients,

- the aircraft elastic modes.

A really new way of improving the mathematical model is to calculate the local air velocity vector separately for

the different parts of the aircraft (as e.g. wing, body. taliplane and fin). and to determine the local forces and

moments from the results. Given the capacity of existing large computers. even a calculation with distributed para-

meters seems to be possible (e.g. using finite element methods), but this would call for a tremendous amount of

calculations and would not he practicable for real time simulations. In this paper, therefore, the force and velocity

vectors are concentrated in a few distinct points, thus limiting the computation effort. However, the basic concept

of the multi-point model could, if necessary, be generalized later. The velocity vector at a given point on the air-

craft is composed of its average value (at the center of gravity) V., and the supplementary values AV generated by

the various local effects. It is therefore crucial to distinguish clearly between velocity components of the aircraft

(VK) and those of the surrounding airflow (Vwl. the local airspeed vector VA then resulting from the application of

Eq. (2.1) to each point. The local forces and moments are calculated separately and are then combined to give the

overall force and moment components with respect to the centre of gravity. To facilitate this compilation, all local

force, moment and velocity vectors are defined in aircraft body axes.

4.1 Tha e of akcuuft rotation

First, the supplementary value of airspeed, generated by aircraft rotation alone, is calculated. Figure 12 Illustrates

the motion of a point P (e.g. the right wing neutral point) with respect to the center of gravity in case of a yawing

velocity rK. The relative velocity of P in body coordinates is given by:

rKy]
MD.1 AV (P.r)= *rKxp
,,1 rK, -[-oI

where xp and yp are the coordinates of P in body axes. taken as positive in the coordinate directions. Under a

generalized rotation OK of the aircraft, the local velocity increment is found to be

[qKZs, - rkyp]

(4.2) 6V (P. 40, - OK X - r.x -PIC P.
[piyp- qKxJ

The local airspeed vector at point P with aircraft rotation is then

PLM3 VA (P) - VAl + 6VV (P, OIK)

The effect of elastic modes on the relative velocities could he similisry modelled. From these, the local forces and

moments can be calculated, as is shown in Section 4.4.

4.2 mae .Iya .1 wnd pndba

Taking the x - y plane as an example, Figure 13 shows how the wind velocity at a point P is influenced by the wind

gradients in body coordinates Yvwvan ww.'s. This is represented by the following expression:

01
(4,4) 1 Vw (P. Vw. WW, - I. VW zp

I. WWYypJ
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The general three-dimensional case is given by

4.S) VW (P) = vw [UWa: UWx uW 1 [,x]
77 wx Wy WwzJ LZPi b

where the wind gradient matrix has to be transformed into body coordinates

(4.6) vw M w
77 b =  

ar

The local airspeed vector at point P in a general homogeneous wind field is, from Eq.(2.1):

(4.7) VA(P = VAcS- AVw(P)

4.3 Ti effect of win downwash and angina flow

Figure 14 Illustrates the generation of a supplementary air velocity vector at the tailplane position due to an air-
stream caused by wing downwash and by the engine or airscrew. The downwash roughly induces a positive z-com-

ponent of AVW, whereas the engine flow results in a velocity increment VT and e.g. in a negative y-component in

positive sideslip conditions. As the calculation of the induced flow is very complex and is highly dependent on the
areodynamic state of the wing (lift, sideslip-angle etc) and the aircraft configuration (relative position of wing and

tallplane, flap position etc), no specific equation can be given here. This effect of reciprocal coupling between air-
craft and airflow can only be expressed generally, as follows:

(4.8) AVD (P) - f (P, VA. CL, 0, 4IK ... F ..... t)

It has to be modelled individually for each aircraft. A downwah change, following a lift, a configuration or wind
velocity change moves at the local airspeed VA towards the tail. Its effect on the tallplane is therefore subject

to a delay time

(4.9) = xTPI
/ 

VA

where x-rp is the distance between the wing and tailplane neutral points. The same is true for the effect of 0-chan-
ges on the fin. This delay has to be greatly simplified in one point models where it is generally represented by the

'quasi-steady" derivatives:

CL&, C&, Cm , Cn- ate.

where e.g. (see / 3/)

ac_ ST[VTI2 'T 2

(4.10) C-a a C _ Sr V XC

vow) VA L~

with VAT airspeed at tallplane position

E downwash-angle

It is obvious, that this can be modelled much more precisely in multi-point models, thus making the derivatives

mentioned unnecessary.

A second time-dependent effect is due to the fact that the circulation around the wing cannot change abruptly after
flow changes but builds up with an approximately first order time lag (Wagner- and Kdasner-effectJ. This too, can

be modelled more precisely in a multi-point model, where a new differential equation can he introduced to represent

the dependency on time / 12/.

Finally, the ground effect can he much better represented by the present model than by the one - point model. The

change In the local air velocity vector induced by the sircraft approaching the ground can be calculated for different
points of the aircraft. All these effects ae examples of the vary tight feedback coupling between the aircraft and
the surrounding airflow, these cannot be neglected in realistic models of aircraft motion.
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4.4 The c las localalpsd ,set

All the partial velocity vectors can now be summed according to Eq. (1) to give the complete airspeed vector at the
point considered.

(4.11) VA(P Vn- Vwc3  + AVK(P. OK) - AVw(P)

The aerodynamic effects at the point P are calculated from this vector.

4.5 The calulaiom of local forces and mammas

From Eqs. (3.1S) and (3.16), the aerodynamic forces and moments are functions of airspeed, angle of attack and angle
of sideslip. The local values of these three variables can be calculated from the local airspeed vector VA (P) by
using the transformation,,] _ .....
14.12) VAb = VA  Mba VAa 

=  
S O ] VA

WA b sine cosoJ

from which the polar coordinates of VA are found to be

(4.13) VA (p1 U 2 u (p1 . v2 (P) . w (p)

(4.14) a (P) * arc tan WA (P)/UA(P)

(4.15) 0 (P) = arc sin VA (PI/VA (P)

These are the input variables to the aerodynamic forces and moment relationships

(4.16) e(P) = P/2 S V5(P) C, [M(P), e(P), O(P), k, C, q, n, .

(4.17) OAP) -p/2 S V2 (p)1 , CQ[P.eF.() ,.

where C and C are the vectors of the local aerodynamic derivatives (in body coordinates)

[C,, (Pl 1

(4.18) CR (P) = C: (P)
C. (P)

(4.19) CQ (P) - C,, (1
Cn (P) J

They are functions of the local Mach number, angle of attack and angle of sideslip only, together with the respec-
tive aerodynamic control surface deflections of aileron, elevator, rudder and flaps, the function of the aircraft rates
PA, qA and rA and of the time derivatives VA. b, and 6 having been eliminated by the multi- point approach.

4.6 Te ovall fores d auonta

The local forces and moments now have to be referred to the center of gravity so that they can be combined to gi-
ve overall vectors. This will be Illustrated by transforming the forces at the tailplane as shown in Figure IS. Refer-
ring It to the center of gravity has no influence on the force vector, so the general relation is:

(4.20) ARt:. |y(p|

On the other hand. changing the moment reference point gives, for Figure IS

(4.21) AMe x Irp + Zp XAp - XpZAp

The general relationship for changing the moment vector reference point Is

(4.22) AQ.' - AQ (P) - a, AR (P)

yr ZA(Ip - ZP yA(p) 1
. AQ (F ' Zp XA(p) _ Xp ZA(p)I

Xp yA(p) _ yr XA(p,



3-11

The central force and moment vectors are finally given by

(4.23) E ,A
P

(4.24) ;A 5 QA(p) + * x AW' (P)

4.7 Discussin of the muli-point model

The multi-point model situation is illustrated by the two following block diagrams, in which all the equations are
combined with their relative couplings, including all transformations and multiplications. Figure 16 shows the wind

equations. Relative to Figure 8 the output Ow is replaced by the vector dVw/ dr. Apart from thin, the structure of
the equations stays the same including, of course, the feedback of Vv. and r.
Figure 17 replaces Figure 13 of the one - point model. Using the input vectors Vws and dVw/dr, the resulting local
airspeed VA(P} is first calculated for each point. By use of the local aerodynamic relations, the local resultant for-
ces and moments are then derived, introducing the local effects of the control surfaces E. C, T, 'u and of the engine
jetflow. This has to be done for every point considered. Finally, these forces and moments are expressed relative to
the center of gravity and are summed to give the resultant central force and moment vectors. These are the inputs
to the state equations shown in Figure 14, as is the case for the one point model. The latter therefore remain un-
changed. The overall multi - point model in Figure 18 is mainly characterized by the feedback couplings between the
wind and aircraft process which have already been discussed in Section 3.

Compared with the one point model, the amount of calculation involved in the aerodynamic equations has been
multiplied by the number of points considered. On the other hand, the effects of aircraft rotation, wind gradients,
downwash and wing vortex can be modelled much more precisely and the calculation of time derivatives of VA , a
and 0 is eliminated. Finally, this approach can be easily extended to model further phenomena, such as ground ef-
fect or unstatonary aerodynamic effects. In the parameter identification of a DO 28 aircraft, for example, the re-
suits could be greatly improved by taking the different positions of the instrumentation into consideration and
calculating the local airspeed vectors / 18/. The major unsolved problem in such a multi point model is the defini-
tion of aerodynamic models for the different aircraft components, such as wing, fuselage, fin and tailplane. This is
a quite difficult task, because of the various existing interference effects which exist. e.g. between wing and fusela-
ge or between tailplane and fin. A further problem lies in the fact that these models have to be derived mostly
from aerodynamic calculations because the aircraft components are rarely tested sepsratly in wind tunnel experi-
ments. The influence of engine flow as a function of angle of attack and angle of sldeslip s also rather difficult to
describe. The proposed multi - point model, therefore, can only be a stimulation to further investigations, the inten-
tion of the paper being mainly to show a promising approach from which more exact models of aircraft motion in

moving air can be developed.

S. camalusim

The non-linear equations of aircraft motion in moving air have been introduced and their Interactions illustrated by
block diagrams. This mathematical model reflects the fact that the two sub-processes (wind and aircraft motion)
are strongly coupled, aircraft forces and moments being generated by the relative motion between the air and the
aircraft. The usual one point model is first considered, using the classical approach of overall quasi-steady derivati-
ves. This is developed to provide a multi - point model, in which the effects of aircraft rotation, wind gradients, wing

downwash and engine flow can be modelled more precisely by a generalized approach. In this the approximate qua-
sl-steady terms are replaced by the calculation of local velocities and forces. This multi-point approach has great
potential for Improving the accuracy with which the aircraft motion is simulated - as has already been shown in
parameter estimation calculations. It does, however, require the development of better models for genarating the
local aerodynamic forces and moments and the engine flow. This, and improvement to the modelling of higher
frequency wind motion and its effects on the aircraft, calls for further research activities.
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Figure 1 Two-dimensional wind field
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Figure 6 Airflow-flelds with different relative wind gradients.
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DETERNATION 03S LOIS DR 0010161 QUASI-OPTINALZS Z TOWS REEL
POUR DES TRA,3ECYOIUZ3 DAVIONS D3 COMBAT

par
HUME guu Thaub

Office National dltudes at do Rocharches Arospatiales (011331
29, Avenue de Ia Division Laclorc - 92320 CIATILLON - France

SUMMARY

TATION 07 SUB-OPTINAL HEINE G.,IDAWCE LASS MOR COMBAT AIRCRFT TRAJECTORIES

This chapter presents an application of singular perturbation theory (SPT) for the computation of
real-time control laws tor Combat Aircraft trajectories.

The principle of SPT is first briefly reviewed for solving a multiple-time scale differential
equations, then its application to optimization of non-linear system is presented. The main drawbacks
and difficulties which have been encountered in the computation of real-time control laws for Aircraft
trajectories are described, then various techniques are also pointed out in order to overcome with these
problems.

Naming of this SPT, real-time guidance laws, of closed-loop type, have been developed for minimum
time to climb in a vertical plane and three-dimensional interception for a combat Aircraft. The
performances of these sub-optimal guidance laws have been then compared, in numerical simulation using a
typical Aircraft model , with optimal control laws, of open-loop type, provided by an iterative
numerical algorithm, using a generalized projected gradient technique.

A better then 1 % accuracy has been obtained for the performance index (time-to-climb) for vertical
climb trajectories. The real-time guidance laws are slightly less accurate for interception
trajectories.

The sub-optimal guidance laws can fulfill final conditions on altitude or/and flight path angle and
remain valid for a large flight envelope domain. Their computation times are very small and are
compatible with real-time an board computer applications.

RESUME

Ce chapitre prdsenta one application de I& thdorie des systimes multi-6chellas de tempa au contrdle
en temps rial des trajectoires davions de combat.

Aprba awoir rappeli lee principem s doaI thiorie des perturbations singulidres dans la risolution des
systmem ditffrentiels multi-6chelles de temps, son application A lloptimisation des syotbaes non-
lindaires eat prisentia. Los principeles 4ifficultim rencontries dana la diteruination des lois do
guidage "temps ridl" sont ensuite mentionnies, puis diffirentes techniques utilisies pour lee risoudre
sont indiquies.

Des lois do guidage "tampa riel" en boucle fermie sont enauite diweloppias poor diffirents types de
trajectoires davions de combat :montie en temps minimum, interception dane on plan horizontal, dane on
plan vertical at dane 1'espace tridisensionnel. Les performances fournias par cam lois mont ensuits
6valuies en simulation numiriques our on modbl* d'avion type, par comparaison avec lea lois optimal** en
boucle ouverts obtenues par on algorithms numirique do gradient projet6, Sans approximation de type
multi-4chellem de temps.

1 - INTRODUCTION

Lemploi do lois do guidage optimslas de trajoctoires pour on awion do transport civil ou pour on
avion do combat prisonta on intirit certain. In *f fat, lintgration do ces lois Sur on calculateur
embarqu6 fouctionaut on tampa riel devra permettre domse part de soulmger Ia charge do travail du
pilots, dont 1. rWe so bormara &lorm 4 idaiguor lea objectifa A attoindre, at d'autro part d'utiliger
an mioux la capacitis do manoeuvre do Ilawion.

Nienmoins IS d"termination des loin optimal.. Set complex., car ell* fait intecvenir Is resolution a*
systimom diffirantials non-lintaires avec dem conditions mux dens oxtrimitia (Bryson, No, 1975). Do ca
fait, la solutions exactes saint obtenuom usuellesont par des techniques aumiriquas do programmation non
linaire, do type itirativa (gradient par example), qui demandent dam aincombraments mimoirem importants
at dos temps do calcul actuollaent incompatibles Sie Saw, tilisation anl "tomws r&al".

Pour cotta raison. Ia recherche do loin do guidad omn-optimelos, maim avec des temps do calcul
moimires, dusers um thkea dlinvestigatios utdressant. Feal lam diverses mithodee d'approximation
6tudidas jusquIA primoint Ia tooria dem pertmrbations siaguliftes (Wastw, 196S) gamble 4tr. Ia plus
prametteasa, ells, pehmet d'obtemir des lois do guidage em boucle form"e, do mime em oeuvro numrique
relativmmst simple at do tamps do calcul smrigue aftligeablean comparaisom awec lts solutions
optias fournies par lea algorithmes sumriques dloptimisatim.
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L'objet do ao chapitreouet do ddcrir* lmpplication do cottO thdario A & sd~tormintion des lots do
ouidoe pour des trajectoirm optimales on temps minimum pout urn avion de combat.

II convient do rappoler so pr~aleblt 10 Principe, lts possibilitm at Its limit.. do l'sppiication
do I& thdorie des porturbations singulidres & Iloptimisation des trajoctoires.

Ce chapitre eat organia6 do I& tagon suivent*.

Lo principo at los principaux rdoultats relatifs a &Is thdorio des perturbations singulibres (P.S.)
moat dabord rappelils bribvement. sseuite impport do cette thdorie & Is r~solitiou Vun problbmo
d'optimistion norn linisire eat indiqu&, de Maxe qua los di! ticult~a rerncostr~es at lea limitations do
Is mthodes.

La "dtermination do lots do guiding. sous-optimales pour des trajectoires do mont6* ot d'intercoption
utilifat cetto thiorie dos P.S., sot ensuite derits, smia quo Ion modifications apportdes pour
pallier sux inconvinionts Ao Is m~thode. Des r~sultats do simulation nariqum sout osatin prdmentis o6
Ion performances obtonuos par cee lois sous-optimales moat compartes sux solutions optimalos fournies
par urn code numfirique d'optiniation do trajoctoires utilismat urn. adthode do gradient projot&.

Los perspectives do I intdrit do Is tbdorie de P.S. ot des lots do guidago sinsi dhvolopp~os soot
indiqudes en conclusion.

2 - PRIUCIP9 DR LL T130311 D&S PUTURBATIONS SINGULIZS (Vasov, 1965 Smith. 1985)

La thiorie des perturbations singulilires consists A r~soudre de f a4ou approch~o urn systimo non-
lisdairo wettest on 6videnco dos dynaiquos distincte.. LaPrincipe do 1. mdtbode eot iliustr6 our urn
example scalairo. Leo conditions do validiti scat onsuite rappoldes. puis 1. lien avoc is thiorie des
ddvolopposents aymptotiques est 6galement 6tabli.

2.1 - Idiolution dun oystimo non-lindair2 i Condition initigle

Soit 1. syst~so diffdrontiel autonomo non-lindairo sui.ant & rdsoudre

g f(,y) &vec y (OC) = Y

ad los variables x (t, 0 et y(t, 0 sont dos scalairos x. Yo des constantes initisios, c est urn
sombre positif in! iniment petit comparativemont mu etree paraMtros du systdm.. Catte formulation fait
intervonir do fm;on explicit. dens 6cholles do temps au systime. car Is dynanique do I& variable y
dondo par Is d6rivde (I/c)g(x~y) , est plus grando quo callo relativoe is variable x.

La forme (1) eat encort dita "singulitroeaet perturbdo" car Is dimension du systhae difftrentiol cot
rdduito lorsque Von fasit tendre evers z~ro.

2.1.1 - Problimo rilduit ou extdrieur

Pour cherchor on solution au problime (1), il eat natural do poser - 0 , do risoudre 1. nouveau
systdoe &last obtenu at doespdror trouver oinsi uo. approximation roisonable do I& solution du syotime
(1) aynneat cortaines conditions.

La probim obtenu on faisant t 0O oat dit problime r~duit ou bien encore probidme extdrieur :on
motors z I&i solution ozt~rioure do ce problimo (2).

(3)) = X

0 g (1,Y) 2

Cause I@ systdm east du premier ordre. ii eat natural de no conserver qu'une souls condition
initials, cello do l& variable lonto pour laquelle on a couserv6 Is loi d'6volution. kinsi, on admont
mo discontinuitdi our Is variable rapid* on t - o (figure 1). Leamiens quo none pouvons espdrer eat doac
quo i soit one bonne approsimation do z ot quo y soit tine bonne approximation do y smut mu
voisimago de lorigise (exception fit alti g (nyy) =0).

x Yk

Vo,

Fig. I - Comparalson do Is Solution ,duo of do ins olution ,&oI.

2.1.2 - Comboa limits imitiale

11 Soats doseg & 6tWdir 1s camportemost do Ia variable rapid. I au voisimago do lorigibe des
to, go gal se nalis par mn dilatatioa do idcebeiio des teo = t/C 11I eat moStor quo
eIm retromeet In l proilre i46. quast A Is "di itiou do paremitro
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Le probidas (3) sisil obten eat dit probl~a. do la conchs limits (initial. car on i'intiresse dabs

Ce camss x conditions initial.. ) *t sa& solution more notde (ij)

(3) =d#) £(X

g (X -gx ) y Ory.

Cone prdcddement, on. approximation raisonnabie do cat probidme (3) st obtenue en faisant E= 0,
Par suite, ii vient* (i Wi

dv

Le probidme do conchs Uinite initiale est. come pour Is solution extdrieur, do Uawsion plus
taible que 1e probisa. (1), car is solution est obtenne en rdsolvant ld6quation diffdrentielle scalaire
relative A is variable rapide. I& variable lento x 6tant ici find. & *a velour constants initial.

Si Von compare leg systiss (2) at (4). ii apparait que Ia solution rdduite & loarigine t - 0 st
n point d'dquilibre pour is couch@ limit, initials. Cost ici quo Se trouvo un point ddlicat de is

mtbode. Sn at Let, pour qiae ion puisso obtenir tine approximation uniformdment valable par In solution
du probidme (1), ii taut Wer aisurd do is stabilit4 de Is couch. limits initial. par rapport & ca point
d'6quiiibre. Les conditions do validitd do cotte approche aont donndoi au paragraph. suivant 1 2.2.

2.1.3 - Solution composit.

Pour obtonir use approximation pour x at y , valable unitorsdaent stir uo large intervalle do tasps
y compris Vorigine t - o, la mdthode Is plus simple consist. & superposer ls solution extirieure at do
Ia Couch. limits. 0n rajoutankt dos COnStantG. do faron i obtenir us raccordesent convenable. On obtiont
sinai

2.2 - Th&orfme do convergenc, do Tibonov

La vaiidit6 do is d~composition prisont~e an prdcddent paragraphe 1 2.1 est tournie par us thdortme
dOi i Tihonov rapp*ld ci-apr~s (lagow, 1965 ; rdema, 1983).

Soient lag hypothaes snivantes

i) les fonctioss f et g du probime (1) soot continues sur un certain domaine ouvert Al do Vespace
des variables z et y

ii) l. probl~me rddit et 1. problime coapiet, Mdinis par (2) ot (1), ant uo. solution unique Sur
lintervalle do temps (o, TI

iii) ii exists one racing isolde 7=pOZ) &u probidme riduit dana (1 c'est-&-dire toll. quo t(.p0li) 0;

iv) cotte racine eat no point dd6quiiibre asymptotiquement stable pour ls couch. limit. initials A
lorire 0. d~tini. par (4);

v) 1. point initial (X,.Yj appartiont au domain. dattraction x.D ) associ6 & Ia racine Vt,,

Dana coo conditions, Tibonov ddmontre alors les rdsultats suiv~nts lorsque quo Von fait~ tendre I.
paramitre v vera zdro:

1) is solution complite converge uniformdsent our Co.T) vera la solution rdduite pour la variable
lent.

t-0O

2) Is solution complit, converge uniformdient Sur tout intervallo k I contonu dana 10.11 vera is
solution r~duite pour Is variable rapide

3) ii I a convergence do Is couch. limit. ;(0) vors la valour d'6quilibre yWx

Drus point do vae pratiqne, ii coavient do notor que Is vdritication des hypothises tondsuentalo
iv) at v) do co tkdor&ae nleat pas ais~e, notaument dons I* cam non-lindaire, car alle fait intervonir
des aithodes d'analyse dn comporteseut dynamique des syst~ses non-lin~airea. D'abcrd. il pout ouister
plusiours racimes A idguation g (1,T) - a at ii taut d~terminer Ia recine la "plus" stable. tnsuite. il
tendrait ddterminer le domaim* dsattraction do cotte racine, ce qui pent so r~vdler d~licate.
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In pratique. on pout solmnt donr on. coadition plus facile A v&rif jar, as qui Wnt a
locale at n~cesaaire

< 0

11 conuient do motor qus Is thdor~m do Tihonow eat valable 69alement pour des systdaaa non
autonoms aet pour 1. Cus gdadral oA z ot y soot des vocteurs de dimension quolconque. Pour obtanir
dayentage do d"taila sur Is ddaonstration, lea iascuaaiona at s gdndraliationa do ce thiordus on pout
consulter par exaple (V550,, 1965 ; rdeme 1983).

2.3 - Ddtermination dune moilleure approxiation A l'aid. do ddvoloppements aeauptotiavec

Si lPan disire us msoiliours approxiation de Is solution quo calls fournis pr is rdcolution
pr~senti. an 1 2.1. ii oct natural do chorchor uno solution par ddyeloppoment aayptotiquoa dens Is
paremitre e

lappolona gu'un ddusloppsnt asymptotiqus k Vordre n d'uno fonction Q0e par rapport & un
paramitro e oat us* expression do Is forms

t(c)=X k+(r"

tsils quo los conditions suivantes sojont udrif ides

et lrn NCc) = 0
C-0

La mithods do ddyoloppoment asymptotigus Oct trio utiliase en pratiqus, sel a permsa do rdaoudrs do
I agon approchds un grand nombro do problbmos physiquos, dens des dosains divera coms on *dcanique
cdloeto, on adcanique des fluidos. etc...

Son application aux syatdmes dynamiquea A dchollss do temps multiples a #t6 6galsmont of fectudo par
do noobroux autours. 11 sxists pluaisurs fagon d'appliquor ia ndthodo do ddveloppsnt asyaptotiqus sux
systses a deholios do tempa multiples. On pout distinguer. par example

a) Vapprocho dito des ddvoloppomonts aaymptotiquea raccordde" (Ardoma, 1983),
b) iapprocho dits "multiverieble" (Smith, 1985).

La prsmidre approche oct Is plus enciennea t aussi Ie pius connuo. 9lls procd, do I aeon analogue A
is ddmarcho prdcddonto, an considdrant deabord daux ddveloppoosnts asymptatiques inien4atsaentre ciii
P lun pour is solution "oxtdrioure" ou "riduite", Vautro pour is coucha limito initials. Uins solution

composito, velablo uniforsimont pour tout lintorvallo 0 IoT) sat esaite obtonue en auperposent cos
doux solutions ot on ajontant on terse dit do raccordemont do I a4on a assurer Ie virification des
conditions eux limits. Catto approcha prisonte niansoins ls* inconvinionts suivants

- Ie calcul des torsos do raccordement nest toujours pas trio simple A ofoctuer
- l'axtonsion an cas multivariablo ost comple.

La douxidmo approcho, dito "multivariablo", ost pine riconto, elle no pricento pas los inconvinients
roncontris per lapproche pricidonto.

Rappalons bribvomont 10 principa do cotte epprocho "multivsriablo", duo A O'Malley at a Ioppensteadt
(Smith, 1985).

On chorcho, pour chacuno des variables xaot y, un divoloppomont asymptotiqus difini do le favon
suivanto

(7) 0~~c 3F R(.E) + ext (t, e)

aveC "k~c =X k(t) e X (L.,) = Xit w E
k. 0 k.*

k-C k

t & et 1'chello dn temps diietio an votiago do Vorigino (t= VC)

Pour 10 divolopposont do is variablo z, Io terse x0(t~e) oat snitipli6 per 10 psraitre cpour
tonir compto du faeit quto Is solution d'ordro 0 pour Is variable louto no coationt pas do terso reistit A
Is concha limits initial*.
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Pour dMdinir compldteouet le probldse, on impose en outre les conditions suivantes

- i(t')ety(t'Ce) qui caractirisent Is solution "extdrieure'. doivent satisf sire Is systdme (1)
pour tout instant t >o, co*st-A-dire:

dt

- les solutions wi (t. 0) et ye 4~, e), relatives A Is couch@ limits doivent vdrifier les conditions

lim I = 0
yi(L (,

En tenant compt* des relations (1), (7) et (8), on en ddduit los Aquations diff6rotielles quo
doivont satisd sire lea solutions xi (t, 0) et yi 4. v) de I& conchs limite initiale

(10) ( d.'

L - (L, e) = I Uy) - g (,~

a partir des Eq. (7) - (10), on pout d~uire que Ie ddveloppesont asymptotique A l'ordre o doit
satisfaire los sdmes Aquations (2), (4) quo Is solution eztdrioure at Ia couch. limit. initial* du
prdc~dent paragrapho(I 2.1). La solution approchA. don. pricdeamont par (2), (4), (5). constitue
sinai lapproximation A l'ordre a du ddveloppoent asymptotique d~tini par (7) - (10).

On pout notor quo lox 6quatione difidrontiellos relatives aux torsos d'ordr* supdriour du
d~volopposent asypstotique (7) sont toutos lin~aires, A coefficients tonctiom du temps. Cos torms
peuvont Ate calculdes do proche en proche A partim dos formulas do rdcurronco (Smith, 1985).

2.4 - Extension au cas do plusiours Acholles do towns

on pout 6galoment g~nraliser Is mdthodo des perturbations singulibres A des prohimes at
apparaissont plusisurs Achollee do temps

it1-dx = r" wx x I. x"') x*(o) =1

Jdt '

avec cj/ei-. 0Iorsque ej*-O j1,2. mn-1

etou xo, x1.xm sont des vecteurs de dimension no0 , .. x

La procddure oat identique A celloeof fectudo pour doux 4chellos do tonps on prenent Is couch* limits
d'omdre j come solution ext~mioure do l& couch* limits d'ordre (J+1), A chaque couch. limits Atant
add oct6o une nouvell* dilatation do lVcholle des temps ti,. i.

Some rdserve des hypoth~ses do stahilitA pour lox Aquations relatives aux couches Uinites
sucessivos, Tihonov a ddmontrA 69alomont la convergence do Is solution complfte verm Is solution
extiriour., lorsque tous lee c, tendot vors z~ro (Vasov, 1965).

3 - APPLICATION A LA DETUINATION DE LA COMMNID SOUS-OPTI~nAL DES SYSTUES DXVUE'IILS UO-LIUEAIAU

L'apport do la th~orie des perturbations singuli~res & la dtormination do la commando sous-optimale
des syst~mos rdgis par dos Aquations did tdrentiolles non-lindaires oat d'ahord ddcrit hribwvent. Los
problbmes roncontrds dams los applications, en so limitant A loptimisation des trajectoires d'avioms,
soat "asuits prdsentds, do maos quo loes olutions utilisd.. pour lee rdsoudre.

3.1 - D~dinition du pmoblbme

fait 1s syst~me dywasique, r~gi par des Aqations diddrontielles non-lin~aires prdmostdss os Is

dome sisfuli~rmeet porturh~o suivanto

(12 M, y, U) avec X(u) = 7,

C;g(xy,u) Y(O) = Y
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*a z, j scat des vauiables di4tst & velours rdelles, do dimensions rtspectives ni et ni , u oat 1.
veteur des commaodes do dimension *.t Goet an petit paratre scalaire. f

11 s agit do trouver a loi do comando optimal* OWt permettant do transfiror 1tat (W 7) au
systdme (12), dan itat initial donna jusqu& on certain 6tat final (x (t). y Uf)) d. fagon A Msinivier
lindice do coat intigro-final suiwant:

L'instant final tr eat libre, maim litat final doit satiafaire i un vevteur do contraintes, do
dimension r

(14) Q (X (4Y(W)l=O0

Four simplifier, l'eped suivant sera fait does cam particalior suivant des contraintes finales
06 1jitat final eat complitement fix*

(15) ~ tf) = X

Pour 1. cas gdnkral des contraintes do I& forms (14). 1. Principe do Is mithode denearo valable
mais Is diterination des constantes d'intdgration est plus compleze.

Soulignons enf in quo. dama 1. but do recherche do loin do guidage "temps r~el", 1e problime
principal consist* i oxprimer, si possible, Is commando optimale a

5 
scanus I&fore* en "boucle fersie",

c'est-&-dire soas I& formeo d'une fonction do litat courant (N, y) an systise

(16)
u*=(X.y)

Soale cette formulation persot d'adapter off icacoment 1& commando pour tenir coopte des 6carts par

rapport A s trajectoire optimal* dus & des perturbations do natures diverses.

3.2 - Commando optiaal*

La solution exact an problbme doptimisation difini par les 3q. (12). (13), (15) pout Wte obtenue
en utilisant les conditions nicessaires an Principe do Pontryagin (Bryson, go. 1975).

On 46iuit d'abord le Basiltonien du syatime (12), (13)

(17) H =L(xy~u)+ AT f (X, YU) + ATg (X.Y, U)

Olk A, A, mst lea vectears adjoints, solutions du systme diff~rentiel

(18) dA. all 8 ar.
4 T, agT.At

dt ax ax as . s ax Y ae

dA a L aT aT

C, = H L- - = - - - .A - _-.' YMd

ci e, t v, sont des constants* arbitrairos A ddteruinstr do faqon A obtenir les conditions finales
disirdes (15) sal l'6tat.

La commando optizalo u* doit assurer Is minimisation da Haniltonien dane le sous-ospace U des
commandes admisaibles (sapposi indipendant an teapa)

(19) a' = Arg M i If (i. y. A., A7, a)
UEU

II et A notor quo Ie Eamiltonien ddfini par Sq. (17).* (1S) est ligiremt diffirent do celui
bsbitsellemient adoptA pour is Principe de Pontryagin. Oa peat v~rifier ais~ment qae cas 6quatioas
peavest Wte didnites do Is formulation classique do Pontryagin mopennant an cbagent do variable sax
le vectear adjoint associi A Is variable rapide y (Ardema. 1983).

Lea Aqostions (18) mostrent simmi quo los ,ecteure adjoists A,, A1  oat l1" mims dyamiquos
quo teo variables di6tat (z, 1) a systime (12), cotst-i-dire quaa vocteur de variable loste x
correaposmd an vectear adjoint "lest" A. et quas auctear do variable rapid. y correspond am vGctear
adjoint "rapid*".

Om suppoe quo Is risolation do (19) permet do mottre Is commado optSimal eons I& forme OPlicits
saiwmsto
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lappolona 69alement me. propri~t6 important. qui eat suvest utilisA. on pratique pour ddterminor I&
commands optimal* on "boucle farad. par I& technique de& perturbations singulibres (,oir example plus
loin 1 3.4).

Comei lea STStime considir~s sont autonmes, i set facile do montrer quo Ia condition d'optinalitA
(19) atrains que 1s Emmiltonien at constant tout 1* long do Ia trajectoire optimal*

(21) If Wx, y-, X,-, X,. u*) =Cste .

Par aillearm. coon I. toeps final sot libre, on montro qulil dait Wtr choini do faqon quo 1s
lamiltonien final soit nul. clent-A-dire:

H- (xfr.. ye, k,*, hy,, ui*) 0

ce qui implique s1crs quo I* Eamitamien rests idontiquemont aul tout 1. lons do Is trajoctoire optimal.

(22) H (x*, .A,u* =o 0

3.3 - Iqelicatioa, do I& th~orie dos perturbations asiali~rt

Le reppel du Principe do Pontryaginm et on 4vidence lea difficult&& roncontr~es pour dtorainer Ia
commando, optimal* on "boucl. term"". D'abord. at surtout * il convient do risoudreoun mystdmo
d'&qaations ditffrentielles non-lindsiros do dimension 2(nj + n2) coupides constituA.. par les
Aquations, d'6tat (12) et adjoints (18), compte-tenu do Ia coenande optimal* (20). 11 s'agit 1A duon
problim &ux daux bouts avec dos conditions initial.. ot finales our l16tat. hnite loexpression (20)
no foursit pas nbe ,Aritablo commands on boucle form"o. puimquoelle fait intorvenir, outro 1'6tat zy,
lea variables adjointes hlAy.

Za rmzqusat quo 10 systbm diff~roatiol (12), (18), (20). A rdsoudre met en Avidenco loexistence
do des 6cholles do temps diatinctos, do par sa torm ainguliirement parturbd.. no. rdmolution approchA.
oct obtenno, en appliquant Ia c~thode do d~voloppoment asymptotique pr~mentds au A 2 prdc"dont.

Use approximation A lordro o pout Wtr ainsi obtenue an r~solvant d'abord 1s syatmo rdduit, en
faisast c = 0 , Puis en of fotuant uno corroction do couches limit... apr~in dilatation du temps.
Totefois, comme la conditions &ax linites sont donades en Partia A 1 instant initial. at en partie A
1 *instant f inal, il sera ndcossairo do considdrer dens couches limit.. pour raccordor lea conditions
initialeoaot final.. sur 10 voctaur do variables rapidos y.

L'application do I& thioris den porturbations siagulifrom dane Ia r6solution dos Aquations (12),
USi). (20) paut Wtr roprdsoatA. sons Ia form Aquivalents suivante.

Rn so limitant A 1 approximation dordro 0, lloptimisation do cyatdme initial (12). pout Wte
remplac~e par lloptiimation do troim symtftem do dimensions plum riduites:

- 1& promikro oat relative A Ia solution ext~riouro (ou rdduite) * obteoo am I aiment c= 0
- Is secondseaot relative A Ia correction do conchs limit* inkitialo,
- 1& traisim eat relativo A Is correction do coach* limits final.

La commando composite eat ennito obtoaue par suprposition dom solutions obtenuos dana l*@ trois
6tapas pr~cddntos.

3.1.1 - Solstion axtirioura (approximation 4, ardre 0)

Le prabMo r~duit oat d~fini enk Iaisant c= 0 dana lea 6quations d16tat at adjointes, at lea
Conditions 4 'optimalitA.

On pout mnetror quo Ia comands optisala correspondant* oat donn"*, do tepee dqnivalonto, par Is
rdoatiou ft problbmo d'optimiation de dimension mains 61*YG* ati n *intervient plus quo 10 vacteur
last a. doat l~ftolution set r~gi par 1* syatbam dil f~reatial

(23) ji(~i (0)1

ad I* symbols an Ot relatif A Ia solation oxt~rieur* (on Wadits).

Saws oet.s Aquatiom, lea variables (1, ) mst ici lea commandos, see iad~pendanten at rolidoc estro
olloc par 1n relatioe implicoe

(14) g(tP'M 0
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blindice d* performance A aininiser et idestique & llindice do problibe couplet, caest-&-dire
"dti par (13). Lidtat final car IS vectar lout a eat ftadi at doad par use Portia 4. I& condition
(15)

(25) t)=s

3.3.2 - Coughs limits initials (ardre 0)

Ia coach* limits initials parmat do raccorder la condition initials our 1. vacteur rapid* y. Ella
at obtenna en eff actuant une dilatation du temps an voisimage do Ilinatant initial I =tfe , Pais en
faicant C = 0 . On paut encore nontror qua Ia commands optimal* correspondents et dannde, do facon
6quivalemte, par la rhiolution Alan problima d'optimisation Plus simple quo 1. probldma original atk
nlinteryiennent plus, catte fois-ci, qua Is vecteur rapid. 1. L'dvolution da cm vactour eat alora rdgi
par I. systirn diffdrentiel suivant, done laqual Is vectear lent z at figi A cc valaur initiala
constants x. :

(26) d
- = g (x G)=Ydt

at le sFmbol. (?) eat relatif A Is solution do couch@ limit. initials.

capplimentair* portent cur Ia dynamiqu* do la variable lent* (Kelley, 1972)

(21) 3= 1,t-. [L (x.,q,0) + 1T.(x~Oq,))dt

La coefficient de ponddration A.. at la valaur initial. du vacteur adjoint ratif au vacteur lent
x, provenant do Is rdcolutian du probline atiricur. La prtaence da ce terme As ponddration portant Sur
la variable lent*, dans l'intgrand* du cobt (27), parsat d'assurer 1* raccordemant do la coucha limit.
initials. & solution .ztdrieur.

Il eat encore A nuter quo lea hypothhsec rslatives au tbdorima do Tihanoy, prdsentdoc au 1 2.2.,
parmettent d'aceurer lleziatnca do Is solution do c. probidme d'optimisation & horizon in! mi .t de la
convergence do Ia couch* limit* initials vers la solution extdriaur., c'est-4-dir.

(28a)
jim a* Wi = U* 00~

at soa)iix) cnt la velours A llinstant t-o do Is solution *atdrioura (vair 13.3).

3.3.3 - Couche linite finala

Dann 1. ccc pricant at lan impose 69alemant una condition finale cur 1. vacteur rapida 7, une
coucha limit. finale est ndccsaira pour raccordar la condition final. cur Ia valeur final. yr .La

ddnarcha *at analogue & call, de la couch. limits initial.

1,16"ation dynamiqua eat obtanua en faisant ua dilatation du tampa au voisinaga do linstant final
(ao=tr-q), Pais en faicant e =0 .Le probline d'optinication "6quivalent" at ddfini par lea

4quations suivantes

(29) y

do = -g xr 5 ,5 a viec 7(or) =Y

(30) J N= -, I) (L(~ + A~ Tf( y, u)1 do

Ce probldm doptimication act otrictement analogue & calui ds Ia couch. limit. initials. 1l
coavient do notar, ndannoinc, une di!ffdrance qui as rdvdlo importanta dane It pratiqua :lI convargence
verc I& solution aztdriaure at obtanue an intdgrant ld6quation do Ia coucha limita dana la cans
ritrograda, caest-A-dire en temps inverse, & partir duan tempt final qui anest pas connu a priori.

Come poor Ia coach* limits initials, Is thdornme do Tihanov faurnit lea conditions do convergence
sivantem pour les quantitdc relatives A catte concha limits finale

B ini y (0) = (,xN
(26b) 3 -l

jim U* (0) = u* NO4

oh YO (a) at u* (%I) seat Its valeurs finale* As Is solution enthrienre 35 3.3.1).
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3.4. Cam scalairs,

Dun 1* cam o& lem variables z at I du problies couplet (12) mont scalaires, l'approziaation dordre
do I& thiorie des pertuirbations aingiliftes purest do foiirnit one solution analytique compbte pour Is
calcul do is commands optimal*.

3.4.1 - Solution eztdriourta

I1 sat a note! quo la r~sohution ani problie. rihuit (23) fait interysnir Is Hamiltonian suivsnt. o6l
Ia contrainto couranto (24) sat prime en coapto par l'introduction dun Sultiplicateur do Lagrange Xy:

(31)=L1,,a+I (fYD X93,9U

et quo 1'6quation adjointa qui rdgit sl mcrit:

(32) . ax Y ax

Les cowmandes aptizales doiat ainiziser Is Esniltosieon.

En tenant coepte d. I& nullit6 do Ia contrainte (24) et do l& nu(lfik du Hamiltonian optimal (22),
il inst possible d'6liminer, dons I* scalaire, Ia variable adjointe I. do (31) at is multiplicateur X.,
et da ms ranener au problise:

(33) A Arg Min {L R. Y I).- .Y a, Y)r()1

avec la contrainte g l.j,) 0

On pout ,6ritier quo lea valours optinales Atoy at do Ui* mont alors donies par

(34) ~~ArgMin L L(2, 7, U 8 )

A rgMax i Q(Z).<)0

3.4.2 - Coucb@ limit. initialq

Le Hamiltonien du problime (26), (27) s*icrit

L L(x.. .) + r1, 0 .Sf.NO ) + lg (x,3.l

La velour initial. A,,, do Ua variable adjointe lente eat donnde par I& relation suivante, obtenue
mn tenant coupte do Isanullitd du Eamiltouient optimal

In tenant coupte do (34), cette variable eat uniquenent une, foaction do la valeur initial. x

(35b)

La coumande optimal* du probline (36), (27) punt &tre encore obteumnsa do n ezplicite.

Smn effet, Vintdgrale preeidre du gamiltonion nul peruat dl6ininer ladjoint ly et dobtenir Ia
counande optimal@ per Ia rdsolution dui problime doptimsation atatique anivant

Arg Min - lo,.(

(36) 
g R.

(Arf Max (i g 0

* 3.4.3 - Couche uIWO final.

Lik 4duacbe eat analogue, A cell. do Ia comch. limit. initial*. Oneas idduit, do It nM Lagos, see
command. optimal. 'dA en factioa uniquenest de la variable d'6tat A 1inlstant final xr et de Is variable
rapi*
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3.S - Commanis riactualiude *a bowls fornm" en tens riel

La sperpositioa des uolutions obtesses due I. ritian *eztiriosrseet ionue I*@ouches limits
initial* et finale porsot ion Wedirs sue commusie composite u,.(t) unifornimont Voluble tout 1. loo# do
la trajectoire. go so linitunt & l'approxination dorire 0. cette commasi" udorit

(37) ~~~uP(t) = (0 (x. ' (i)-U (uQy (a.))+11E +U(.() +i~g1o)UX,(E)
C.L. initial, S. eatirer C.L. rai.

Cotte commands cospreni troin terms : n ters rolatif i Ia solution estiriurs et ion tors
relatifs ass couches linites initial* at finale. 31l dipeni is fago. osplicito do litat initial

(., y.) , is Pi6tat final (afyl) et is temps courant t.

Use commando on *boucle form"e" out obtense en tenant coepto iou renarques uivantes

iU quani on eat suffisausoat iloigni ic In couch. limits finale, la comando relative i cette demrek~r
out infininent petite, on a on *ff St. ispris (28b)

b ituat on sombre positif fini;

ii) A 1 instant initial t-o. la comani up.(o) out niquement use function io PI'tat initial (x,y0 )
gm of fet asok suppont quo 1V*on arrive A risouire coaplitoat iosmanutre analytique lee problis
riduit at io couche limit",. co qui out 1s can pour dos variables scalairo.. Is commanio (37),* compte
tons do Is rooarquo pricidente at dam 1q. (24), (28s), out do Is forme

(34a) U
1

, Nt) = 0 (X0. YO)

Wi) Ia comand* io coscho limits initial. converge asmptotiquonont vero la commanio io solution
estiriours (vair Sq. (28a).

In coniiirant ensuito chaque instant courant t cooe instant initial, on obtiont ainsi use comands
on "boucle foredo", valablo uniformioont lo long do Ia trajectoiro. & loscoption is voisinage io li&tat
final (Nebra at Co-auteurs,... 1979)

(38b) UP. (t) - 0 x (t) Jyt.

La figure (2) illustro cetto riactualisation io la comnando ions lo can iou variables x ot V
ucalairos.

Solutjcod exacts

Solution extbiure

)to X

Fig. 2 - Commando composite.

3.6 - Etension outsysvtims sultiveriables

1A iicomposition iV*on probline io command* optimalo par an syutise isaesique & iean 6cholles do
teps, am troiu problisem ssccessifu plus simple*

- conch* Uinits initial*,
- solution extirioure ,
- couch. linit* finale,
st on rioultot tout A fait giuiral. Toutofois, on a vu quo Ia comasi* optimalo go pont pan itre
facilenot esplicitie on bosal. farads out li6tat soul, sauf ions Is cam o6 la variable lent. at Ia
variable rapid. most tout"s lea iongs alauina. Pens ce cam, gso fot, it eat possible dIdliaiuor s
adjoints at idwviter Ia risolution is problimu ass des houts imas do lapplieatioa is Principe io
Postryagia. Pour traitor ln cam uiedral dona syuti.. multivariable, do@U approohoo mt poonibles an
pratique, supposat t I atVetre qua In variable lost.s o at scalaire, o ecore quo 1s problIme
rdiit psise Otre rno.15 do anure asaytie.
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3.6.1 - Isbelia. do team. aultinies. A xdmaration "coenlite'

Le vocteur rapid* y et elle-ada. ddcoapooudaen variables scalsires y,( G I.... n-I1)
A.rapJIit6 croissants.

Los 6qusticem soot denit.. nows Is forms sulvants

(39) ;

ciy g1(x.y1....y0 ..i-)

Lea -6Aree rd ,da (1 3.4) m. gddrjaise directenent. It probidaoptimisation initial Waus
glsam do Ainesuion a *at ddcampos& e a problimes d optimstion statiques qui psuvont Wte risolus,
do proche an procia, en partant do is variable Is plus Jest* veto Is variable ia plus rapids.

Comm. prdddmoernat, one commsandes boucle forad"", valable unit oradmut Is long d. ia trajectoire
& ±iezeeptiam 4. voisiage de l'dtat final, et doens" par Is commnds rdactualisde fouruis par is
Coma"*e relative & Is couche limits Initial* 15 plus rapid*.

W'inooavduiat do Cott* Odmarche set lb1ypotbise. pam tau~ouas physiqusst justitido, as I&
O~peration ompldte do& 6chellos de teaps do systine. Le principal avsntag* rdside doe l'obtention
dVwa comads ace n1mpalr paX rates? d'tat.

3.6.2 - Liadarisation do l& c-u-ch lUnits

Cott* approche perset d'dyiter I hypotidac Cuea siparation compldto ds Achelles de temps
multiples, at do traitor flobalsuent Is cam Wun Coch. limits compertant pluuieurs variables.

Considdroes d'abard I* ca dosne couch* limite initials. 11 eat *er, possible de rhsoudre
explicitement Ia d"termination do Is commands, du mains pour lappraziaation A iordre a, en lindarisant
lea dquations de Is couch, limit. autour do Ia solution noninale ddfinis par is solution oxtdrieure.

La lindarisation de llquation (26) et de Vindice de codt (27) autour des velours dd6quilibre (x03'y(x,))
relatives i Is solution eztdnieure, smcrt (Bryson, No, 1975)

(40) di 8

~- JO rB9T~Tjl R 6G

aver A B Qj LQ211KS = -Ij ,R = 0~

Las qnsntitds A.1, B, , 5, R, intervenant dana (40) soot des constantes dyaludets au point d' kuilibre
(.h)) relatif A l1istaut initial.

La cornande optimale 80 pour Ia conchs limite initials aet donnda par Is solution clessique du
prohidme lindairs A widt quadratique an horizon infini

(4l) 80 =- W',(O'i'+ S)8Y

od P sat Ia solution seal-d4t isi* positive As liquation &196brique do Riccati (Bryson, go, 1975)

(42) p + ~p + 4 _pBWI'p = (

avec A =A-BRS',4 Q.SRwS?

Lexistsace do Is Solution Pde Cott* iquation eat lid. directement sux conditions do atabilitA
asymptotiqus de Is couch* Uimits.

L6avestoga do cette ddmarche, par rapport & Is adpsration ceapltdtes 45chellea do temps, et
qush.l penust do traitor siagulanen lusieurs variables at par suite psrmet d'dwitar lee
incoevduiests duo & se mdparstion artificielie des dynsmiques.

Les Iscovdasts mst do does: aortas:

- dasme pert, l'bypotb~se do Iliuait impose quo Js conditions imitialas se soist pas trap dlines
des velours ddquilibro as Is solution extdtieure.

- dextrs port, Is calcal do Is commasde adessits Is rdsolution datae 6qnstion matricile algdbriqa*
at licoati, det Is valour idpead tuo I dtst initial x. B ass is cas d'une rdactualisatiou 6e is
oaliition isitiale, on boit aimmi rdseudre Cotta Aquatiom & chaqu instant courant t, cc qui pout

coadmirs A dee taupe do calbal probibitita poor se atiliation an tempe rdsl.
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Cam dlums coach. limits final.

La liaierisation procida do felon analogue A cell, do Ia couche limit* initial* ell* on dif fire
cepeadant pa 1*9 points suivants:

I 1 chagement d'icbelle do temps eat a = t,- W
-1: point do limiarisation eat Is point di6quilibre relatif A Ilinstant final
I&l convergence eat obtenue en temps inverse, at ii taut prendre In solution Msmi-dtMi.i nigative N
do li6quation do liccati (42).

on notae antis qulil eat possible do combiner Ies deux "recettes" pricidontes, en travaillant sur
des ichelles do taone multiple*, correspondant, lee ns A des couches limit.. scalaires, los autres k
des couches limites# ultivariebles liniarisables.

3.7 - !tAlioration do Is aicision

Four amiliorer Ia pricision do lapproximation d'ordre 0, deuz techniques ont #t6 utilisies

1) diveloppemnt asymptotique A lVordre 1,
2) prime en compte do "peoudo-solution extirieure".

L~a preeitre mithode utilise la mime dimarche qua Is mithode des diveloppanents asyuptotiques
raccordis dont Ie Principeoaet gijiosi doe (Ardeme, 1983). Linconvinient eat quelIle met en oeuvre dos
calculs complexes at il est difficile d'obtonir des solutions analytiques, A l'exception de quelques
examples simples comae l'intercaption does n plan horizontal (Visser, Shiner, 1986).

La mscode mithodt consists A remplacer In solution extirioure per une "pseudo-solution extirioure",
obtenue en traitant simultaniment lea 6quations an ai et ec du systime (39), c'est-&-dire, en supposant
quo Ie variable V, est A I&amime icholle do temps que Ia variable leat* x (Celise, Hoarder, 1982)

3.8 - Problimes iaratiaues et solutions

Si liapplication do le thiorie des perturbations singullirtes (P.S) A Is ditermination des lois do
commando sous-optimale ne nicessita pee do diveloppesent mathimatiques complexes, au mains lorsque quo
Von so limite A lepproximation d'ordre 0, do nombreuses difficultis ont 6ti rencontries en pratique at
A Ilheuro ectuelle, il nlexiste pas encore do m~thode "miracle" permettant do risoudre do fegon
satisfaisante tous los problises. Ca paragraphe risume los deux principaux obtacles rencontris qui font
qua l'applicetion do cetto thiorie des P.S. A la commande optiale relive A 11heure actuelle, plus do
lart quo Ia thiorie.

3.8.1 - Di6tormination dos ichelles de temps

Kin travail prilisinaire consists A sattre los iquationa do Ia dynanique d'un systisa diffirentiol
non-linbire sous l& forme singuliirement perturbs*, si possible du type (39), c'est-i-dire avec
siperetion complte des dynaniques.

1) Sinaation des dvnamioues

Dens Is domain. iiniaire, Ie problime eat bien maitrisi at Von dispose d'un grand nombro do
techniques. aliant des plus simplos (cerclos do Gerschgorino et Ovales do Cessini) ax plus
sophistiquies (calcul does veleurs propres et des voctours propros). Un. oxcallente revue do cos
techniques oat facite dens (Noroigne, 1984).

Par contre, does1 domains non-linicire, las solutions proposies tont souvant complexes et
constituent souvent n problime en soi:

i) Is pramiire mithodo consist* A utiliser los techniques Au domain. linieire en liniarisent los
iquations eutour dune traJectoire optimal* nominal.. La mithode a i6i utilisie doe (Noreigne, 1984).
La dimarcho est complex. et fournit seulament des combinaisons liniaires de variables di6tat du systme
envisAgi.

ii) Ia deuxiime approche consists A recharcher des transformations non-liniaires permettant do siperer
lee variables lentes at los variables repides. La principe oat siduisant cais on aboutit A n. iquation
aux diriviem partiellem dont l& solution est inextricable (Kelley, 1972), A l'eception des cas
perticalifremect simples dont on cosneit d6iA Ie solution a priori (Ardeae, Rajan, 1985).

111) use troisibmo epproche consists A ivaluer samplemnt I& vitesee A. variation des divorcs
variables, par example oes Ia form. (Ardoma, Rajan. 1985)

=Max-f N U)

mED

3.5.2 - perturbation sinelibre forcia

Pour mettre en ividence lee xi , wie solution consists A effectuer dos changeseats do variables at
us ceasgement del icbellG to tamps do gaes A faire apperatre cos petite parmitros en premier ambre
do (35).

Si, dams certain@ cam simple*, Comes litrceptiom dams Ie plan horietal, il eat possible
4*aPPliquer Cette dimaircho (Tinter, SWiner, 1986), 1. problime oat en giniral mom trivial.
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Par ailleurs, coming Is dynamiquo a% 0820*tiello"Uft %OR-lint64iro, 14 miss en Avidonce do co
paramdtro sleet salable quo localowant, coest-A-41re Pour age. certain* classis do trajoctoires at il
*at A prdvoir quo Is classification ontro variables rapids$ ot lentes risque s~se do changer tout au
long dune mae trajectoiro.

Pour cotto raioon, 11 pont Itre prdfdreblo d'utiliser I& dimarche appol~a "erturbation singulihre
Iegc~ft (Shinar. Herari. 1960) qui consist* & introdnire lee paremdtros ei do I agon tout & fasit
artificialle. Cola reviont &isco u n n n hiftirehisation dens la dynasique do coePortonent du
syatdo. qui sleet post-Wte pen rdsliste, maim oat iystil ide a Posteriori par Is qualit6 des rdsultats
auxquole cotte hypothiso conduit.

3.8.3 - conditions finales our lot variables rapides

La miss en oeuvre do ia commando optimal* "composite" issue do 15 thdorie des P.S. no permet pas
d'obtoair uine prdcision acceptable loraque l*@ condition finales portent aussi sur lts variables
rapides. Sn et, cosine Ia couch* linite finale converge buon vers la solution extdnie-are, aim en
temps inverse, son ut

4
limation en "temps r~el", coest-A-dite en temps direct conduirait A lane erneur

isportante.

Pour pallion A cot incouvdnient, il convient do citer lts trois solutions suiventesZ

i) Is presidro consist. h changer I& d~coaposition des variables au voisinage do V instant final do

1soo A faire apparaitre lea conditions finales cur lea variables lentba senlemont.

ii) 10 deurikmo mthodo consists k adopter une ddsarcho coapldtenent diffdrente. La 86thode des P.S.
aort & ddtersmner 1s loi do commando do concha Uinite finale. L'arc do trajectoiro finale ost ensuite
intdgrde on temps inverse 

4
usqta' Ia solution extdrienre. Cott* portion de trajectoire ost enregistrds

et utilisde come profil do guidago A suivre en temps direct. Cette 4euxidme technique a applique &
toutos sorto$ de contraintes sur I'Atat final du type (14) (voir I'application traitde plus loin S 4.2).

iii) Ia troisidse adthods consist* & commuter sur A'antroa lois do commasndo provenlant d'autres
ddcompositiona de la dynasique salon une technique do oulti-classaent (Fossard, Froitaa, 1986).

4 - IPPI.ICTON MD LOIS 019 QVIDlOK U -MUS ml." POOR! LIS TRAJICIIRIS D-AVION A TUPS MINIMU"

4.1 - Pooe Au probldme

4.1.1 - ampthise

Lavion #at aossiid A uan corps ponctuel do aese constant.. 6voluant dons un rep~re inertial cur
ae terre plae, de posanteur constaints.

Lo5 poussee do I'mvion sot supposA AmigA. Is long du vecteur vitesso, s vaeur mainacle ast nine
lonction do latitude et du noebre do Mach et *Ile *at fournie sous forme Ao table A dens dimensionls F(h.M).

LS polaire est snpposde parabolique

(43) C.=C (WI+ k(MIC

ot 1.5 coefficients C, k. scot des fonctions An noebre A. Mach. On suppose en ontro quo lavion Avolus
A ddr*p8ge nul ot les transitoiros sur I* sonvement dsattitudo soot n~glig~os.

Do ce fait. les coemendes do lavion sont i. taux do poussde 81, le facteur As charge noraal ne t
langlo do g~te sdrodynaique pa. Dens Ia suite do l'6tudo, on s-intdresse essentiollesent ann
trajectoires poor losquellos 1s tauz de pouss~ b optimal ext constaftont Ggsl A 1innit&, ce qui mot
gdndralement 1* cam des manoeuvros dintorception.

4.1.2 - Isuationg cn souvomOnt

La Position at 10 vitesso do lavion sont caractdrisdss par laltitude h , lea coordondc
horizontal* x at y do Is Position relative entrt lavion at nine cible (dont Ia position ot Ia vitesse
msat sUPPOedes connues par aillours) 1* module do Ia vitesse 1, on oncore do f&4qon 6quivalonte Ildnergie
spdcifique ddfinie par g=h + V/2g $a pont* yeat son azimut x (voir lig.3).

plas 10 suite, on utilize lea variables rduites mss dimension difinies par

Fgt/a oga/5 *o gy/42 fi = gh/a 
2 

V _ V/an , = PM/mg gE /a

06 a. est use vitesse do ndftromce 0t g Ncc6ldration Odo pesanteun.

LOs dquatioes rdduite ane dimensiont du aouvesont do lavion msnt dones par 1s systdmo
diffdrentiol soivant, em omettant I106. smo.( Pour simplif ier 16cniture

(44a)os1s-V' PVAISC. 2k mg
jVosy sin x j =m . . D1

sainy yve2igP i

V~h , D. D, ,2)PV'SC.

in sino p)Vca y) n
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Dana catte 6quatiom v. d6signe I vitese de l cible, suppoed aniade dun mouvement rectiligne
uniform* A altitude constante mele laze des x.

m utilisast la vitnessn , an lieu do linergie spdcifique X. on obtient 1s Mame systf.e
d'quations, main oi l6quation en E at remplac6e per I'6quation suivante

(44b) V=FP.-D-Dn.2-siny .

Dana la suite, on considirera uniquement des trajectoires telles quo Ia pouss6e soit toujours
azimale, C' at-&-dire % 6= 1.

x a Plan horizontal xo, Yo

Za o(verticale)

Fig. 3 - D6finition des angles y, X, p).

4.1.3 - D6finition du probl6nt d'optimisation

Le problbme consiste A trouver des lois de commando n et p do fagon A rejoindre un ensemble de
conditions finales sp6cifides, i partir d'un tat initial compl6tement d6fini, en un temps minimum.

La nature du problime d6pend des conditions finales impos6es. Dans la suite, on s'intresse aux
trajectoires suiventes :

1) mont6e en temps minium dana un plan vertical :le conditions finales portent uniquesent sur lea
variables E , h et y;

2) interception tridimentionnelle : la conditions finales portent uniqueent sur la position relative
A la cible, c'ost-i-dire :

(45) x(tf) = O.y (t) = 0h (tf) = h,,

o6 hc sat laltitude do vol do Is cible.

La r6solution du problime d'optimination doit prondre on compte des limitations physiques mur lea
commanden t sur 1'6tat do lavion

(46) C rnin ! C. ! C.

JneI i n.in

q = pV2/2% qm,,
M SM.-

Us muddle davien do combat typique eat utilis6 pour le applications numriques. La domains do vol
de cot avin est pr6sentd sr Is figure 4.

Domaine de vol

15000-

Profil continu

Fig. 4 - Prom conhnu do mon'e enrgil'qu 10

-V (rns)

0 200 400 600
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&.2 - Mat6S on teens minimum dome an mlan vertical

4.2.1 - Rguatiotia sineulidreMent nerturbias

Come Is position n'intervient pa dens, le* conditions finales. et On Be limitant &n mouvement does
U. pla vertcal, l'dtst do Vavian peat dtre, ressd A trais variable# :BA, at V

Li6tape prdliainaire consists A mettre la 6quations do mouvement sous I& form* singulidrement
perturbable. perettant ft aettre en 6,idence i& 66paratiou tntre did idrentes 6cholles do tamps du
mystise. La dimarche utilisde ici @at la mithode des perturbations ringulidres forcdes, dji mentionade
pricidement. tins 6tuie prdliminaire. effectude avec an acdic lindaris6, utilisant une mithode
prtaeatde pricideement (53.8.1), masntra qua I& iyuaique ds Vavicn pout 6tre dicomposie en dan
6chelles de temps, done i1onic ds rapidit6 croissant* suivantt : nergie E. altitude bt at pants

Las 6quatioas scat mixes sons la form singulidroent perturb** suivante

(47) % V~~,Dn2)

Ch =V sin

A E est an "petit' paramitre introduit artificillement pour miparer l'dchelle de temps entre Z et(h,y)

4.2.2 - Approximation d'ordre 0

Solution et~rieure

lappelons qu'elle eat obtenue en faisent c =0 dens les 6qitatiotts (47). Rn sintressant uniquesent
aux trajectoires de montde Ff>_Eo( .on obtient lem risultets suivants, on disignant par Is symbol*
Ia solution obtenus

( h) Arg Max!V(P,,- D0 -D))
h

A1, xh =0. =2A 1

Las valeurs de h (E) peuvent itre calcul~es pr~alablement hors ligne, et enregistries en fonction de
3 sous form is table. Pour Ie sodile Vavion utilis&, Is prof il de moutde 6nergitique ;h(E) eat
illustrA sur le figure (4), avec n maddl d'atmosphire standard.

Une discontinnit& apparait sur ce profil an voisinage de Ia viteae du son, c'eat une
ceractiristique bien conu des aviors ds combat a Performances 6lewdes. Ills est causie par des non-
lindaritis des coefficients atdrodynazniques dana In zone transsonique. Cette discontinuitk sera 6liminde
ultdrieureMent (voir plus loin f 4.2.4).

Couno limits snr h t y

on traite ici seulement I* cam do la conchs limit* initials, celni ds Is couche limit* finale asn
diduit ds fagon similairv (voir 5 3.3.3).

Las ftuations do la couche limite initiale sont obtenus en faisant Ia dilatation ds lichelle is
temps A lVorigine (I VCti), puis en faisant e = 0:

(49) L

dj
i = (A,- w j

o6 Ie symbols C) eat relatif & Ia couche limite initial*.

Pour ohtamir Ia command* fi. en boucle dermis, on applique la technique do lindarisation dicrite
pr~cideinst (13.6.2), Ie point do liniarisetion Rtant difini par lee velours is Ie solution astirianre
A Iiinstant initial t.,=0.

Les 6ilists des matrices A,B.Q.R.S correspondent an systimw lintarisi (40) siAcrivent

(50)1A vo e I 1 q. t 1 S - I l R 2 - 1 V D 1
1 0q 0t1 B t

41sD a
awec q,=~aj V.=T~, -- ~-2 1 J
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Compte team de U~ form. particulibre do ces mtric.., I* solution algdbriquoo P do li6quatiou do
liccati (42) pout Atre obtamue analytiqusent. L'ezpressiom do I. comand* k does Is couche limite
*at, an ddfinitive. donnie par:

(51) n,1 (BTP +S) 671 Jl~ p + ,(h-h + 13 (WV~T

avec 0 =(ordreO) , -N~ +V (!) 2 + 2p2V0 )=R(q 2 2V'A -2 V:
1
s1)

4.2.3 - command* an tomp. rd.1 A Vorire 0

Pour obtenir une loi de command. on temps rdol, valable tout Is long do la trejectoir. a* montd., on
procddo do I. facon indiqud. au paragraphs prdcddent US 3.5). La coomand* comprend des port is:

1) 1a promifre partie eat valable tout au long do Ia trajectoire, mauf au voisinage de 1 instant final;

2) 1& deuxiime parti. parent d'asmurer l1obtontion des conditions finales ddsirdoo our la. variables
rapid.., coast-A-dire laltitude etlou la pants.

*Command* en couch. limits initial* at en solution extdrieure

tn utilisant l~a technique do rdmotumlisation dicrite plus bout (S 3.5), 1& commands eat donnA.~ par
1. loi do couch. liait. initial. (51), dmns loquelle il convient do remplacor 1a valour initial. E o t
par Ca valour couranto E. 1l eat A noter quo la miso on oeuvre do cette loi (51) eat relativoea.nt
simple.

.Command. do couche limits finale

P.,kour tonir coapto do. conditions finales portant sur Vmltitudo ot/ou our la pants, on plus do
l'nrgie finale, la solution adoptdo comprend deux 6tapos*

1) Is promidro conhist* A cmlculer la trajectoire permettmnt do rmccorder lea conditions finales avec
la solution "oxtdrioure". Cetto trajectoire out obtonue on intdgrant los Aquations cooplitos du
mouvemont A partir dos conditions finmles, an utilisant 14 ccoinmnde do couch* limit. finale
r~actumlisio, caumo pour Im couch. initial*.

Loroque ld6tat final est partiellosont fix6, I& valour finale do la variable inconnue (hr ou Vf)
out ddternindo an .zploitant la relation lindairo liant Io vocteur adjoint mu voctour d'6tat A travorm
Ia solution somi-dtfinie ndgative N do li6quation do liccati

(52) 8X rf = N.

La trajectoire insi obtenue ost onsuito onregistrd. sous fors do courbos hd (E).,yd E).

2) en temps direct, Is commando n. est ddterminio de fagon A of foctuer une "bonne" poursuite do Is
trajectoiro pr6-enregistrdo. Dans los examples nuadriques, la loi rotenue pour n. oat calculde
simplesont on mgixsant diroctoment sur I& pente mu moyon do la formula

(53) n, =KV (Yd- Y) + COSY~

06Yd eat la pants ddmir6* A chaque instant, fournie par la tramioctoire pr4-enregistrdo, K est un gain
scalaire choisi do feCon A assurer un bon suivi do 1a pento disirdo mans forcer sur Ie factour de charge
do 1lavion.

La commutation sur cotte loi pout Atre off ectudo A pmrtir do moment o4 Im solution "extfricure" du
profil do soot&@ est atteinto.

4.2.4 - Problbse du pasage do la zone transsouigu*

11 a 6t6 vu prdcdomsnt qu'uno discontiouitd apparmit mur laltitudo dans le profil do montie
6norgitique, lors du calcul do la solution "extdrieure".

knalytiquomont, Cotte discontinuit6 pout a'espliquer do la faon suivanto. La fonction 9 (hI,)
qu'on ddaire maxisiser (voir (48)), prdsento mu voisinago do N -1, dens maxisms relatif a
correspondent A deux altitudes distinctem. Sn suhsonique, le maximum mbsolu correspond A I'altitudo IS
plus basso, alorm quetn suporsonique, il correspond A laltitudo la plus hmute. La dimcontinuit6 aur
l'altitud* apparait au moment o6 coin dens maximums sont 6gaux (voir figure 5).

Pour rouddier A cot inconvdnient une dimarche a 6t6 propos6o : alle consist* A diteruiner une
trajectoire Perbottant do relier le$ deor points d'dquilibre dans un *space A 4 dimensions (h,y,Ah.X,).
Cott* ddmarcho eat do miss en oouvre compleze car eile ndcemaite une rimolutiOn numdrique par
prograsmation no*-lindaire (Weston, Cliff, Kelley, 1981).
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= VFm 0oE cte
Es,-

L Altitude (in) E S

6000 8000
Fig. 5 Ilustrahon do /a disconhinuit6

sur Je profil de monte 6nergetique h (E).

La solution prop""d ici procd par lintarisation des dquations do 1& couch* limit. an b et onY
camwo pour un* couch. limits ordinairo. La traltctoir.k do transition oat obtainue an intigrant lax
dquations compites du mouveamt (47). av.c 1. commando lindarisde (51). Le point do lindarisation st
figd & valour d'6quilibre stable h(E.*) pour E < E., il 6,olu* onsuito avoc 116norgis I ddm quo
cello-ci ddpas E . Los conditions initialos, porstottant do ddterminor l'instant o'l la transition
intorviont, oat dt* obtosues par balayage des valours Initialos (E0,h(E0)) 1. long du
prod il do montdo, done Is ion. subsoniqu*. la posts initial. y. 6tant aluatte do fagon & obtanir sin
"bon" raccordemont avoc lo prod il do montd.. Un prod il costing hI(E) ost ainsi obtonu pour l'altitude
(voir figure 4).

4.2.5 - Ladlioration do la command* d'ordr* 0

on vorra dons les examples numiriquos quo l'approzisation A l'ordre 0 est pinaliado par un retard
nun ndgligoablo pour 4o 10 I prof il do moat&* on 6norgie h'(9) . Co retard proviant du fait quo
1 altitude change da I& solution "eztdrisure". co qui correspond A une ponts y non null., alors quo l&
ponts V donn6e A l'ordro 0 ost null.

Pour alioror cotte loi, un ddveloppament asymptotiquo A l'Ordro 1 eat offoctu6 pour la solution
oztdriour.

L'utilisation coapldt* du ddvoloppomont & lordro I ost complozo car e11. ndceusite la d~termination
do constant.. arbitrairos qui no pourrait &tr* obtenuo qu'k travers des calcul complexes (ArdoMa. 1976
Moreigno. 1984).

Four tonir compte do lapport do 1'ordro 1, Is d6marche proposde ici oat dutiliser toujours Is
command* do couch. limits initial. A lordre 0 donn~e par (51), "ais, l % valour nominal. relativo & la
posts -j = 0 st romplacdo par son approximation A l'ordre 1 __= .

V dt
Co term* pout *ncoro sdcrirs, on faisant apparaitro Ia variation~ do h on fonction do l'6norgis

(54)- I dh * dh' -D
(54) I T' i-, -. (F. - DI

Co dornior tors peut 6tre calculd aisdmont A partir du prod il do sont6o donnA. par la figuro 4.

4.3 - Interception tridimensionnalle

4.3.1 - Stuations sineulifroment portuib~os

come. montiomnA au pr~cdnt paragraph*, Ia promidro Atapo consist. k mottre on 6videnco des
Achollas do temps diffftentes.

Poor des trajoctoiros d'interception dane Vospaco tridimonsionnol, diversos d~compositions ont 6t6
rotsos, pormttant do ddduiro des loin do commandos sous-optimales do mime on oeuvre simple.

II nozist. anewn wyeon thorique pormottant do dimontror Ia validit6 onsi on Alone d6composition par
rapport A am. autre. La souls anihre do virifior Is waliditd st par suite lintdrlt Cuno loi do
comeand* an tomps rAol par rapport A use autro, met 1s comparaison avoc Is solution optimal., on boucle
ouverto. fourmi. par d.s algorithm.s mumriquos dloptimisatlo.

Dun0 Ia suite, an retiondr& Ia d~composition suivante, on portent do 1& 4ymamique Ia plus lost* vera
In plus rapid*o (s,y);E;x;(hy)

D'amtros dcompositions 6 6t element onvisagdos pa divers sutours. La lectour iatdrossd pourra
coosutor par ozopl (Umbra, 1919 , Clise, Moordmr,19S2 ; &an, &rdem,19IS ;Ihimar, fell, Jarmark,
1984).
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bass Ia suite 1. rdsolution at ddcrite pour Is ddcceposition utilisant id6nergie spicifique I come
variable dd6tat. La solution relative i do Xa vitesse coma. variable dd6tat Oat smntionnde plus loin
(14.3.5).

Les 6quations (44a) mst Rises sous la form* singulibre perturbie suivante, en introduisent lee
au premier smbre de fagon artiticielle pour siparer lea dynamiques entre lea diftirentes variables

; = V Cos ysin X
(55) -eE = V (F,- D.- D, n2)

e) = (n. sin i)/(VcusyV)

c =Vain y

Bouscette forme, on a ainsi torci Ia aiparation do Ia dynecique en quatre 6chelles do temps, conformiment
A Xe dicomposition retenue, c'est---dire dams I* sons de rapidit6 croissants suivant :position
horizontale (x,y), 6nergie 9, ezint x , altitude et pento hy.

4.3.2 - Risolution de Ia solution k l'ordre 0

A partir de cette formulation (55), leapplication do Xa thiorie do Ia commande optimal* des syatises
singulitrecent perturbis. conduit & risoudre Ie problisne cosplet en qustre 6tepos succeasives, en
partant do XI solution eztdrieure, relative A Xs variable lante, vera la couche limits Ia plus rapid.

La solution obtenue pour chacune do ces 6tapos eat risucie done Xe suite (pour obtenir plus do
ditaila, voir (Do khac. Buynh.l988).

*Solution extirisure (on riduite)

La trajectoire eat difinie par un point dens I. domaine de vol (h,V) do leavion. ilo correspond A
un vol horizontal, rectiligne, & Xe vitesse maximale do l'avion V. V- laltitude correspondente
est notie h. (voir figure 6).

Altitude hi (m) Domaine de vol

Solution

Fio 
\ extdrieure

10000 D- l\

- I, I

0 12 V0 Vitesse riduite

Fig. 6 - Profi do montie en 6nergie hE (E) et
en Wtesse hV (V) pour I'interception.

Coast ane trajoctoiro do collision doe un vertical difini par un aziout nominal -i solon Xe figure 7.

Fig. 7 - Solution extiriwue (projection hoizontae).
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Promidro couch* liaite initial* (6neae)

Cotta *coucho limit*" persist, A partir do id6nergie initial* do Ilavion, d-&tteindre I-&norgi.
corrompoodanto & la solution oztdrioure, d~finiO Par K~ =.9 +V2/ 2.

La trajoctoiro sjeffoctue dona us plan vertical, solon an profil, d~sigud daes la suite par "Sontde
6nergdtiquo (en interception)". Co prof il *at d~fini dana ls Plan (h,V), ou do faqon dquivalonto Ch,Z),
par:

(56) -fz (E) =Ai6 Max IV(P -Do-01) aOES)
(56) (E)= h j -Vaec~o

11 oat A notor quo co profil eat identique au profil do "mont~e 6rjergdtique" en interception done un
Plan vertical (Huynh, Moroigne, 1985). La figure 6 prdaonto, non pas I* prof il original donndi par (56),
mais an profil lis, ddduit do co dernier par un lissago polynoaial clasaique. Co liasage peract de
suppriaor is discontinuitd qui so trouvait dana Ia zone tranasonique avec le prof il doarigino.

Douliiao coucho limito initial. (azinut %)

Cette coucha limito permot do raccordor lazimut initial do 1lavion & lazimut dui plan nominal,
d~fini par M (figure 7), dana lequel sleffectue linterception.

La trajoctoiro eat ici un virago horizontal en suivant -u certain profil d'altitude i(X)qui
eat, en Principo, diff~rent du prof il do "sontde 6nerg~tique" iEu(E

Co prof il ""aE1) d~ d 4. 114nergie Z at do l16cart Ay.= X-X antre l'azimut r~ol de
lavion at l'aziaut nominal Yo do la solution ext~riouro, il oat d~fjni par la rdsolution do (57)

E (E,X)= ArgMin {~x}

(57 -VxxT h

avec Hx ) V (hDSV" v- To.) +AEVIF -D0 -DI)

E0 V( VW~xXF.-D.-D,)~

On pout v~rifier quo co profil do "virago" tend vera 10 prof il do "montitg dnerq~tique" pr~cidont hE CEC
(donade par (56)) quand laziaut X tend vors lazibut nominal Y.

urn C(E, X) =ErE)
X- Y.

Loa commandos optiaales, notdoa par Ki., et T, pour cotta couche limits mont donn~em par

(58) I tgj Px igne Q -Y). t X)

'ff I V A %(V 01 1)j

La quntit s It radical oat donndo par (57).

Troisima couch* limit* initial* (altitude h et pente- Y.

Catto couch* limit* poraot do rojoindre, & partir do laltitud* et la pent* initials (h., Y.)
laltitude et Ia pent* relative 1 1a solution "eztdrieure", c'emt-i-dire lo profil E(E., X,) do Ia
concho limit. pr~cdidente.

Pour obtenir an. commando a boucle forado, lam &quations do Ia concha limit. Pont lindarioaos melon
Cha thnquo indiqudo prdc~domaent (N 3.6.2).

La commando, pour cotta caucho limit*, oat do Ia tora. auivanto

(~j=~~xj~jI k~J. 1; x
il k~yV

3 04

odi (kI, k2, k3,k4W sont lea gains de retour d'&tiat, obtanus par r~tolution do ldquation matriciollo do
Iticcati (42), do dimsona dens dana is caa pr~sent.

Couch.. Unmits$ finale.

Peaw litrcptiom tridimmaioaoll, lea conditions finalos. portent our los variables rapidom,
fost intorvomir uniqument laltitud. ot par suito, Pouir r~soodr. complitomant 1U problime, il root. A
complditer lag solutions prdc&4.ates par 1s calcul do Ia conchs limit* final* our laltitudo at la ponts.
Poor cola, Ia ddmarcbo oat analogue 6 cell* de 1& couch* limits initial.. (voir plus beat).
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L aoi do cmmosde an boucle formd a 1ordre 0

ge lot do commaona em boucle form", Talable aiforb6seat s long ao Is trajectoirs, out obtemue en
procdant do Is x4e fagoa que pour l trajectoire do wetde as tpo min i ma.

Mels cprled does parties :

1) Is presidr purtio, valable tout l long do In trajectoiro, snuf an voiuinage do liastast finl,
eat donn6. par Is commands do couch* limit. initial* (09), on utilisant Is s6tbods do r6actuolisation
sentioad pr6cdonnost (S 3.5).

2) is doudsime partie, valablo an voisinas do linstant final, poet Atre obtonuo pat Is technique du
suivi do trajectoiro nominal, comme pour 1s montd. (1 4.2.3.). 3m fait. on adopts ici one loi d
commando d. mature diff6ronto (voir ci-aprbs 5 4.3.3).

4.3.3 - In6liorstions do l'norozxition d'ordre 0

Pout an6liorer lea petforances o Cott* li to coma nd bole fo ,de foursuo par
lapproximation d'ordre 0, des modifications oat 6t6 apporthes A cott structure sur los trois point
&uivant$ :
- loi d commend. finale,
- prime on compte a. trajectoires do court portde,
- andlioration 4 Is poste nomisl* d'ordre 0.

commno finale

Au lieu dutilisor la commando dona6e pat la solution do couch* limit* an altitude et on ponts solon
la thdoris dos P.S. dcrito plus hut, on applique pour la phone finale dlintorcoption la commnd
pernettant de r6alisor one trajectoire do collision tridinonsionnolle. La gcu6tri* d'os tells
trajoctoire ost indiqu6e sur Is figuro (5). L'instmnt do commutation our cLtte loi do commando eat
obtenu par int6gration an prialablo des 6quations u souvoeont on tmps inverse at par 1e raccordeaont
do '6snergie our lo profil do mont6e hS do Is solution oztirieuro.

f2f

Fig. 8 - G-on"i6 d'uno triecjoire do collislon
trIdlmonslonnelle V. sin yr - V cos y sin (p - X).

L'osploi de cott commande do trajoctoire de collision prdseto l'astago, par rapport A la
solution fournie par Its P.S.0 duse noillouro r6slisation do conditions finales d'interception (voir
r6sultots uaoriques plus loin 1 4.4).

PriOe on compto des traloctoiros d'intorcetion de courts northe

Pour po*uvoir calculor l'arc do trajoctoire finale par Ia a6thode retonus ici, il convient do d6finir
compl6tonent 1'tat final, c'ost--dire les valours finalos ds variables X,Y B.x,h Ot y LoS
conditions finales our Il et h sot fournies pat lea conditions ainterception (4).

gn princips, leo valurs finale* des sutre variables 3, X et y sont fournies par Is solution
ezt6riouro, c'ost--dire ,. ety. 

-
0 (voir 5 4.3.2). Or co valeurs correspondent sou

tr&jectoiros dintorcoption do port6o suffisssment longs pour quo lavion sit 10 temps dlatteindre In
solution ext6rioure, c*ost--dire l vitesso saximals do croisidro.

Pour prondre en compto des trajectoires do durde moyenae, I** conditions finales .V. at y(
soat calouldes, do fagoo hors lins, on suppoeant quo I16drgio 3 ont no variable lsnt*. A l Mme
6hells do tempo quo lea coordonades horizontl.n x, 1, at on cOhrchnt A r6soudro Is soletion
aztdrioure do co nouveau problme dloptimistion singulirosont prturbd. On post alors ddontrr quo
ctto olotion oat encore ue trajectoiro do collision borisostalo, l'ltitudo 6taot dees. A Chapu
instant, per le profil do monthe 6ergdtique ER(R) donde par (56). (votr 1 4.3.2).
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Los conditios finales Ef at Xg moat alors fournis par les relations saivants

(60a) a r VOSX - V
if - . g V[F - D -DIk s= (f

I to ~V[F - D - Djk

La pants finale yr eat fournie par ia condition final* d'interception do typ. collision

V
(60b) 

=sy -

* Alioration de In pouts nominale d'ordre 0

Une alioration do Is pents nominal* intervenaut dens Is command& (59) * eat obtenue en
opdrant coma pour lea trajectoires do moat*. dens Is plan vertical, an modifiant Is valour nominal*
utilix6e. gn of fat, lapproxiaation dVordre 0 fournit V =O0 , alors quo I. prof ii do "montds
fnargftique" Ra(Edone murila figure (6), nbcaaaite us pants non nulls.

Danz Is suite, il convient doe reapiacer cette pante nulls par son approximation A Vorlre 1, fannie
par:- dfi

ya = =.
quo Von pent encore icrirs sous la forms snivants

(61) d% x. d
-F-E= -(F - - DI)

aV E dE a a

Cott* demrst quantit6 pent Wtr calculi. aisimant A partir flu prof il do "montis inoergitique" iKp(E).

4.3.4 Moundi do Is commands en temns rtai

Un. ioi do command. sons-optinais, uniforament valabla dams no large domains da vol pour flea
traJectoirss d'intorception tridimonsionnells, eat ainxi obtenneaen ms basant mar ia thborie des P.S.,
avoc qusiquas aminagaments dans is but d'amflhiorer Ia rialisation fles conditions finales at Is domains
d'utilizatiou.

Le caicul dos catte ioi dos commando an boucl. farme nicessits la ftapas suivantes doe calculs

1) Prof il d'altitude RLg do Is solution extirisure (Eq. (56)).
2) Valeurs finalss dos Ef,xfyf (Eq. (60)).
3) Profil flaltitude Ts, relativs 4k I& premidbre conch* limits initial* (Eq. 51) .
4) Valsurs "nominaiss" dlea commandas W. et~i % fonnies par (Eq. (58)).
5) Commands an bond.e farada lonjais par (Eq. (59), (61)).
6) La commutation do la commando pricidente vera Ia commands finals pant Wte effectule trio simpsement

en rewpiaqant les velours nominsles intsrvsnant dana (Eq. (58) (59)) par doss valours T 'j provenant
do i& traJactoires do collision tridimansionnalle illustrie par Ia figure (6).

4.3.5 - Solution avac l'utilisation do vitease

En utilisant comes variable flitat is vitesse V, an lieu do lIneorgit spicifique 3, et en afloptant
Inadmim dicomposition dynamique pour ce vecteur flitat, on pant diuire do faqon analogue un* loi do
commands an bondle farsia.

Cotte nouvelle commands so prisents do Ins mme form quo calls provsnant do I& "solution avec 3"
(ceat-h-dire utiieant Z come variable d'itat), la fliffirence so situ* uniqusent An niveau deas
profils d'altitud* Rv(V) et .v(V) rolstifs aux couches limits oneV at an x.

La prof ii d'altitude h V(V) sat igalement reprissnti sur Is figure 6, apris lissag. coms pour R()
on note nt lire diffirance par rapport an prof il R,(E) relatif i In "solution avec 2". Four
obtenir davantage do Wiails, I* lacteur pourra consulter (Do khac, Bnynh, 1988).

4.3.6 - gas narticuliers do lIAnteroantion dens Is plan vertical st dens Is Plant horizontal

1i convient do moter qus lea commandes on boncls teroe divaloppisa pour ia tercaption
trifimensionnalie soot 6gaisment valables pour fles trajectoires flintorception soit dans us plan
vertical. soit encore dams an plan horizontal.

Dams cam cam particuliers, on pant Doter lea simplifications anivantes par rapport A Ia solution
compute (los remarques concamnent uniquement is ""icomposition e I", cellos relatives A Ia
""ommittee s " s oot amalogues)
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1) interception dama us plan vertical

Ilk. dsulio couch. limt* an x 'exiate Ps at I@ prod ii il eat alarm identique as prod ii do
Boat&o puisqu'il sly a ps do virago a *tffctuer;

* Is ceminde (59) set tiaplif ii.. ii no rest* Plus que 1. tern enn ipoisque I& commd& an roulis pi
Set alarm identiquenent Sulls;

2) Istgrconktion dens on Plan horizonatal

*comme isititude eat dix6e, Is promibre couch* limits en taorgie unzist. pas, at Is solution do IS
couche limit. on y, oet dgalesent simplifi6e, pulaque 1 altitude h. *at alors constant*.

* a command. (59) *at 6galeaent simplifiho. ii no rests plan quo Vun des doun term** on n. ou en i
,puisque Vion a Is relation suivante entre carn deux coamandes n,. = I/coop&

4.4 - Rdsultats do simulation nundricue

Avant 416valuer lea perforance$ fouruies par les lois do commands en temps rhel, use validation do
lapproche do lindariation do Is couch, limit* a Wt oft ectudo an pr~alsbl. en Is comparant avoc une
loi non-lintaire. par retour d'&tat. obtenue en sdparant les variables hbet V

Los performances des loin de coeande en "boucle form"* do msse on aeuvre simple, Sont onksuit*
comparhes avec dos loin ds commendo fournjos per un coda aumiriquo doaptimisation fouctiouaollo
utilisant un algorithmo do gradient projeti appliqu6 au problmoe original. non singuireet parturb6.
11 eat A notor quo los solutions optials sinsi obtenuos sont seulemsnt do tps "boucle ouvarte" *douc
nettemont mains inthressantos que les solutions en "boucle fore".

Pour accilirer l& convergence do lslgoritbms nuafrique. son initialisation et fournie par I.
trajectoirs donnke per IS commands an "boucle form"" dirivie do I& thiorie desn perturbotions
singulifrom.

Los simulations nuxiniquos out 6td effectudos Sur un ordinateur CTMZ 170-750 de 1*0134.

4.4.1 - Validation de is commands Iiniarisho

Pour vhrifier In qulitd do convergence vars Is solution sxzttrieure", Its fquations non-linisiros
do Is couch* limits initiale (49) ant 61:6 intigries avec deux lois do commands, l'uno fannie par (51),
Veutre non-liisiro, abtonus par siparation complute des variables h ety (Calico. 1982). Plusiours
calculs out 6tA *f fectuds en fsisant varier d'uno part In point d'dquilibre, difini per li6nargie ,, et
dontra port IS 6carts initioux Sur l'altitudo at sur is pent. par rapport aux velours diquiibre(i(E)V)

Pour un niveau d16nergie tris 6lovA (E >22000mo). los riposs des dons lois cant iguivalentes, la
convergence vors 1!6quilibre at satisfaimante (pas d'ocillation). Pour des niveaux dinforgia plus
taibles, Is loi liniarishe (51) foiarnit toujours des rhaultats ictisfaisants, alors quo Is loi non-
linhairo induit out convergence vors liquilibre avec des oscillations (voir figure 9). (lujab.
Noreigne, 1985).

-1

LIN

-20-

Fig. 9- Cowcladon Offo command. nondin~so (NL)
et commndo IAna6e (LIN).

,Altitude h Wm

10000

LIN

\ NL.

6800 --

t Is).
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La loi liniarise fournit, par aillours. un coaportesot satisfaisant pour do larges 4carts initieux
en altitude (juqu- A 6J =800m) et en pents (jusqu'h t 600).

4.4.2 - Traiectoire 4e wnt6e dana 1. plan vertical

Comraison entre la loi d'ordre 0 (P$O) at la loi dordre 1 (181)

On 46sige par loi d'ordre 1 (PS1) la solution obtenue en remplagant dans (51), 1& post* noinaleV = 0
per s01 ApprozilatioR 1 I'ordre 1, a60 Par (54).

La figure 10 prisonte Is comparao-is entre ccn doux loi Lana I* can o-1 esiule I'inrgie finale eat
fizxe. i cat A oter que Is loi PS1 permot d'obteuir un gain pouvant attuindrs 10 1 ct 1. temps de vol
par rapport A ls loi dordre 0 PSO (voir tableau 1). Dautre part, cotts derni6re loi so permt pas
L'obtenir on raccordoent satiafeinant avec la coucb limits finale car elie ne converge pea rapidement
vars Is solution "ezt6rieure" (voir figure 10).

Altitude, h 12000. Altitude, h Wi)

h' E)PSO
A - PSI t

-- qmax 3000- gradient

radjt 1 0 0 60 0 t (sic)
it PSI' Pente trajectoire

20 Po 0t

V 10 gradient

0-
- 5- t (sec) ,

, o 30 60 9 120 150 i o
3. Facteur de charge (nz)

Fig. 10 - Mont6e on temps minimum bec he y Ub 4. 2- aPSO Psh 1t

0-Kr t (Secl- 0.54-

Loi~~ 30dr 00 136. 10' 1 k, otene iac

b)

Conditions Er = 25 000 , 1 r8 0 5 000 a E2 • 5 000 0
finalet h.f libron h3 r 14 000 a hr18 14 000 0

d6sir6em ¥ libro Vr 00

P(anntros acte(s) h(m M til h,(i) I y() trs) hrm) I YrM

li dgorr 0 18.1 10 S101 49 Contr1niton finales
(P$0) son satisfaiton

I i d'ordre 1 172,4 11 501 3,4 100 1 4 000 12,9 1 1 14 00 0,161

r in t 1 7 1 ,7 1 1 6 0 3 $ 1 7 8 1 4 0 8 8 , 8 1 0 ,

figuares nO 0I

(M) U'4"rgie finals Lir6a eat taunoure r6alis6e, car elle sort de condition
d'arr6t pour liaIt6gration dea 6qutiou da -, eveset.

Tableau I Comparaim do diffirenteo solutions pour oont6o an temps minimum
Condition* Initiales . = 3OSO(CV. 200u/a),h = t000m. V. W.
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Paqui do Is vitnsso du sooat atrise on casmte dos coutraistes finales

Des trajectoiros do aontdo avec passage do N - 1 out it6 otfectudes avec IS loi dordre 2 (PSI),
avoc contraintos finales Sur lVltitud* st/on ur Is posts. Los rdsultats sent r6sd8s our I. tableau 1
(voir figure 11). Lo passage do sc a 6t6 bios affected, Is nithode propoade pour traitor Is
discontlauitt slant rdv616o eWfieaco, puisque lea 6carts par rapport &un solutions ozactes seot
infdrieurs A 1 % pour lidice do coat ot lea conditions finales most bien rdalisdes. La id6arche
propoade oat satisfaisanto, du hnas pour dos pontes finales faibles.

Altitude (h) 15000- h (m)

15000- iV
14000-100WOW

Gradient--.

etGradient at PSI
IO O DO 

5000 -
h' (E) 1000-

n 

Gadint 
t (s

50D00 50 100 150 200
100 0- V5OOO 3-

0 200 4;0 O0 Gradient et PSI
20-

a)

10-

0- -t (s)

0 50 100 150 200

,n,

2 Gradient PSI

Fig. 11 - Montde on temps minimum evec (hft yj fixds.

0
t (s)

50 100 150

b)

4.4.3 - Trajectoires dinterception (Do khac, Huynh, 1988)

Los calculs envisagis correspondent A use interception i haute altitude o6 IS cible 6volue i vitease
constant* 6gale &Vc=200rms& laltitude 1200 a.

Dou loin do command* out 6t& 6valudes on simulation nuadrique It presidre provenant de IS
formulation utilisant lVdnrgi* spdcifiqu* Z come variable d'dtst (1 4.3.2 & 4.3.4), Is seconde
provosant do colls utilisant IS vitosse V como variable d*dtst ( 4.3.5). Ces deux lois sont d6signdes
respoectivesent par lea symboles SPE at SPY.

Divsrses conditions initials dinterception ont 6t6 envisagdes pour lsavion intercepteur, avec des
angles do ddpointage, ddfinis par Is diffdrence d'azimut entre l'avion at I& cible (X-Xc) , variant
do 0 6 180 degrds.

Le tableau (2) prsente, pour chaque cas do calcul, IS temps final, correspondant & la distance
minimal* do passage & Is cible, Ia distance correspondants dr, ainsi qua 10 post* finale Yr do 1a
trajectoire.

Dana tous les calculs offectudi, lea solutions fournios par lea lois on "boucle ferme" sont
analogues Sun trajectoires optimales fournies par 1S code nuadrique d'optimisation do gradient projetd.

guand lavion intercepteur st initialement i altitude 61ovde, la sanoOuvre consists d'abord A viror
tout en descendant, ou A descondte daos 1S ca dune manoeuvre duns 10 plan vertical, done lS basses
conobos do l'stmospbdre pour sieux tirer parti dun bilan plus favorable do pjuasse-traine pour aiux
tourner et sioux acedldrre, Dais & resooter easoite poor intarcepter Is cible en fin do vol. Dana tous
lea cam, Is trajoetoire tend vere one trajectoire dinterception plane (voir figures 13, 14).

Das le cas o0 S & Vitercoptear eat initialeaent an rdgine subsonique, lo solutions sous-
optinalos et optilsales sat escore asnalogues. Detest Is presidre phase, 1'avis of foctue us virago 1 900
A altitude de 2000 , 11 moate essite & past* quasi-coastante tout en franchissant I@ ur do sma. IS
Poste augments eassite plus fortemsnt JuignI l'intrceoptios finale (voir figure 15 at tableau 2).



4-25

nz, h (kin)

3, Gradient Cible

2. SPE Gradi10

1 is) -P SP

20 .0 60 80 100 6.

-1- 4.

-22.

-_3_ x (kin)

20 -10 0 10 20

20-

10 /
1- F t (s Fg 12 - Interception dans tn plan vertcl.

0 20/ 6800120
-10 SP
-20 SPE

Gradient

-30

6 nz" nz 1
5 9010090 Gradient _.Gradient

Gradient 6 Gradie 4 80 £-\

S 60 SPE SPV Gradient 60 -SPV

f~) 30 t P \ ts

1- SPE

0 40 80 0 40 80 0 40 80 1 0 40 80 120
h (kin) Cible h(kin) -.......

30 Gradient SP/ I"0 GradientSPV SPE
20 -// SPE \0-- / 30 

- P/ I0t SPE "
10 2\)X 0 '80 12

o '- SPE~ 1o 0 *f'eS20 -- Vr0 80107 SPV,

Graien 1Z '~ 0-"

-10 ' 60 100 t(s) 4- Gradient I -t10 (s) "ait2- 1 -10. t / Gradient
-20 -4 x (kin' -20 / I x (kmi)l

-15 -5 5 s -30 -10 0 10 20

-15 -5 5 15 x (km)

in -10 0 10 x(km)

Graien I 
I I m 

-I 

• I [

2 SPV
SPE2

sp4 SPVSP

( kin) \Gradient

y (kin)

Fig. 13- Ineceto Wannionf a7cFg 4 - ltnWcpdol &rmnaimneft

d~pointage do 901. avec d~pointage do ?SDI,
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On aote qua, done tos calculs evisag6s, sle Lois on "boule ftrma" parsttsnt do r6alisar les
coaditioNS tinales dinterception do tagom tout A fait atisfaisantu, Is distance mininale do passage A
I& cible eat comparable A Is solution optinalo nunArique pour us grand nombre 4e cas do calcul, dos
tons lee cas, ell* eat intdriuru A 60 .

Las dao solutions SPS at SPY oat fourni des rdsultats couparables on ce qui concerns lindice do
performance, cast--dire Is dur6e do l'interception.

La pr6cision, an ce gui concern. cotte dur6e do linterception, par rapport A is solution optimale
an boucle ouverte0 varia entre 0,1 % at 3,7 t solon lea calculs envisag6s.

Sm notant qka 1altitude do vol, obtanue par Valgoritbhe num6rique d'optimisation° sot toujours
infirieure A calls fournie par lea lois on boucle farads, ume alioration des partorsances do cso
dorniroi pourrsit tre obtnuu an affinaut I profil d'altitudo do Ia solution ezt6rioure h(-(E) ou h(V.

6nz "o

90.

Gradient radient
4 60

. 3 0
2 -

SPE t (s) t ts)
0 40 80 120 0 40 80 12O

h (kin) Cible
Gradient

To 10- S P/V ,
30 8.

Fig. 15 - Interception trldimensionnelle 20 P Sp
SPE 6- //

A basso attitude. 0 s - I e

-10 40 80 120 1 2 Gradient:,,, ...
-201 -20 -10 0 10 20 x (k)

-20 0 20 x (kn)

SPE,

2 radient
SPV 4

4-
11 y (kn)

Cibte Altitude = 12000 a Vitesse V,- 200 m/s

Type lan Tri-diensionnel
d' interception Vertical

Haute altitude Basso Altitude

Conditions ax(a) 25000 25000 15000 10000 20000
Initial.s Aye(s) 0 5000 0 0 0
Intercepteur he (a) 12000 10000 10000 10000 2000

Vo (8/i) 313 300 300 300 300

X. (o) 0 0 -90 -179 -90
Y. M 0 0 0 0 0

Parantres tf df yf t df yr t ,dr yf t dr Yf dr Yf

Finals (s) (a) (M) (a) (a) (0) (a) (a) (C) (a) (a) () (5 () (o)

Loi optinale 96.5 3 22 102 5 20.5 88 33 32 105.4 9.7 31 123.5 7 40
(gradient)

Loi SPA 98.5 34 10.8 104.6 49 5.8 89.7 33 16.9 107.2 57 17.3 127.7 17 24.8

Loi SPY 99.1 11 14.3 103.6 14 11.3 91.3 27 14.6 105.5 27 ;S 128.1 8 26.3

Cam I 1 2 3 4 5
Figure 12 Figure 13 Figure 14 Figure 15

Tableau 2 - Coaparaison mntre lois ds commande sous-optinales
an boucen farad.o at loi optinale on boucle ouverte

, I _ _
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5 - CONCLUION

Ce chapitro a d'abord rappold 10 Principe do Is tbdorie des perturbations siagulidres (P.S.) par la
rduoluion approchd. d'un mystdmo dittdrentiel ".ulti-6chelles do temps", mis sous Ia dorme
"singuifremeat perturbdo", coest-A-dire faisant apparaltre 'an petit paramitre do perturbation.

Loztenaion de carte th~orie i Iloptiisation des systimes diff~rentiels non-lin~airem, & 6cholles
do temps multiples, permet do romplacor l'optimisation du sytdmo initial (do dimension a), par Ua suite
do sona-probldnes d'optimisation do mystdaes do dimensions plus rdduite. Noyennaut certain.. hypotbdsos
concernant Is saparation des dynaniques ot des conditions do convergence, I&l rdsolution do chacun do can
soma-probl~mos. en Principe plus simple que 1. probibse complet, porzet d'obtenir Una solution approchds
do colci-ci par composition des solutions dos did tironts souso-problhses.

go pratique cotta thdorie permet d'obtsnir une ici de commando sacs-optimal. qui pr~sonte deux
avantages importants par rapport A la commands optimal* exacts qui no pourrait Atre obtonue dana Ie cam
gdndral, quo par ona mithode numdrique it~rative do prograoneation non-lin~aire
- done part, *Ile pact Wtr expriede en boucle farads, cest-A-dire on fonction do l'6tat instantan6 du
systime, ell* pamuot donc do atico prendreoen compte des perturbations divorses;
- dantre part, *le st do ams en oeuvre numdnique beaucoup plus simple, et par suite oat susceptible
d'&tre utilis6e aur on calculateur embarqu6 tonctionnant en "temp. r~el".

Doez typos do did ficultds at ndammins 6t6 rencontrds done l'application do cotto thiorie des P.S.
A l'optimisation des trajoctoires davions
iD Hutrminatico dem 6chllex do temps

Cott* itape oat ndcossaire A lapplication, at ac succis, do cette thdcris. Pour des systbma non-
lindairas, aucuse mdtbode tiable nest encore disponible, ac stado actual, et dons is pratique on a
souvent recours AL one ddmarche ompirique, basda our 1* oxpirience.
ii) Conditions finales cur des variables ravides

Cate thiorie no persist ps d'obtenir, au mains dons un contexts d'utilisation on "temps r~el", Una
prdcisiom satisfaite pour des conditions finales portent sur Ise variables "rapides". Diverses
techniques out 6t6 praposdos pour rdsoudre ce probl~me.

La sithodo prdcddante a 6t* ensuito appliqude son trajectoires on temps minimum pour un avion do
combat :antd damnaon plan vertical et interception tridimensionnalle d'une cible A haute altitude.

Des smnagoments ant 6t6 apportdm A Ia mhthode de base et ant pormis d'obtenir des lois do command*
"to boucle formd." valablos pour un large domeine do vol de lavian et parmettant do satisfaire des
conditions finales pouvant porter our des variables "rapidos".

Coxn lois an "baucle formic" ant 6t6 ansuite compardes aux lois optizales do type "boucle ouverte",
fournias par 'an coda numfrique d'optimisation do trajsctoirss utilisant Un algorithm. de gradient
ProJet6.

Leo lois "boucle form"o" I ournissent des 6volutions, en ce qui concerns Ia nature dem trajectoires,
comparable. son solutions optimales. Los conditions finales sent gdndralement bien satisfaites at soot
do ads. ordre do grandeur quo les solutions obtonues avec I* code numirique daoptiuisation.

Une prdcisian milleure quo 1 ts a 6tA obtenue, pour des trajectoires de montte daux 10 plan
vertical, pour lindice do performonce (Ia durda du vol).

La prdcision ost mains boane pour des trajoctoires d'intercaption, elle dipend dos conditions
initisles do lavion intorceptour at do ddpointage initial (diffdrence ontre Variant du vacteur vitesso
do lavion et celci do la cible) par rapport A Is ciblo. Une amdlioration des lois do commande en
interception pourrait Atro obtonca on pracddent coos pour Ia santA., coest-A-dire, on charchant A
emAliorer 1* calcul do. profils do mat&* do Is solution "estdriecre".

pans tons los cam, Is alsoam enouvr*a numique do con lois sous-optinales on "temps rdel" sot
simple, son implantation sur on calculateur esbarqu6 fonctionnant on temps r~el pourrait Atre site
aisdmont.

RMCIEiTS

Los rdsoltats prdsontds does ce chapitre ont Mt en grands partie abtenus dons 1. cadre do
convontions do I& DRIT (Direction des Mlerches, Studes et Techniques) A laquello nova tenons A
oxpimor moo romercisents.
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Notation

FB(CXB Ysz8 ) Frame of reference attached to vehicle.

FE(OXEYEZE) Frame of reference attached to Earth.

fix, Ixz} Moments and product of inertia in frame Fl.

LBE . [=ij] Matrix of direction cosines.

EL M N]T Aerodynamic moment vector.

m Mass of vehicle.

1Pg qg rig r2g) Wind gradient inputs.

- Eu v w3T Airspeed vector; the velocity of the airplane mass centre relative
to the local air mass.

E . [u7 
v
E wE]T Groundspeed vector; the velocity of the airplane mass centre

relative to FE.

W = [Wx Wy WZ3
T  

Wind vector; velocity of the air relative to FE.

EX y Z]T Aerodynamic force vector.

{a, 01 Angles of attack and sideslip.

fA6 , Ae6, 66rI Aileron, elevator, and rudder angles.

]. T Gradient operator.
ax by 8z

E -p q r]T Angular velocity vector of vehicle relative to FE .

, 0. *1 Euler angles of F. relative to FR.

1. The Atmosphere

The layer of gas that envelops the Earth is very thin, of the order of 1% of the
Earth's diameter. This layer, the atmosphere, is host to a multitude of complex
phenomena - chemical, thermal, electromagnetic, optical and fluid-dynamic, all of which
are coupled, and on which life on Earth depends. Our interest here is confined to the
motion of the air - i.e., the wind (horizontal and vertical) and its attendant
turbulence.

The atmosphere can be viewed as a giant heat engine, converting radiant solar energy
into kinetic and potential energy of the air mass. Radiation reaching the earth from the
sun distributes thermal energy unequally due to the increasing a.gle of incidence from
the equator to the poles. This results in a pole-to-equator zonal temperature gradient,
a form of potential energy. The system tries to reduce this gradient through a
complicated process of energy transfer. Firstly the zonal isotherms (approximately
East-West lines) are deformed into large-scale thermal eddies which transport warm air
northward and cold air southward, converting zonal available potential energy (ZPE) into
eddy available potential energy (RAPE). The CAPE is then converted into eddy kinetic
energy (EKE) through vertical motion& in the eddies.

The ZAP3 creates winds that increase with height (vertical wind shear) up to the
tropopause, resulting In the let stream, the EAPE deforms the flow from zonal to a
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meandering wave form, and the MME produces the large scale wind fields associated with
the systems that dominate our weather on a weekly time scale. These are the synoptic
scale features. This large scale wind pattern is further complicated by the irregularity
of the Earth's surface and by the Earth's rotation. The oceans, continents, mountain
ranges and polar ice caps distort the circulation pattern, 'steering' the highs and lows
of the pressure pattern: the Earth's rotation, with its attendant Coriolis force, is
responsible for the circulation around the highs and lows. Smaller scale features such
as glaciers, valleys and mountain passes can dominate the local wind fields, at times
producing winds as strong as those measured in the jet stream. On the microscale,
meteorological phenomena such as thunderstorms, tornadoes, waterspouts, cold air funnels
and dust devils can be very significant and, although relatively short-lived, very
dangerous. Among these, the downburst at ground level Ul, 2], which can occur with or
without precipitation, is perhaps the most dangerous for aviation. Figure 1, taken from
Ref. 3, shows the scales of atmospheric phenomena, from waves of planetary size down to
millimetres, and Fig. 2 illustrates the downburst phenomenon [4].

Figure 3, from Ref. 5, shows the three main peaks in the spectrum of the wind; the
one at a period of about 100 hours corresponds to synoptic scale highs and lows in the
pressure; that at about 24 hours corresponds to the diurnal fluctuation, and the third
peak, at a period in the order of one minute, corresponds to the type of gustiness
typically seen rifflng a field of wheat on a summer day. It is this latter peak that is
associated with the "turbulence" felt by airplanes. Small-scale turbulence is often
associated with many larger scale wind features, such as both high and low level jets,
all convective phenomena, mountain waves, and the wakes of mountains and cliffs. Local
microscale turbulence also occurs in the boundary layer at the ground, and in the wakes
of man-made objects such as buildings. Small-scale turbulence is usually a result of
strong local shear, i.e., a strong spatial gradient in the velocity vector.

2. The Influence of Wind on Flight

Next to reduced visibility and failure of electrical or mechanical equipment, it is
wind that presents the greatest hazard to aviation. Because of en-route winds, airplanes
have lost their way, because of sudden gusts, airplanes have suffered catasrophic
structural failures, because of continuous turbulence, there have been many injuries to
passengers and crew and much damage to vehicles, because of low-level wind shear there
have been many loss-of-life accidents during landing and take-off [6]. A discussion of
all these effects on flight would lead us well beyond the scope of this volume, which is
restricted to aircraft trajectories. For this purpose we interpret 'trajectory' to mean
primarily the 'flight path', i.e., the locus of the airplane's mass centre in an
Earth-fixed coordinate system. A secondary aspect of 'trajectory' can be considered to
be the vehicle attitude, as given by 8 (pitch angle) and * (roll angle). Not only do
these angles influence flight path indirectly through the direction of the lift vector,
but they must themselves not exceed certain limits when the airplane is near the ground.

Although turbulence during cruising flight far from the ground can exert important
influences on structural loading and fatigue, ride qualities, controllability, and pilot
workload [7, 8], it is a relatively insignificant factor insofar as flight path is
concerned. The random deviations in the trajectory produced in practical controlled
flight at alitutde are neligible compared to the space available. On the other hand,
when flying close to the ground, as in low-level terrain-following, or during landing and
take-off, flight path deviations resulting from turbulence may indeed be a significant
factor, even in the presence of tight control [91.

That being said, it is nevertheless the mean wind that has the greatest effect on
trajectory [ll. By "mean wind" we mean the time-average taken at a fixed point, over an
interval of a few minutes - a time long enough for an airplane to travel a distance
several times as long as the integral scale of the turbulence. This scale length at
cruising heights is of the order of 300-800 rd, so at a cruising speed of 300 m/s, 3
minutes can be considered a very long time, the distance traversed being of the order
60-180 scale lengths.

We further note that when considering en-route cruising at altitude, the task of
accounting for wind analytically amounts merely to adding the instantaneous wind vector
to the instantaneous airspeed vector to arrive at the groundspeed vector,

V + (1)

No other change is needed to the aerodynamic or dynamic models of the vehicle system used
for flight in still air. In fact, modern navigation aids enable airplanes cruising at
altitude to follow predetermined Earth-fixed paths, with the wind appearing simply as a
disturbance that is automatically or manually compensated for. Thus the en-route effect
of wind on trajectory has now become a trivial problem. It is principally noticed in the
influence of head-winds and tail-winds on block time and fuel consumption.

This leads us finally to the residual issue - the influence of wind, wind shear,
and turbulence on flight close to the ground. A natural subdivision into major classes
of flight condition occurs in that landing and take-off are lov-spoed transients whereas
terrain-following is a high spe ausi-stochastic rocess. Witn acotese classes
there is a further subdivision into the response to mean wind, and the response to
turbulence [7]. The distinction between the last two is sometimes blurred, in that when
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carrying out simulations the wind model used to provide inputs to the system equations
will ordinarily combine the mean wind with a single realization of the turbulence to
produce a total wind. This tends to conceal somewhat the true random nature of
turbulence, which is only brought out by statistical-type analyses.

In the following, we describe a system model suitable for the computation of
transient and statistical responses. It is constructed from the particular viewpoint of
flight simulation, but of course can be used for other classes of computation, e.g.,
open-loop, or where an analytical model of a human or automatic control system is used to
close the loop.

3. The System Model

The model is subdivided into four parts, viz:

* dynamics
* kinematics and transformations
* aerodynamics
wind

These are discussed separately in the following and are displayed in diagramatic form in
Fig. 4. It is believed that the particular choice made herein for coordinate systems and
variables will lead to the most efficient computation for flight simulators in which
variable wind is incorporated. (See also Refs. 12, 21).

3.1 Dynamics

The equations of motion of the vehicle are written essentially as in Ref. 13 with
the following assumptions:

the vehicle is a rigid body
it has a plane of inertial and aerodynamic symmetry, Cxmza
axes fixed to Earth are an inertial frame of reference (the stationary
flat-Earth approximation)

Two reference frames are used - the conventional body-fixed axes F (CxsyBz8 ) with
origin at the mass centre C; and Earth-fixed axes FE (oEx yEz,). The Slatter would for
convenience have the origin at ground level, ozE vertically downward, and oxE pointing in
some convenient direction, for example, that of the runway, or of the mean wind, or
North.

The force equations are written in FE, viz:

m E

YE - m VP (2)

mg+Z E  - VE

Rare (X , Y5 , Z) are the components of the resultant aerodynamic force acting on the
airplane (including thrust and control forces) projected onto the axes of frame FE'

-8 [u8 v
E 
wE]T is the groundspeed vector, i.e., vehicle velocity relative to FE with

the directions of the components unspecified, and - i the ground ped
vector with components given in the frame FE.

When the lS of (2) is input, the equations are readily integrated to yield the
groundspeed components.

The moment equations are written in FS, viz:

L -
1
'x - Izx(i + pq) - (Zy - 1z)qr

M - Iyh - 1zx(r
2 

- p
2
) - (Iz - Ix)rp (3)

9 -Iz I (i - qr) - (Ix - Iy)Pq

Rare L, M, N) are the aerodynamic moments acting about the vehicle m.c., including those
produced by the propulsion system and the control surfaces, (Ix, Iy, 

1
', 1x) are the

usual moments and products of inertia in the frame F, and (p, q, r) are the components
of the vehicle angular velocity w relative to inertial space, which is of course also the
angular velocity of F. wrt V . The components L, M, H) and (p, q, r) are in the
directions of the axes of F.. So subscripts or superscripts are normally used for these
latter s"mbols.

L\
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When the LS of (3) are input, together with initial values of (p, q, r) (usually
zero), the equations are readily integrated to yield .

3.2 Kinematics and Transformations

The outputs from (2) are the groundspeed components, which are then readily
integrated to yield the desired trajectory, i.e.,

t
Ax - f U dt

0

t

hy" -f vE4t (4)
0
t

Az,- wdt
0

Since the aerodynamic forces are calculated using the airspeed components in frame F., we
require the components of V in that frame. The airspeed vector is given by (I) and is
transformed to PS by the matrix of direction cosines,

LeE - UliJ]

i.e.,

VB 13'"S - WE)

From the components of B Eu v W]T, the airspeed and the aerodynamic angles are given
bys

V _ tU
2 + V2 + w2] 1/ 2

- tan
-
l (w/u) (6)

p = sin-I(v/V)

The aerodynamic force vector is calculated in frame FB , but is needed in frame F
for the computation of (2). The transformation is simple, being given by

B(7)

y8

where T
L~e - LBE (8)

The components of the matrix L., can be expressed in terms of the conventional Ruler
angles by (4.5,4) of Ref. 13, viz:

F (cose c04) (cose sin,) (-sine)

LBE ( sin$ sine coS-cos4 sin,) (sin# sine sit+coso cos4,) (sin: coe) (9)

(cos sine co+sIin# sin) (cos# sine sin4-sin# cos4,) (cos cose) I

However, because of the trigonometric functions it contains it is not efficient to
compute Le. from this equation except when the angles are small, in which case it reduces
to a simpTe algebraic relation. An alternative for computing LRE is obtained from
(4.6,7) of Ref. 13, i.e.,

Z - Le (10)

where F r q

~- 0 -J (1)

I P 0
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Equation (10) is a set of nine ordinary differential equations that can readily be solved
for the nine lij. For example, the first one reads

;11 , -r' 21 + q' 31  
(12)

and the others are similar. Since there are only 3 independent 1 in view of six
nonlinear algebraic relations among them (see (4.4,S) of Ref. 13), is not in fact
necessaY to solve all. 9 of the ordinary differential equations. If we denote

aP oritj
1 
f2 13 ). then 'k are the orthogonal unit vectors of frame FE, and an efficient

a gorith is to solve six of the nine differential equations of (10) for the cmpnents
of 11 and 12 and then calculate 13 from the relation

13 - 1 12 (13)

If the Ruler angles themselves are needed as an output, for example to drive
instrumentation or a motion base, they can be updated as frequently as needed from the
following relations:

a e -sin-l1l3
4 = tan-1(1 2 3 /13 3 ) (14)

4b - tan-(1 12111 )

Because of unsteady aerodynamic terms such as Z and (or Z.& and M-&) which
usually appear in the aerodynamic model, we need expressionslor w an t (or and ).
It is almost always good enough to approximate the true derivatives [from (6)] by

(15)

v

From (5) we get

LB('V'E 
dELv B(E - WE) + LR(T- _ L4 (16)dt dt

and hence we need the second and third component of the RMS of (16) to calculate 14 and 'k.

Now LRP is given by (8), and V WE , LSE are all known at any computing step. This

leaves the last two derivatives on the IS to be found. The first of these is given from
(2) as

dE YE (17)

dt m
Z+ -g

The derivative dWE/dt of (16) must be recognized as a convective derivative. That

is, WE is given as a function of position and time in FE and the value of WE changes at

the airplane c.g., even when WE is constant at any given point in space if there is wind

shear, i.e., if there is a gradient in Wr. The gradient is expressed by the square
matrix

a 1WxZ 'WyE 6zE1
g-3E ax 8X BXW

+ T a w wWI - ~xE- !!YE "- (18)
VZ yz x YE aIy y Y

in whc LWxE 8W1 8W j
L bE -1L 5ZE bZ 8zZ Ein Wich v is the gradient operator. The derivative of WE is then given by
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dt - + y F
dt 9t a~'EE t )TS

xE xE E

a t + 1x E bye + ZE Z E

!!= !n ! Y (19)

aS t x E b y a I
b WZE + W b W ZZ +bSZ W

S x 8Y E + asE ;

Thus all the ingredients needed for calculating i and ;r or A and are at hand. In the
wind models commonly used, all the a/St terms in (19) are neglected.

One final transformation is needed. If substantial wind gradients are present, and
if the aerodynamic model can accommodate them, then it is necessary to calculate these
gradients in the frame FS. The required transformation is

.+T - +T
VBWB . LSEVEWE LEB (20)

Although this appears to be a complex transformation, it is much simplified when the
gradient in FE has few terms. Thus if the case considered is for example landing or
take-off through vertical wind shear, the only term that is non-zero on the RHS of
(18) is AWxE/bzz. The computation of (20) is then much simplified. In any event, one

needs only four of the nine elements of ViW9 [see (21)].

3.3 Aerodynamics

The aerodynamic model is a sum of three parts:

(I) The basic power-on force and moment in still air, which is assumed to be given in

terms of the airspeed vector VB the angular velocity , and the thrust
coefficient C. The airspeed vector is characterized by its components (u, v, w)
or by its magnitude and two angles, i.e., (v, a,).

The basic forces also depend on configuration - i.e., on the position of landing
gear, flaps, etc. Changes in configuration can be included when needed, as in
landing and take-off transients.

An additional input to aerodynamic forces and moments that is almost always
present are unsteady flow variables such as a or . Unsteady effects cannot
normally be ignored, and computing them in the presence of variable wind
unfortunately adds significant computation effort, as noted in Section 3.2.

(2) The additional moments and forces resulting from actuation of the aerodynamic
controls - elevator, aileron, rudder, etc.

(3) The additional forces and moments resulting from the presence of the wind. These

are introduced in two parts. First, the wind vector W modifies the airspeed

vector V by virtue of (1), i.e.,

V V - W

In this way . and 0 are modified by the presence of wind. Second, it must be
noted that W is wind at the vehicle C.g. and that the variation of wind over the
length and span of the airplane must be taken into account in some situations. In
the "linear-field" model, discussed further below, this variation is expressed in
terms of certain equivalent rotations, denoted p q r r2 Iwh ch then appear
as outputs of the wind model and inputs to the aergdya1mi8 moel.

From a fundamental viewpoint, an aerodynamic model adequate for trajectory
calculation is the "quasi-static linear-field" model (ML M) (see Ref. 7). In this
model, the wind velocity vector is assumed to vary linearly over the length and span of
the airplane, and the unsteady terms in the aerodynamic force except for a and 0 are
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neglected. This is in sharp contradistinction to problems of flutter and structural
loading duo to gusts, in which unsteady aerodynamics plays a fundamental role. The two
assumptions, quasi-static and linear-field, are compatible in that both are violated at
about the same wave number in sinusoidal wind.

Unfortunately, no general formulation can be given for aerodynamic forces and
moments when the angles a and B are large, i.e., when there is separated flow over the
airplane. In the case of small perturbations, i.e., when variations in (V, a, p) are
small, and when (p. q, r) are small, then the classical formulation of aerodynamic forces
and moments in terms of aerodynamic derivatives is valid (see for example Ref. 13).
Fortunately, this is so for many problems in flight dynamics. When representation by
derivatives is not adequate, then individual mathematical models of forces and moments as
functions of a and p must be constructed. The airspeed inputs (u, v, w) already contain
the wind effect on (V, a, p) as noted previously. We have now to add the gradient
effects. It is shown in Ref. 7 that there are four significant wind gradients that can
produce aerodynamic forces and moments worth including. These are

pg n 8Wz B YB rlg - -W x B/y(B (21)

qg= -WzB/aB r2g - 8WyB/bX B

Thus the effective relative rates of roll and pitch are (p-pg) and (q-qg) respectively,
and the aerodynamic moments associated with, for example, Lg and M4are correspondingly
modified. The atmospheric yaw rate is considered in two parts, r1  and r, * as shown
above. This is because rig and r2, can both affect swept wings, but aly r, ,ffects the
vertical tail (see Ref.

= 
7). '

4
hus the derivatives which multiply em must be

correspondingly calculated. In the case of small perturbations, then, one would
calculate the perturbation aerodynamic forces and moments resulting from motion and wind
with equations such as the following. In these we have assumed no cross-coupling between
longitudinal and lateral aerodynamics but this assumption is of course not essential to
the method of analysis.

A - zu  zw  zq ] + z j w (22)
8X Mu  Mw  Mg 9-Ng

I j [~ 0r 1in

AL = Lv Lp Lr  L p Lr 2 r2 g
AN L r] Ij

AN Nv  Np r  Np Mr, r L

+ v(23)

(V, a, B) could be used instead of (u, v, w) if desired. (We note again, for comparison
with the equations given in Ref. 7 that the wind effects on (u, v, w) have already been
included, so that there are no terms (u , v , w ) in (22) and (23)). Finally the
addition of control forces and moments colplets te aerodynamic model. These might
typically look like

A i Z8 66e

AM M6

AYS [ 6
r ] [A

ALL6 L: 6r: A6] (24)
ANN

a  M8r

where Wa88, A6 e A8r} are the aileron, elevator and rudder angles.

L
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1.3.4 The Wind Model

Mean Wind (See Refs. 2, 7, 9, 14, 15, 24, 25, 26)

A model for the mean wind consists of a prescription of WZ(fE), i.e., of the wind

vector Wn relative to Rarth, expressed as a function of the position vector fE -

Ex Y z ]T. It is usual to omit any explicit dependence of W on time, since temporal
changes In the wind at a fixed point are slow relative to the perceived rate of change
that comes from the motion of the aircraft penetrating a spatially variable wind at a

relatively high speed. As indicated by the subscripts, the components of W and f would
normally be given in the Rarth-fixed reference frame Fi. When needed in the body-fixed

frame FS for aerodynamic calculations, thI transformation LtEW5 is used, as in (5). When
* C(f) is given, then the gradient t*E'* is either explicit or implicit. One common
srtuation is landing or take-off through the planetary boundary layer (see Ref. 9). A
suitable model for that case, with OE at ground level and Oxg pointing downwind, is
(Ref. 7)

+ !Wref(R/zref)l
WE = (25)

Here fWref , -ZErefI are the reference wind speed and the height at Which it occurs. The
exponent a of the power law depends on the roughness of the upwind terrain, and typically
varies from about 0.1 for a smooth surface to 0.4 for an urban centre. With the above
wind the gradient (or wind shear) matrix is given by

0 0 0

YEWE  0 0 1 (26)

X- 0 0

The fact that •' /. as z, 0 at first glance sees unsuitable. owever the

airplane mass-centre is always a finite distance above the runway, so this term becomes
large, but not -. If desired, the model can be further adjusted by displacing the origin
slightly downwards.

Another interesting case for the mean wind is the downburst, which has been
responsible for numerous airline accidents. A number of models have been proposed for
this wind field. A useful three dimensional model with some adjustable parameters is
that of Ref. 10. (See also Refs. 14, 20.)

Turbulence (See Refs. 5, 7, 8, 9, 15...19, 22, 23, 26)

When a particular trajectory is to be calculated or simulated, as opposed to a
statistical analysis of many trajectories, then the turbulence must be simulated as an
appropriate random function of time for input to the system equations. There are seven
inputs needed, to be added to those of the mean winds

(AW"x AWy, AWz, pg, qg., rg, r2g)

although many problems can be solved approximately with only the first three of these.
There have been numerous methods proposed in the literature for generating suitable
turbulence inputs. When the flight path is in the planetary boundary layer and the
turbulence is anisotropic, the turbulence modelling needs to be more sophisticated than
for flight at altitude. For then the three turbulence intensities (aW  , OW  . W  ) are
not equal, they vary with height, the significant scale lengths also vary with eight,
and there is moreover a non-vanishing cross-correlation between Wx and Wi.. For the

planetary boundary layer, one would of necessity choose to generate the turbulent
velocities in the frame Fg for the above reasons. At altitudes outside the boundary
layer, Whore the turbulence is approximately isotropic, and hence very much simpler, the
velocities could be generated in the frame FS, and some transformation calculations can
be avoided.

The turbulent wind inputs, like those of the mean wind, are treated as functions of
--, although they are often converted to time series through the relation t s t
with Vref as a constant.

Insofar as statistical analysis of trajectories is concerned, the specific
analytical formulation required is outside the scope of this paper. It is however given
in Ref. 7. The theory is complicated, and the computations are heavy, especially for
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trajectories in the planetary boundary layer, such as in landing. Some studies have been
made of landing trajectories that show that turbulence combined with shear can produce
operationally important deviations from the glide slope (Refs. 9, 22, 23).
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EFFECT OF WIND AND WIND VARIATION '

ON AIRCRAFT FLIGHT- PATHS

HAHN. K.-U.; HEINTSCH. T. . KAUFMANN. .
SCHANZER. a.; SWOLINSSY. M.

Institute of Flight Guidance and Control.
Technical University of Braunschweig,

Hans-Sommer-Str. 66, 3300 Braunschweig, FRG

L

D Drag
E Energy
Fx, F. Forces
g Constant of gravitation
H Height, altitude
A4 Rate of climb
HE  Energy height
HE i,_ Hazard limit

'HE Energy height error
Iyy Moment of inertia

j rf-i,
L Lift
L Integral scale for the vertical turbulence component

Aerodynamic momentum
M

F  
Thrust momentum

my Momentum
m Mass of aircraft
S Reference wing area
S(S) Power spectrum -

a Flight-path coordinate
T Thrust. Time coefficient
TK KUSSNER time coefficient
UK& Value of the flight-path speed vector
uw. Horizontal wind component
V Airspeed
VK Flight path-velocity
Vw  W!nd velocity
Vwmean Mean wind velocity
Vwturb Turbulence velocity
v W Cross-wind

Stall speed
wwo Vertical wind component
W Aircraft weight
x. y. z Coordinates
z' Normalized force
z r  Normalized force
* Aircraft angle of attack
: W Wind angle of attack
T Flight path angle
Ta Aerodynamic path angle
A Difference
o Thrust inclination angle
p Density
u Cyclical frequency, Spatial frequency
Y Cross-wind correction angle
O Angular velocity components
o Pitch attitude angle
(') Time derivative
(-) Vector
(^) LAPLACE transformation

Subscripts:
nom Nominal value
ref Reference value
min Minimum value

e This research is supported by the Deutsche Forschungegemeinschaft.
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Wind and its variatior may crucially restrict flight safety during take-off, approach and go-around
(SCHANZER.Nov. 1986). For the period between 1964 and 1975 the FAA identified 25 accidents caused by low
level wind shear (ZHU, ETKIN. 1985). Wind shear can be caused by meteorological phenomena, orographic effects
or wake vortices and any combinations (SWOLINSKY, Nov. 1986). The most dangerous wind field is found in
thunderstorms. But even in less severe conditions wind is an important factor, especially in the case of a limited
flight performance caused by an engine failure (KONIG. KRAUSPE, 1981 ; HAHN, Nov. 1986; SCHANZER at at.,
1987).

Although a number of investigations have dealt with the flight in a disturbed atmosphere, the studies of the effect
of wind and wind variation on the aircraft's flight-path are not finished at all, but we are at the beginning of the
application of the acquired knowledge (SCHLICKENMAIER, 1986; ICAO, 1987). From simulator tests we can
gather, that in most cases wind shear accidents and incidents result from the fact, that the wind shear
phenomenon was not understood by the pilot. due to his training condition and the aircraft's cockpit
instrumentation (SCHANZER, 1983). Therefore the pilot was not able to react to the wind situation in an adequate
manner. The first step to overcome the wind shear problem is to understand its physical phenomena. This paper
tries to clarify some physical background under consideration of the safety aspects during flight.

3. Aircraft Ia uie fields

3.1 Emsilme ef ietkm

For systematic analytical investigations a mathematical model of the aircraft is needed (ETKIN. 1972; KRAUSPE.
KLENNER, 1979). The main important aircraft response with respect to take-off and landing will be the motion in
the aircraft's vertical axis. Therefore, a simplified aircraft model using only the aircraft's symmetrical plane is
sufficient (SCHANZER, 1984). Wind effects in the lateral motion of the aircraft will increase the pilot's workload
by producing side forces and rolling moments. Crosswinds have to be compensated by an angle of lead according
to the sketch in Fig. 1. But normally, the energy situation of an aircraft is less affected by such occurences in the
horizontal plane and the lateral aircraft motion is welt controlled by the pilot. The alternating effect between the
pilot's workload in the longitudinal and lateral motion is still the object of research.

Fig. 2 shows the vector diagram of speed and Fig. 3 the forces in that plane. The aerodynamic forces are lift L
and drag 0. Other forces which take effect are thrust T and aircraft weight W. To satisfy the balance of forces
of an unsteady aircraft motion, the d'ALEMBERT forces must be defined. Stipulating a rigid aircraft body the
problem can be reduced to the solution of the vehicle mass centre. With the flight-path vector and the angular
velocity vector U[k 0o

. = , - [ 11.2)

0 0

and stipulating a constant aircraft mass m, the resulting force equations are in the flight-path fixed coordinate
system:

Fx: m - "Kk = L-sinew - D cosw - W-sinT + T-cos(a-tw*O) (3)

F,: -m.u.(UKk = -L-coso w - O-sinaw + W.cosy - T.sin(n-a_+aO) (4)

For a constant moment of inertia the moment equation in the aircraft symmetrical plane is

M,: lyy. # = MA + MF . (5)

MA is the resulting aerodynamic moment and MF the thrust moment, both related to the centre of gravity. The eq.
(3, 4. S) are the non-linear differential equations of motion of an aircraft, which can be solved by numerical
integration with the help of a computer. The effect of wind and its variation is latent but completely included. The
flight-path speed is the superposition of airspeed Y and wind Y w (Fig. 2)

YX ' I w + •Y. (6)

The wind angle aw (MEWES. 1962) depends directly on the horizontal and vertical wind component (see Fig. 2):

• ng i,,, wWa • €oe r- . - sin. (7)

The wind angfo lrpart of Wte fiight-'ath eglo

'7 = T o w 18)

for a given air-path angle To as a result of the aircraft's flight performance capability. With eq. (6) and eq. (8) it
Is clear that the aircraft trajectory is the result of the aircraft's motion, relative to the air mass plus the
movement of the air mass relative to the ground. Its components in the symmetrical plane can be calculated by
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the flight-path speed and angle.

A - VK•SlnT (9)

s - VI'Co-C " (10)

I is the vertical speed and is is the ground speed.

3.2 Shmrt sai wind warlatlee.

The influence of wind velocities on the aircraft motion can be roughly separated into two main parts. The flight
performance description of an aircraft depends on the low frequency part of the wind vector, the wind shear
component. Only this low frequency part of the wind has important influence on the energy relation of the
aircraft. The research work with regard to the flying qualities of the aircraft must consider the high frequency
wind components, the gusts and turbulence. Again the boundary between these activities is not well defined; it
depends on the aircraft and atmospheric characteristics such as flight velocity, altitude, geometry, wing load.
etc. To verify the assumptions about the influence of the wind vector on the aircraft motion is the aim of the
following chapters, which demonstrates the frequency dependent aircraft reaction duo to a vertical wind
perturbation, using a simple heave motion model.

3.2.1 influsene af atmaa albai tmrhuleaae -s the aircraft metle

The integration of the turbulence velocity in the equations of motion is solved by the eq. (6) (see chapt. 3.11,
where Y w is the sum of moan wind velocity and turbulence velocity:

V w  MWman + tur lit)

The main parameter of the aircraft trajectory is the flight-path deviation in vertical and lateral direction. The
influence of vertical wind components on the vertical flight-path deviation shall demonstrate the frequency
dependent aircraft reaction. To make some simple qualitative considerations possible, a lot of simplifications are
necessary. Only the vertical motion of the aircraft will be taken Into account; the other degrees of freedom are
frozen. After linearizing the equation of motion, the normalized forces In vertical direction *ro:

at : Z-1a -Z,-.T (12)

with

Z ,: . S (13)

and

: K Sfn'triof (14)

with flight-path angle y and angle of attack a. Supposing a horizontal reference condition Zr is zero. Using the
angle relation:

9lt+47-9O = Saw (15)

with wind angle of attack aw and pitch angle 0 the vertical acceleration is described by

&t , -Zd ST + Ze.saw (16)

The LAPLACE transformation provides the transfer function for the vertical acceleration due to the wind angle of
attack:

P,) (17)

with a as LAPLACE operator and Tal/Z 6 .

In the high frequency range this transfer function should be completed with the influence of unsteady lift effects.
The lift response to changing angles of attack is delayed by Increasing frequencies. As demonstrated In
SCHANZER (1985) and KAUFMANN (1986), this effect can be approximated by a first order lag system. The time
coefficient TK depends on the aircraft characteristi. Adding this effect of unsteady aerodynamic, the transfer
function has the following form:
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F I (18)

Referring to the power density spectrum of the atmospheric turbulence (HAHN, KAUFMANN. SWOLINSKY. 1988) it
is possible to calculate the power density spectrum of the vertical acceleration and the vertical flight-path
deviation. For linear systems and normal distributed random processes the power density spectrum of the flight
path deviation can be calculated using the power density spectrum of the input and the transfer function:

S.t$) = F(J) • F(-jM) * S.w() (19)

The result of this approximation is shown in Fig. 4 . The picture contains from top to bottom:

- the DRYDEN power density spectrum as the input signal with the coefficient V/Lw

- the transfer function of the vertical acceleration due to the wind angle of attack based on the simplified heave
motion

- the output power density spectrum of the vertical acceleration

- the output power density spectrum of the vertical flight-path deviation.

The last picture demonstrates the influence of vertical turbulence components on the aircraft trajectory. In the
high frequency domain the influence of the wind angle of attack on the trajectory is negligible. The mass inertia of
the aircraft, the decreasing intensity of the turbulence and the unsteady lift effects are alleviating the amplitude
of the flight-path deviation. For low frequencies, the wind shear area of the spectrum, the flight-path is
influenced by vertical wind disturbances. In this low frequency area the aircraft follows the changing wind velocity
and alters the flight-path. Energy is transfered between wind and aircraft and causes the acceleration or
deceleration of the aircraft. In the high frequency range of the spectrum the inertia of the aircraft avoids
flight-path deviations. The aircraft accelerations ore large, but only for a short time. The integral of these
accelerations is small and the influence on the flight-path is negligible.

The discussed solution was calculated for the simplified heave motion. The aircraft has three degrees of freedom
in the longitudinal motion. Especially the pitch motion of the aircraft has influence on the behaviour. Fig. S shows
the transfer function of the flight-path deviation for the complete longitudinal motion. The eigenmotions of the
aircraft, phugoid and short period motion, are important frequencies for the separation of effects. If the
frequency of the wind perturbation is less than the phugoid frequency, the change of aircraft trajectory is
directly porportional to the wind angle of attack. That means, low frequency wind perturbations directly change
aircraft trajectory. If the range of frequency is above the short period motion, the inertia of the aircraft avoids
large changes of trajectory.

Based on this knowledge, the conclusion is that only large scale wind variations have an important effect on the
aircraft trajectory; the influence of high frequency turbulence it negligible.

The influence of short scale perturbations on the aircraft flying qualities is discussed for example in ETKIN
(1980). ETKIN (1961), SCHANZER (1985), KAUFMANN (1986).

1.2.2 IauLemeau of mots a the araraft neatie

The discussion of the influence of gust effects on the aircraft trajectory is difficult. As demonstrated in chapter
3.2.1. the aircraft reaction due to changes in the wind angle of attack depends on the frequency of the
perturbation. In case of gust effects, this frequency can have a wide range, depending on the shape of the gust
and the relative speed of encountering it. As gust effects are limited in the geometric dimensions, the influence
on aircraft trajectory is also limited. A final classification of the influence of gust effects is not possible. The
main effect on the trajectory is not the gust itself but the initialized oigonmotion of the aircraft, especially the
phugoid and the dutch roll motion. But with a pilot in the loop or an activated autopilot system, the perturbations
are controlled.

The main conclusion of these considerations is that only the large scale perturbations should be taken into
account in aircraft trajectory estimations and calculations, Atmospheric turbulence and gust effects have
important influence on the flying qualities of aircrafts. the pilots workload or the design of gust alleviation
systems. For the aircraft trajectory discussion in the following chapters it is permitted to neglect the influence
of these short scale perturbations.

A, laiNr KEltetka

The most important physical effects of the wind in flight become clear by a look at the aircraft's energy situation
(KONIG at al., 1980) . The total flight-path energy can be determined by

E, • = m -V. + m.gH, (20)

where VK is the flight-path speed, H Is the altitude, g the geographical acceleration end m the aircraft mass.
Related to the aircraft's weight W-m.g we get the actual energy height from the equation above
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HEK • H (21)

and from that the time derivative

VK'VK
Ass: * I 9' + A. (22)

known as the total flight-path energy rate or specific excess power (SEP). The two terms in eq. (22) represent
the kinetic and the potential flight-path energy rate.

Fig. 6 shows a landing approach with fixed controls starting in a constant headwind decreasing to zero (tsilwind
shear). It can be seen, that the airspeed does not decrease to the same extent as the headwind due to the slowly
self-adjusting flight-path velocity. The phugoid mode is stimulated by the rapid wind change which leads to an
oscillatory exchange between the portion of the kinetic and the potential energy rate. Large excursions of
altitude arise even after the aircraft has left the shear layer. The deviations are not acceptable in any
circumstances. From Fig. 6 we can gather that the total energy rate remains nearly constant within the shear
layer and shows only small variations after passing that area. Therefore a wind shear warning system based
exclusively on the display of the specific excess power cannot give sufficient information about the wind shear
hazard OCONIG at al., 1980).

Another energy definition can be made using the airspeed. The substitution of VK in the equations (20 ,21 .22 1 by
V leads to the total air path energy rate

AEA _-._ . (23)

This equation normally is used in the total energy vertical speed indicator of glider planes. The result of eq. (23)
is compared with eq. (22 1 in Fig. 7 . It can be seen, that a wind shear display based on the total air path energy
rate is able to detect the shear situation. The required total energy rates HEKr.q and AEr,.q to compensate the
wind shear are also plotted in Fig. 7 . Note that the difference AHE between the required total energy rate and
the actual total energy rate is quite the same and independent from the reference coordinate system. So only
regarding the energy height differences, there is a free option using the airspeed or the flight-path speed for the
energy definition.

To obtain a complete compensation of the wind , the pilot has to maintain a constant airspeed Vnom and the
required glide slope Them. Applying these conditions a relation can be expanded for the calculation of the required
change in thrust AT. From eq. (3) we get after linearisation the non-dimensional equation (KONIG, 1982)

AT = . AuW. . nm*Aw_- 24
w g Vnem "Tnom Vnom (24)

In the above equation Ow is the horizontal wind acceleration Auwo is the horizontal and Aww is the vertical
wind difference calculatealby the actual wind minus the wind where the computation is started an% the aircraft is
trimmed. If there is no variation in wind the aircraft will continue its steady flight with constant thrust. The
required thrust variation for a descending flight in a headwind shear profile is given on principle in Fig. 8 . From
eq. (23) it is possible to calculate the energy height error

AHE I HE- HEnom . (25)

representing a useful criterion for the severity of the wind's effect on the aircraft. The balance of power for
steady flight is GIAHN. 1987)

VIC*AT + W'-Ha 5 L0 (26)

AT is the difference of thrust to compensate the difference In the specific excess power AIHzaAHE/1kt caused by
the change In wind. An Increase In specific excess power requires a reduction of thrust to maintain steady flight.
The flight-path speed along the path a is

8s
V, is. (27)

With the equations (26) and (27) the energy height error becomes

A * -j-. As . (28)

Applying the equation (24) we got (SWOLINSKY, 1966):

&HE =. - In.. W s (29)
Vnem Vnom

EIOMISi
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In the above equation only the nominal approach speed and the nominal flight-path slope is needed to detvmine
the energy height error in a given wind field. The hazard limit, defined by the maximum allowable energy height
less, Is based on the fact that the aircraft is not allowed to sink below a specific obstacle surface and the
airspeed must be higher than the stall speed (KONIG, 1982; HAHN. 1987):

AHEIIn * HEoin(Hln Vmin) - HEnon(Hnor non) (30)

If the hazard limit defined by eq. (30) is not reached, the aircraft can increase its height at the expense of
airspeed to avoid an obstacle contact. On the other hand, an impact on ground can happen with a proper airspeed
even if the energy height error Is not critical. So, another important safety aspect is the flight-path deviation.

3A To
l

eeal ---a---fa - imi shee
-

Wind shear causes deviation from the trimmed aircraft state of flight. Due to the aircraft's inertia the
flight-path speed VK is nearly constant during the first encounter of wind shear. Therefore, the varying wind
changes first the aerodynamic flow field (airspeed, angle of attack). After the occurrence of an airspeed
difference as a result of the wind shear, the static stability of the airplane supported by the pilot's behaviour to
keep the airspeed constant, will accelerate (tailwind shear) respectively decelerate (headwind shear) the aircraft
relative to the ground.

From Fig. 7 we can gather, that the variation of the specific excess power is

AUEK 0 0 . (31)

With oq.(22) the deviation of the vertical speed is

V: 9 (32 )

which results in a height error

AN Vg

For a changing horizontal wind component uwa eq. (6) becomes with wwoO (see also Fig. 2)

VK ftV u+ UW . (341

So if the airspeed variation is small, the mean flight-path deviation caused by the wind

AH (V + uw2) •Auw, (3)

9

directly depends on the amount of the wind difference.

Some typical flight-paths through a discrete linear shear layer are given in Fig. 9 and Fig. 10 . In the case of a
landing in a headwind shear (Fig. 9 ) only a relatively harmless airspeed deviation appears which takes the
aircraft above the glide path. This situation can be classified as uncritical because a go-around will always be
possible. The approach in tailwind shear produces a significant deviation from the initial state of flight. When the
aircraft encounters the shear layer, its flight-path angle becomes steeper , and so the aircraft is self-inducing a
more and more intensifying wind shear. It can be seen, that the flight-path deviation in the shear layer itself is
small. The greater glide path deviation, caused by the dynamic response of the aircraft, appears outside the
shear layer.

The same is true for the take-off in a tailwind shear (Fig. 10). Hut there is an important difference between the
take-off and the landing. While approaching, the energy height error can be compensated by thrust control.
Contrary to landing, during take-off the aircraft is flying near its maximum performance capability. Therefore,
the compensation of the flight-path deviation is attainable only by shifting kinetic to potential energy. But at least
the wind shear will lead to a height deficit during the take-off phase, as illustrated in Fig. 10.

From Fig. 8 we gather, that a tall- or headwind shear affects the flight-path oscillation (phugoid) in a different
way. Tha influence of horizontal and vertical shear gradients on the phugoid Is analyzed by KRAUSPE (1983). A
fundamental result of this investigation was, that the aircraft response in wind 'hear is nearly independent of
aircraft characteristics. The major parameters of influence are airspeed and lift to drag ratio. It should be noted,
that the earth-fixed wind shear can extensively modify the phugoid stability (Fig. I1). The flight-paths in wind
fields with constant shear can be approximated by simple analytical functions (FIg. 12). when the phugold
elgenvalues are known. The accuracy of the results is very acceptable for the relevant time period of 20 seconds
after the wind shear encounter.

L o a i
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4.1ae messhsal. t dwl.~

The most adverse wind situations are produced by thunderstorms. There the disadvantageous combination of
downdraft and tailwind shear can be found in the care of a doewnburst. But it can be said, that the reasons for the
approach accidents cannot exclusively be found in the wind field of the downburst's core. The critical situation
results from the fact, that the aircraft's thrust setting for the approach will be done before it reaches the
downburst (HANN . 1987). Fig. 13 shows the landing in a downburst based roughly on the conditions of the 0727
approach accident in New York in 1975. The flight-path with fixed aircraft controls (indicated by a dot-dash line)
is very close to that of the accident flight. So we can asume that the pilot reacted much too late and not
efficiently. Some flights are simulated passing this downburst. An activated autopilot (Fig. 13 , dotted lines) tries
to position the aircraft on the nominal glide path. The flight-path deviation is small, but the energy height error
leads to significant airspeed errors. When the hazard limit is reached, the airspeed is very close to the stall
speed. The aircraft does not reach the runway. So, even if the pilot is able to maintain the nominal glide path, the
hazard limit is reached. A comparison of the energy height error calculated by the simple equation (29 1 with
those of non-linear simulations along the individual flight-paths with fixed aircraft controls or autopilot
demonstrates only small differences. So it can be said, that eq. (29 ) is a simple but powerful method for the
estimation of the wind effect on the aircraft's energy situation.

With Fig. 13 it becomes also clear that a safe landing will only be possible with an additional supply of energy by
thrust control. Fig. 14 illustrates an approach in the same downburst with a conventional modern automatic flight
control system (autopilot and autothrottlo). Airspeed and flight-path deviations are acceptably small. The thrust
setting DF (actual thrust related to the maximum thrust) adjusted by the autothrottle never reaches its maximum.
A touch-down'on the runway will be possible.

The accuracy of automatic flight control systems can be improved by advanced control laws under consideration
of wind effects (STENGEL, 1986; KONIG, 1982). Generally it can be said, that during landing in a downburst the
flight performance is normally not the limiting factor. The problem is, that in a manual approach the pilot needs
sufficient information about the required thrust setting caused by the actual wind situation. As discussed before,
the total energy and the rate of total energy defined in the airpath fixed coordinate system are the most
important parameters for a perfect detection of wind effects acting on the aircraft. So these parameters can be
used for a cockpit display concept. The total energy rate can be displayed with an additional pointer in the vertical
speed indicator, and the total energy error may be displayed in a modified "fast-slow-indicator" of the flight
director display (KNIG at al.. 1980). This concept has been tested in a moving cockpit simulator by a joint team
of Bodensee Goritetechnik , Deutsche Forschungs- und Versuchsanstalt fUr Luft- und Raumfahrt (DFVLR) and
the Technical University of Braunschweig. The simulated wide body aircraft was flown by fourteen airline pilots.
With the display of energy and energy rate most of the pilots, even those of less experience, were able to carry
out a hard but safe landing or to Initiate a go-around as shown in Fig. 15 (SCHANZER, 1983). The research on this
field was sponsored by the German Ministry of Transportation (BMV, March 1983).

As mentioned above, the aircraft is flying near its maximum performance capability during take-off. Therefore, if
the wind gradients in a downburst are strong enough, a take-off accident can become inevitable. Fig. 16 shows
such a take-off accident of a 9727 in Denver in August 7th, 1975. The reconstructed wind gradients are
uwx=O.03 s-1 and WWH=0.18 s-1 (KRAUSPE, 1983). The simulation is done with fixed controls and it starts at a
distance of Ax=-350m before the centre of the downburst comparable to the Denver accident. Although all
engines are running, the aircraft is not able to climb. The energy height loss increases from the beginning and the
aircraft is permanently loosing airspeed. The stall speed is reached shortly before crossing the hazard limit. The
reconstructed flight-path of the Denver accident is similar to the flight-path with fixed aircraft controls. So it
can be assumed again, that the pilot's inputs are not very efficient. But it must be realized, that a take-off under
these wind conditions can be assumed as impossible.

Downbursts with gradients less than those of the above Denver accident can be crossed by a simple escape
manoeuvre (HAHN, 1987). As gathered from Fig. 16 a realistic pilot behaviour in downbursts comes close to
simulations with fixed aircraft controls. Such a simulation carried out In the Philadelphia downburst (June 23rd,
1976; uw.:O.O2 s-

1 
and ww.:0.165 s-t

) 
Is illustrated in Fig. 17 . The take-off climb begins at a distance of

ANxo-1O00m before the centre of the downburst. Airspeed and energy height error are rapidly decreasing and the
hazard limit is nearly reached when the aircraft has a ground impact. A practicable escape manoeuvre is the level
flight at a low height to pass the core of the downburst before starting the climb (Fig. 17). The main important
advantage of this flight procedure results from the smaller vertical wind close to the ground. During the climbing
flight with fixed controls the downdraft Increases with height.

In principle the go-around can be assumed as a combination of approach and take-off climb. By taking the above
discussed results into consideration, the following conclusions can be drawn: Regarding the energy situation in
most of the downbursts approaching is possible provided that the pilot or the automatic flight control system
reacts in the required manner. Initiating the go-around, the above described flight level procedure is to prefer for
crossing the core before climbing to higher altitudes.

The low level jot Is characterized by a jet like wind profile with low altitude wind maxima (Fig. IS). In some cases
an intensive variation of wind direction with height can be observed (see SWOLINSKY, 1986). Especially the
nocturnal low level jot can be assumed as a phenomenon of far-reaching horizontal hemegenity. i.e. wind speed
and direction, acting on an aircraft, are dependent only on the distance of the aircraft from the ground. Passing a
low level jot during landing approach, an energy height excess is building up in the region of increasing headwind,
which leads to positive flight-path deviations. After passing the windspood maximum, the decreasing headwind
produces an energy deficit and leads the actual flight-path beneath the nominal glide path. Fig. 19 and Fig. 20
show these effects for a simulated landing approach with fixed controls respectively for manual flight, using a
flight simulator. The modal parameters of the wind profile have been derived from measurements, which have to
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be classified as a worst case low level jet. In both cases the flight-path deviation are similar, but for simulation
of manual approach the pilot succeeded in intercepting the aircraft a few meters above the ground. Systematic
investigations show, that the height of the maximum headwind and the hoadwind difference between maximum
wind end value and reference wind speed near the ground (e.g. Hrof=IGm) are the most influential parameters.
Flight path deviations, respectively, aircraft hazard are Increasing with increasing headwind difference in
connection with decreasing height of the maximum hoadwind.

4.3 O.m-a- ....... - tm adle...... .;w

The wind flew, especially in the lower boundary layer, is influenced by the arographic shape of the surface (Hahn
et al., 1988). as it can be seen in Fig. 21. The figure shows the streamlines of a wind flow over a flat hill. The
main effects caused by the disturbance of the flew field are an updraft at the windward-side and a downdraft at
the lee-side of the hill. Further it can be seen that the streamlines are not exactly parallel to the surface
contour. The hill causes a contraction of the streamlines at the top of the hill. which leads to an increase in the
wind speed according to the law of continuity.

In the case of higher wind speeds, the occurence of flew separation depending on the hill slopes on the luv- and
lee-side is possible (MERONEY. 1979). This may lead to a vortex flow in the leo of the hill with additional, partly
strong up- and dewnwinds as it Is illustrated in Fig. 22 IEICHENBERGER, 1962).

Based on the above mentioned phenomena, a wind model was developed to investigate the influence of the hill flow
on the take-off flight-path of a starting aircraft by simulation 04AHN, 1986). As a result, Fig. 23 shows the
simulated net path of a take-off climb of a two-engine aircraft under the condition of an engine failure during the
start, together with the calculated wind along the flight-path (wind model without vortex flow). Compared with a
take-off in the boundary layer, without the influence of the hll (broken line), the decrease of the flight-path angle
can be seen; resulting in a loss of height about 40 meters at the top of the hill. The difference between the two
flight-paths is a degree for the influence of the hill flow. In this case the not flight-path does not reach the
minimum height of lO.m above the highest obstacle.

By order of the gundosministorium fur Verkehr, about 40 test flights were carried out measuring the wind flow In
the lee of a flat hill (Weidacher Hr -0i near Stuttgart airport to investigate the Influence of the measured wind
speeds on the trajectory of a start jd aircraft by simulation (SCHANZER et al.. 1987). As an example, a typical
measurement flight-path together with the horizontal and vertical velocities along the flight-path is presented in
Fig. 24. To get the most realistic results with the simulation, the measurement flight-path had to be near the
expected simulation flight-path.

The analysis of the measured data shows large varieties in the wind speed courses as weall as in the mean wind
velocities. The flow of the horizontal wind component partly confirms the theory of the developed wind models
with increasing headwind speed to the top of the hill. In some other cases a nearly constant wind course or even
a decrease in headwind can be noticed. Those unexpected phenomena can not be explained yet.

Another estimation of the influence of the hill can be realized by comparing the mean horizontal wind speed in the
lee of the hill and the mean wind speed in the undisturbed flow. For this comparison, the reported wind (a
horizontal reference wind) measured at the Stuttgart airport was chosen, which additlionallyis the basis for the
calculation of the allowed take-off weight.

in most cases (about S0) an Increase of the wind speed in the lee of the hill can be noticed (SCHANZER et &l.,
1987). The vertical wind speed courses show, in almost all cases, the above mentioned downdraft in the lee of the
hill. The measured downwind speeds with mean wind speed values of up to 0.8 m/s are greater than the expected
values received from the wind model.

As a special phenomenon a vortex flow in the lee of the hill was found, which can be seen in Fig. 25 (HEINTSCH,
1987). Detailed investigations of the hill characteristics (SCHANZER et &L., 1987), however, lead to the conlusion
that a flow separation Is not probable In this case so that the vortex flow is not a constant, but a temporary
phenomenon.

With regard to the measured wind data the simulations were carried out for a start of a two engine-aircraft with
an engine failure during the start. The determination of the aircraft's maximum allowable take-off weight to
reach a minimum not height of 10.7 m above the highest obstecle in the start sector was performed according to
the flight manual of the investigated aircraft. In the calculation hall the reported wind is taken into account. The
influence of the wind on the aircraft motion can be seen directly in the simulation results comparing the simulated
flight-path (measured wind data) with the cross reference flight-path (half the reported wind). A typical
simulated case is presented in Fig. 26. The differences between the simulated and the reference flight-path
correspond to the differences between the actual wind situation and the reference reported wind.

A statistical analysis of the simulation results showed that in most cases a more or less clear loss of height of
the simulated flight-path with respect to the reference flight-path can be noticed caused by the downdraft as
well as by changes in the horizontal wind velocities (horizontal wind shear). In Fig. 27 the frequency of the height
above the obstacle (see Fig. 26) is presented. The values vary in a range from 2m up to 8Om. In 55X of the 40
investigated cases the cross reference height of 3m according to the net height of 10.7m, which can be seen as
the minimum limit for a sure take-off, was not reached (SCHANZER et a., 1987).
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Wind seor accidents during landing and approach could generally be avoided by using modern flight central
systems. The problem Is to inform the pilot by an adequate wind shear warning display. that he can understand
the reactio, of the control system. Wind shear is particularly dangerous if It occurs In a height of approuimately
80m - W2Gm. where tihe attention of the cockpit crew to affected by gotting view contact to the ground. Wind
shear during take-off and go-around is a pure flight performance problem. Pilots should avoid a take-off into
a thunderstorm, In moderate downimursts a practicabie escape maneuvre is to maintain the fiight level at a iow
height to pass the core of the dewnburst before starting the climb. This procedure can also be applied on the
ge-around.
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AIRCRAFT FLIGHT IN WIND-SHEAR
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D.MeLean
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University of Southampton
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SUMMARY

A brief account of wind-shear and some representations Is given before discussing the effects of wind-shear on aircraft
motion. A procedure for estimating the vertical and horizontal velocity components of a wind-shear microburst, based
on observer theory Is developed, and a brief discussion of flying In wind-shear concludes the paper.

INTRODUCTION

The value of any aircraft to Its user depends upon how effectively it can be made to proceed in the time allowed on a

preciseiy-controilable path between Its point of departure and its intended destination. Deviation from the required
path can be caused by any form of disturbance. There is particular concern with atmoap.,erie disturbances because
their forms and times of occurrence are both random and, therefore, difficult to predict so that they may be

effectively countered. One form of atmospheric disturbance which is particularly dangerous is the wind-shear, a

change in the wind's vector in a very short period of time.

The air through which an aircraft flies is never still. As a consequence, whenever an aircraft flies In this disturbed air,

its motion is erratic. The nature of those disturbances to the air is influenced by a number of factors, but it is

customary to consider turbulence, which occurs above that region of space where the atmosphere behaves as a
boundary layer, as belonging to either of these classes:

a. convective turbulence, which occurs In and around clouds. This class Includes thunderstorms particularly.

b. clear air turbulence (CAT). Below the cloudhase, direct convection heats the air and causes motion which,

together with the many small eddies arising as a result of surface heating, are often regarded as mild CAT.
Above a cluster of cumulus clouds a regular, short broken motion can persist, particularly when the change in

the velocity with height Is large. More virulent C.A.T. is usually to be found near mountains. And, depending
upon the meteorological conditions, flights near the tropopause can often be turbulent. The most virulent

turbulence of all, however, is caused by thunderstorms and squall lines, especially when the same area is

simultaneously being subjected to rain, hail, sleet, or snow.

Another violent atmospheric phenomenon, which can be enountered in flight, is the microburst, a severe downburst of

air. Microbursts are associated with considerable changes in the direction and/or velocity of the wind as the height

changes. They exist for only very brief periods. Such severe changes In the nature of the wind over restricted ranges
of height are caused by convection and they are often referred to as "wind-shears". Rising, or falling, columns of air,
ringed by toroids of extreme vorticity, are produced by the convection and it is this phenomenon which Is called the
mieroburst. A fuller account is presented below.

Becase the mechanisms of turbulence are so varied and Involved, it has been found that the only effective methods of
amalysing dynamic problems in which turbulence is involved are statistical methods. However, large gusts, which are
reasonably well defined by a particular deterministic function, do occur, but at random times. To assess the effect an

aircraft eucountering such gusts, it is common practice to employ a discreste gust as a testing function. Even though
its time of oceurence may be random, a wind-lhear, once It has occurred, can be effectively regarded, as a

deterministic phenomeno. Models of wind-shear are not entirely descriptIve of the pheno.mnon which they an meant
to repesent, but they can represent the significant characteristics sufficiently well to permit an analysis to be carried

out with adequate accuracy for engineering purposes.

WINDSIHEAR AND MICROBUiRIM

It has been indicated earlier that wind-shear Is a change In the wind vector in a relatively short amount of apace. One
of the consequences of such an atmospheric phenomenon is a rapid change In the airflow over the aerodynamic surfaces
of an aircraft.
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Such rapid changes of airflow can be hazardous, particularly to aircraft flying at low altitudes and at low speeds. It is

a particularly difficult phenomenon to detect, since the effects of wind-shear are transitory, and Its nature and

occurrence are random. The form of wind-shear which Is of particular concern is the microburst, in which a large mas

of air is propelled downwards In a jet from some convective cloud system, or, perhaps, from a rapid build-up of small

weather cel"l

A physical account of how such a microburst forms, acts, and decays Is given In ref (1). Thunderstorms, being highly

variable and dynamic atmospheric occurrences, translate rapidly across the ground. As they travel, they grow and then

decay. A thunderstorm results from the rapid growth and expansion In the vertical of a cumulus cloud. In Its initial

stages, such a storm comprises an updraft of warm, moist air, with a velocity as great as ISm/s. in the updraft,

moisture droplets are lifted up until the temperature of the atmosphere causes freezing to occur. These droplets next

grow into super-cooled raindrops. However, the size of ths raindrops is soon too large to be supported by the updraft,

at which stage they fall, dragging air with them, which produces a strong downdraft. This stage is the m~st mature

stage of any storm. The downdraft is strengtheoed by drier outside air becoming entrained, and then cooted, as the

raindrops evaporate. This reinforcing of the downdraft causes both the wind to become stronger and also sudden, heavy

precipitation, typified by a sudden downpour. As the thunderstorm abates, the downdraft becomes even more extensive

and cuts off the downdraft from its inflow of warm, moist air. As a result, the storm begins to subside, the

precipitation to lessen and then stop, and, soon after, the clouds begin to disperse. In the area separating the Inflow

and outflow, which is usually called the gust front, and which can extend for 20km, wind-shear may occur at low

altitudes.

Since aircraft do not normally have sufficient specific excess power to counter the force of such a downwardly-

propelled air mass, the microburat is particularly dangerous. In such an atmospheric condition, within a period of one

minute or less, an aircraft can be subjected to, say, a headwind, followed by a downdraft, and then succeeded by a tell-

wind. There has been observed in the performance of pilots flying In such conditions a consistent pattern of response;

when an updraft is first experienced, the pilot lowers the nose of the aircraft and reduces thrust. Then follows a

headwind, with a consequent increase In the airspeed of the aircraft, causing the pilot to further reduce thrust. From

the microburst, there is next experienced a strong, downdraft and tallwind, but the pilot's actions, already taken, have

set the scene for further difficulty, since the thrust has been reduced and the nose lowered. In general, the

performance of untrained pilots in wind-shear situations is rarely adequate, manifesting itself (usually), In a failure to

maintain the appropriate airspeed and the correct flight path.

Notwithstanding the evident importance for flight safety of the phenomenon of wind-shear, standard representations

for use in analytical studies are unsatisfactory, although Froet(2) has recently provided a number of new models for

consideration. Two important vortex models (3, 4) have also been suggested. Yet, there are but two official forms, one

defined by the FAA, and the other by the ARB in the U.K. Both are represented in Figure 1. The ARB profile is log-

linear and, at the lower heights, its gradient becomes progressively steeper than that of the FAA profile. In Figure I

Vw represents the wind velocity; VK is a reference velocity, taken as the velocity of the wind measured at a reference

height of 25ft (7.6m). Neither profile is adequate for studying the microburst situation. The problem of how to

adequately represent such a situation remains unsolved.

In any wind-shear encounter t is the phugoid mode, the slow period response of the aircraft, which is most important

because it depends upon the Interchange between the kinetic and the potential energy of the aircraft in the vertical
plane. It is known that the phugoid mode is usually oscillatory and very lightly damped. In some cases It can be

unstable. Significantly, the time involved in a microburst encounter is often about the same as the period of the

phugoid mode, thereby making possible a resonant response, In which the interchange energy is amplified. Such

amplification leads to a greater deviation from the intended flight path than would have occurred with a wel-damped

mode.

One form of representation of wind-shear(s), which takes these facts Into account, is represented in Figure 2. It must

be "tuned" to aord with the flying characteristics of the aircraft being studied. In Figure 2, the square wave

oscillation represents a head/tailwind combination: at the mid-point of the square wave, a (I-coe) downdraft is

introduced. The period of the square wave is adjusted to be the same as the period o the phugoid motion of the

aircraft being investigated. Although the profile in Figure 2 has been presented as a function of time, it is intended to

represent a physical phenomeron In which the velocity changes with height. There is an implicit assumption that during

the period of the wind-shear encounter the aircraft will be climbing or landing, Le. changing its height.

|L6
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Another method of representation is to use any record of a wind-shear which may have been obtained, either from

meteorological studies or from flight records. A number of records are now available; the most celebrated was

obtained from a reconstruc ion of the available data relating to the disastrous crash of a Boeing 727 which occurred on

24th June 1975 at J F Kennedy Airport, New York, U.S.A. The reconstructed data is shown in Figure 3, together with

the aircraft trajectory. 00 seconds (2006 GMT) denotes the time when the aircraft reached the outburst centre. Note

how the characteristic "ballooning" of the aircraft's path started 15 seconds before this point, and how some 11.5

seconds after its occurrence the severe downdraft caused the aircraft to crash some 2000 feet (600m) short of the

runway. Resolution of this wind-shear into vertical and horizontal components results in the profiles for u. and w,

ahown in Figure 4. These can be used, with appropriate amplitude scaling, in wind-shear studies.

EFFECT OF WIND-SHEAR ON AIRCRAFT MOTION

The small perturbation motion of an aircraft affected by an atmospheric disturbance can be represented by the vector

differential equation:-

=Ax + Bu + Ed (1)

where xER4, u(R", and dg(R'.

The coefficient matrix, A, is of order n X n; the control driving matrix, B, is of order n X m, and the disturbance driving

matrix, E, is of order n x i.

Such equations as eq. (1) are habitually used in studies concerned with flight control systems. But the small

perturbation approach is generally only justified when the wind field Is uniform(6). For a non-uniform wind field there

is normally a continuously changing equilibrium flight condition (about which the small perturbation motion is supposed

to occur) which manifests itself physically in there being observable changes in the equilibrium flight path angle, lift,

and side forces with time. However, consideration of the hazardous flight problem indicates that the primary effect of

wind-shear relates to longitudinal motion, particularly in the low-speed regimes of landing or take-off, so that these

time-varying changes in y, L and Y can be neglected as a first approximation. Consequently, eq. (1) can be taken as a

reasonable representation. Since dg Is unknown it would be useful to measure it accurately in flight so that the pilot,

or a control system, could generate a suitable control input, u, to counter Its effects. One method of obtaining, d,, is

to use an observer. If the control action, u, is taken as inappropriate, for example, a pilot continues to fly the aircraft

in an appropriate way for a normal landing, without allowing for the effects of wind-shear, then the aircraft's

trajectory is normally represented by the "ballooning" curve shown in Figure 4, with its attendant disaster at ground

contact. It is evidently necessary to provide a good estimate of d,, the vector whose elements are the velocity

components of the wind-shear. It has been pointed out in the Introduction to this paper that once It has occurred a
wind-shear can be effectively regarded as a deterministic phenomenon, and consequently It can be reconstructed from

a knowledge of the output vector of the aircraft, composed of a few of the state variables representing the aircraft's

motion, and of the control Inputs if they are being applied. The most convenient form of reconstruction is a

Luenberger observer. A number of algorithms are available to permit such a design, but one method which provides a

convenient technique is to design an observer making use of linear optimal control theory.

OPTIMAL OBSERVER

Suppose that the dynamics of some aircraft are defined by state and output equations viz.

x As + Iu (2)

y =Cl (3)

It Is intended to design an observer to provide an estimated state vector, xK, which will be close to the original state

vector, x, but requires as its inputs only the control vector, u, and another vector, w, which Is related to the output

vector, y, of the aircraft i.e.
= 

rx 
+ Gu + w (4)

The forcing vector, w, is chosen to be

where wx a Koyai

yA c, (6)

Therefore,

I=F - KC)x + O + KCx (7)
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However, from eq. (2),

Bu = - Ax (8)
and if

G" B (9)

then

"I IF - KCa x + x - (A -KC)x (10)

I.e.
S- = (A -KC)x - (F - KC) x. !1

By choosing the coefficient matrix, F, of the observer to be Identical to that of the aircraft namely

F,4A (12)

and by defining any difference between the actual state estimated and vector as an error vector, e, it can easily be

shown that

=(A-KC)e (12)

Provided that XtA-KCO < 0 then, as i tends to infinity, the error vector, e, will tend to zero and the observer's vector,

xE, will correspond to the state vector, x, of the aircraft. To secure this desirable condition requires only that the

matrix, K, be determined.

As a first step, let K be chosen to be a stabilizing matrix. Imagine that the observer dynamics are defined by eq. (13)

rather than eq. (4), that is to say, that

x, 
= 

FxR + Gu + Ky (13)

Letting GA B (as before) results in

x - x. =A. - Fx - KC. = (A - KC)x - Fx (14)

If F is chosen to be (A-KC), and

e Ax_xe (15)
then

e=(A-KC)e = De (16)

Suppose that we have a system defined by an equation

= Me + Nv (17)

then if we chose as a performance index

J = i ' (eQe + vCu)dt (18)

then minimizing eq. (18) subject to eq. (17) will result in a control law

v ie (19)

Hence

e = (M+N)e (20)

If it can be arranged that

A(A -KC)= A(M+NH)= A(D) (21)

then the optimal closed loop observer will be the required observer provided that

=C (22)
andlr= -K

A block diagram representing the optimal closed-loop observer Is shown in Figure 5.

The optimal observer provides an estimate, xg, of the state vector; what Is wanted Is the wind-shear vector, dr
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However, if a "model" equation is constructed with the following dynamics

x Dx, +Bu+Ky (23)

then

(x, - x,.) = Ed# (24)

if eq. (1) was re-written In its elemental form It Is evident from eq. (24) that

-u = -x u - Xw w (25)S .- X. W

;Z - = Z'u -Z w (26)

It can easily be shown that:

X~w 5  lZJU* -u l~(XZ -Z Z, us (27)

u.). - X(:, - w)= (X.Z - Z.Z.)w (28)

Equations (27) and (28) can be very easily synthesized and a suitable block diagram representation Is shown as Figure 6.

In that figure the output signals have been denoted as fix and o, which are identically equal to u, and w., the required

wind-shear components, when the values of the stability derivatives used in the synthesis viz Z., Z., X., X,. are exact;

otherwise 0. and r s are subject to error.

The effectiveness of the estimation scheme can be judged from Figure 7, in which are shown the estimated horizontal

and vertical components obtained from the simulation of a Jetstar aircraft landing when encountering the JFK wind-

shear of Figure 3.

FLYING IN WIND-SHEAR

A number of operational techniques have been recommended(7) for flying in hazardous wind-shear conditions. For

example, it is considered by some that pilots should allow the airspeed to fall to stick shaker speed while gaining height

by pitching up, although the Airworthiness and Performance Committee of the ALPA considers that it is best to

achieve the speed for best angle of climb i.e. minimum drag speed. it is the view of that committee that sacrificing all

the available energy of the aircraft down to stick shaker speed while increasing at the same time the aircraft's drag

(thereby reducing the aircraft's climb capability) is unsafe. Whatever technique is adopted requires a recognition on

the part of the pilot that he Is countering the effects of a wind-shear. The provision of an airborne detection system is

advantageous for a number of reasons, including the fact that the aircraft does not depend on any ground-based system

at each airport. With such a system the pilot can monitor quantitatively how the longitudinal and vertical components

of the wind-shear are changing, and with that indication, even If It gives only a few seconds warning, will allow a pilot

to attempt to bank away or to go around.

The technique proposed In this paper avoids the need for an accurate measurement of ground speed and is particularly
suitable for general aviation aircraft, such as business jets. It will provide an Indication on the runway if a wind-shear

Is present If the aircraft Is In motion, but the accuracy of the estimation is not as great. Nevertheless, In common with

any measurement system, it has a disadvantage that in providing a measurement the aircraft must have entered the

won-shear field. The use of automatic feedbck control systems using the estimated wind-shear components to

seneve a proper automatic recovery Is feasible(s) In some situations, but in low speed regimes the need to avoid stall

would make the design of such control systems difficult and, since wind-shear encounters are likely to be rare, not

economically attractive.
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HOW TO FLY WINDSHEAR

by

Paul Casnus - Group Manager Flight Controls
Airbus Industrie

I rond-point M.Bellonte
31707 Blagnac Cedex

France

Aviation safety history is a long fight against severe environmental constraint.
Modern aircraft are able to face safely most of them but one still remain a potential
killer, that is what is generally described as a windshear situation.

What can be done, necessarily fall either in how to timely detect such a situation in
order to avoid it or/and what tools could be given to the crew to better escape should
they are trapped in.

Latest state of build-in equipment, 3-D Navigation, Electronic displays and Flight
Control, provide now all necessary tools to develop an efficient in-board detection and
protection system. Such system will be described altogether with a review of some fun-
damental criteria to be considered when assessing their efficiency.

In the recent years a big emphasis has been put on windshear since a few fatal accidents
have focused the attention of the people on a very old phenomenum known by the flying
crews.

Due to the increasing air traffic leading to a higher exposure into bad weather condi-
tions the attention of the air transportation community has been driven to look more
carefully into the complexity of the "windshear" phenomenum and into the way to survive
it.

Thanks in particular to the work and publications of Professor T. T. FUJITA from the
University of Chicago, the Aviation Community is now able to better understand these
short, violent and almost unpredictable "Microbursts" which may end up in fatal
accident.

In general the term "Windehear" defines a variety of atmospheric conditions characteri-
zed by a sudden change in air mass direction and/or velocity. Amongst the shears an air-
plane may encounter, the microburst is one of the most threatening since this sudden
strong downdraft close to the ground induces outburst winds as high as 150 kt. All this
phenomenum is limited in a small horizontal scale leaving little room for a rapid ma-
noeuver where survival may be a matter of seconds. The case of Delta 191 in Dallas is a
typical example of this violent case where within one minute the burst developed to an
hazardous situation (ref. figure 1). A scan of the flight recorder shows the behaviour
of the main parameters in this case (ref. figure 2).

It is clear to everybody that the best to survive such cases is to AVOID it. Of course
the Airbus Industrie recommendation is to apply this very simple rule
'AVOID, AVOID, AVOID".

However the avoidance procedure will be based on a reliable and quick information pro-
cess given to the crew to be in a position either to stay on ground before take off or
to initiate an early go-around during the approach. Despite strong efforts in the USA
to develop and install ground facilities to detect the windshear, most of the places
where convective weather situations may be encountered leading to violent wind bursts
will remain for a long time with only visual information and pilot reports. This means
that for the time being the only available solution remains an equipment installed on
board of the aircraft.

One could consider to have an advisory airborne system to alert the crew in advance for
early avoidance.Unfortunately no simple system yet exists and the today on board weather
radar is not able t.i do the job properly.

Therefore the only remaining possibility is to have a redundant and integrated airborne
system combined with operational procedures to help the crew in flying through the
windshear.

Since 1972, Airbus Induetrie has considered as a necessity to implement on its newly
designed aircraft means to help the pilot in coping with the windshear. With the support
of the new technologies Airbus Industrie has been permanently improving or bringing
additional information to further enhance the capacity of the pilot to safely fly
through the burst (ref. fig. 3).

Based on the standard equation of flight, it is possible to work on two parameters i
THRUST and LIFT.
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It is clear that the use of the maximum rated thrust as soon as possible helps in reco-
very as well as pitch attitude increase in order to increase the lift, thus increasing
potential energy. Since the success is a matter of seconds, Airbus Industrie has imple-
mented ;

- an automatic thrust increase which is available in automatic and manual modes
and
- a pitch guidance which will give a good cue to the pilot to maintain an attitude

avoiding to sacrifice altitude.

SPEED REFERENCE SYSTEM

This system has been developed to guide the pilot in pitch during take-off and go-
around. The system works basically as a speed control system however it includes proted-
tions which are activated in case of windshear.

The prevailing order is defined by increasing pitch toward 18' thus increasing the lift.
However, in case of extreme condition the pitch order may be superseded by the control
of the speed slightly above the stick shaker level by the pilot himself.
Simulation has shown that following the SRS order it was possible to maintain the alti-
tude for a fair period of time which should save the airplane in most of the shears.

The first point on which it was possible to easily implement a solution was the automa-
tic increase of thrust in case of excessive angle of attack. This apply mainly during
the approach where the windshear will generally lead to an increase of angle of attack
and if it is severe enough the effect of full thrust as soon as possible will improve
the safety. The system reacts automatically when the angle of attack exceeds a predeter-
mined value. Should this occur, the recommended procedure during approach is to make
a go-around.

If the measured rate of change of airspeed and ground speed exceeds a preset threshold,
the system will react with a phase advance. The nose up change which accompanies the
power increase brings an additional safety factor by trending to higher angle of attack.

The system will not react to a pure vertical draft as quickly as to an horizontal shear.
However, it is worth noticing that at low level (below 500 ft) the probability of
getting a pure vertical draft is very low since the proximity of the ground will deviate
the flow and turn it to horizontal out draft. In the case of Delta 191, the main wind
component was a strong tailwind in the last 400 ft.

With the installation of the Cathod Ray Tube (CRT), Airbus Industrie has introduced
some information giving a clear synthesis of the situation such as the speed trend and
the position of the actual speed compared to reference speeds such as 1.3 Vs and
1.1 Vs.

An important effort has been made in matter of rationalization of the information pre-
sented to the crew (ref. Figure 6).

SPEED TREND INFORMATION AND SPEED MARGIN

On the Cathod Ray Tube of the primary flight display, it has been possible to present
with an arrow where will be the speed in the next 10 seconds. Eventhough no rule has
been defined, one will notice by the jerk of the arrow and particularly its size that an
abnormality is raising which may on the ground lead naturally to the take-off abort.
In flight it will give a good indication and help in an early response.

In addition the permanent display of the stick shaker speed will give the pilot the best
support to fly the airplane at the maximum possible lift should the case occur.

FLIGHT PATH VECTOR

One important tool, which is not used as it should, is the flight path vector which
could be monitored by the non flying pilot. The "Bird" is generated by the inertial
reference system which is independent from the other parameters and shows the direction
of the flight path. It is obvious that, when the "Bird" is below the horizon, the path
is converging towards the ground. Such a synthesis from the basic parameters as presen-
ted on conventional aircraft is not easy in particular in critical phase.

On the A320 a further step will be implemented with the happening of the "fly thru
computer".

The basic pitch control law is working up to a certain angle of attack where it is re-
placed by an angle of attack control law (ref. Figures 9 and 10) which covers the high
lift zone . an increasingly positive stability is introduced so that a maximum angle of
attack corresponding to the stall protection is achieved with the full stick deflection.
At that point the wing is delivering all its lift allowing a fair margin to the stall
with good capability in roll. In the same zone the high angle of attack floor protec-
tion will activate automatically the thrust to the maximum rated level, where it will be
latched.
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In case of windshear

The pitch control law is based on load factor demand and therefore try to maintain the
flight under IG condition, thus fighting the shear.

If the shear becomes too severe the maximum rated thrust will be automatically applied
in all phases of flight and the pitch demand will be somehow optimized.

In extreme condition, since the airplane will be stall protected, the procedure is to
pull the stick right back. This last action will demand the maximum possible lift from
the airplane while the pilot knows that the airplane will not stall.

Procedure

In addition to the airborne installation, Airbus Industrie insists on the following
procedures since a strong windshear can be considered as an emergency situation where
immediate and simple action is the only solution. Airbus Industrie believes that when
survival is a matter of seconds, there is no parameter to be precisely flown. Nothing
else but trading speed for altitude, which means pulling up, would help in a case such
as the one of CO 426 (ref. Figure 8).

1 - AVOID : if windshear is expected or announced, delay take-off or landing.

2 - If caught in the shear : keep the nose up to at least maintain altitude, and trigger
the go levers in case of flexible thrust take-off or approach.

The information and displays available in the hirbus Industrie aircraft family will
help the crew in identification and guidance :
- maximum rated thrust is automatically applied through the GO AROUND lever or the

protection

- pitch guidance is provided through the Speed Rtference System

- stick shaker speed is continuously displayed (valid from A310 on).

The recovery technique for the A320 is further simplified ;

PULL the STICK FULL BACKWARDS which provides automatically the maximum rated thrust
and lift.

Airbus Industrie is presently working on training program to give the airlines informa-
tion and recovery technics. This effort is consistent with the present program developed
by the FAA and Airbus Industrie participates at the FAA audit on this subject. In
addition we are developing information to be introduced in the Flight Crew Operating
Manual to give the crew the performance capability of the airplane under prevailing
weather conditions and weight.

In summary the Airbus Industrie goal is to give the crew information and guidances
(ref. Figure 11) which complement and do not supersede the data available fran the
ground and the crew experience in matter of weather knowledge. Our aim is to help in
case of recovery from severe windshear keeping in mind that avoidance is the target.
Airbus Industrie will continue to work on this essential objective which is
FLIGHr SAFETY.
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WIND MODELS FOR FLIGHT SIMULATION U
')

HAHN, K.-U. ; HEINTSCH, T. ; KAUFMANN, B.
SCHI4NZER. G. ; SWOLINSKY, M.

Institute of Flight Guidance and Control,
Technical University of Braunschweig,

Hans-Sommer-Str. 66, 3300 Braunschweig, FRG

A Lift
cp Specific heat at constant pressure
E Energy
F Thrust
fi Sensor parameter
0 Aircraft weight
g Constant of gravitation
H Height, altitude
1 Rate of climb

ivertical acceleration
HE Energy height
Hh1ll Height of the hill
AHE Energy height error
INS Inertial Navigation System
k Von Karman's constant
Lu, L. Integral scale for the longitudinal and vertical turbulence component
m Exponent of power law
m Mass of aircraft
n Load factor
p, Static pressure

q Dynamic pressure
q Angular velocity around the aircraft y-axis
rAngular velocity around the aircraft z-axis
At Vector of the distance between flight log and inertial navigation system

R Gas constant. Radius
Rl Richardson number
RT Roughness factor
S Reference wing area, Shape factor
S(10) Power spectrum
Tc Time constant of the complementary filter
T, Total temperature
u, v, w Components of flow
Uwe,vwn. Wwe Wind components in the geographical coordinate system
UWr.p Reported wind at the aerodrome
u" Friction velocity
V Airspeed
Vk Flight path velocity
Vw Wind velocity
Votall Stall speed
ww' Vertical wind component
W Drag
x Spatial coordinate
xv, Zg Earth fixed coordinates
XPI zP Potential flow coordinates
20 Surface roughness height
* Aircraft angle of attack

Flight log angle of attack
Reference angle of attack

p Aircraft angle of sideslip
Flight log angle of sideslip
Wind azimuth

T Flight path angle
* Standard deviation
• Ratio of specific heat
0 Pitch attitude angle
* Bank angle
V True heading, Streamline
O Spatial frequency, Speed of rotation
Rof Reference

)This research is supported by the Deutsche Ferechungegomneinchaft.
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2. Imtradmitkm

Variable wind conditions may considerably influence flight-path and speed of an aircraft. Especially strong wind
shear and downdraft may initiate flight path deviations, which may restrict flight safety during take-oft,
go-around and landing approach.

Investigationt of aircraft response on wind and turbulence by means of flight simulation require suitable wind and
turbulence models. The specification of these models is a sufficient mathematical description of the wind velocity
field on one hand and a simple mathematical structure on the other hand to work at adequate expense under
condition of real time simulation.

There are a number of analytical and numerical dynamic wind models in the area of meteorology, describing the
temporal development of thunderstorm downburst, cold fronts and low level jet by extensive simulation programs.
Because of the mathematical expense and the unsufficient horizontal and vertical resolution, these models are
unsuitable for application in flight simulation. In take-off and landing approach of transport aircraft the essential
shear layer is passed in only a few minutes. Thus, the modeling task can concentrate on quasi-stationary
engineering models. In general the turbulent wind profiles are composed of large scale trend and turbulent
fluctuations with stationary mean (Fig. 1). In some cases gusts are considered as a third category of atmospheric
disturbances. The aircraft response on large scale wind variations is quite different compared with the response
on turbulence or short scale gusts. Variations of the mean wind influence the energy status of the aircraft
producing flight path and airspeed deviations. Atmospheric turbulence is effecting the acceleration therms of the
aircraft influencing airframe loads, structural fatigue, pilot's workload, passenger comfort and handling qualities
of the aircraft. Hence, for the prediction of the aircraft trajectories under wind influence the knowledge of the
mean wind variations is sufficient for most of the problems. An essential prerequisit for the identification of the
model parameters is the availability of suitable wind measuring data which may originate from different measuring
systems.

3. Wild disterniaatle.

The wind at a certain point can be regarded as a vector with a value, the wind speed, and a direction, the wind
direction. In this paper, the components of the wind vector are defined in the following earth fixed coordinate
system (see Fig. 2): a horizontal wind blowing from south to north represents a positive x . -component u we ,
a horizontal wind from west to east a positive y . -component v Wg and a downdraft indicates a positive vertical
wind component w we (VORSMANN, 1984).

The influence of wind on aircraft trajectories can be investigated either in reality by flight tests or as mentioned
above by flight simulation with measured wind data or with wind data generated by a wind model. The advantages
of the simulation are the lower costs of the procedure, together with the ability to investigate even hazardous
flight situations without a risc for the pilot and the aircraft. Furtheron the simulations can be repeated easily to
investigate for example the pilot's reaction on certain situations. The quality of the simulation with a wind model
essentially depends on the quality of the wind model in comparison with real wind data.

So the determination of wind by measurement is necessary both for the design and valuation of wind models.

Concerning the principle of measurement there are basically two different kinds, the ground based systems,
measuring the wind from the surface and the on board determination, measuring the wind on board an aircraft .

3.1 Prliantee ef wu as'mea

3.1.1 Greed hmaed wmtma

The ground based systems can be separated into two different groups regarding the procedure of measurement:
systems to determine the wind locally at a certain point and systems to determine the wind in a greater distance
(remote sensing systems).

The first group represents an easy way to measure the value and the direction of the wind by means of a relative
simple equipment like e.g. a cup anemometer or a propeller anemometer combined with a wind direction vane. The
system gives information about the mean horizontal wind at a certain point. A determination of the vertical wind
component as well as variations in the wind speed or direction over a horizontal or vertical distance is not
possible. Therefore the system is not qualified to carry out measurements of whole wind fields as a basis for
wind models with wind variations, which are important especially in the lower boundary layer. As a solution to this
problem the local wind speeds are to be measured at some certain points so that the wind field can be determined
by interpolating -between the measured wind speeds. A typical example for this principle is the profile
measurement from towers, booms or mounts in the boundary layer. With the help of the vertical stepwise
installed sensors changes in the wind speed and direction in different heights can be determined. Measurements
over a longer time period can additionally give informations about the large scale wind variations in a constant
height. Using this principle of measurement it must be considered, that the tower used for supporting the
sensors can interfere with the flow, thus introducing errors in the measured data. These errors may be reduced
to acceptable levels by calibrating the measurement equipment (LENSCHOW, 1984).

The main virtues of the above described sensors are simplicity, ruggedness and dependability. The disadvantages
of the rotating devices are long response times, so that they are not able to analyse turbulent phenomena of
higher frequencies. Better results are available with fast response wind sensors like the hot-wire anemometer.

To avoid the problems of interference between the tower and the flow it is possible to employ systems basing on
the remote sensing technique, which allow additionally to carry out measurements in any direction within the
current range of the instrument without disturbing the variable being measured. The systems are based on the
principle of transmitting acoustic or electromagnetic radiation measuring the reflected radiation signals.

E - . . .. .. . . . . . . . . . . . ,,,, ,,,,, , :
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Examples for developed instruments are the lidar, radar and sodar systems using light, radio and sound waves as
transmitting medium.

In general the remote sensing systems are able to determine the wind speed components in a limited range. For
the principle of measurement is based on averaging the wind speeds over a certain spatial volume it is not
possible to resolve higher frequencies in the measured wind speeds. The problems of resolution in connection
with the limited range of measurement combined with ground based systems lead to another measuring principle
determining the wind on board an aircraft.

3-1-2 On-bed deterlaamti.

The theory and realization of an on board measurement system should be presented at the example of the
DORNER DO 28 research aircraft of the Technical University of Braunschweig . For the investigation of the
influence of wind and wind shear on flight safety of aeroplanes the Institute of Flight Guidance and Control of the
TU Braunschweig developed and implemented an on-line wind measuring system on board a DO 28 aircraft. This
purpose was supported by the German Society for the Advancement of Scientific Research within the research
program "Sicherheit im Luftverkehr" (safety In air traffic).

Primlable of arme ae- t

In contrast to the ground based systems the wind cannot be measured directly on board an aircraft. The indirect
way to determine the vector of the wind velocity Y w is to take the difference between the flight path velocity . K
(the velocity of the aircraft relative to the earth) and the true airspeed Y (the velocity of the aeroplane relative
to the air). For obtaining a high precision of the relative small wind vector compared to the large aircraft speeds
an accurate measurement of the flight path velocity and the true airspeed is necessary. The determination of the
wind vector components in the earth fixed coordinate system (see Fig. 2) is described by the following set of
equations (VORSMANN, SWOLINSKY, 1980, LENSCHOW, 1972). The general equation to determine the wind
vector is

Yw -- 1 (1)

Written with the components in the earth fixed system eq. (1) leads toVw] [UK] v (2
VwW WK - 2

[w I g []g - [w (

In Fig. 3 the three velocities Yw. and Y are illustrated together with different coordinate systems, which are
necessary to explain the relations between the velocities.

The flight path velocity Y. can be measured in the flight path coordinate system (Xk -axis) as well as in the earth
fixed system (x-axis). The advantage of the earth fixed determination of the Yc is, that there is no coordinate
transformation necessary, while the flight path fixed .K vector must be transformed in the earth fixed system
(angles X and y).

The true airspeed is defined in the aerodynamic coordinate system (x.-axis) (see Fig. 3). To get the components
of Y in the geographic coordinate system, a transformation from the aerodynamic into the aircraft fixed (xf-axis)
system (angles a and 0) and from the aircraft fixed into the geographic system (angles , 0 and Y) is necessary.
The complete transformation leads to the following three equations for the true airspeed components
(VORSMANN, 1984):

Us = V.'cosx.cosp-cose.cos• + sinp.(sin*-sine'cos• - cost.sinY)

- sins-cosA-(cos0.sin9-cosY + sinO*sinY)] (3)

vg = V,[cose.coscose.sin + sinP.(sinO sin
0 

sinV + cosO cosT)

.sinucosplcos*..l in - slnOcosT)] (4)

we = v-[-cos.cosp.ine * sinf.sln cos v sino.Cos0.cost-.cove]

As an example the two dimensional problem in the aircraft symmetrical plane is given in .ig. 4. For this case the
angles P, 0 and 7 are equal zero, so that the components in the eq. 3-5 can be determined by

us V.( coe-cosO * sinesinO) (6)

v, . 0 (7)

We . V.(-cose.sln6 + sine•cosO) (a)
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The horizontal and vertical components (eq. 6 and 8) can also be written as

u= V co(O-a) (9)

Wo = V sin(l-e) , (10)

which corresponds to Fig. 4.

The calculation of the wind vector components according to equations 2-5 presumes that the required angles and
velocities are measured at the same position. In practice the flight path data (flight path velocity, EULER angles
0. 0, Y) can be determined by an INS or a laser navigation platform, which is positioned near the aircraft's
centre of gravity (see Fig. 5 ). The aerodynamic data (amount of the true airspeed, angle of attack, sideslip
angle) however have to be measured outside the aircraft influenced flow for example with a flight log on a nose
boom. as It can be seen in Fig. 5. In the case of angular movement of the aircraft another velocity vector has to
be considered. It is described by the aircraft's speed of rotation Q and the vector of the distance fR between the
location of the navigation platform and the location of the sensor measuring the aerodynamic data.

With this correction the wind vector at the location of the platform Vwp can be determined by the flight path
velocity at the platform o. the true airspeed at the location of the aerodynamic data sensor (flight log) Y, and
the vector fiv from the flight log to the platform as well as teh aircraft's rotation speed Drg.

VWp , 4';p V, + 2 X A, (11)

The correction of the additional velocity 2,.X fif induced by the aircraft's rotation Is most important, when for
example a Doppler Laser is used measuring the true airspeed nearly 100m before the aircraft. In this case a
rotation speed of 6 = 0.1 rad/s would lead to an additional vertical velocity component of 10 m/s.

The principles of measurement concerning the true airspeed Vf are given by WUEST (WUEST, 1980). Detailed
investigations of the determination of the flight path velocity VKV by an INS are made by WINTER and STIELER
(WINTER et al., 198?).

Besides the correction of the true airspeed vector (see eq. (I)) another correction has to be considered
concerning the angle of attack and the angle of sideslip. In the case of an aircraft rotation the angles i and 0 in
the eq. 3 to 5 have to be determined by

* a (12)
Vr-R 

:2

p : pf- (13)

with a and 0 as the angles at the reference point (location at the INS), a f and P , as the angles measured with
the aerodynamic data sensor and R as the distance from the aerodynamic data sensor to the reference point.

The equations (3) to (5) determining the true airspeed components contain numerous nonlinear SINE- and
COSINE functions, so that it is difficult to estimate the effects of sensor errors on the resulting error of the
wind component. As a simplification a linear error model is used to determine the wind component error caused
by a known sensor error. For example the measured wind speed component Uwg m consists of the true value uWe
and Its error AuW,

uWorn a uWs + AuWo (14)

The linear error model for this case is

AUw = , Af, (I5)
with &uwg/hfI as the partial derivatives of the concerning signal inputs and Af as the signal errors.

The complete equation for the total error Auw9 reads as follows:

0 .. aa + h . u s " bw .V . +.4wg. A

8g 
6

UKo SVKQ SH

(16)

The equations for the v and w components correspond to eq. (16). The determination of the partial derivatives
lead to very complex expressions, which can however be approximated neglecting second order terms. The
results are listed in Tab. A. In this table the index R stands for values of the error free reference state.

On the basis of Tab. I the following general statements can be made (VRSMANN. 1984)
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1. The wind component errors, which are caused by angular parameters, are directly proportional to the true
airspeed of the aircraft. Therefore errors in wind speed and wind direction increase with true airspeed

2. The errors of the horizontal wind components uwO and vws caused by errors in true airspeed and angular
parameters are a function of the SINE or the COSINE of the true heading, while the error of the vertical wind
component is of course independent from the true heading.

3. For the errors depending on the true heading there is a ±900 phase shift between the uws and Vw9
component. However, the maximum amplitude of the error is the same for both components.

4. The wind component errors are not a function of the wind speed or wind direction.

The following two examples Illustrate these dependencies for level flight (YR=O0OOO). As reference values an
angle of attack of "R4.85o and a cruising speed of VFt=60m/a are assumed. As a function of true heading Fig. 6
shows the error in the uwa component, which results from sensor errors with an assumed magnitude of one
degree respectively Im/s. For the same amount of sensor errors Fig. 7 Illustrates the error in the ww
component as a function of true airspeed. It can be seen that errors in the vertical wind component are caused
only by an error in the vertical speed and errors in the angle of attack and pitch. The other failure gradients are
equal zero because of the reference values for T and 0.

Most of the parameters, which are required for the wind vector determination can be measured directly except
the true airspeed and the vertical speed of the aircraft. The vertical speed of the aircraft can be measured easily
with a variometer. which differentiates the static pressure. The problem of this method is the long response time
of the instrument caused by the differentiation. A high frequent wind determination however needs a high
frequent vertical speed information. This real time signal information can be derived synthetically by means of a
complementary filter (see Fig. 8) (VIRSMANN. 1984). The input for the high frequency information Is the output
signal of the vertical accelerometer Ib, which is integrated to got a vertical speed signal. This signal possesses
an excellent dynamic response but also a long term instability. Therefore the low frequency information is
gathered by the above mentioned differentiation of the barometric altimeter signal H3. The determination of the
vertical speed is described by the equation

sT.9 + I

In case of error-free sensor signals for He and Ab this filter produces an ideal vertical speed signal. As already
mentioned above the determination of the true airspeed is not explained in this paper. Detailed informations are
given by WUEST (WUEST, 1980).

By knowledge of the accuracy of oil parameters required for the calculation of the wind components the error of
the measured wind vector can be derived by using the GAUSSIAN law of error propagation. Some values are given
for a special research aircraft and a transportation aircraft in Tab. 2. The accuracies, which are available with
special research aircrafts reach values between 0.5 m/s and 0.7 m/s in the horizontal wind component. The
lower value is achieved during tail- or headwind situations while the higher value applies to wind measurements
during prevailing crosswinds. For the vertical wind component a precision of 0.3 m/s can be stated. The accuracy
of the calculated wind direction turns out to be a hyperbolic function of the horizontal wind speed (see Fig. 9).
The mentioned accuracies include offsets, which may be due to constant sensor biases. Higher frequency
variations of the wind speed and wind direction can be determined more precisely (factor 5 to 10).

To achieve these accuracies it is necessary to calibrate the equipment before a test flight. To control the
measurement system it is possible to compare the on board measured data with data determined by ground based
system (see chapt. 3.1.1). which additionally might decrease the offset failure.

During a wind measurement campaign those comparisons botwenn a research aircraft and a ground based system
were made in a tower fly-by. On the tower a platform was installed supporting an anemometer on a slant lift to
measure the wind speed and direction. As an example Fig. 10 shows the wind profiles measured with the research
aircraft DO 28 and the tower, It can be seen that tower and aircraft data display a good correspondence. The
aircraft measured curves additionally show a high resolution of the signals. Deviations between the
measurements like difference in wind direction above 16Om height are not necessarily system errors. They may
be caused by the time difference of the two measurements and the spatial difference of up to 4km between
aircraft and tower for the same altitude sample, In comparison to the measurement with a special research
aircraft, the accuracies which are available using the data coming from the sensors of a transportation aircraft
reach only half the value, so that deviations of I m/s to 1.5 m/s in the horizontal wind component and 0.5 m/s to
0.7 m/s in the vertical wind component have to be considered (SWOLINSKY, KRAUSPE, 1984).
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The introduction of this paper has already mentioned the typical separation of wind and turbulence effects. The
high frequency part of the wind vector. the turbulence, is characterized as a fluctuation with a stationary mean
value. The mean value itself Is the deterministic low frequency part of the wind vector. After discussion of the
wind determination it Is helpful to characterize these two main parts of the wind vector. As demonstrated in
HAHN et al.. 1986, the influence of wind and turbulence on the aircraft motion is completely different. The main
influence on the aircraft trajectory is caused by low frequency wind effects. The turbulent components are
producing only indirect effects due to the increased pilot's workload.

6.1 3i.t ---,- mae "-- twdm

A realistic aircraft flight simulation requires the consideration of the influence of atmospheric turbulence and
gust effects in the simulation model of an aircraft even if it is not the primary influence on aircraft trajectories.
The wind velocity in general means the deterministic mean wind velocity as well as stochastic effects like
turbulence and gusts. The proper definition of the boundary between the low frequency mean wind velocity and the
high frequency turbulence Is not possible. To reply this question seams to be a philosophical problem depending on
the actual application. The same problem appears in the description of gusts. For a glider a special gust may be a
medium frequency disturbance. Encountering the same gust with a supersonic aircraft appears like a high
frequency shock. The first item in the short scale range of wind perturbations shall be the atmospheric
turbulence.

6.L. Ammerle turbdsise

The atmospheric motion is always characterized by a typical mean wind direction, caused by the differences of
barometric pressure. This motion consists of the mean wind and an overlayed flow in all three geometric
directions. The reason of this turbulent flow components is the instability of the atmospheric flow. Phenomena
like

- wind gradients caused by surface friction

- jet streams, frontal shear flows, lee-effects of hills

- convection like thermic. convective cells, thunderstorm activities

- wake turbulence produced by trailing vorticies of aircrafts

and other effects are the source of wind shear in the atmophere. This changing of flow velocity with the location
and with time produces due to the friction turbulent flow components in three dimensions. The description of
these effects is given by the NAVIER-STOKES equations, but due the complexity, non-linearity and cross-coupling
of these differential equations there is no complete solution possible today. A lot of theoretical investigations
were made to understand the turbulence mechanism (HINZE, 1959). Some assumptions can be summarized for all
these models:

- turbulence is a throe-dimensional effect

- turbulence is based on friction effects

- turbulence can be described by vorticies of different scale

- there is an energy transfer necessary to replace the dissipative energy in the small scale range of the
turbulence.

Most of the turbulence models are based on the assumption of isotropy and stationarity. The isotropy of the
atmosphere can be assumed for altitudes above ca. 300-500 m. This altitude depends on the stability conditions
of the atmosphere, the ground roughness and other parameters. Below this height the influence of the boundary
layer and the restrictions in the vertical flow direction due to the ground causes anisotropic conditions.

KRAICHNAN. 1962, has developed a model for the energy transfer, using a cascade model. The energy is
transmitted from large scale to short scale vortilcies and dissipates in the high frequency range in kind of heat.
This cascade model provides also the influence of the ground on the turbulence parameters. With decreasing
altitude, the maximum scale of the vorticles is limited to the actual height.

As demonstrated the characterization of turbulence depends on the scale, i.e. the frequency range. Especially the
power density spectrum description is a tool to separate different ranges of turbulence (Fig. 1). Based on theory
and measurement, the knowledge about the inertial subrange is sufficient. The power density depends on the
spatial frequency with a power coefficient of -5/3 in this range (KOLMOGOROW, 1941; ONSAGER, 1945;
WEIZSACKER, 1948). Measurements provided a power factor between 1.2 and 2.2 (PRITCHARD. 1965).

More problems appear in the high frequency range of the spectrum, when friction effects are increasing and the
negative slope of the power density spectrum is enhanced. HEISENBERG, 1948, calculated a power factor of -7
for this range. This large negative slope ensures that the derivatives of the turbulence velocities and the
variances of the turbulence accelerations ara existing. In the low frequency range the power density spectrum
seems to be constant, but there must be a limitation, because the maximurn scale of turbulence fields in the
atmosphere is limited. Another limitation using the vortex model is given b) th# altitude, as the maximum scale is
limited to the altitude.
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The purpose of the aircraft simulation deals with turbulence as a perturbation effect. The available computation
time for the turbulence model, for example in a realtime aircraft simulation is only a few milliseconds. Therefore
several simplified theories are necessary to handle turbulence effects in aircraft simulation problems. One of
these simple approximations was given by DRYDEN, 1943. He proposed an exponential function for the
autocorrelation function of a turbulence component:

---
R(x) . g 2  

L_ (14)

Fig. II shows this autocorrelation function together with a measured one. The DRYDEN approximation has the
advantage that the realization and calculation in simulation purposes is very simple. Using the FOURIER
transformation it is possible to transfer between the autocorrelation function and the power density spectrum.

SID) JR(x). e
-
lfl dx (15)

The equivalent power density spectrum of the ORYDEN approximation is

I

S() = 2"O0W.Lw'I.L2 .02 (16)

with the scale length . the variance 04 and the spatial frequency 0. This equation describes the power density
of the components along the flight-path. Investigations have shown, that there is a different spectrum for the
perpendicular direction.

2 #.3-L2. 02s. 0) = 02, -Lw.-L, W )- (17)
W (.+L2 . 2)2

The reason is the selection of a special direction of observing, if the turbulence component is measured along the
flight-path. This turbulence component is more correlated than the perpendicular ones.

Other spectra are proposed by v.KARMAN, 1938. These spectra are more complicated. as they connect the
horizontal part of the power density spectrum in the large scale range with the -5/3 inertial subrange. This
requires more complex computational models. The difference between the v.KARMAN and the DRYDEN model is
small compared to the uncertainty of the turbulence models at all, so that the DRYDEN spectrum is the basis of
the following description of a simulation model for atmospheric turbulence.

This DRYDEN power spectrum is based on two important parameters:

- the variance of the turbulence velocity 0 W
2

- the scale length of the turbulence velocity Lw .

In a simulation program, the time is the independent variable. This requires a transformation between the time
and the spatial coordinates, because a parameter like the scale length is a spatial parameter which must be
transformed in a time coefficient. Using the TAYLOR Hypothesis (TAYLOR, 1938) of a frozen atmosphere the
DRYDEN power spectrum can be transformed in the following time dependent form:

sla) = 2.02 T 1I 2(y

This DRYDEN power density spectrum can be used for simulation purposes. The valid range of frequencies is
limited. For low frequencies a DRYDEN power spectrum provides constant power density. Following our
assumption this low forquency part of atmospheric motion shall be described by special low frequency models.
Other reasons for the low frequency limitations were discussed above. Due to this assumption the DRYDEN model
must be limited in the low frequency area. On the other hand the very high frequency part of the DRYDEN model is
limited. The DRYDEN spectrum provides unrealistic infinite variance of the turbulence velocity derivatives. This
result is unrealistic. There must be a second crack in the high frequency part of the power density spectrum,
which pays regard to the dissipative effects. The discussion of the turbulence description has demonstrated, that
the available models have limitations in the valid range of frequencies and uncertainties in the question of
accuracy. An engineering model for aircraft simulation purposes shall be discussed in the following chapter.
based en the DRYDEN approximation, containing the uncertainties and limited accuracy.

£.1.S T" . .. er. ... .

In a digital aircraft simulation program the simple DRYDEN power spectrum yields the basic requirements of a
tubulence simulation model. It is more important to use realistic values for the parameters scale length and
standard deviation. Fig. 13 shows the structure of a turbulence simulation model for calculation of vertical
turbulence velocities in earth-fixed axes. The turbulence velocities are generated in earth-fixed axes, because
the parameters standard deviation and scale length for horizontal and vertical turbulence are different in the
boundary layer of the ground.
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The inputs of the turbulence calculation model are:

- mean wind velocity

- stability of the atmosphere

- height above ground

- the terrain roughness

The mean wind velocity is provided by the low frequency wind models, discussed in chapter 4.2 and includes the
calculation of the boundary layer etc. This mean wind velocity causes the Intensity of the turbulent fluctuations.
The second important influence is based on the atmospheric stability. If a test volume of air is climbing in the
atmosphere, the atmospheric temperature change with altitude determines wether the climbing air volume is
warmer or colder than the surrounding atmosphere. Depending on this relative temperature, the test volume will
continue the climbing motion, if it is warmer or will fall down again, if it is colder than the surrounding
atmosphere. The RICHARDSON number RI describes this effect of atmospheric stability.

, dT., ,j,)

Ri ta 18)

with g as gravity constant. dTt/aH as actual temperature gradient with altitude, cp as specific heat at constant
pressure and aVw/dH as vertical gradient of the mean wind velocity. The RICHARDSON number means:

Ri ) 0: stable atmospheric conditions
RI = 0: indifferent atmospheric conditions
RI < 0: unstable atmospheric conditions

Fig. 14 shows a typical example of the influence of atmospheric stability on the turbulence conditions. The figure
shows the altitude dependent profile of the wind velocity, the wind direction and the temperature , measured
during landing approach (SWOLINSKY, KRAUSPE, 1984). Close to the ground the turbulence effects are visible in
the wind velocity diagram. Above the temperature Inversion, the turbulence components are nearly disappearing
due to the damping effect of increased atmospheric stability.

The height above ground has influence on isotropy of the turbulence. Below altitudes of ca. 500m. the
atmospheric conditions are more anisotropic as the vortex scales are more and more limited by the surface of
the earth. The terrain roughness has influence on the standard deviation of the turbulent motions.

The calculation of the standard deviation of the horizontal turbulence components depends on the mean wind
velocity, the atmospheric stability and the terrain roughness. Fig. IS shows an approximation of this dependence.
based on measurements by HOUBOLD, 1973. The value of the standard deviation is corrected by the influence of
the terrain roughness, using a roughness factor RT:

GWro.ugh RTGwte r  
(iS)

Some values of this factor are given in the following schedule:

terrain structure RT

water 1.O
field 1.1
forest 1.15
flat mountains 1.3
high mountains 1.4

The influence of the altitude Is involved by the mean wind velocity, which depends on the altitude. Other
information about estimation of standard deviation is given by PRITCHARD ot &l., 1965. The standard deviation of
the vertical turbulence component depends on the altitude. Below 200-3OOm, a reduction of the vertical
component appears due to the limitation of vertical motions.

The othe, basic parameter of the turbulence spectrum Is the scale length, which pays regard to the frequency
dependent influences, This scale length depends on the height above ground and the atmospheric stability ( Fig. 16,
PRITCHARD et al.,1965). The atmospheric stability is again damping the turbulence effects. Stable conditions
have largo scale lenghts, i.e. low energy of high frequencl components. The other important effect is the
reduction of scale length below ca. 30m. This means more energy in the high frequency components of the
turbulence close to the ground and has influence on the aircraft reaction, as the acceleration due to the
turbulence Is Increasing close to the ground. On the other hand, the reduction of standard deviation Is
compensating parts of these effects.

For small heights above ground it Is necessary to pay regard to the differences between horizontal and vertical
turbulence components. Due to the influence of the ground the turbulence components In horizontal end vertical
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direction are different. Very close to the ground the vertical component is nearly zero. The parameters standard
deviation and scale length must be calculated depending on the horizontal parameters and the height above
ground. Fig. 17 shows the relation of scale length for horizontal and vertical turbulence. The calculation of
standard deviation of vertical turbulence is based on a similar dependence.

After this calculations both parameters standard deviation and scale length for horizontal and vertical turbulence
components ore known and it is possible to use a normal distributed white noise random signal of a digital random
noise generator to produce the time stepped turbulence signal with a DRYOEN power density spectrum. The
TAYLOR Hypothesis is used to transform the space dependent scale langth in a time dependent parameter. The
velocity components are produced in earth-fixed axes because of the dependence of the parameters standard
deviation and scale length on horizontal and vertical direction.

This simulation model provides the basic effects of atmospheric turbulence. But there is still a lot of lack in the
knowledge about turbulence mechanism and engineering models. The main effect of the turbulence on the aircraft
motion shall be discussed in HAHN et al., 1988.

4.1.3 Sa

The description of turbulence was solved using the tools for random processes. The definition of gusts is a
mixture of stochastic and deterministic items. The gust itself is a deterministic effect, but the appearance of a
discrete gust is a random process. The key to the engineering model of gusts is again the question about the
physical source.

Atmospheric turbulence is a random process which has no special alignment in horizontal or vertical direction, it
is approximately an isotropic phonomen. The appearance of gusts on the other hand is caused for example by
thermic effects. If the sun heats the air close to the ground a bubble of warm air will separate and move through
the atmosphere in vertical direction. This is a deterministic effect. but if an aircraft encounters this bubble of
climbing air. the appearance of the gust seams to be a stochastic effect. Other phenomena are wakes due to hills
or mountains or temperature inversions (ETKIN, 1980).

A well known mathematical model of a gust is the 1-cos-model, which is the basis of the FAR Part 23 and the MIL
8785 specifications. Other models like the gust step or the short ramp gust are based on theoretical
considerations. The advantages in mathematical description, especially paying regard to the LAPLACE
transformation, are evident.

The mathematical description of these models is simple and shall not be discussed in detail. The gust models are
used in the structural design to calculate the maximum load of the wing for example. For the design of automatic
control system, the gust models represent the maximum perturbations. For more detailed modelling, there are
approximations for thermal effects, which are more complicated.

Concluding the short scale effects means, that the influence on aircraft trajectory is small due to the inertia of

the aircraft, which provides a lag effect in turbulence reactions.

&. LasMM mImb idsadStift

In the planetary boundary layer wind shear can exist under a brood variety of weather conditions. In addition to
the ordinary planetary boundary layer wind shear, shown in Fig. 1, there are three basic wind conditions which
may influence aircraft flight path during take-off and landing (Fig. 18): downburst and microburst cells in
connection with thunderstorm activities, or high cumulus clouds, fast moving cold or warm fronts, and the low
level lot.

4.2.1. ,,.s a-, ad Shr

In general the planetary boundary layer is devided into two different horizontal layers (Fig. 19). The surface layer
(the so called PRANDTL-layer) is the lower portion of the atmospheric friction layer. The PRANOTL-layer extends
up to 50-100 m above the surface and describes a region of approximately constant shearing stress and only
small variation in wind direction. Above this layer there is a region of transition from the disturbed flow near the
surface to the frictionless free atmosphere. This height is considerably variabla; it can go up to more than 1000
m. There are a number of models for the mean wind profile valid for the PRANDTL-layer.

The most widely used profile for this layer is the PRANOTL's logarithmic wind profile (Fig. 20, curve aI. In this
case the wind speed with respect of height is a function of roughness length so and friction velocity u a (eq.
(IS)).

As the logarithmic law is valid only for adiabatic atmospheric conditions many other models have been developed
for the case of non-adiabatic conditions. Most of them are applications of the MONIN-OBUKHOV similarity theory
with different universal functions. The well known togarithmic-linear profile is a simple orm of this approach. In
this coe a linear with height varying term is added to PRANDTL's adiabatic profile, depending on stability of the
atmosphere (Fig. 21).

One of the most simple and for flight simulation widely used empirical wind model is described by the power law
(Fig. 20. curve I). The expression Vae in eq. (19) refers to the wind speed at reference altitude Hef.
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vw a V (.R .. (19)

The exponent m depends on surface roughness and stability of the atmosphere. Fig. 22 illustrates that the power
law gives a good approximation of measured wind profiles up to some hundred meters of height. Furthermore this
figure demonstrates that the neglection of wind direction change. as considered for the PRANDTL-lyer, is not
generally valid for the whole boundary layer. In principle the wind direction is changing clockwise on northern
hemisphere from the rotating surface of the earth to the boundary layer. The change of direction is extremely
variable, making any quantitative investigations rather difficult.

The first theoretical study of wind veering for laminar flow condition led to the well known EKMAN-spiral. But it
gives only a quantitative description of direction change with respect of height. A simple approximation for the
turbulent flow type has been published by PRANDTL (PRANOTL. 1965). This approach seems to be suitable for
application in flight simulation. In eq. (20) the deviation from the wind direction of free atmosphere depends on
thickness of the boundary layer H o and the difference between direction of geostrophic and surface wind A I w.o
(see Fig. 23):

tunA w  =1 ). tanAlw., (20)

The determination of the angle AXw.Q, given in eq. (21). is a function of the power law exponent m:

tsnAX.- ,' ) (21)

In the case of missing information about the direction of geostrophic wind and the height of the boundary layer. a
simple derivation of PRANDTL's law (eq. (20)) can be made for fitting measured wind direction profiles:

Xw = Xw.u + ,rctan(I H H..) tan&iw (22)

with

AXW . 1W. -
1
wu (22a)

AXw is the veering angle between wind direction at height H. and H I.

Some examples for the comparison between model and measurement are illustrated in Fig. 22.

4.2.2 .... . e.fe--: - tla "~n wan--l

The shape of wind profiles can be influenced by meteorological and orographic conditions like inhomogenity of the
atmosphere and the terrain, which cannot be pointed out in detail in this paper. An illustration of the Influence of
temperature inversion on wind speed and wind direction is given in Fig. 24. This effects can be modeled by partial
variation of the parameter of the power law or by use of the low-level-Jet model, described below. The second
example (Fig. 25) describes the influence of vortex-effects on boundary layer wind profiles. The vortices may be
caused by lee-effects of obstacles like mountain ridges, buildings or by wake vortices of aircraft. A mathematical
description of the tangential velocity in a spreaded vortex (SCHLICHTING. 1982) is shown in eq. (23).

UT(r.t) - 4.7 (1-o
"
i1) (23)

It depends on circulation ]r. the distance r from the core of vortex, the dynamic viscosity V and the time since
formation of the vortex. Superposing a velocity field of the vertex and a boundary layer wind speed profile the
wind velocity like the example of measurement In Fig. 25 can be priduced (Fig. 26).

4.2 1 Lam onl t

The term 'low level jet' is used to describe wind phenomena if the lower part of the boundary layer.
characterizing jet like wind profiles with a low altitude wind maximum. This kind of wind profiles has been
observed in connection with specific local terrains, thermal effects in mountain valley regions, frontal activities,
and the nocturnal boundary layer. Usually the nocturnal low level jet is to be found in the time between late
afternoon and morning under clear nocturnal sky when a strong radiation temperature inversien devoleds.
Because of the strong stability In the Inverslen layer friction disappears and the unbalanced CORIOLIS and
pressure gradient forces produce an acceleratlen of wind speed. BLACKEMAN (8LACKEDAR, 195? 1 describes the
evolutlen of low level Jet as a non-stationary process, where the vector difference aetween the actual wind and
the geestrphic wind Is rotating nearly circular around the geestrephic wind (inertial oscillation. e Fig. 2?). In
the northern pert of Germany the low level Jet can be found approsimately in 10 of all nights. Fig. 21 shows a
typical low level Jet sample recorded during a wind *hear measuring preoject by means of a LUFTHANSA AIMSUS A
300. Inve tlgatiens In the plains of nerthern Germany. carried out by two 100 m high meteerelegical tewer$
(KOTTMEIEN, 1942), show a cycle period of 14.5 hours for the Inertial oscilletlen. Doring take-off and lending
approach the critical Zone of wind shear Is passed In only oem or two minutes. In this case the temperal evelutien
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is not relevant and modeling can concentrate on quasi-stationary engineering models. Velocity profiles like low
level jet wind profiles have been observed in fluid dynamic research of free jet and wall jet (REICHARDT, 1951 ).
As a rough low level let approximation (SWOLINSKY, 1986) a superposition of a boundary layer profile and a plane
free jet velocity profile is used (see Fig. 29 and eq. (24)).

Describing the wind direction with respect of height a proceeding similar to the magnitude of wind speed is used.
i.e. the superposition of a suitable function to the direction profile of the boundary layer (eq. (5)) is intended. The
principle procedure Is illustrated in Fig. 30 and eq. (25).

For a large number of data records a comparison of measured data with modeled low level jet has been carried
out (SWOLINSKY, 1986). The examples of tower (Fig. 31) and aircraft data (Fig. 32) are in good agreement with
the model.

4.2.4 Frestal wild am

During the passage of fast moving cold or warm fronts considerable wind shears may develops due to changes of
wind direction ahead and behind the frontal line. Especially strong fronts with sharp transition zones may effect
aircraft operation. Fig. 33 illustrates the principle development of meteorological parameters like wind speed,
wind direction, temperature, and atmospheric pressure during the passage of a frontal system (cyclone). In the
range of the warm front warm air displaces the cold air by sliding upon the cold air situated ahead the front line.
The maximal change of wind direction is about 90 degrees. In the following cold front zone cold air is flowing
beneath the warm air ahead to the front line. The wind direction changes of about 135 degrees. A wind speed
change of about 15 m/s and a vertical wind speed of 4 m/s (updraft) can be observed. In principle similar
conditions as described for cold fronts are to be found in gust fronts in connection with a thunderstorm outflow.

A mathematical description of the local velocity field in the front line region can be generated by superposition of
vortex induced flow velocities. The principle proceeding is shown in Fig. 34.

Another approach is based on a fluid dynamic description of streamsurface bifurcations. Local solutions in the
vincinity of stream surface bifurcation lines, obtained by HORNUNG at &l., 1984, can be adapted and modified for
the problem of modeling frontal wind shear. An example for a simulated frontal velocity field is shown in Fig. 35.
The lower part of this figure illustrates magnitude and direction of the wind vector along a 3°-glide slope.
compared with measured data (ELLIS at a1., 1978).

4.S ----- etfw

The thunderstorm, with typical effects like strong downdraft, flash lights, and hail showers, is well known to be
dangerous to aviation. Fig. 36 shows a typical thunderstorm outflow of cold air, the so called downburst. Near to
the ground the vertical air flow changes to a horizontal outflow with increasing distance to the cell. The outer
boundary of the horizontal wind shear can extend to a range of up to 20 km. A number of fatal and near-fatal
accidents in the last 20 years, which have been attributed to the thunderstorm wind phenomena, initiated world
wide research activities in hazard investigations and downburst modeling. As dynamic meteorological models are
in general too extensive to be used in real time flight simulations more simple basic modeling techniques are
used. One method is the construction of wind components from measured data by interpolation between the grid
points (BARR at al.,1974 ). The second technique for the generation of downburst wind fields is based on
relatively simple fluid dynamic approaches. Some of them are presented below.

ETKIN and ZHU (SHANGXIANG at al., 1983) have developed a 3-dimensional downburst model using circular
doublet sheets of variable Intensity (Fig. 37) while WOODFIELD and WOOD (WOODFIELD at al., 1983) suggest
two ring vortices (Fig. 38). Another 3-dimensional, axially symmetric downburst model, suggested by BRAY
(BRAY. 1985 1, is Illustrated in Fig. 39.

As the downburst produces a flow like a vertically downward directed jet, which spreads out horizontally as it
approaches the ground, KRAUSPE (KRAUSPE. 1983) uses steady jot flow toward a stagnation point.

Each of this models describes more or less the flow field of the pure core of the downburst. A critical point is
the flow field in the vincinity of the core because of the occurence of severe wind shear in this area. However,
there is unaufficient information about the flow field in this region. The stagnation point model, shown in a
vertical cross section through the centre of the downburst model in Fig. 40, has been complemented by zones of
vincinity and transition flow. Experimental results show that the flow field in these zones may be very complex.
which could not be taken in account in this model up to now.

For the modeling of a downburst wind field including the mean flow of the gust front, Fig. 41 shows the result of
the superposition of 24 spreaded vortices in combination to the same number of image vortices (SWOLINSKY.
1986). The centre of vortices are positioned along a stream line of the downburst cell (2-dimensional model). In
the case of a 3-dimensional mode, ring vortices are used instead of flat vo, tices (see Fig. 42 reap. BAUSCHAT,
1988). The real time capability for flight simulation was verified using a prior VAX-computer for the aircraft and
wind model with sample rate of 20 Hz.

Each model has its advantage for the approximation of measured wind fields and may be choosen with respect to
the specific problem.

4.AA a... tla b , ,a Ik fha E

There are two essential effects caused by a hill:

I. The hill induces a downwind at its lee side. This fact leads to a reduced flight path angle compared
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with the case of no obstacle influence on the atmospheric flow conditions.

2. During a normal take-off in a boundary layer the headwind rises with the height above the ground.
While flying along a hill shape the ground level also ascends. Therefore the height rises more slowly
and so does the headwind. But a smaller headwind leads to a smaller flight path angle.

An additional effect is caused by the change in surface roughness. Normally In the area surrounding a runway you
will find grass and fields. Therefore the surface roughness is small. On hills normally there are woodlands and
forests with higher surface roughness. This means the windspeed near to the ground will slow down from runway
to hill. Thus the above described influence of a smaller boadwind is Intensified.

The model of flow over a flat hill is based on the potential flow around a symmetrical cylinder, on whi-1, the
atmospheric boundary layer described by eq. (16) Is superimposed to implement the effect of friction (HAHN. Nov.
1986). The friction velocity u* in eq. (18) is calculated by a given reference wind u,. f st a reference height Hrf:

u" k (24)
In (t-)

For the determination of the friction velocity the reported wind is chosen. The reported wind is defined as the
official measured wind at the aerodrome. It is an average of the horizontal wind which is normally determined
every fifteen minutes. So UfrV. f - UWr and Hr. f is the height, where the reported wind is measured.

The flow over a flat hill is represented by the potential flow around a symmetrical cylinder. Thus every streamline
can be taken as a solid well devoid of any influence on the configuration of flow (see Fig. 43). So every streamline
can be chosen as a hill's shape. The flow stream function around a symmetrical cylinder Is

F•p~p - up- -; (25)

In the above equation xp and zp define the coordinate system of the potential flow with its origin in the cylinder
axis (see Fig. 43). R is the radius of the cylinder and up. is the undisturbed flow velocity far away of the
cylinder. For each position the velocity of the potential flow V can be computed. Stipulating that the potential
flow at the position, where the reference wind profile is definel has to be equal to the boundary layer of eq. (18)
for each streamline a factor can be determined to describe the influence of the friction

uw(X, r.fH) (28)up(xo r..,H)

In the above equation up is the horizontal component of the potential flow velocity. The factor f(T) is assumed as
constant for each streamline. The velocity In consideration of the boundary layer is defined as the wind Vw

VW(Xa.H) = f(T)"- Vp(xa,H). (27)
'

The inclination X of the streamline can be calculated by

tan I(s 5 ,H) Wp(xsH) (28)
up(x ,.H)

where w is the vertical component of the potential flow velocity. The components of the wind over the flat hill

then become:

horizontal wind: uwg(x,.H) = Vw(Xo.H)'cosx (29)

vertical wind: wW9(xgH) - VW(sg,H)-sinj (301

For drawing comparisons computations with a finite difference technique are used to solve the equation of the
non compressible steady turbulent boundary layer (KNORR, 1982). From Fig. 44 we can gather that the simple
model of the above described flow over a hill is a good approximation.

The shape of the hill model can be described by a shape factor

R = u (31)

It can vary between 0 a S 6 1 (Fig. 4S). For SI the hill has the shape of an arc .f a circle and for S-0 we have
a horizontal plane.

The change of surface roughness is realized by a variation of the reference wind profile defined by eq. ??. As a
simplification it can be assumed that the surface roughness changes linearly from runway to hill. When a
discontinuity In surface roughness occurs, the wind will change its profile with a time delay to the shape
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belonging to the new roughness (FROST et al.. 19771. This delay can be taken into account by choosing & higher
surface roughness for the area around the runway than it will be in reality. The resulting wind profiles and
streamlines simulated by the described model are shown in Fig. 46.

sl .,
Wind shear, downdraft and turbulence can endanger take-off and landing approach. The effects of wind results in
a modified dynamic response of the aircraft as well as in flight performance variation. In each case flight path
deviation can occur, more or less controlled by the pilot. For the analysis of the aircraft's behaviour in changing
wind field, a mathematical model of the aircraft is used including the wind effects. It can be said, that gusts and
turbulence will have more influence on the pilot's work load and his reaction to this short scale wind
disturbances. Large scale wind variations can produce significant flight paths respectively safety problems. An
important aspect for the flight safety is the energy situation of an aircraft affected by wind. Therefore this is
chosen as a useful criterion for the determination of the influencees of the wind and wind variation.
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Fig. 5 Hardware location in a measurement aircraft
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Fig. 31 Comparison of tower data with a low level Jet model
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Summary

The declining cost of computing power and memory has enabled avionic manufacturers to develop sophisticated
airborne computing systems. One of the most complex aircraft systems on modern air transport aircraft is the Flight
Management Computer System (FMCS). The FMCS has reduced pilot workload by taking over the more mundane
but complex functions - such as calculating the most economical speed - and, together with improvements in cockpit
displays and monitoring systems, has allowed the transition from the three to two crew airline cockpit.

The FMCS can compute the most economical path from one airport to another and then fly the aircraft along that
path. To achieve this the computer must be able to select the most economical speed schedules for each phase
of flight, then predict the complex vertical and horizontal profile that the aircraft would fly and, when connected to
the aircraft's autopilot, control the aircraft along that three dimensional flight path. The forth dimension of time can
also be selected as a control criteria, and the FMCS will compute the speed schedules and flight path based on a
required time of a arrival at a selected point along the flight plan. In addition to reducing pilot workload, air traffic
control efficiency is increased because the airborne navigation data base can be used to select and accurately fly
published arrival and departure procedures without supervision from the ground controllers.

This paper describes the algorithms used for the Smiths Industries 737 FMCS prediction and control functions. it
identifies the requirements for successful implementation and some of the difficulties that may be encountered.

1 Introduction
In the deregulated USA airline environment there was a need to reduce operating costs by improving fuel efficiency
and, where possible, by reducing the flight crew from three to two. This was the impetus for the aircraft manufacturers
to increase the avionic capability of new aircraft and thus decrease pilot workload. A completely new aircraft system
that was developed as a result of this cockpit revolution was the Flight Management Computer System (FMCS).

1.1 Operational Overview
The FMCS is composed of one or two Flight Management Computers (FMC) Nhich contain the computing hardware
and software. One unit may be installed if independent navigation is not required or if, as on the Boeing 737-300. an
alternate "back up" navigation system within the control display unit is provided. A dual FMC system is installed on
long haul aircraft where the loss of the primary navigation system would be unacceptable. Two Control Display Units
(CDU) are also provided as an integral part of the FMCS and are used by the pilot and copilot to communicate.

This paper describes the FMCS installed on the 737-30014001500 aircraft and represents one example of a unit
meeting ARINC specification 702. The FMCS on other aircraft have basically the same capabilities but may differ in
the way they are implemented. Also it is the nature of an FMCS development (and a tribute to flexibility of the FMCS
design) that capabilities of the system tend to grow and evolve after the initial certification of a new aircraft model.
This description, therefore, should be considered a snapshot of a particular design at a certain point in time.

1.2 System Capabilities

As its name suggests the FMC system is responsible for all aspects of flight management, these fall into one of the
following functional areas:

Navigation This function uses aircraft sensors such as the aircraft inertial reference system, etc. and the internal
FMCS nvigation data base to generate an accurate estimate of aircraft position and velocity. This function also
autotunes the aircraft's navigation radios.

Fight Planning Accepts and interprets pilot entries of flight plan data using an alpha numeric keyboard and display
The pilot may enter any of the following to generate the desired flight plan:

* Waypoints - Predetermined or pilot entered points on the ground, nevaids, airports. etc. can be selected
by name and the position of these points re retr#evd from the navigation data base. The pilot can also
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define his own waypoints using latitude and longitude and bearing/distanoe or bearing/bearing definitions
from other waypoints.

* Company Routes - Predefined lists of waypowits that correspond to normal airline routes.

D Departures and Arrivals - Single key selection of standard airport departure or arrival procedures, ap-
proaches, runways and transitions.

0 Airways - Lists of waypoints on published airways.

All these entries are combined to form a complete airport to airport flight plan waypoint list. This list is used by
other functions in the FMCS but can be easily modified by the pilot at any time during the flight.

Display Support Data transmission to the electronic flight instrument system (EFIS) of navigation data base informa-
tion, flight plan and aircraft situation (position, track, wind, etc.).

Performance The FMCS contains a complete airframe and engine model. These models are used to generate the

following aircraft and engine specific data:

* Throttle limits.

* Thrust and drag for defined throttle settings and environmental conditions.

* Optimum speeds and altitudes

* Maximum and minimum speeds and altitudes

Predictions An accurate emulation of the aircraft's four dimensional track in space. It provides an estimation of:

* Fuel remaining at each waypoint and at the destination.

* Speed and altitude at each waypoint.

* Estimated Time of Arrival (ETA) at each flight plan waypoint,

These dynamically updated predictions give a valuable indication of the effects of temporary or permanent
modifications made by the pilot (such as raising cruise altitude) or changing environmental conditions (such as
increasing headwind).

Control When connected to the aircraft's autopilot system the FMCS will automatically fly the predicted flight plan.
The FMCS will use vertical and horizontal steering commands and speed target commands to direct the aircraft
to the flight plan and to maintain predetermined profile from take-off to glideslope intercept at the destination.

1.3 Aircraft sensors

The FMCS relies on multiple aircraft sensors for the accuracy of its navigation and control. For this reason the
optimum sensor configuration for maximum accuracy should be available on the aircraft. This should include a mix
of long term and short term accurate position sensors for navigation and accurate attitude, altitude speed sensors for
control. A typical sensor suite would be as follows:

Position - Short term accuracy Most modem aircraft are equipped with dual or triple Inertial Reference Units (IRUs).
These units contain ring laser gyros which provide excellent attitude information and position information but
will tend to drift as the flight progresses at a rate of up to 2 Nautical miles per hour.

Postlton - Long term accuracy An accurate position over the length of the flight is essential for correct operation.
This can be provided from any of the following, singularly or in combination:

" Distance Measuring equipment (DME) - can be used in pairs to provide an accurate triangulated position.
Only available on flights within direct line of sight of the ground equipment.

" VHF Omnibearing Range (VOR) - can be used with a DME to provide a less accurate angle and distance
based position

" Global Positioning System (GPS) - Uses satellites to provide a very accurate position. Available worldwide
when all satellites are operational.

" Omega and LORAN - Less accurate but almost worldwide radio based systems.

The relatively long time between recalculations of these long term sensors means that they cannot normally
be used as the sole source of navigaton data but the combination of long and short term sensors provides a
balanced configuration.

Alttd The IRUs provide very accurate attitude information and the addition of a Air Data Computer (ADC) provides
the complementary long term altitude and speed dat stability required for the FMCS control function.

1.4 PACS display/

The primary display and entry unit of the FMCS is the control display unit (CDU). Two CDUs are normally provided
In the cockpit and allow Independent aes to the FMCS. A typical COU ia shown in Figure t and is composed of
the Foowing:
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* A multi-line display unit with multi-function line select keys (LSKs) along each side. The display is used to
present alphanumeric data which can be selected and entered using the LSKs.

* Mode keys that are used to select different pages of information.

* An alphanumeric keyboard that is used to enter data.

In addition to the CDU. the EFIS provides a graphical presentation of the flight plan and the progress along the flight

plan and is, therefore, an important FMCS display interface to the pilot.

2 Predictions
An important functiOn provided by the FMCS is the emulation of the entered flight plan profile and the prediction of
aircraft parameters at points along that profile. When the required minimum amount of information has been entered
about the proposed route, the predictions algorithm can "fly" the profile and predict the speed, altitude, fuel remaining.
etc. at fixed waypoints along the plan and at the destination airport. The predictions algorithm alSO generates the
courses to be flown between the waypoints using great circle path computations and identifies additional "vertical"
waypoints such as top of climb, top of descent and deceleration points that are a function of aircraft performance and
selected speeds.

A complete set of data for each vertical and lateral waypoints in the flight plan is StOred and updated periodically for
use by other functions in the FMCS such as display generation and aircraft control. In addition, predictions generates
messages to the pilot if hazardous situations are detected. Examples of this are a selected cruise altitude that is above
the maximum achievable altitude of the aircraft, or when the fuel on board is not enough to reach the destination.

The accuracy or fidelity of the preditions in an airborne system such as the FMCS is a compromise between
speed of the hardware and response time requirements. It is in the predictions software, which is generally the most
demanding on computer throughput, whe re innovative techniques and algorithms can be implumented.

To initialize the FMCS the pilot Is required to enter a basic laerl flight plan which would include an origin airport.
a destination airport and at least one in between waypoint. From this minimum entry a lateral profile can be generated
and lateral control (LNAV) is available. In addition to the flight plan, the minimum performance parameters (described
in section 2.1.3), as well as any known extra parameters tha will improve the accuracy of the emulation, such as Cruise
wind and ISA deviation should be entered. From these entries and same default assumptions (such as standard
day atnospherco conditions) a complte vertical profile can be generated and displayed to the pilot. Veria contro
(VNAV) can the be engaged after take off and used to guide the aicrf thog climb cruise and descent.

S ei9UI E
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There are two timing requirements that affect the operation of the prediction algorithm and may influence the type

of algorithms used. They are:

Roepon" time The time between a major change to the flight plan by the pilot and the generation of whole new
profile. Obviously. it is important that this time be as short as possible. The required system throughput for the
whole FMCS can be estimated by calculating the processor throughput required to complete a full predictions
run within the target response time.

Update rate The rate at which the predictions are rerun to account for changing environmental conditions. Predictions
updates are usually a background task.

The accuracy of predictions is limited by the amount of extra data that is entered by the pilot. If the pilot has
information on cruise winds or winds at a flight plan waypoint the predictions algorithm is able to refine the enroute
flight times and fuel usage and generate a more realistic profile. However, predictions must also be able to adapt
to unexpected actual conditions, such as an unforecasted cruise wind. Actual conditions are measured and then
propagated along the flight plan in a realistic manner even if this conflicts with the pilot entered data.

2.1 Pilot Initialization

With the aircraft on the ground the pilot can enter data into the FMCS so that a lateral and vertical profile can be
constructed. In general these are divided into flight plan related parameters either lateral (horizontal plane) or vertical:
and performance related parameters such as aircraft weight, etc.. Although this data is entered on the ground all the
parameters can be modified as required in the air to account for changing conditions or air traffic control requirements.

2.1.1 Lateral Profile Definition

The Lateral profile generally consists of an origin airport, a destination airport and a number of enroute waypoints.
Normally the pilot is able to define this complete lateral flight plan (excluding the arrival procedure) on the ground
before take off. The kind of entries made are:

Company routes The navigation data base (NOB) internal to the FMCS can be customized by an airline to include
all its route structure. This means that a simple multi-character identifler can be used to automatically recall a
stored airport pair flight plan. An example of this would be "SEASFO" which would give the normal flight plan
from Seattle to San Francisco. This default flight plan can be easily modified through the CDU, if required.

Departures and Arrivals Once the flight plan between the airports has been defined the pilot can enter a departure
procedure and possibly an arrival procedure. The departure and arrivals (DEP/ARR) page contains a list of
the published runways, standard instrument departure (SID) and transitions for the origin airport and runways,
standard terminal arrival route (STAR) procedures and transitions for the destination airport. These are selected
by the pilot when allocated by air traffic control (ATC). These procedures contain all the necessary information
needed to fly the procedure as described by the governing agency. The pilot can also enter an arrival procedure
for the departure airport in case a return to origin is required.

Special leg types The departure and arrival procedures are composed of special legs and it is these that are the
most challenging for the predictions and control algorithms. Examples of some of these special leg types are.

" Heading to an altitude - This leg type, usually found as the first leg of a flight plan, directs the FMCS to
climb at constant heading until a defined altitude is reached. At that point the leg is terminated and a
transition to the next leg is initiated.

" Course to an intercept - For this leg type the FMCS constructs a great circle path, at a specified track
angle, from a waypoint to the point where the where the aircraft would intercept a specified radial into a
defined navigation aid.

In general, all legs are defined as a lateral profile control type - such as heading or track - followed by a
termination point - such as a waypoint, an altitude or an interception of a VOR radial or DME distance.

The full "toolbox" of leg types from which a procedure can be constructed is specified in the ARINC 424
specification.

To include all leg types in the lateral flight plan the predictions algorithm must be able to estimate where the
termination point of each leg would be. To be able to do this the algorithm must be able to accurately estimate
normal in flight acceleration or deceleration, rate of climb or descent and probable wind conditions. Some legs,
however, deliberately have no termination points (called manually terminated legs or vectors) and when one of
these legs are flown it is the responsibility of the pilot to "terminate" the leg and rejoin the remainder of the flight
plan. The predictions algorithm, however, uses a default expected path to complete the profile.

In addition to the leg types described above, the predictions algorithm requires special processing for some

standard flight plan leg combinations which can be entered as a single unit. These include:

Holding PattM These "race track" shaped paths can be specified in a number of ways and have strictly
defined rules on entry path and exit method. Holds can be "attached" to an existing flight plan waypoint
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or designated as present position (PPOS) holds that are inserted just ahead of the aircraft.

Procedure turns This standard combination of legs may be included as part of an approach procedure as a
way of reversing course.

Parallel Offset This single selection allows the pilot to fly parallel to the predefined lateral flight plan at a defined
distance to left or right. This feature allows ATC to allocate fast and slow aircraft on the same basic flight
plan without one over-rwnning the other.

2.1.2 Vertical profile definition

The vertical profile definition will include the minimum entry of selected initial cruise altitude and continue with optional
manual entries such as speed or altitude constraints at waypoints. Speed and altitude constraints can also be
introduced automatically through the selection of arrival or departure procedures or as a default such as airport
restriction speeds (250 Kts below 10000 feet in the USA).

2.1.3 Performance Initialization

Once the minimum lateral and vertical profile parameters have been entered, the performance predictions algorithm
must be initialized with the minimum set of parameters that will enable the algorithm to construct a basic vertical
profile. To these the pilot can add any refinements that may be available.

Cost Index The key to the vertical profile construction is a parameter called cost index (C). Th's pilot-entered number
is a function of current fuel price and crew costs. The Cl speed schedule algorithm reduces overall flight cost
by optimizing the requirements of lowering fuel usage by flying slower or reducing crew air time by flying faster
The Ci value entered is a function of the current fuel cost and "cost" of time. In general, the lower the Cl number
the longer the flight will take, this would correspond to the high-fuel-cost, low-crew-cost operating environment.
A high number entry indicates crew costs are high and a relatively high speed schedule will be chosen.

Aircraft Weight The aircraft gross weight can be calculated from the entry of zero fuel weight, provided the fuel
weight is available from aircraft sensors. Or it can be entered directly.

Refinements If additional data is available then it can be entered into the system. These include:

. ISA Deviation or top of climb temp

* Anticipated average cruise wind

% Reported winds at waypoints in the flight plan

* Forecast descent winds - wind bearing and magnitude at designated altitudes

* Destination ONH

e Anti-ice on/off altitude

2.1.4 4D Navigation - Required Time of Arrival (RTA) Initialization

In FMC systems where the accuracy of predictions allows the precise calculation of estimated time of arrival (ETA) at
any waypoint, a control loop can be implemented that modifies CI to meet a specified ETA at a waypoint in the flight
plan. This form of four-dimensional navigation is called required time of arrival (RTA). To initialize the RTA algorithm
the pilot needs to designate a waypoint in the flight plan and enter a required time of arrival.

2.2 Profile Prediction

With all irfitializations complete the predictions algorithm can begin. The algorithm is run differently if a completely
new profile is required or if the profile is just being updated. A completely new profile would be required the first time
all the data is entered and anytime a major modification is made. In this case all the phases of the flight plan would
have to be identified and checks made on the reasonableness of the initialization entries, Predictions updates are run
as a background task and includes such tasks as updating estimated wind values as actual winds are encountered.

2.2.1 Baslc algorithm overview

A full predictions run on the Smiths Industries 737-300 FMCS contains the following steps:

Flight pion divuion The first task is to divide the lateral flight plan into approximate phases so that climb, cruise and
descent can be properly allocated. The current phase of flight Is determined from the present aircraft position.
From that the remainder of the flight plan is broken up as follows:

* Determine the first restriction in descent (RDS) and last restriction in climb (LRCL). This routine tries to
anticipate the pilots' intention when altitude restrictions have been entered for flight plan waypoints, The
algorithm first generates an approximate vertical profile that assumes the shallowest rate of climb and
descent. The flight plan is then scanned for altitude constraints and these are labeled as climb or descent
based on their position in the approximate profile. Particulerly troublesome are high altitude restrictions -
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i.e. aircraft to be at or below 2500Oft when the waypoint is sequenced - in a short flight plan under these
cases the routine has to determine whether the intention is to extend the climb phase or to descend early.
This routine allocates FRDS and LRCL to lateral waypoints and predictions then knows that top of climb
(T/C) and top of descent (T/D) are inside these points.

Designated the end of descent (E/D) point as the last "hard" constraint in the flight plan. The point is
typically the final approach fix, a point just before the destination airport runway, which has a specified
speed and altitude allocated to it. This waypoint can then be used as a "pivot" point for descent; as the
speed schedule (and hence rate of descent) varies, the top of descent moves along the flight plan but the
E/D remains fixed.

Once these points have been allocated they will not change unless the flight plan is modified.

Climb speeds The economy climb speed target is calculated using a polynomial expression, and is a function of
takeoff gross weight and cost index. The resulting Calibrated Airspeed (CAS) is checked against airframe limit
values and used as a target speed for the climb segment.

Initial Cruise speed A constant value of climb fuel burn is used to calculate the approximate fuel used to climb to
cruise altitude. The resultant T/C weight, cruise wind and cost index are then used in a polynomial expression to
calculate the initial cruise mach. The initial cruise mach and the previously calculated climb CAS are then used
to calculate the crossover altitude. The crossover attitude is the altitude at which the equivalent mach of the
climb CAS (which decreases with altitude) matches the initial cruise mach. At this altitude in climb, the speed
target to the autothrottta changes from a constant CAS target to a constant mach target. Tests are made on
the cruise mach to ensure aircraft structural limits are not exceeded. The algorithm generates a message to the
pilot if no target speed can be generated at the selected cruise altitude because of buffet limits etc.

Climb modelling Using the designated climb speed, the flight plan and a high fidelity aircraft performance model,
the climb segment can then be emulated. A predefined climb throttle setting is used, which can either be the
default maximum climb thrust or a pilot selected reduced climb thrust schedule to save engine wear or for noise
abatement. To model the climb it is divided into small altitude steps. The fuel burn from the previous step is
used to predict the gross weight at each altitude step. The available thrust is then calculated and hence the
climb rate needed to maintain the target speed. From this integration technique the time taken, the horizontal
distance traveled and the fuel used to climb to each altitude are calculated until the cruise altitude is reached.
This point is inserted into the flight plan and designated as the top of climb (T/C).

Cruise modelling The cruise portion of the profile is emulated and estimates of fuel burn, distance traveled and ETA
at each waypoint in the cruise phase are generated. The economy cruise mach speed target is calculated at
steps along the cruise using a cost index based polynomial which is a function of the expected aircraft weight
and predicted wind. The algorithm continues along the flight plan until the previously defined "shallow profile"
top of descent point is reached.

Descent speeds The economy descent CAS target is a function of the entered cost index which, after limiting, is
used to calculate the descent crossover altitude. As in climb, the final cruise mach target is used to calculate the
crossover altitude. Again, above the crossover altitude the mach target is used and from crossover to E/D the
constant descent CAS target is used. A constant descent fuel bum rate is then used to calculate the approximate
aircraft weight at E/D.

Descent modelling The emulation of the descent profile starts at the destination airport and moves backwards along
the flight plan. A fixed approach profile is used to calculate time, distance and weight increments from the runway
to the end of descent waypoint. The descent profile emulation then continues back up the flight plan recalculating
gross weight, thrust and lift at each waypoint. The emulation recognizes waypoint and airport speed constraints
and modifies the descent rate accordingly. Idle thrust is used for the emulation. When the backward descent
reaches the cruise altitude this point is designated as the top of descent and a vertical waypoint is inserted in
the flight plan. The cruise emulation then continues from the approximate top of descent to the more accurate
"backward descent" top of descent. A comparison is then made between the top of descent fuel derived from
the backward descent (which used an approximate destination weight) and the actual top of descent fuel using
the cruise emulation. If a large discrepancy is found, that may affect the descent profile, the backward descent
emulation is run again using a revised estimate of destination weight.

DesMtntion parameters When the difference in fuel is small (below 1000 pounds) the descent profile is assumed to
be stable and any difference in top of descent fuel is added or subtracted to all the waypoints in the descent to
give an accurate fuel at destination. Checks are made to ensure there is enough fuel to reach the destination
and messages are generated if required.

Airport reltriction A normal feature of the descent is the deceleration to the airport restriction speed at the airport
restriction altitude. The ATC requirement is that the aircraft be below the restriction speed when the restriction
altitude Is reached. To accomplish this a "level off" is inserted In the flight plan where the aircraft will reduce the
rate of descent to a minimum value (usually 1000 ft/min) so that the aircraft can slow down. The length of the
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segment is calculated from aircraft performance parameters. The beginning and end of the deceleration points
are inserted in the flight plan and displayed to the pilot.

2.2.2 Special predictions processing

The predictions algorithm described above assumes a normal flight plan with reasonable initialization entries. Special
processing is required if these conditions are not met:

Short Right plan If the length of the flight plan is short and the entered cruise altitude can not be reached before it
is time to descend (i.e. no cruise phase) a UNABLE CRUISE ALT message will be generated. The algorithm
detects this situation when the backwards descent routine reaches the top of climb waypoint before cruise
altitude.

No end of descent If no fixed altitude is provided at the destination airport then the descent segment of the profile
can not be built. This is usually a temporary situation that will be rectified when an arrival procedure is provided
as the aircraft nears its destination. Under these conditions the algorithm will construct a default descent profile
and provide only the destination parameters (fuel, time, etc.). This default descent will not be displayed and the
descent path can not be flown.

Holding patterns The FMCS allows the pilot to attach a holding pattern to any flight plan waypoint. However. the
predictions algorithm assumes that if they are more than three minutes ahead that the holding patterns will
not be flown and therefore does not include the distance around the holding pattern as part of the distance
calculation.. As a holding pattern is approached and the three minutes to go point is reached, it is assumed
that the aircraft will travel at least once around the hold and this is then included in the predictions distance
calculation.

Floating waypointe and special legs Where special leg types have been inserted in the flight plan, by an arrival
or departure procedure. predictions calculates the position of the termination point using the best information
available, The point is inserted in the flight plan but, knowing that the point will move as conditions change, it
is identified as a "floating" waypoint.

Dlscontinuftles If the flight plan has a gap in it due to the insertion of a "manual" leg, the pilot is expected to fly
the aircraft manually and predictions assumes (in the absence of better informmion) that the pilot will fly a great
circle path from the waypoint preceeding the manual leg to the waypoint that follows the leg.

2.2.3 Parameters predicted

Predictions will generate the following waypoints that define the vertical profile:

e Top of climb

* Top of descent

a Bottom of descent

* Climb and descent crossover altitudes (if below cruise altitude)

a Transition altitude (above which altitudes are displayed in flight levels)

a Cabin repressurization altitude

a Anti-ice on and off altitudes

a Climb thrust revision altitude

* Speed change points - airport restriction deceleration point. etc..

* "Floating" and special leg type waypoints - estimate of the position of the leg terminators.

For each vertical and lateral waypoint in the flight plan the following data will be generated:

" Curve path transitions - the path that the aircraft will follow when it passes a waypoint. The type of transition is
based on the angle of the turn and whether the aircraft is required to overfly the waypoint or not. The radius

of any turn is based on the predicted ground speed and the shape of the transition can vary from a "cut the
comer" turn up to a 30 loop. Curve path transitions apply to lateral waypoints only.

" Fuel Remaining - Used for fuel planning and gross weight estimation.

" Estimated Time of Arrival - Used by RTA for time control.

" Altitude

* Speed
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2.3 RTA function predictions

The Required Time of Arrival (RTA) function is a 4D navigation (time control) performance mode. This function uses
the data provided by the cost index based economy predictions algorithm to estimate the time of flight for each of the
remaining phases of flight up to a specified waypoint. A delta time of flight algorithm is used to estimate the additional
time taken to travel to a specific waypoint for a different cost index. This "quick predictions" algorithm calculates the
new cost index average ground speed for each of the phases of flight and generates a new time of flight by assuming
that the time of flight in each phase is inversely proportional to the ratio of the flight plan average ground speed and
the new cost index average ground speed. The RTA function uses an iterative cost index search method and the
quick predictions algorithm to find the cost index that produces an "estimated" ETA that matches the pilot entered
required time of arrival. This matching cost index is then used by the predictions algorithm as if it had been entered
by the pilot.

3 FMCS Control
The FMCS is designed to be a fully integrated multi-axis aircraft control. function. However, because of the size
and complexity of the software involved, the FMCS usually contains only outer-loop control. There is a deliberate
policy of segregating the flight critical functions such as inner-loop control and autoland in the relatively small (with
regard to software size) autopilot/flight controls system and the autothrottle system. This segregation simplifies initial
certification because the certification "critical" functions that require expensive dissimilar and redundant hardware.
parallel software development and detailed documentation are concentrated in smaller units. This partitioning also was
chosen to separate the functions that will rarely change (inner-loop) from the more subjective convenience functions
which will evolve and build. This separation, therefore, means that the FMCS can be relatively easily re-certified when
new capabilities are added after initial certification.

3.1 Control Interface

The FMCS does not have direct access to the aircraft control functions but interfaces through a number of other
systems. This simplifies the FMCS control function and allows the pilot to over-rule the FMCS if manual flying is
required without modifying the original flight plan and calculated profile. The pilot can return to FMCS control following
an unforeseen excursion and continue with the original flight plan. The interface with the flight controls systems is
decided by the aircraft manufacturer and is a function of whether the FMCS is being fitted into an all new aircraft or
whether the FMCS is being retrofitted into an existing airframe with existing autopilot and autothrottle units. The aim
is to reduce duplication of functions wherever possible. For this paper the control interface of the 737-300 and later
derivatives is described. On this aircraft a roll command is used for the horizontal axis, the existing autopilot pitch axis
functions are used for vertical control and the autothrottle is controlled by speed targets. Other aircraft types could
use a different control interface (such as pitch targets in the vertical axis). The 737-300 control interface is described
below:

Autopilot and Flight Director System (AFDS) This system provides interface to the aerodynamic control surfaces
of the aircraft. The pilot has direct input to the system for heading select, altitude hcid, vertical speed. etc.,
modes. The pilot can operate the system without connecting it to the control surfaces by selecting the flight
director mode and following the displayed vertical and horizontal cue bars. The FMCS input can be selected as
an alternate vertical or horizontal control mode by selecting the LNAV or VNAV mode keys. With the FMCS in
control the autopilot monitors the FMC input for signals outside the FMCS control authority, and will automatically
limit authority or disconnect if necessary. The pilot can arm other autopilot modes such as autoland and these
will become active, and the FMCS will be disconnected, if the required engagement conditions are met (e.g.
ILS glideslope valid).

Autothrottle This system provides automatic speed control and protection regardless of environmental conditions.
The autothrottle is closely coupled to the autopilot system and takes its speed control targets from the system
that is controlling the aircraft. If the FMCS VNAV mode is selected and engaged the autothrottle is being
controlled by the FMC.

3.2 FMC Control Modes

The FMCS has two major control modes; lateral navigation (LNAV) and vertical Navigation (VNAV). With both these
modes selected and engaged on the AFDS mode control panel, the FMCS controls the aircraft in two dimensions
horizontally, in altitude vertically and controls the speed target to give the forth control dimension, time, Within these
major modes are sub modes which are a function of flight plan phase and are controlled or monitored by the pilot
through the FMCS CDU. The FMCS uses a mode annunciator panel to display to the pilot the current active mode
and submode at all times.

3.3 Lateral Navigation (LNAV) Control

The LNAV interface with the autopilot is a roll command. The FMCS has up to 30 degrees of command authority with
a nominal internal maximum of 25 degrees of bank.
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For aircraft control a reference path buffer (RPB) is constructed which describes the leg from one flight plan
waypoint to another. This leg is divided into segments that describe the actual path that will be flown over the ground.
The buffer may contain up to fifteen individual path segments which can be one nf four types, these are:

Straight segment This segment represents a great circle path with a constantly changing track angle. While flying
this segment the entire buffer is updated every 60 seconds to recalculate the termination of the current segment
and the attributes of any future segments (curve radius, etc.). For this type of segment, every 200 milliseconds
the control algorithm calculates a new desired track. To steer along this segment a roll command is generated
that is a function of the lateral abeam distance from the aircraft to the current segment of the reference path
called the cross track error (XTK) and the Track angle error (TKE) which is the difference between the current
aircraft track and the desired track.

Curve segment A curve segment is defined as a start point, end point and a constant radius curve between them.
This type of segment is used for curved path transitions, etc.. Once the aircraft sequences onto a curve segment
the curve radius is not updated. As in the straight segment, the desired track is constantly recalculated based
on a constant radius curve. The radius of curve is calculated using current aircraft speed and a nominal bank
angle. The resulting TKE and XTK are used for steering control.

Heading segment Is a straight path that maintains a constant heading along the segment. This segment type is
updated every 60 seconds. The steering control for this type of segment is a simple function of the difference
between the current aircraft heading and the desired heading from the flight plan (heading error). This means
that the aircraft may drift laterally from the originally designated path and as this drift is propagated along the
remaining segments, the position of the flight plan waypoint at the end of the leg (always a floating waypoint)
will be moved.

Track segment Is a straight path that maintains a constant desired track on the ground. Like the heading segment
the roll command is a function of TKE only. If there is no wind the heading segment and track segment are
equivalent.

A reference path buffer is generated from the flight plan leg by translating the leg into a series of guidance segments.
The number of segments can vary from two (a straight and a curve) for a simple leg between two waypoints, to fifteen
for a holding pattern consisting of an entry path, the hold itself and the hold exit path.

A reference path buffer for the next leg in the flight plan is also generated so that a new buffer will be available
when the waypoint is sequenced.

If the aircraft is off the flight plan when LNAV is first engaged the control algorithm will attempt to construct a
capture path between present aircraft position and the flight plan. The capture leg will be constructed only if one of
the following conditions are met:

1. The aircraft is within three nautical miles abeam of the current reference path segment, regardless of the present
aircraft heading or track.

2. The aircraft is beyond the 3 nautical mile capture band but present aircraft heading will cause the aircraft to
intercept the flight plan between present abeam point and the waypoint that terminates that leg. In other words,
the aircraft is pointing back towards the flight plan. Under these conditions the aircraft is allowed to maintain its
present track until it intercepts the path.

If the above capture criteria are not met, and LNAV engagement is attempted, a "NOT ON INTERCEPT HEADING"
message will be displayed on the CDU.

There are a number of special flight plan situations that require extra translation processing when a reference path
buffer is generated. Some examples are described below:

Holding patterns A holding pattern can be entered into the flight plan at any existing waypoint or at present position
(PPOS). If the hold is rotated about the hold fix such that a special entry procedure is required, this is included
in the buffer. An example of the breakdown of the segments in a holding pattern is shown in figure 2. It shows
a hold with a "parallel" entry.

Bypassed waypoints If two waypoints are close and in such a relative position that the aircraft can not turn quickly
enough to reach the second waypoirt, then that waypoint is designated a "bypass" and the RPB for the two
legs are combined into one and the aircraft is flown as close as possible to the second waypoint.

ILS localizer capture If the leg is designated as a localizer approach then the steering algorithm enters a special
mode that allows it to sequence onto the glideslope early or late regardless of the path in the RPB. Once the
aircraft sequences onto the glideslope intercept leg and is within 3 degrees of the runway centerline or 17 NM
from the runway threshold (ILS coverage area) then the raw glideslope data is monitored. If the glideslope
centerline is reached before the predicted glideslope intercept point, then steering will sequence the segment
early. If, however, the aircraft reaches the predicted intercept point before glideslope capture is confirmed by
the raw ILS beam data, a localizer capture path is generated which is a track segment with a track angle of
the runway ef,tended centerline plus or minus an appropriate intercept angle. This path is flown until the raw
glideslope centerline is reached or the aircraft flies outside the predicted glideslope beam coverage boundaries.
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Figure 3: Reference path buffer segments of a holding pattern

3.4 Vertical Navigation (VNAV) Control

The VNAV mode of the FMCS uses existing modes of the autopilot wherever possible so that inner loop control laws
are not duplicated. The FMCS uses mode selection and targets to duplicate the pilot entered values for the selected
mode. Different modes are used in different phases and sub-phases and these are described in section 3.4.2

3.4.1 VNAV interfaces

When in VNAV mode the 737-300 FMCS interfaces with the autopilot and autothrottle using the following output
parameters:

" Autopilot mode requests - used to change the autopilot control mode including the following:

- VNAV valid - Tells autopilot whether VNAV can be engaged or not

- Vertical Speed mode request

- Speed on elevator mode request

- Altitude capture mode request

- Altitude hold mode request

- Level change mode request

" Vertical speed target - primary climb and descent control parameter

" Alt ude target - used for altitude capture and altitude hold modes.

" Autothrottle mode requests - changes autothrottle modes

- Speed mode request
- Idle mode request

- Level deceleration mode request

- Thrust limit mode request - for each phase

- T/O or Climb derate mode request

- Derate thrust cut back required
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- Engine-out mode request

- CAS or Mach identifier

* Speed target - either CAS or mach as appropriate

* Thrust limit values - for each flight phase

The FMCS receives back from the autopilot and autothroftle systems current active mode information and the current
setting of the Mode Control Panel (MCP) altitude select window. This MCP window value is used by the pilot to control
climb and descent by defining the altitude limit through which the aircraft must not pass. The pilot will set this window
to the next clearance altitude above the aircraft in climb and below the aircraft in descent.

3.4.2 VNAV phases

When engaged in the VNAV mode the FMCS uses different modes for different phases of flight. A description of the
interaction is described below:

Take off and Climb phase While on the ground the pilot can preselect, through the FMCS CDU. a derated take off
thrust and special climb thrust profile. This is desirable at certain airports if environmental conditions permit, so
full thrust is not used. If derate is selected, the FMCS will transmit reduced thrust limits to the autothrottle.
After takeoff the pilot selects desired climb performance option, which can be any off the following:

" Economy - The default performance option that uses the Cl to calculate the most economical target speeds.
" Maximum angle - The FMCS calculates a target CAS that causes the aircraft to climb at the steepest angle.
" Maximum rate - The FMCS calculates a target CAS that causes the aircraft to climb at the highest rate of

climb.
" Engine out - If an engine fails during climb the pilot can select an engine out climb with a speed target that

maximizes climb gradient.
" Selected speed - The pilot can enter a specific speed that the aircraft will fly.
" Required time of arrival - The FMCS calculates the most fuel efficient speed target which meets a time

constraint at a future waypoint

As soon as VNAV is engaged the FMCS selects the autopilot speed on elevator mode and sets the desired
speed output dependent on the performance option selected. In this mode the autopilot controls the rate of
climb so that the aircraft maintains the desired speed. The autothrottle is set to climb mode with a maximum
thrust value equal to the limit supplied by the FMC. If a derated climb profile has been preselected the FMCS
will modulate the limit in accordance with a predefined schedule. The FMCS will set the target altitude to the
cruise altitude or the next waypoint altitude constraint i4 one exists. As the aircraft approaches that altitude the
autopilot will automatically transition into altitude capture mode and then altitude hold at the requested altitude.
The autothrottle will transition into speed mode at the FMCS target speed. If the level off is due to a waypoint
constraint the aircraft will remain in altitude hold until the waypoint is sequenced and the FMCS will raise the
FMCS target altitude to the next constraint and change the autopilot mode back to speed on elevator to continue
the climb. ff, however, the autopilot approaches the MCP window altitude the autopilot will capture that altitude
regardless of the current FMCS target. The pilot is then required to select a higher altitude and reselect VNAV
to continue the climb.

Cruise phase The cruise phase is flown in autopilot altitude hold mode and the autothrottle in speed tracking mode
using the FMCS target mach output. During the cruise phase the pilot can climb to a higher altitude or descend
to a lower altitude using the cruise climb or cruise descent modes. This is simply accomplished by selecting
a new altitude in the MCP altitude window and then entering the new cruise altitude on the cruise page of the
CDU. A cruise climb request will result in an autopilot speed on elevator mode at FMCS target mach and climb
thrust on the autothrottle. A cruise descent request will cause the FMCS to request a vertical speed on elevator
mode at -1000 ft/min and the autothrottle will maintain the FMCS target mach. The default FMCS target mach,
economy, is based on the Cl derived optimum speed. The pilot can select an alternate long range cruise mode
or engine out mode if required and the FMCS will select the optimum Mach target for those conditions The
pilot can also manually select a Mach target.

Descent phase Descent is the most difficult phase for the FMCS to control. To maximize fuel efficiency the engines
must be set to idle (minimum fuel flow). Slowing the aircraft down under these conditions requires the use of
speed brakes which normally can only be operated by the pilot. The pilot can preselect one of two descent
modes:

Palh descent mode In this mode the FMCS controls the aircraft to a predefined profile constructed by predic-
tions. When the aircraft approaches the top of descent point the pilot can, after gaining clearance from
ATC, select a lower MCP window altitude. When the T/D point is reached the FMCS will set the altitude
target to the first descent constraint and request a vertical speed on elevator mode for the autopilot. The
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autothrottle mode is set to idle (or high idle it anti-ice bleeds are being used). The FMCS then modulates
the target vertical speed to match the descent profile. The profile descent gradient is based on the speed
defined by the selected performance mode. The default mode is economy (from cost index), although the
pilot could have entered a manual speed while in cruise and flown the resulting gradient.

The profile has built into it any level-off segments that are required to meet waypoint constraints or the
airport restriction speed; therefore under normal conditions the FMCS can control the aircraft along this
profile without deviating from the predefined vertical speed schedule. If, however, the aircraft drifts above or
below the path (due to unpredicted winds) the FMCS must compensate using the limited control available.
If the aircraft drifts above the path the FMCS will increase the vertical speed target and allow the airspeed
to build. As the speed exceeds an acceptable deviation the pilot is requested (via a CDU message) to
apply the speed brakes and slow the aircraft down. It the aircraft drifts below the path the FMCS will use
the vertical speed target to return to the path which will cause the aircraft to slow down. As soon as the
speed deviation exceeds an acceptable limit (15kts) the FMCS will request the autothrottle to temporarily
transition into speed control mode and return the aircraft to the speed target.
if the aircraft drifts too far above the target speed (as would happen if the pilot did not apply the speed
brakes) and approaches the aircraft structural limits the speed will be limited by the autopilot and the aircraft
will deviate from the path.

Speed descent mode If a predefined descent path is not available the FMC will revert to a fixed speed or
airmass descent mode. In this mode the FMC will control the descent using the autopilot "speed on
elevator" mode. The autopilot modulates the descent rate to match the FMCS generated target speed
without regard to the predictions profile. The pilot can also select this mode as an alternative to path
descent. The target speed used in this mode defaults to the economy speed from CI although the pilot
c:Nn override this by manually entering a speed.
In speed descent the FMCS puts the autothrottle into idle mode.

3.4.3 Required Time of Arrival (RTA - 40)

The RTA function allows the pilot to designate a time of arrival (the required time) at a specified waypoint in the flight
plan. The RTA function does not generate speeds directly but interfaces with the rest of the FMCS using the Cl. Wnen
the pilot enters a RTA time the RTA function selects a new Cl that will will result in an ETA at the designated waypoint
that meets the entered Required Time of Arrival.

In the air, the RTA function will recalculate the Cl whenever the predicted ETA from the flight plan drifts outside a
control limit. In addition to the RTA time the RTA function provides the pilot with maximum and minimum achievable
times based on the maximum and minimum Cl values. These times are displayed to the pilot so that he knows the
FMCS time control authority limits.

On the ground the RTA function generates an advisory display page that identifies the earliest and latest take off
times and also the most economical take off time based on the entered cost index. A time error display counts down
the time until the first take off time.

Figure 3 shows a typical on-ground and in-air RTA progress page.
A typical operational scenario for the RTA function would be for the pilot to be assigned, by ATC, a waypoint that

has been designated as the destination airport metering fix. This waypoint is used to control the flow of aircraft to the
airport and the aim is to have the aircraft arrive at that waypoint in the same sequence as they will land, The ATC
computer will assign a time at which each aircraft should arrive. An aircraft equipped with a RTA FMCS will be able
to enter that assigned time and tell ATC the exact time the aircraft should take off to achieve that time. In addition.
while flying in the RTA mode the pilot can tell ATC whether a revised RTA time is achievable or not.

4 Conclusion
The addition of powerful and flexible computing systems like the Flight Management Computer System to the cockpits
of latest generation air transport aircraft has reduced pilot workload and increased safety. In addition, the optimiza ion
of flight profiles has increased fuel efficiency of the aircraft and increased the comfort level of the passengers. The
recent addition of the Required Time of Arrival function has the potential for reducing flight delays despite the current
air traffic build up. Studies also suggest that the addition of an RTA capability in only a limited number of aircraft
would reduce air traffic control workload.

In the future, increased miniaturization coupled with increased computational throughput will allow FMCS manu-
facturers to pack more *and more capabilities into smaller and smaller units. Concepts such as artificial intelligence
may make the system easier to operate. Direct satellite communications will increase the accuracy of the FMCS by
providing a way of trading information about environmental conditions such as wind and temperature, and flight plan
changes such as airport closures and alternative airports.

Just as personal computers have revolutionized business and personal work habits so the FMCS and derivative
systems will revolutionize the cockpit of the future.
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SUMMARY

Since the early 1980's Airbus Industrie has conducted a progressive research programme
investigating the ergonomic, physiological and psychological factors affecting flight
crew in their working environment, and progressively refining the data acquisition and
analysis techniques.
This self-imposed commitment to a dedicated appreciation of man-machine aspects was met
in two ways:

Informally, by stringent application of human engineering principles,
although in short supply in as far as their explicit formulation is
concerned,

Formally, by continuous development of statistical methods and engineering
experiments, concentrating on pilot questionnaires, performance evaluations
and workload models.

Although the title of this paper may not seem to be directly related to the topic
addressed by this Agardograph a statistical workload calculation model will highlight
the insidious link that enables to correlate pilot performance parameters (and hence
aircraft trajectory) with estimates on the impact of new technology on the operational
interface. The purpose of this paper is to review the span between initial design aims
and subsequent flight evaluation and measurement.

Except for the general recommendations of Fitts, Wanner, Wiener and Curry, few
fundamental design guidelines appear to be available in the scientific field of human
factors. A practical review is presented of the operational objectives and technological
modules that marked the outgrowth of the Airbus family of commercial aircraft.
Progressively integrated, several waves of innovations engineered an evolutionary
process that brought to bear growing functionality at the operational interface. The
emerging role of the pilot is becoming more that of a systems monitor than that of a
controls handler, devoting himself to overall intelligence functions which new
technology features were precisely aimed to support. Several contemporary human factors
views are mentioned in the paper suggesting that the pilot be brought back into a more
active role to avoid automation- or design-induced errors. What has been achieved with
the early 1980's A310/A300-600 cockpit however is, in our view, still in the vicinity of
the Wiener and Curry philosophy on automation and cockpit design. In the step that was
to be taken in the latter 1980's A320/A330/A340 designs aims have been intended to cover
even more error-tolerance or -protection against incidents of the Wanner scheme.

Reviewing aircrew comments on design aims and achievements from flight evaluation became
a practice in the early 1980's when soliciting crewmember opinions received considerable
impetus. Conclusions are presented from questionnaire surveys on new technology aircraft
conducted successively by Airbus Industrie, Wiener, Curry and Lufthansa.
Comonly criticized on most new aircraft types are the autopilot/autothrottle
interactions and the FMS whose training definitely needs more emphasis on basic know-
how and practice. It appears that crews want automation even further developed to
improve system integration and crew interface, with no significant fear for the
possibilities of errors or potential loss of flying skill. But what also seems to be
requested is intuitive design allowing the pilot to understand more straightforwardly



11-2

the automation systems at work and to monitor more easily their performance, limits and
crew errors. measuring the impact of new technology on the operational interface could
precisely help setting up this human factors capability. Which in turn should eventually
influence on design guidelines and specifications.

The success of the questionnaire technique prompted Airbus Industrie to use it again for
its Fly-by-wire proof-of-concept experiment on the A300 testbed. The unanimous
enthusiasm of airline & authority pilots for the sidestick/fly-by-wire combination was
also confirmed by the fact that, as a group, they did not feel uncomfortable with the
idea of being primarily responsible for the management of system interfaces rather than
the direct operation of their aircraft. It would appear indirectly from these studies
that older technology aircraft can more often be discredited on the basis of human
factor principles than new ones. It is however with the coming of the latter that more
emphasis was gradually put on human factors by all those concerned, manufacturers,
airworthiness authorities, pilots and airlines. Even more systematic efforts on
man-machine interface analyses were put in the wake of the crew complement question
which triggered the development of several evaluation methods. One of these, the
Performance Criteria Methodology, was developed to statistically investigate the impact
of new technology features such as the EFIS, the FMS and Fly-by-Wire/ Sidestick. A brief
review is given of engineering experiments' results for the first two to conclude on the
contribution of this equipment towards improving smoothness of performance and
alleviating workload. The advantages of a FbW system over conventional controls are
operationally demonstrated with the third experiment. Performing analysis of variance on
basic flight parameter measures allows again to demonstrate marked smoothness and
stability improvements, flight efficiency, reduced task- and workload.

Our previous research suggested that workload ratings collected in minimum crew
certification campaigns might be modelled using data extraneous to the pilot (aircraft
flight performance parameters and flight status measures) and data intraneous to the
pilot (heart rate variability measures). The aim was to achieve an objective analysis of
an until-then subjective process (workload rating) which had received too little
scientific attention. A computer model was evolved from the A310-200 certification
process, which indeed conformed well with the subjective data. Certification of the
A310-300, a generally similar but sufficiently different aircraft, provided a further
check on the degree of objectivity attained, helped to simplify the model's formulation.
As part of the development program for the A320, the A300 FbW flying testbed had
numerous visiting pilots involved in extensive demonstrations as well as special
manoeuvres such as simulated engine failure at take-off and a demonstration of the
inherent stall protection of the control system. The model was again successfully
applied to these flights in order to determine if it could cope with the new control
system and the unusual profiles. Finally, the very first flight of the A320 also had
both pilots equipped with heart rate monitoring equipment so as to test the model.

Cleared for experimental use, the Airbus Workload Model was then used in January 1988
for the A320 Minimum Crew Certification to generate second-by-second estimates of
pilots' subjectively estimated workload. The purpose of this demonstration was to
provide a range of low to high workload situations by means of 12 scenarios which
provided varying flying problems. In all, 48 simulated line flights, which involved
different levels of automation, were flown. Crew errors were also recorded and
classified according to their severity and awareness. As a tool to investigate the
impact 9f new technology, the Airbus Workload Model presents a novel opportunity to
study workload and its relationship to both errors and automation. The findings are
descriptive in nature because the certification data base was not constructed to support
research on these issues. But they suggest that there is a relationship between the
severity and type of error and workload, and that automation and workload are inversely
related.



11-3

Recent breakthroughs in display and control avionics constitute one of those remarkable
technological milestones that from time to time will spur aircraft development and
airline operations. Whether in technical areas or operational functions trade-offs
between continuity and progress have steered the design and deployment of the Airbus
family of aircraft. 'In particular, cockpit development has directly proceeded from a
permanent process of monitoring new technology availability and problems, and of
evaluating how best to improve the pilot's working environment within realistic airline
constraints (economics, maintenance, training, ATC, human resources etc.). The drive of
this adaptation and integration process through technology leaps and systems'
interfacing ambitionned the eventual inclusion of the human operators in the safety
loop, a goal long sought in the profession. While economic effectiveness and industrial
feasibility were most important factors to be considered between possible solutions, the
safety imperative has always been the prime parameter nonetheless.

In direct conjunction with this, Airbus Industrie has conducted an important research
programme from the early 1980's onwards, gradually investigating the ergonomic,
physiologic and operational factors affecting flight crew in their working environment,
and progressively refining the data acquisition and analysis techniques (Speyer J. -J.,
Fort A., October 1982).
Underscoring the necessity to consider human factors issues in a broader systemic
context was an early paper in 1977, titled "Controlled Flight into Terrain:
System-Induced Errors" (Wiener E.L., 1977). The contradiction suggested in this title
aims to indicate the difficulty for integrating two levels of system management:
aircraft control (inner loop exercizing psycho-motor skills) and aircraft monitoring
(outer loop demanding cognitive abilities). The evolution of flight deck automation up
to front line aircraft types of that time period (B-747, DC-10, L-1011, A300 B2/B4) was
commented by Edwards (Edwards E., 1972 ; 1977) as owing much more to engineering and
economic analyses than to ergonomics and systematic development of policy concerning the
role of men in automated systems. Stressing the failure of the human factors profession
to play a more significant role in the design process Wiener and Curry addressed the
following operational interface aspects:

- vigilance problems and crew overload/underload,
- inadequate workplace design and extra-cockpit communication,
- faulty pilot-controller communication and crew coordination,
- unadapted, excessive or wrong automation,
- unheard or cancelled warning devices and visual illusions,
- confusing terminology and charts.

In the aviation transport area alone, some 75 % of accidents are amorphously catalogued
as pilot error, the remainder being evenly split between purely technical and
environmental causes. Their point here is that a majority of these accidents are
design-induced referring to human engineering concepts (Wiener E.L., 1977), air traffic
control (Wiener E.L., 1980) and automation (Wiener E.L., Curry R.E., 1980).
Few fundamental design guidelines are available in the scientific field of human
factors. They all appear to come "a posteriori" illustrating that this activity is an
art in infancy. Except for the general human factors guidelines of Fitts, Wanner,
Wiener, Curry and Nagel, we are short of standards sought by the industry since it is
still evolving at a rapid pace (Fitts P.M., 1951 ; Wanner J.-C., 1969, 1984, 1989 ;
Wiener E.L. and Nagel D.C., 1988). It is not really feasible to apply these at the
technical design stage, but it was thought that the opposite approach, i.e. "a
posteriori" evaluation and measurement of the human factors impact of new technology,
would eventually benefit future design conceptions. Each new design should nonetheless
command its specific human factors approach & analysis the results of which guidelines
cannot dictate nor predict.

An "avant la lettre" human factors orientation gradually emerged from Airbus 'partners
and customers' collective memory of Jet aircraft design and operating experience to
date. Somehow, the systemic inclination that such an approach warrants mirrors the
evolution towards functional/organizational matrix organizations at partners' design
offices themselves. And by the same token it reflects Airbus' industrial marketing
approach, which traditionally keeps its customers involved from the start of the design
process through so-called task forces (Schmitt S., October 1994, Caesar H., November
1985). Fulfilling its role at the heart of this process, Airbus Industrie was all set
for a judicious assessment of needs, requirements and capabilities and for a proper
formulation of realistic design aims.
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2. T3CMOLOGY 3YOLMON~ AND DESIGNlli

The forward facing crew cockpit of the A310 and A300-600 stems from A300 B2/84
experience which itself proceeds from that of the Caravelle, Trident, BAC 1-11, VFW-614
and Concorde. In fairness to all, it is also a direct result of multiple discipline
research programmes that included a human factors orientation such as the NASA Terminal
Configuration Vehicle, the French Persepolis project and the BAe Advanced Cockpit
Design.
Rarly consideration had been given to making the original A300 a 2-pilot crew aircraft.
The technology then available did not permit such an approach with the necessary degree
of confidence; the overall design goal being to ensure adherence to the "need to know"
and "fail safe" principles which the 1970 to A300 cockpit did not fully satisfy:

side panel not fulfilling fail-safe criteria,

number of dials and displays giving unnecessary information
during a large part of the flight,

necessity to scan in different places.

The innovations of this first wide-body proved a major credit to Airbus:

- automatic throttle (ATS) from brakes off to touchdown,

- automatic angle of attack protection and speed reference system (SRS),
both being instrumental against windshear incidents,

- automatic two and one-engine go-around-

- thrust computer (TCC) linked to autothrottle,
allowing derated engine operation/increased engine life.

The necessary evolution became possible in the early 1980's with the help of technology
leaps providing concentration, standardization and flexibility (Baud P. and Ivanoff D.,
1982). Design goals of the PFCC were then formulated as follows:

better crew integration and crossmonitoring,

better man-machine interface,

lower risk of flight/system management error,

automation of routine actions,

simplification of tactic actions in normal,
abnormal and emergency procedures,

augmented availability for strategic flight actions,

clear presentation of predigested information
for easier and quicker diagnosis and correction,

reduction of crew workload.

A definite consolidation trend developed as from the late 1980's with A320 design aims
to be carried forward for A330/A340 projects (Ziegler B. and Durandeau M., 1984):

extension of pilot error-tolerance, -detection and -protection
by safeguarding functioning points and operating envelopes,

continuing developments in digital technology and data transmission focusing
on systems integration,

former FFCC breakthroughs refined and kept as mainstays for the future.

Progressively integrated, three successive waves of adaptive innovations have engineered
a cascade evolutionary process that brought to bear growing functionality at the
operational interface level (Speyer J.-3., September 1988.

The following modules were hereby successively introduced three by three:

- pushbuttons combining control, visual feedback and malfunction alert so as
to reorganize cockpit real estate and enable systen.s management from an
overhead-mounted panel, synoptically arranged (source to distribution)
according to frequency of use Inormal, abnormal, emergency),

-advanced system automation to avoid repetitive actions in normal operation
or after a single failure (electrical, APU, fuel, pressurization, avionics
cooling, air bleed, electronic engine control etc.),
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digital autoflight systems (AFS) with preselected functions, increased
integration of guidance modes with autothrust (ATS) and flight director,
clear and unambiguous operation, improved flight envelope protection and
automatic landing potential to Cat III,

cathode ray tubes for quantitative and qualitative monitoring of system's
status in coordination with flight phases (ECAM):

eliminating the need for frequent overhead panel scanning in normal
conditions,

* applying a rigorous cockpit lights out philosophy, the absence of
visual warnings corresponding to normal conditions,

* simplifying failure understanding (System Display) and orientation of
corrective actions (Warning Display),

* reducing the number of discrete sounds to a bare minimum, basic
attensons drawing the attention of the crew to warning display
messages,

adapting warnings to flight phases with inhibitions where safety
mandates,

- electronic flight instruments (EFIS) replacing electromechanical ADI's
for short term flight path control (PFD) and replacing HSI's for medium term
navigation (ND) allowing direct access to predigested information by means
of situation-adapted symbology,

- digital flight management systems (VMS) to command the autoflight system
for full horizontal and vertical navigation and guidance with profile
optimization for maximum economy,

- fly-by-wire in conjunction with sidesticks replacing mechanical flight
controls to simplify conventional chains, extend flight envelope
protection to include stall, windshear, manoeuver or attitude
exceedances, transfer of command,

- full authority digital engine control to extend engine operational
protection and to provide a wide array of power management functions,

- digital radio management panels to manage the frequency selections for
all VHF, HF and SSR radio communications as well as ILS, VOR and DME
radio navigation aids in case of FMGS-failure.

The first three modules characterize the mutation of the A300 towards the A300FF, the
ensuing A310 being supplemented by the three following and the subsequent A320 being
supplied with all nine.

3. UMIG M1D1L1IWR AND PILT ROLE

One of the more established principles particularly insists that man and machine
should be used in complement to each other and according to respective areas of
specialization.
Fitts Lists (Fitts P.M., 1951) indeed provide tips for the differentiation of tasks
between man and machine recognizing human superiority with regard to overall
intelligence, decision-making, error-correction, inductive reasoning and gradual
overload.
Machines on the other hand would cope better with sudden overload, are much faster,
consistent and powerfull, good at deductive reasoning, better at complex computation
and short-term memory. They also do a better job at monitoring, having no problems
with concentration, motivation, vigilance, distraction and fatigue.

Developing his argumentation with regard to human factors and flight safety,
J.C. Wanner (Wanner J.-C., 1969, November 1984, August 1987, March 1989) considers three
classes of incidents that may be playing a pivotal role in aircraft mishaps:

Dilotability incidents whereby the crew erroneously allowed the
functioning point outside the authorized envelope with difficult or
impossible reversion,

prtUrbation-sensitivity incidents whereby external (e.g. windshear) or
ternal perturbations e.g. failures or fire) let the displaced functioning

points go beyond limits, whether limits after perturations are new or
unchanged,

manoeuvrebilty incidents whereby the execution of a procedure (e.g. to
modify trajetory or avoid obstacle) and the displacement of the functioning
point as a result of incidents of the two preceding types brings the
resulting functioning point closeby or past its limits.
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Wanner identifies 5 basic human attributes that allow to derive a set of 8 proposed
design rules covering pilotability incidents. Perturbation-sensitivity and
manoeuvrability rules are in his view more of a regulatory nature, do not implicate
the human operator as such but rather system redundancy and integrity and operational
knowledge of mission and environment.

Wiener and Curry conclude their survey of cockpit automation and flight safety by
proposing 15 recommendations for designing and using automated systems (Wiener E.L.,
Curry R.E., 1980). In need of a philosophy regarding automation they have
persistently advocated the respect of at least three principles (Wiener E.L., October
1985):

to allow the crew more freedom to fly the plane and use automation in the
manner it wishes, but surrounded by a multidimensional warning and
alerting system that informs the crew if they are approaching some limit;
as long as within the limits the crew would have freedom to conduct the
flight according to its style; this concept of "an electronic coccoon" is
'alled flight management by exception,

to use forecasting models and trend warnings to predict a penetration of
the coccoon rather than waiting for it to happen and alarms to be
activated when the system reaches a critical point; in order for the crew
to have maximum control of the situation, values for the forecasting
parameters could be selected by the crew; this concept is called
exceptions by forecasting,

to allow the crew to inform the machine of its strategic goal or intent
which would allow the computer to check crew inputs and system outputs to
determine if they are logically consistent with the overall goal; if not
an exception message would be issued; this concept is called
goal sharing.

The evolution of the pilot's role is inevitably linked to that of the aircraft and
its cockpit, triggered as it has been by economic and technological imperatives.
Persistently, the pilot's role is now being compared to that of a manager. it may
therefore be beneficial to reflect on what flight management entails from an
organizational point of view (Speyer J.-J., October 1986).

Three levels can be considered as illustrated in Figure 1:

the strategic management level, which is the process of deciding on goals
of the mission, on changes in these goals as a function of constraints,
on the resources used to attain these objectives (for example evaluate
and decide to perform a Cat II approach),
the tactical or functional management level, which is the process by
which functions assure that resources are programmed, selected and used
effectively and efficiently in the accomplishment of mission goals (for
example planning and preparing a Cat II approach),

the operative or implementative control level is the process of assuming
that specific tasks are carried out effectively and efficiently (for example
execute and monitor a Cat II approach).

The task-related level is almost exclusively handled by computers and automation. No
longer is the pilot just a simple controller or monitor. Rather, he dialogues with
the aircraft, giving direction to the different systems and devoting himself to
overall intelligence and general direction of his flight. Presented in this way the
functional level is at crossroads between the crew and the aircraft, it is the
interface level. The pilot's enlarged role as flight manager, systems supervisor and
computer monitor centers around the four cognitive functions of planning,
programming, maintaining and thrusting (Babcock G.L., Edwards W.W., Stone R.B.,
October 1982):

planning is a dynamic function that is never completed fully accurately
and continuously involves mental representation and decision-making
(models/pattern-matching, strategic evaluation, forecasting, risk-
evaluation). The Navigation and Profile modes of the VMGS can be very
effective in assisting in the planning of an arrival, the advisory mode
of the ECAM is instrumental for forecasting,

programming is an anticipatory set-up function allowing systems to be
instructed ahead of actual aircraft operation. Representative examples
exist with pressurization and FMGS selections,

maintaining is a control function to manage system and subsystem failures
and to monitor necessary back-up whether manually or automatically
implemented. The overhead panel, its flight management by exception
through the cockpit lights out philosophy and the overall ECAM system
help to exercize this function,
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thrusting is an active monitoring function requiring intelligence,
understanding, patience and confidence to allow automation to operate
without intervening. Goal sharing or the ability of the crew to communicate
with the machine on its strategic mission goal or intent is of particular
importance in thrusting. Monitoring navigation or approach progress through
EFIS and FMGS are typical examples of this function.

Interacting with task- and mission-related flight elements, the contemporary pilot
must be proficient in quickly and efficiently managing all available resources within a
constrained working environment. New technology features were precisely aimed at
supporting the above-mentioned interface functions of planning, programming, monitoring
and thrusting.

Directing an automatic system rather than doing the job manually and coordinating
with the other crewmember commands skills supplementary to those required in
conventional cockpits. Supplementary since the skilled aviator still needs to remain
proficient in manual handling in spite of much more frequent reliance on automatic
modes. Airlines do insist however that pilots make full use of the automation offered
in the modern cockpit. Manual flying for training purposes is being encouraged during
routine operations. Mollet (Mollet C., February 1988) contends that "the laws
governing the whole behaviour of (new technology) flight guidance systems are so
complex that they are no longer (fully) transparent to the pilot". Not helping
cockpit management, manual flying definitely has to be supplemented by good systems
knowledge, by intuitive understanding of computers behaviour and limitations and by
strict crew-coordination discipline when having to manage complex situations.
Any feeling of "being along for a ride", ideas of underload, lack of vigilance,
boredom and complacency, any sense of "being out of the loop" needs to be properly
addressed by means of cockpit management techniques that help to foster the attitude
that automation is just another resource to manage (Speyer J.-J., Fort A., October
1987).
While at NASA, John Lauber (Lauber J.K., March 1980 and August 1982) emphasized that
the major impact of the inclusion of microprocessor and display technology in new
generation transport aircraft would be the quality and quantity of real-time
information available to the crew and the way this information would be manipulated
and used to conduct a flight. As a result of previous accidents with conventional
technology aircraft attributable to shortcomings in crew communication and
coordination, the NTSB did recommend that the FAA urge operators to indoctrinate
flightcrews in the principles of flightdeck resource management.

Pointing beyond the sterile cockpit, Wiener insists (Wiener E.L., 1985a) however that
the evolution whereby pilots gradually began to serve as monitors of automatic devices
must be reconsidered. In his view, shared by others, the pilot should be brought back
into a more active role in the control loop to sustain alertness especially in view of
very long range operations (Wiener E.L., August 1986). The vast literature on vigilance
has indeed shown that the human, after all, is not a very effective monitor, less likely
to detect system fault or wrong set-up, more likely to commit large blunders. For this
reason, the famous doer versus monitor doctrine-placing the pilot rather as a monitor
than as a doer- is being revisited. A recurrent theme, the implications with regard to
design philosophy for control and monitoring systems being (Wiener E.L., Curry R.E.,
1980):

that the designer must specify to what extent the human should be included
in the inner (aircraft control) and outer (aircraft monitoringl control
loops and to what extent automation should assist him in multi- attribute
decisions,

- that the designer must consider the single channel behaviour of the human
and the integration of the numerous devices, alerting and warning systems
and conditions to be monitored.

Potentially weak vigilance of the pilot and vulnerable aircraft systems suggest a
growing need for the machine to monitor itself and the operator, diagnosing errors
performed by the human. This well-identified need to develop automatic systems that
monitor human operator performance rather than only the reverse has also been
suggested in the aerospace medical world (Mollard R., Ignazi, October 1986).

Pelegrin, on the other hand (Pelegrin M., October 1986 ; September 1988), advocates
increased automation, using new technology to include:

automatic reconfiqurationa after failures,

- ongoing maintenance and systems status back- and updating,

- pilot assistance in abnormal situations

not necessarily resulting from failures,

- crew error-tracking capabilities and crew interrogation systems.

He concludes from a detailed analysis of 7 accidents that their catastrophic outcom
would have been avoided, should these (older technology) aircraft have been designed
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with only slightly more automation just compatible with the level of technology then
available. Pelegrin also advances that if automatized systems are going to enjoy further
development the ensuing frontier between man end machine and the resulting tasksharing
between both will imply the sharing of intelligence and knowledge of their interactions.
Increased automation will therefore only be successful if non-deterministic human
characteristics can be taken into account by means of Human Factors, (fuzzy-set)
Behavioural Models and Artificial Intelligence.
In opposition to this, semi-automatic systems as they are known today: after a system
failure the aircraft remains partially automatic and according to the incident the
pilot may or may not have to take over, may or may not have to change operating
modes. Conflicts sparkling from this duality and the need to maintain a permanent man-
machine dialogue have led to the notion of operator assistance to better close the
information loop and complement both operator and machine intelligence.

The error-protection capabilities of map-displays and fly-by-wire flight controls
mentioned in the previous paragraph have somewhat paradoxically been accompanied by a
renewed interest for error-tolerant systems as safety nets. Extensive analysis on
human factors has revealed (Gerbert K. and Kemmler R., 1986) that -whether systematic or
random- these can be interpreted as a four-dimensional structure: vigilance errors,
perception errors, information-processing errors and sensorimotor errors. In
particular, it was found that dete~minants and background variables of human factor
incidents and accidents provide a model of basic man-machine system interaction which
are useful and predictive of human error occurrence.
Seifert and Brauser have proposed two strategies for future flight deck design
(Seifert R. and Brauser K., May 1983) equating the pilot's capabilities and needs:

- provision of sufficient feedback to allow the pilot to detect and correct
unintentional performance errors before they affect system performance,

- introduction of fail safe and fail operational ergonomic design by means
of human error detection and correction functions into the man-machine
interface intelligence.

Models of human operator behaviour are also needed for incorporation of such error
-tracking capability into automation themselves. This need for a better knowledge of
the man-machine relationship prompted Airbus Industrie in cooperation with Dunlap and
Associates and Cochin Faculty to develop and validate a predictive crew workload
rating model (Spyer J.-J., Fort A., Blomberg R.D., Dr Fouillot J.-P., June 1987)
based on heart rate variability, aircraft performance parameters and situational
information (scenario, flight phase conditions, pilot role etc.). Section 6 presents
the latest results of this work as applied to a fly-by-wire aircraft (A320) with an
initial attempt to relate workload patterns with the level of automation, error
awareness and error severity (Blomberg R.D., Schwartz A.L., Speyer J.-J.,
Fouillot J.-P., September 1988). Further work is however necessary to investigate how
automation, workload, vigilance, performance and errors all relate to each other.

Trying to automate error completely away may merely displace the problem of pilot
error, however. Being still the ultimate crosscheck and decision-maker, the piling up
of "operator assistant systems" would make the crew even more dependant.

What has been achieved with the early 1980's A310/A300-600 cockpit is, in our view,
still in the context of the Wiener and Curry philosophy on automation and cockpit
design. In the step that was to be taken in the latter 1980's A320/A330/A340 designs
have essentially been intended to cover more error-tolerance or protection against
incidents of the Wanner scheme.
In the end these "a posteriori" rules and philosophies are not too far from the
operational orientation that inspired the functional layout and organization of our
new cockpits and associated systems. Design being an inextricable exercise of
compromise, art and science, any "h la lettre" correspondence cannot be expected "a
priori" however. Design engineers and test pilots do not work from the isolation of
an ivory tower but have a very practical orientation to implement design concepts and
objectives. Each new design is likely to command its own particular human factors
evaluation as part of a broader systems analysis aimed at integrating it all.

4 - OUTIOIANhUs

The practice of systematically solliciting aircrew opinions received considerable
impetus in the early 1980's when subjective evaluation of workload became a regular
practice in crew complement certification. Practical methods and statistical analyses
were developed, the only human factors issue that had to be formally examined at that
stage being workload nonetheless. In parallel to these flight test activities and as
early as 1983, Airbus Industrie performed more detailed pilot surveys to further
investigate the quality of the man-machine interface itself, quite apart from its
focus on workload.

A campaign debriefing questionnaire was prepared to undertake an anonymous opinion
survey of those 17 pilots and observers that had participated to the flight and
simulator campaigns for the A310's minimum crew determination. As a group, they
covered an experience level corresponding to the operation of almost all commercial
Jet aircraft introduced to then with the exception of the B-761. The purpose of this
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uhapter is to review findings of surveys of this kind also performed by others, e.g.
by Wiener, Curry and Neumann JLufthansa) as they all relate to the impact of new
technology on the operational interface.

4.1 - Initial field work at AIRBUS

The initial A310-survey of Airbus was composed of more than 150 questions covering
the whole spectrum of aircraft design issues that pertain to hiuman engineering and
ergonomics (Speyer J.-J., Fort A., 1983):

functional grouping of instruments/controls,

general presentation of flight systems information,

crew comfort,

overhead panel layout,

PFD information presentation, speed scale, mode annunciators etc...,

ND information presentation involving Arc Mode, Map Mode, Plan Mode,
Weather Radar etc...,

ECAM inform&ihon presentation involving warning Display, System Display,
etc....

FMS Control & Display Unit, Manipulation,' Pagination etc...,

AFS Flight Control Unit, Autothrottle operation, Thrust Rating Panel,
Autopilot/Flight Director Procedures etc....

Checklists and Procedures,

Outside appearance/mechanical ergonomy,

Tasksharing and worksharing,

Workload and error-inducing potential,

Intelligibility of hardware, procedures and mental ergonomy.

In answering that questionnaire pilots were asked to compare the A310 with the
reference aircraft they considered most representative of their experience. Answering
consisted in circling a number corresponding to their opinion on a 6-point agree-
disagree type attitude measurement scale. The absence of a middlemark was meant to
prevent participants from taking neutral and uncommitted positions.

More than 75 % of all questions received fairly high marks in the appreciation range
of 4 to 5, pilots and observers refraining from making extreme position judgements.
Where significant improvement was desirable for the future they felt free to rate in
this direction. As confirmed in the other surveys the suggested areas for improvement
concerned pilot seating, system software, use of real estate on the overhead panel,
Flight Path Vector-information, attention-getting capability of some alarms on the PFD
and on the ECAM, procedures with the FMS and interpretation of error messages,
homogeneity of abnormal/emergency checklists with the ECAM Warning Display.
As in every certification exercize we took advantage of this opportunity to do
further homework having learnt throughout the years that more contact was going to be
necessary to understand the pilot community. A step in the right direction was
therefore prompted by the crew complement issue.

4.2 - Curry and Wiener Survey.

In several subsequent studies Curry and Wiener (Curry R.E., May 1985 ; Wiener E.L.,
July 1985b) respectively investigate the human factors of new technology and automation
as observed during the service introductions of the B-767 and MD-80. Both author's
studies are based on questionnaires, interviews, discussion meetings and cockpit
observations, Questionnaire forms used 5-point agree-disagree Likert-type intensity
scales and matrix-type frequency-of-use tables.
On the positive side, these studies conclude that the new digital aircraft and their
automatic features are overall considered as well-designed, reliable and useful. Much
appreciation goes towards the automatic flight director systems and autothrottles,
the electronic flight instruments and flight management systems and the electronic
aircraft systems' monitors (EICAS). All these systems meet pilot's general agreement as
for functions and implementation.

Pilots from airlines that did not use mechanical checklists felt they would be
useful, many thinking these should be on RICAS. Some confusion was reported
concerning the interaction of pitch autopilot and autothrottles, some other
criticisms prevailing with regard to the respective designs of the mode control panel
and control and display unit (CDU) of the flight guidance system on the MD-80 and of

i
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the flight management system on the B-767. Many comments had also to do with the type
of training desirable. Both authors believe that a gap seems to be gradually widening
between system designers and airline pilots. The piecemeal introduction of new
technology and automation appears to have alienated the end users to the point that
an operational philosophy of aircraft utilization is not readily apparent at service
introduction.

The large performance differences that appear to exist between pilots in their
operation of the flight management and guidance systems may be related to computer
literacy. Pilots who perform better may have more experience with computers outside
their flying job, e.g. owning PC's and using them frequently. It would also appear
that the coherence of the user's own cognitive organization is instrumental in
achieving prime performance since functional knowledge is what best matches with the
design and operation of these digital systems (Leplat J., 1985 ; Roske-Hofstrand R.J.
and Psap K.R., 1986 ; Amalberti R., 1987).

Although automation was introduced as a means to reduce workload and eliminate human
error it does not seem to raise unanimity however. After several years experience, it
was found that automation would change only the locus and type of human error (Nagel
D.C., 1988). Whereas small errors may be eliminated, Wiener and Curry point out that
gross blunders can creep in such as systematic procedural or decision-making errors.
From our observation of errors in the case of the A310 crew complement certification
campaign, it was concluded that their mere existence - most having been minor slips,
blunders, mishaps due to problems in resource management or insufficient familiarity
with the aircraft - also made possible to establish learning loops (Speyer J.-J., Fort
A., 1983). Some of the recommended improvements therefore concerned operational
procedures and the training syllabus with particular emphasis on system knowledge and
functional insight.

Mixed feelings towards automation's reduction in workload are reported in Wiener's study
of B-757 pilots (Wiener E.L., 1988). While some would strongly agree (11 %) or agree
(38 %) as to effective workload reduction, an equivalent proportion strongly disagrees
(7 %) or disagrees (37 %), leaving the remaining 7 % uncertain about the actual effect
of automation. Those who generally claim "workload reduction", would still add that new
technology and automation overall commands a proportionally higher monitoring load due
to the significant reallocation of workload from taskload into cognitive work. As Curry
observes (Curry R.E., May 1985), performance with the new digital systems is less likely
to be determined by traditional psychomotor skills but more by cognitive abilities:
decision-making behaviour, systems knowledge, monitoring behaviour and crew
coordination. Several features of new technology were nonetheless found to minimize
mental operations or transformations: the speed trend, map display, altitude arc etc.

Fear of skill-erosion due to automation has pilots practice preventive hand-flying. But
as Swissar's Mollet points out "if the basic training of the pilot has been sufficient
(scanning technique, basic flying and navigation) a normally gifted pilot should have
sufficient training to handle all normal and abnormal situations (Mollet C.,
February 1988)". The only relevant loss of performance seems to be attributable to
monitoring problems particularly as a result of distractions. When operating with a lot
of automation the effects of distraction do not manifest themselves as when practising
instrument flying. Instruments flying will usually break down when the pilot
concentrates on one important piece of information to the detriment of the other
aspects. Feedback from improper monitoring of automatic equipment does not occur very
often: only in the fairly rare and simultaneous conditions that automation fails to
operate as intended and that the pilot is distracted.
Another tendency is that some pilots would program a recovery and not turn off
automation. This may be the iesult of simulator and line training where the emphasis
would be put on proper operation of automatic equipment.

In an attempt to widen his human factors principles of automation (Curry R.E., May
1985), Curry estates the idea of displaying data, not commands. Removing the necessity
for the p~lot and command generator to have common objectives, it would allow pilot
flexibility to modify his goals for existing conditions and would keep him in an active
role without threatening vigilance because of underload. Examples that go along this
idea are the flight path vector, the speed trend or the altitude arc prediction how all
introduced in the genuine glass-type cockpits discussed here.

Although the B-767 was the only aircraft in his study, Curry reports very similar
experiences in discussions with A310 operators. In this respect it is useful to
review the A310-field study performed at Lufthansa (Neumann, Brandt N., May 1988).

4.3 - LUFIIRAMSA Fleet Surveys

This airline's policy is to establish a sound basis ,or future aircraft
specifications from flight crews' experience. Feedback surveys were started to this
effect as early as in 1976 covering the whole fleet operated at that time, B-707,
B-727-200, B-737-100, B-747, DC-10, A300-B2 (Figure 2). Major technological innovations
in store for new airplanes could already be expected and the question was whether and
how to proceed with further automation than already available then. Another survey was
launched shortly after the A310-200 and 737-200 Advanced introductions to enquire about
pilot's acceptance of the new technologies.
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hnswers to questionnaires were provided by means of a 5-point evaluation scale
exhibiting a neutral position as the Likert-scheme adopted by Wiener and Curry. The
pilot questionnaire consisted of two main parts. The first dealt with overall cockpit
lay-out, general handling qualities and airplane systems while the second was
cc cerned with the electronic interfaces to the crew (ECAM, EFIS, AFS, FP1S).
Questions on the latter were divided into four man-machine interface areas:

- physical interface (reach and see): controls location, reach and
handling, display location, readability, colour and lighting, etc....

- operational interface (dialogue and understanding): operational rules,
display rules, amount of necessary learning & training, etc....

- tool interface (application): modes, usefulness, adequateness and
importance,

- organizational interface (fit into the environment): reliability,
logistics, ATC constraints, procedures update & improvement.

Pilots with more than 500 hours on the A310 generally judged the aircraft more
positively than those with less.

- The ECAM's operating and display rules did not create any difficulties. Aural
warnings were however considered as too loud attention catchers. The 1976-survey
had on the other hand indicated a rejection of these since Deir g found too ,.%merous
for proper discrimination. The principle of computer-aided-guidance during nrmal
and abnormal operations was generally welcomed. But the procedures themselves as
offered in the ECAM got rather limited pilot acceptance. They were criticised as
sticking still too much to the flight engineer concept of the A300 B2/B4,
containing too many unnecessary "monkey" switching actions. Because of missing
capacity and redundancy of the ECAM, switching from screen to paper checklist and
vice versa was also considered as potentially confusing. Overall it was claimed
that thorough training and skill was necessary to handle complex failure
situations. As the A310 is a fairly reliable aircraft, proficiency in dealing with
these difficult cases does not build up in routine line operations. So only the
simulator is left as an appropriate learning tool to develop the necessary
abilities. Almost no pilots had ever seen any serious ECAM failure at all.

- The transfer from electromechanical to electronic flight instruments (EFIS)
received overwhelming acceptance. It was clearly recognized that displaying on
CRT's of flight parameters in an easy and self-explanatory way was leaving
olectro-mechanical techniques far behind. The primary flight display's (PFD)
speed scale, radar height indication and aural transmission on short finals are
much appreciated for instant situational awareness. The MAP-mode is considered
to be the most important navigation display's (ND) feature followed by the PLAN,
ROSE and ARC-modes. The drift angle presentation and flight path vector are not
being likened with regard to importance, flyability and utilization. The
location )f the navigation display is found suboptimal since it is partly hidden
behind the control column. Knowledge and practice with the display's symbology
was found to be best acquired during simulator and line training.

- Most pilots found it important to have the readout of the automatic flight system's
(AFS) flight control unit (FC) repeated in the PFD or ND (e.g. altitude and V/S
values). The existing information content of the A310 flight mode annunciator (FMA)
is highly appreciated with regard to colour, quantity and arrangement. The amount
of modes for lateral & vertical navigation and for thrust control is considered
adequate. Most of the crews having more than 500 hours use virtually a31
possibilities of the AFS.

- As in the Curry & Wiener surveys on the B-767/MD-80 the coordination of AFS
(lateral/vertical) and ATS (autothrust) is not considered fully satisfactory
especially in altitude capture during descent or localizer capture in Land mode.
At the time of the Lufthansa survey vertical navigation with the FMS was still
in a fairly introductory stage with OP++ ri-status still far out. Most crews
would take off in Navigation (NAy) & Profile (PROF) modes with a very minor
portion relying solely on manual handling with flight director (FD). In descent
the PROF mode was usually not being used at the time of the enquiry. Slightly
more than half of the pilots would fly manual ILS approaches, a small proportion
would *ly manual non-precision approaches. Most visual approaches were flown
manually with PD. Nearly all landings would be manual, without use of control
wheel steering.

- The arrangement of the FMS's keys was fully accepted by the group having 500 hours,
false inputs being considered possible nonetheless due to close location of
parallel line-select keys. Past slewing apparently would lead to stepping past
pages, incorrect data format was often experienced. But the menu technique and
scratchpad were highly appreciated, learning being best accomplished "on the Job".
Insertion of navaids not in the database and of waypoints by means of the
scratchpad was found to be an area for improvement. Some found that in rare
instances it was hard to get quickly by specific data such as runway-, route-,
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or way-point-changes or return to departure. As in the other surveys this one also
confirmed FMS response times to require improvements. Overall, there was still
satisfaction with the FMS, to the point of having aircraft control performed by
this system rather than through the AFS's FCU (except for approach and landing
because of the status of profile mode at the time of the questionnaire
distribution).

- In conclusion, it emerged from the Lufthansa project that crews indeed wanted
automation further developed in order to improve systems integration and crew
interface. In particular, automation was found in need for improvement in as far as
it would allow to become as good or better than manual operation. As Mollet reports
(Mollet C., February 1988) pilots are not always in a position to realize how much
better a safe and comfortable trajectory can be maintained using digital flight
guidance systems. By the same token it also appears that copilots would tend to
know more of their systems while captains would be less critical of them.
While the ECAM/FMS would need further development and periodic update, training
would require further adaptation and flexibility. In this respect the A320 should
provide a promising check as to the improvements effectively reached.

Similar to the Curry study on the 767, the A310 study of Lufthansa confirms the
preference of new technology aircraft (Figure 2), the absence of outright reluctance
with regard to automation regardless of the possibilities of errors or loss of flying
proficiency. This emerges particularly after having accumulated over 500 flying hours
equivalent to about one year's airline rostering. Copilots are usually eager to see even
more implementation functions than do captains who tend to accept systems as they are.
Both would welcome initial training putting more emphasis on basics and practical hints
to reinforce know how and general understanding.

What definitely appears to be required is intuitive design which should allow the pilot
to understand more easily the automation systems at work to take over if necessary
(Klopfstein M., May 1987). This type of transparency would help to monitor more
straightforwardly automation performance and limits. Providing the pilot with such a
flight management information system should relieve him of monitoring and
decision-making since automation would serve as a watchdog, providing benchmarks &
alternatives, assisting the pilot with automation resources, possibly tracking workload
patterns and some day crew errors (Pelegrin M., October 1986 ; Speyer I.-J.,
October 1986 ; Wiener E.L., 1988 ; O'Donnell R.D., September 1988 ; Shingledecker C.A.,
September 1988).
4.4 - AIRBUS Sidestick/Fly-by-wire Survey

The Lufthansa study makes several hints at improving specifications of next generation
aircraft which incidentally were already implemented on the A320. Assertive of this
airline-oriented approach to new technology development, Airbus performed a first phase
"proof-of-concept" experiment in the second part of 1983 also supported by a
questionnaire-interview approach.

A test installation of hybrid fly-by-wire was placed in the Airbus Industrie A300
flying testbed (MSN 003) the objective being to evaluate the concept associated with
side-stick control. The conventional controls for the CMl or left-seated pilot were
removed and replaced with a sidestick controller mounted on the pedestal to that
pilot's left. Inputs from the sidestick went to a computer which simulated the
functions and control laws of the EFCS (Electronic Flight Control System) and
controlled the elevator, ailerons and pitch trim tabs through the autopilot. Some 75
flying hours were achieved with 48 pilots from 5 airworthiness authorities, 12 airlines
and Airbus Industrie.

Here also qualitative assessment was made through a detailed questionnaire containing
42 questions filled in by each team of visiting aircrew; 25 such questionnaires were
submitted the summary being available in Table 1 with as answering scale again the
6-point attitude scale that had been as exercized in the A310 survey.
The overall result was extremely positive and showed no difficulties of adaptation to
the side-stick, unanimous approval of the C* pitch law, unanimous enthusiasm for the
flight edvelope protection especially at low speed and an unexpected necessity to
further develop lateral control, a positive contribution towards design of this type
of survey (Corps G.C., October 1986).

TABLE 1 - SIDESTICK/MLY-BY-WIR EVALUATION A300 MSN 003

Summary of the Questionnaire Answers

Unacceptable 2Excellent
RATING SCALE 2 3 4

NUMBER OF ANSWERS 17 34 92 204 352 317
1.6 % 3.2 % 8.8 % 19.4 % 33.6% 30.2 %

- Unanswered questions 34 or 3.2 %
- Total number of answers 1050 from 25 questionnaires
- Note that 25 of the 51 answers in 1&2 were related to roll characteristics.



I1-13

Questions submitted pertained the whole range of issues at stake:

- position architecture, range of movement of the controller and associated
armrest,

- harmonization of pitch & roll control forces, operating forces and ease of
making control inputs,

- absence of mechanical coupling between left & right controllers,

- little or no need for trim change in pitch,

- ease of precise control in pitch, effectiveness of flight control,
protection at high speed or high incidence approaching the stall,

- ability of precize control in roll, effectiveness of flight control,
protection at high bank angles,

- ability to accurately control the bank angle close to the ground at take-off
& landing.

Pilots who participated were all well experienced in the operation of commercial jet
aircraft. Some, still copilots, had no difficulties at all to change hands for
switching from right to left hand seat. As a group they did not feel uncomfortable
with the idea of being primarily responsible for the management of system interfaces
rather than the direct operation of their aircraft.

4.5 - Concluding cament

Most crews interviewed in. field studies do indeed express high praise for the new "glass
cockpits". These would essentially provide a more dynamic source of information and
greater awareness of the aircraft with respect to the operating environment effectively
making conventional electromechanical cockpits obsolete.

In fairness to all, Wiener also admits in a later paper (Wiener E.L., 1985a) that the
negative side of automation should not be overstated. The number of automation- or
design-induced incidents brought about by new technology has been very limited and their
consequences very small. Most automation would seem to work with very high reliability
and pilots themselves are very satisfied with new control and monitoring interfaces
(Gannet J.R., October 1982 ; Nordwall B.D., November 1986) when compared to former
equipment. The "good old days" fallacy is even repeatedly discredited with recent
incidents and accidents having occurred on earlier technology aircraft (Machado F.,
1984 ; Bruggink G., 1983 ; Int. Journal of Aviation Safety 1985 ; NSTB -Aircraft
Accident Report- March 1986).

Caution with regard to the human factors impact of new technology will however remain to
be exercized and all aircraft manufacturers are well aware of the support this new
discipline will have to offer to aircraft design and systems integration if the industry
indends to maintain its commitments to safety and efficiency.

5. PEFORIWCE EVALUATION OF NEW TECHNOLOGY

5.1 - Principles of Engineering Experiments

Increased focus on man-machine interface analysis formally began in the aftermath of the
US Presidential Task Force on crew complement which had recommended more emphasis in
this area. Two experimental studies were performed in cooperation with DUNLAP &
ASSOCIATES (Hartford, Connecticut, USA) to investigate the impact of new digital
equipment that was to be installed in the A310.

Although described in detail in Agardograph N
° 

282 on the Practical Assessment of
Pilot Workload it is useful to review the essentials in light of this paper's focus
on the impact of new technology. The Performance Criteria Methodology developed in
these engineering experiments (Lipson Ch., Narendra J.S., 1973) was also applied in a
third study to investigate the impact of side-stick/fly-by-wire that would eventually
equip the A320. This third application will be presented in more detail here.

The first two evaluation studies were undertaken to compare the overall performance
of the pilot/aircraft system between flights using conventional, electromechanical
primary flight instruments and those flown with the new, electronic flight
instruments (EFIS) and the flight management system (FMS). Data collection for the
EFIS experiment was undertaken in an A300 flight test & development aircraft
(MSN 003) which for this purpose was specifically equipped with conventional
instruments installed in front of the left seat position and EFIS installed in the
right seat position. Data collection for the FMS experiment was undertaken in a
production A310 which had both the EFIS and FMS at both pilot positions.

Both aircraft had on-board computerized recording of all relevant flight parameters
at rates in excess of one per second. Both studies utilized a factorial experimental
design in which relevant parameters were systematically varied as the experimental
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subjectR (senior Airbus test pilots who had never flown with EFIS nor F4S before)
repeatedly flew specifically designed circuits.

5.2 - WIS Performance Criteria Analysis

The pattern used in the EFIS experiment was a modified standard training circuit that
posed a variety of flying problems for the pilots.

Altitudes, airspeeds, flaps and slats positions, a holding turn, climb and descent rates
and bank angles were all precisely specified to ensure comparability of data from
circuit to circuit. Three conditions were chosen to provide a range of situations under
which the instruments would be compared and to vary workload for statistical comparison:
FD (Flight Director and Autothrottle system on), ILS (Flight Director and Auto Throttle
system off, raw data) and NDS (Flight Director, Autothrottle and ILS off, non-precision
configuration). The circuit was designed so that the flying pilot, who wore a
helmet-mounted hood, would have to utilize extensively the information on the primary
flight displays or flight instruments. In all, 24 circuits were manually flown with each
combination of two pilots, two displays / instruments and three conditions repeated
once. The major analytical technique chosen for the instrument comparison was
multi-dimensional analysis of variance: ANOVA (Lipson Ch., Narendra J.S., 1973)).

The results of this EFIS study implied some significant performance benefits from
flying with CRT displays. Significantly higher control reversal rates with associated
lower standard deviations of control positions when the test aircraft was flown from
the right seat with the BFIS strongly suggest closer tracking of criterion values.
This is likely because the EFIS provided better information for manoeuvering,
particularly with respect to airspeed and pitch behaviour of the aircraft, than did
the conventional instruments. The observed high control reversal rates when flying
with the EFIS may be partially attributed to the total absence of lash in the
displays and the thinner indicator lines and bars which likely enable the pilots to
respond to changes they could not even detect reliably on the conventional, electro-
mechanical instruments.
It can therefore be concluded that pilot/aircraft system performance was equivalent
or better on all measures when the aircraft was flown using the EFIS than when
conventional instruments were used. Measures of smoothness and precision of flight
showed the greatest contrast between the EFIS and conventional instruments.

These findings must be interpreted with the understanding that neither pilot had
extensive experience flying with the EFIS. Both were familiar with its principles and
design, but neither pilot had amassed enough time with the instrument to be
comfortable with it. Certainly, their experience with the EFIS was infinitesimal when
compared to the large number of hours they had flown with conventional instruments.
It is therefore reasonable to hypothesize that a greater level of pilot familiarity
with the EFIS would have shown an even larger EFIS performance benefit when flying in
the normal to moderately difficult flying situations experienced during this
experiment.

5.3 - PHS Performance Criteria Analysis

The circuit for the FMS study consisted of a Standard Instrument Departure (SID) and
a Standard Arrival Route (STAR) with a single procedure turn as a holding pattern.
Altitude and airspeed changes were specified at prescribed points in the circuit to
increase pilot workload and exercise the combined information on the PFD and ND. The
total experiment consisted of flying the circuit 10 times in three different
conditions, i.e. NAV (once by each pilot, FMS coupled to Autopilot), STANDARD (twice
by each pilot, Autopilot without VMS), MANUAL Itwice by each pilot, FMS for ND-map
generation) without Autopilot.

Examination of the significant effects from the ANOVA's calculated from this
engineering experiment showed clear patterns of findings directly linked with
differences among the three studied conditions. The number of these differences and
their logical consistency indicated that they were real and not chance findings. It was,
therefore, particularly noteworthy that none of the significant findings indicated or
even suggested a performance problem related to the FMS. Regardless of whether it was
coupled with the autopilot or its information was used directly by the pilots, the FMS
produced extremely consistent and high quality performance.

The performance benefits of the NAV condition were clearly documented by this study.
The FMC appears capable of commanding the A? to navigate the aircraft in the
horizontal plane with great precision and repeatability. This frees the pilots to
attend to other tasks or simply reduces their workload and makes them more available
to respond to unexpected occurrences. It is also important to realize that the
performance benefits of the NAV condition were achieved without noticeably altering
the "style" in which the aircraft flew the circuit. The tracks produced by the FMS
appeared "normal," i.e., not unlike the intended track or the tracks produced when
the pilots flew in the STANDARD condition. There was no apparent cause for concern
that flight tracks flown with the FMS in command would differ materially from those
flown by aircraft not equipped with an PMS. Hence, it could be concluded that the
Airbus A310 and similarly equipped aircraft should blend smoothly and easily into the
existing ATC environment regardless of the mode in which they are flown.
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The results from the MANUAL condition led to several additional conclusions. First, the
information displayed on the ND by the FMC was obviously accurate and consistent from
trial-to-trial. Second, the pilots were clearly able to interpret the ND and use the
information to fly precise and repeatable tracks. Finally, the response style of the
pilots when flying manually suggests that they responded to smaller deviations from
nominal flight parameter values than did the autopilot. This resulted in somewhat lower
parameter standard deviations when the autopilot was engaged and somewhat higher control
reversals and rates through zero when the pilots flew manually. Which leads to the
logical conclusion that pilots can safely and accurately fly an FMS-equipped aircraft
even if both autopilots were to fail as long as the F4S were available to drive the map
mode of the ND. Moreover, the results lead to the strong implication that in critical
flying situations in which track must be maintained with the greatest possible precision
for short periods of time, it would likely be better to disengage the autopilot and
allow the pilots to follow the ND display manually as they did in the MANUAL condition
of this experiment.

Finally, the performance gains observed for both the EFIS and FNS were not associated
with any increase in the workload perceived by the pilots in the experiments. In
fact, they rated (on a 10-point numeric interruption scale) flying with the EFIS as a
lower workload situation than flying with conventional instruments. Likewise, use of
the FMS was associated with lower rated workload than trials flown without it.
Although neither of these latter differences was statistically significant, the
results provided the clear implication that pilot workload would be positively
influenced by the introduction of these new, electronic flight instruments.

5.4 - Sidestiok/Fly-by-wire Performance Criteria Analysis

5.4.1 - Experimental Design

With the experience gained in both preceding experiments it is quite obvious that a
comparative test could also be conceived for the sidestick/fly-by-wire combination
versus conventional controls. Since AIRBUS INDUSTRIE's flying testhed A300 (MSN 003) was
involved in a first phase proof-of-concept exercize whereby the conventional controls
for the CMl (left) flying position were removed and replaced with a sidestick,
arrangements were again made to perform an engineering experiment (Blomberg R.D.,
Speyer J.J., July 1988).

In order to assess the performance differences between flying with the sidestick/FBW
system and conventional, manual controls, 12 experimental circuits were flown in
December 1983. All circuits were flown from the left seat using the sidestick
controller by two senior test pilots. These same pilots had previously flown
12 circuits from the same seat of the same aircraft with conventional controls. Since
the testbed aircraft is equipped with extensive instrumentation to record most
critical aircraft performance parameters, it was possible to undertake a detailed
statistical comparison of the conventional controls and the FBW system. The circuit
flown was the same as the one designed for the EFIS study with again the three
different combinations of aircraft and approach configurations used to vary pilot
workload (FD, ILS and NDB as detailed in 5.2). Go around was initiated at 100 feet
ratio altitude for the FD and ILS conditions and at 300 feet for the NDB approaches.

The same four measures (mean, standard deviation, transitions through zero, reversal
rates) were calculated as appropriate from the various flight parameters and used in an
analysis of variance (AIOVA) to determine if differences existed which could confidently
be attributed to the control system being used. Subjective ratings using the 10-point
interruption scale referred to in sections 5.2 and 5.3 were again collected at various
points to compare workload levels in either condition.

The results of this experiment, which are summarized in the following documented
several major performance benefits of the sidestick/FBW system.

5.4.2 - Smoothness and stability improvements

All measures of smoothness and stability favoured the sidestick/FBW system by a
considerable margin. The standard deviations of roll and pitch angles were reduced
significantly for the sidestick/FBW circuits as shown in Figure 3. This indicates
that, on average, there were significantly smaller departures from the mean value of
pitch and roll angle when the FBW system was used.

The standard deviations of roll, pitch and yaw rates (speeds) showed an even greater
improvement in smoothness as depicted in Figure 4. At the same time, the number of
transitions through zero for these three rates, dropped dramatically as illustrated
in Figure 5. Together these results show that significantly more stable flight was
achieved with the sidestick/FBW than with conventional controls. It is interesting to
note that the benefits in roll and pitch, which are directly controlled by the FBW
system, also extended to yaw rate likely because the smoother flight performance
induced less yaw that had to be corrected by the yaw damper.

Accelerations on all three axes also showed a large benefit. In figure 6, which shows
acceleration measured through the center of gravity of the aircraft, a large
reduction in transitions through zero is readily apparent. This should relate
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directly to both smoother system performance and increased passenger comfort. Further
emphasizing the likely benefits in terms of passenger comfort was the sharp reduction
in the average lateral acceleration for the 12 circuits flown with the sidestick/FBW
system. Although lateral acceleration with either control system was small, the
sidestick/MW managed to reduce the absolute magnitude of this undesirable parameter

by a factor of four from .004 g's to .001 g's.

5.4.3 - Tuel effioinc-y

The improvements in smoothness and stability noted above suggest that the
aircraft/pilot system performs more efficiently when flown with the sidestick/FBW
controls. This in turn should yield lower fuel burn and reduced stress on the
airframe. In fact, every parameter related to fuel burn showed significantly better
values for the circuits flown with the sidestick/FBW system. For example, the
standard deviation of rudder position was reduced significantly from 0.9 degrees for
conventional controls to 0.6 degrees for the sidestick. This means that the
excursions of the rudder from its mean value were much smaller with the sidestick
thereby reducing drag.

The improved efficiency of the sidestick/FBW was also evident in the vertical speed
parameter. The circuit flown by the pilots required them to establish and maintain
precise rates of climb and descent while simultaneously holding target airspeed. They
were able to accomplish their vertical speed tasks much more smoothly and with fewer
changes when they flew with the sidestick. Vertical speed standard deviation was
reduced from 362 feet per minute for the conventional controls to 326 feet per minute
for the sidestick/FBW combination. At the same time, the rate of vertical speed
transitions through zero fell dramatically from 8.'7 per minute to 5.0 per minute.
These effects were established at the P < 0.001 level i.e. there is less than 1
chance in a 1000 they are due to coincidence. Together these results clearly show the
improved efficiency possible with the new technology.

The increased efficiency resulting from the use of the FBW control system were
directly evident in the N1 parameter. Figure 7 shows a graph of the standard
deviation of this parameter separately for the two control systcrn a-d the three
flight conditions. The results show several interesting effects. The values are
clearly lower for the sidestick/FBW in all cases further confirming the efficiency
benefits of this system. However, with the sidestick the standard deviation is much
lower for the ILS and NDB conditions with the autothrottle system off than for the
Flight Director (FD) condition in which the autothrottle system was on. This suggests
that the pilots may have made many small corrections to ensure that the N1 did not
deviate very far from its mean value. This assumption is confirmed by Figure 8 which
shows the reversal rate for Nl. The pilots made many more throttle inputs resulting
in reversals of Nl when they flew with the sidestick and the autothrottle system off
(ILS and NDB conditions). This leads to the assumption that the pilots had more time
available to manage the throttle and input changes when they were flying with the
sidestick. These effects were again established at the p < 0.001 level.

5.4.4 - Pilot tskload

The suggestion that the taskload of the pilots was reduced was confirmed by analyzing
their inputs to the sidestick controller. The position of the sidestick was measured
in terms of its pitch and roll angles. However, a pilot using the sidestick is free
to move it in any direction to accomplish simultaneous control of pitch and roll.
Therefore, the most meaningful measure of pilot inputs to the sidestick was a
composite reversal rate. This rate was calculated by counting a single reversal for
any second in which either or both pitch or roll angle reversed.

The comparison of the composite sidestick reversal rate for the sidestick-flown
circuits with the summed reversals of the ailerons, elevators and pitch trim tabs for
the circuits flown with the conventional controls provides a direct measure of any
reduction in pilot taskload for controlling the pitch and roll of the aircraft. Any
elevator, pitch trim or aileron surface movement in the conventional control trials
was associated by definition with a control movement since all flying was under the
manual control of the pilots. The results of comparing sidestick reversals with the
mn of reversals for pitch trim, elevator and aileron is shown in Figure 9. Pilots
achieved the smoother and more efficient performance described above with over a 50
percent reduction in control inputs. Considering a numeric filter to take away
sidestick vibrations not introduced by the pilot (less than 0.02*/minute) it was
possible to show even more allevation.

The benefits of this greatly reduced task loading on the pilots are obvious. Their
ability to cope with emergencies should clearly be enhanced. The accuracy associated
with non-control tasks such as internal and external conuunications should be greatly
improved while workload is simultaneously reduced.

5.4.5 - Pilot workload

An examination of the table below shows a slightly lower mean workload for the
sidestick/fly-by-wire flights but this effect was not statistically significant the
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esperiment not having concentrated specifically on this issue. Also apparent is that
the expected ordering of conditions with respect to workload was again achieved.

These results show that the sidestick-FlW managed flights were not associated with
any higher workload even with pilots who were very inexperienced in the use of these
new flight controls at the time of the experiment.

Mean Standard Deviation

Conventional 6.7 2.3
Sidestick/FBw 6.4 2.2
Flight Director 5.7 1.8
ILS 6.9 2.2
NDB 7.2 2.5

6. dorJUOAD n~ hG APPLICATIS

6.1 - Progamm Evolution

Because of the cost and time pressures associated with minimum crew demonstration,
Airbus Industrie decided to investigate the possibility of developing a mathematical
model capable of predicting pilot workload ratings in a valid and reliable manner. If
such a model could be validated, it would also have utility beyond the certification
of new aircraft. Another use would be during the development of new aircraft to
assess the potential implications of design decisions on workload. A valid model
would also find use as a measure of training proficiency. Figure 10 illustrates the
several steps that were already performed in view of this final goal and these are
described in the following.

6.1.1 - Identification of variables

- The first step in this process was to determine if there was any statistical
relationship between the scale ratings given by pilots during flight and directly
measurable aircraft system performance measures. As part of the EFIS performance
criteria study performed with Dunlap & Associates Inc. in 1982 and referred to in
5.2, a number of multiple regression equations were developed providing a good fit
between workload ratings and various aircraft performance measures as the
independent variables. This work reported in Agardograph n* 282 (Speyer J.-J., Fort
A., Blomberg R.D., Fouillot J.-P., June 1987) effectively suggested that a valid
model could be built.

- Also included in this first step was the use of physiological variables to assess
pilot workload. Since its inception in 1980 work in this field with the Cochin
Laboratory of Physiology is founded on the assumption that these measures reflect
the level of neurological arousal determined by the demands of flight performance.
Largely based on the study of ECG's, work was not limited to that of heart rate
average alone, modifications of which are well known since long for acute phases of
flight such as take-off, landing, delicate manoeuvers or flight incidents
(Dr Roscoe A.H., October 1986 ; November 1986 ; June 1987 ; September 1988 ; Tekaia
et al., 1981 ; Fouillot J.-P. et al., September 1988). In this context, the
introduction of contemporary cockpit systems tends to reduce physical activity in
pilot workload and increased the utility of heart rate variability as a potential
indicator of mental workload and emotional stress.
Pollowing the A310 Minimum Crew Demonstration Dr. J.-P. Fouillot of the Cochin
Laboratory of Physiology (Fouillot J.-P. et al., 1985 ; Tekaia et al., 1985)
demonstrated a significant correspondence between a set of heart rate
variability indices and exponential heart rate averages (derived with Dunlap &
Associates) and the subjective Airbus Workload Scale.

- Modelled after the Cooper-Harper scale, the Airbus Workload Scale was also adapted
from workload theories doveloped at NIT by Simpson and Sheridan (January 1979) and
in the ESAU by Wanner (Wanner J.-P., 1969). It consists of 7-points from 2 to 8 and
offers one rating choice for the low workload category (2), two rating
possibilities for the moderate (3, 4) and two for the high (5, 6) workload
categories. The two remaining rating alternatives concern extreme 17) and
supreme (8) workload cases that require cautious judgement during post-flight
assessment. As demonstrated by means of Factorial Analysis of Correspondences
IBensecri J.-P, F., 1980) in Agardograph n' 282, higher pilot workload ratings
tend to correspond with higher heart rate and lower heart rate variability while
conversely lower ratings are associated with lower heart rate and higher
variability measures.

6.1.2 - Model develoment and caloulatio

- The second step was to choose a specific approach, collect enough data and
actually calculate a model. With the research results mentioned in the above it
was reasoned that workload ratings collected in minimum crew certification
camaigns might be modelled using not only data extraneous to the crew (aircraft
flight performance parameters and flight status measures) but also data
intraneous to the pilots (heart rate measures). That work was acomplished using
the data collected from the A310-200 crew complement demonstration held in early
1983. It provided an excellent basis for initial model development since the
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60 flights of this campaign contained an abundance of data including subjective
ratings, aircraft performance measures and heart rate recordings of the 14
participating pilots.

The flight scenarios used in this demonstration also covered a relatively wide
range of normal, abnormal and emergency flight conditions representative of the
range of situations that a useful model would be expected to predict. As
reported in Agardograph n- 282 the coordinated effort between Airbus Industrie,
Dunlap & Associates and Cochin Laboratory of Physiology resulted in the
calculation of over 50 different models of pilot workload. Stepwise Multiple
Regression and General Linear Modelling (Meter J., Wasserman W., 1974) were used to
by Blomberg derive these, the best of which was selected for application. Overall,
the following data entered the development model:

- 22 aircraft performance measures (exponential averages, rates through zero,
reversal rates, number of AFC modes on),

- 14 heart rate measures (level, difference-baseline and overall mean,
trend-short & long term, variance-short & long term),

- 4 flight status variables (flight condition, flight phase, scenario group,
pilot duty).

The model fit quite well (R = 0.665) with actual pilot ratings and was
statistically significant (F = 6.11, p < 0.0001). However it used 101 degrees of
freedom and the coefficients of some of the terms in the model were not
significantly different from zero. It also included some parameters, such as
tailplane deflection and scenario group, which might not be widely applicable to
other aircraft and flying situations.

6.1.3 - Nodel validation and simplification

- The third step was therefore intended to reduce the complexity of the model by
removing measures which are difficult to collect and those which might not have
widespread applicability across aircraft types. Another objective was also to
validate the revised model resulting from this simplification.
To accomplish this an independent set of data was needed which contained all of
the measures in the model and associated pilot ratings but which were not part
of the data the model was built from. Route proving flights of the A310-300 in
early 1986 provided the most reasonable way to attempt such a validation. It was
reasoned that this generally similar but sufficiently different model would
allow a fair initial test of the model while still providing an indication of
its ability to predict reliably across aircraft types. The avionics software is
for example a more advanced version than that used in the basic A310-200. The
A310-300 also has a tail-mounted fuel tank which can be used to shift the
aircraft's center of gravity for improved fuel economy.

Additional validation was also sqht by including at least one pilot who had not
participated in the A310-200 campaign. Two crews were consequently selected one of
which had flown extensively in the previous program and was well represented in the
data on which the model was built. The second crew was made of two airline pilots
who regularly fly both A310 variants. One of them had participated in the previous
campaign but contributed few ratings to the data the model was based on. The other
pilot had not participated in any previous work at all.
The four scenarios selected for the validation flights were chosen to represent
the full range of observed ratings during the initial campaign and involved
normal flight, flight without autothrottle, engine-out operation and flight
without ECAM. Destinations, flight durations and routes were selected to be
representative and similar to those used with the A310-200. Each scenario was
flown twice, once by each crew, to accomplish a repeated-measures design for a
total of eight flights.

The first development effort had utilized a split-half design to calculate a
model and assess its validity. Under this approach, the data for the 1282
available ratings taken during the A310-200 certification flights were divided
arbitrarily into two halves. A model had been calculated on one half and
validated on the other. For the model simplification effort, an entirely new set
of 775 ratings from 8 flights in a slightly different type of aircraft was
available as validation data set. All of the 1282 data points in the development
data could therefore be used for model building with the new data reserved
solely for validation.
The task of revising and validating the model involved extensive data processing
and management using similar measures and statistical techniques as in the
initial development. Data management was again a major undertaking both because
of the size of the data and because four different sets of information recorded
in completely different ways had to be integrated, e.g. rating data, aircraft
data, heart rate data and log data. The latter provided time-based references
with respect to flight phase, flight condition, type(s) of failure(s) and
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specifications of pilot flying/non flying. In short, the following type of data
entered the revised model:

- 10 aircraft performance measures,

- 11 heart rate measures (rating pilot 4; non-rating pilot 7),

- 6 flight status variables, e.g.-
* flight condition,
. flight phase,
. pilot role,
* number of ECAM displays available,
. number of FMS's available,
* autothrottle available or not.

This represents a significant reduction in complexity from the original. The
ability of the simplified model to predict accurately the ratings given by the
pilots was not reduced meaningfully by the process of simplification. The multiple
R for the revised model was 0.664 as compared to 0.665 for the original version.
Also, the statistical properties of the revised model are superior to the original.
It uses only 63 of the available degrees of freedom compared with 107 for the
earlier version; its F-value is almost double that of the original (F = 15.21, p <
0.0001).

In addition to improved statistical properties, the revised model does not
contain any aircraft measures which are not normally available on present and
contemplated jet transport aircraft. It also, does not contain any flight status
measures which should present a data collection problem. The data for each of
the measures used is typically recorded on standard flight recorders. The
revised model was used to calculate predicted values for the 775 ratings
collected during the eight A310-300 route proving flights. The calculated rating
values were then correlated with the actual ratings. The Pearson product woment
correlation coefficient between actual and calculated rating scores was 0.44
(significant with p < 0.0001). Thus, it was possible to conclude that the model
as developed in the A310-200 was valid and likely applicable across an even
wider range of aircraft types and flying situations.

The successful validation of a workload calculation model meant that the model
could be used confidently in certification and as an aid to aircraft
development. There was still no practical evidence however of the applicability
of the model to the next generation of Airbus aircraft which will all have
sidestick controllers and fly-by- wire control systems. The model had been
developed and validated in a conventional control environment. Since fly-by-wire
control can change the response of an aircraft under certain flying conditions
efforts had to be devoted to determine if the model could make the transition to
fly-by-wire. Also, the output of the model can be considered as a pilot/
aircraft system performance measure which could find application for pilot
selection and training provided norms for pilot groups of interest can be
established. But similarly, there were no insights on how the model might react
in the various manoeuvers used in pilot training.

6.1.4 - Nodel application to the fly-by-wire concept

- The fourth step in building a workload calculation system aimed therefore at
examining the model's performance with sidestick/fly-by-wire and in specific
manoeuvers more like training than any previous use of the model had allowed.
Referred to earlier as part of the development program for the A320,
demonstrations on flying testbed A300 n* 3 provided an ideal platform for
further investigation. This aircraft was experimentally equipped with dual
sidestick controllers and a hybrid fly-by-wire control system.

The flight plan for demonstrations to airline and Airworthiness Authority guest
pilots involved extensive free flying as well as six special manoeuvers described
as follows:

simulated engine failure at take-off rotation,

high g demonstration up to a 2 g load,

bank angle limiting demonstration with roll angle exceeding 35*,

low speed stall protection demonstration at high angle of attack,

transfer of command input demonstration after erratic take-over
from the other pilot,

over-rotation at take-off to demonstrate transfer of command
and flight envelope protection.
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An additional objective was to assess the rationality of model calculations in
the context of the type of flying conducted in these demonstrations. The nature
and organization of this demonstration flight program did not permit the
collection of actual ratings for which visiting pilots would have had to be
trained. Previous collection of workload ratings in the A310-300 could provide a
basis for determining if the model's operation was reasonable taking into
account the flying problems presented and the fact that the pilots were having
their first-ever fly-by-wire experience. Time pressure and other factors made it
also impossible to have all guest pilots equipped with heart rate sensing
equipment. So only a subset of the total number of flights was available for
analysis.

The pattern of estimates by flight phase appears quite reasonable and consistent
with both expectation and previous workload research. As depicted in figure 11
workload profiles are logically following what might be expected from flight
phases. Also, the values for CM2/PNF- Airbus test pilots, three of which
contributed to the data included -are below those of CM1/PF- experienced guest
pilots, eight of which had been instrumented. This is not surprising since these
eight flights were typically the first sidestick/fly-by-wire experiences for these
visitors and for some their first flying an A300.
Another pattern of results concerns the relationship among the four flight
conditions. Depending on the additive coefficients in the model, these
conditions logically ranked themselves as failure with associated checklist being
exercized, failure condition, normal situation with checklist being exercized or
normal condition, these four being in order of decreasing values. As shown in
Figure 11 the differences among flight conditions are greatest during the in-flight
phases and least for the relatively low workload taxi phases. The consequences of
diverting the attention of a crewmember to an emergency or checklist are certainly
greater when the aircraft is in the air than when it is on ground.
Assessing individual flight graphs with normal flight conditions in Figure 11 also
provides a feeling for the role that heart rate variability data play in the model
since at any given time all other parameters are the same for CM1/PF and CM2/PNF
estimates. Moreover, the extent to which the model's estimates for CMI/PF and
CM2/PNF are equivalent in level and shape can be interpreted as a direct measure of
how well the crew is coordinating and sharing workload.

An examination of Figure 12 reveals an excellent correspondence between the FbW
demonstration data and the A310-300 validation study data, either actual or
calculated. The actual and calculated values being highly correlated (r =
0.961), the normal flying data for the demonstration flights also correlate well
with these validation data (r = 0.759). The major differences are for take-off,
cruise and taxi before take-off and can easily be explained. The take-off data
for the FbW demonstration flights are the guest pilots' first encounter with the
fly-by-wire system which certainly could be expected to increase workload. The
initial cruise phase in the FbW demonstration flights was relatively short
lasting only 30 seconds on average. It was only at an altitude of 10.000 ft,
with the guest pilot still unfamiliar with the aircraft and the autopilot not
engaged. The cruise phases of the A310 validation flights were sustained periods
of level flight at high flight levels usually involving the autopilot. The
relatively low estimates for taxi before take-off are also attributable to the
nature of the demonstration flights. There were no MEL items for pilots to deal
with as in the A310 validation flights, CM2 was taxiing and the presence of a
CM3-flight engineer further reduced any load on the pilots prior to take-off.

The flight program also included six special manoeuvers in order to demonstrate
various aspects of the fly-by-wire control system to these guest pilots. Five of
the six manoeuvers were essentially basic flying problems and were therefore
assuming the normal flight condition. The simulated engine failure at take-off,
however, was estimated as a failure flight condition. As graphically depicted,
Figure 13 shows that each special manoeuver was associated with an elevation in
workload estimates for both crewmembers except for the bank angle limiting. An
engine failure at take-off, a steep dive and pull up into a 2 g climb,
approaches to stall/high alpha and seemingly irrational control inputs at
critical points in the flight path (overrotation and transfer of command) would
all be expected to cause workload to elevate. The absence of an increase in
predicted workload for the bank angle limiting is not unexpected since it can be
assumed that guest pilots often had banked aircraft beyond 35 degrees especially
at safe altitude and airspeed. The purpose of this manoeuver was to demonstrate
the limiting properties of the control system and not to generate anything
extreme. The extent of the increase of C41 versus CM2 is also orderly. Workload
for both pilots is highest for the engine failure at take-off. The overrotation
and transfer of command manoeuvers elevate the workload for C02 more than for
C01 because CM1 is flying the aircraft and making critical control inputs.
Similarly, the high alpha approach causes a much greater increare for CM1 than for
CM2. This is likely since contrary to the C1 the CM2 is familiar with the fact
that the fly-by-wire will prevent a stall while the alpha floor will trigger
maximum thrust.

L ---.
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Whether for the normal flight phases or for the special manoeuvers one of the
workload implications emerging from these demonstration flights is that absolute
workload levels for guest pilots were not as high relative to the Airbus test
pilots as might be expected for pilots Just transitioning to sidestick/fly-by-
wire. This supports the notion that transition to this new flight control should
not present any major handling problems. Overall, the results clearly showed the
ability of the model to produce realistic estimates for the various phases of
flight and for the special manoeuvers eren though these demonstrations departed
dramatically from conditions inherent in the model's development and validation.
Had there been any inherent problems in the model these would likely have been
unveiled during this fourth step.

6.1.5 - Model applicatiou to the first flight of A320

Finally, the fifth development step was the application of the workload model to the
very first flight of the A320 with beth pilots equipped with heart rate monitoring
sensors. This was not a formal experiment but, rather, an exploratory effort and a
further chance to exercize the model under highly unusual circumstances.
The internal consistency of the model's estimates for this first flight (Figure 14)
again strongly suggested that it is a valid tool even with a sidestick/fly-by-wire
aircraft. It was particularly noteworthy that the model was able to function acceptably
even though the heart rates of both pilots were fairly high.
These high rates were not unexpected in a situation with as much relative anxiety and
excitement as a maiden flight of a new aircraft. However, the model's ability to cope
with them, was a further indication of how robust it is to a wide range of flying
situations.

It was therefore concluded that the model was ready for operational use as part of
flight test and, in particular, as experimental tool for the A320 certification.

6.2 - Programe Aplication

6.2.1 - Objective of the Airbus Calculation System

As the A320 approached certification it had, like all other commercial jet aircraft,
again to demonstrate its ability to operate in the real-world environment of crowded
airports and airways, flying a rigorous schedule covering the length and breath of
Europe (Speyer J.-J., Monteil C., February 1988).

The main objective of this particular demonstration was indeed to satisfy
certification requirements for the A320's minimum crew complement as laid out in FAR/
JAR 25.
This was achieved by using different means to comply with the regulation:

reviews of procedures and checklists resulting from flight debriefings and
pilot comments,

workload analyses of subjective workload rating evaluations as performed
earlier for the A300 FF/A31D certifications, with pilot and observer
assessments,

workload calculations by means of aircraft parameters, physiologic and
flight status measures as objective substantiation of pilot and observer
assessments.

The first phase of these intensive trials were run for 8 days in January 1988 and
involved a series of 50 real flights on a typical short/medium haul network flying up
to 7 sectors a day. Four different crews took part: three were composed of an airline
pilot (acting on behalf of the certification authorities) and of an Airbus Industrie
test pilot, while two airworthiness authority pilots made up the fourth crew. A short
campaign of 20 simulated flights took also place but is not being reviewed here since
the workload model has neither been validated nor yet adapted to simulator use.

Subjective rating by pilots may bring an undesirable intrusion on the flying duties
of the crew causing distractions particularly when workload is high and should be
avoided by the observers. For example, across all 50 flights of the flight campaign,
a total of only five ratings was requested during take-off and only twenty five were
asked for during landing, compared to a total of more than 2.200 rating requests. Put
to practical test, the Airbus Calculation System was therefore used to provide
continuous estimates for each second of flight, an even wider and more valuable
application than had been performed before.

6.2.2 - Data collection procedures

Data collection included acquisition of heart rate data for both pilots using
portable recorders and aircraft data by using on-board recording equipment. Figure 15
schematizes the patent pending Airbus Workload Calculation system.
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Cardiac periods were recorded from the electrocardiogram of each pilot by means of a
portable microcomputer (VITALOG PNS8). A specific program enabled the identification
of the heart rate record, its synchronization to the flight parameters, the test of
each cardiac period and record. The resulting data was stored in solid-state memory
for subsequent recovery and display by a personal computer acting as the Data Manager
and installed in the A320. Saved in binary format after each flight, the physiologic
data was subsequently converted in decimal format and transferred to a ground-based
personal computer when returning to base to be checked and processed into heart rate
variability indices. The aircraft data was also converted to a standard format, 9
track, 1.600 BPI magnetic tape for use by the calculation programs, all of which were
designed to run on the PC-system.

Logging of flight events and crew activities by qualified observers and from closed-
circuit video screems allowed to determine actual flight condition so as to have only
one rating calculation rather than the 4 parametric possibilities according to
normal/emergency or checKlist/no checklist combinations. This observation was also
synchronized with ECG-recordings by means of an identification signal at the start of
observer logging.

Analysis included the determination of flight phases from the aircraft data followed
by the calculation of workload estimates and the preparation of output tables and
graphic presentations.

6.2.3 - Scenarios of the A320 Campaign

Having received somewhat limited training compared to genuine airline standards -not
an exception at that stage of aircraft development- all crews had to demonstrate the
necessary understanding and ability to handle problems and failures involved in
sometimes very demanding scenarios. Their purpose in the context of minimum crew
demonstration was to provide a range of low to high workload situations in order to
determine the suitability of the A320 for operations with a crew complement of two
pilots. Twelve different flight scenarios were drawn which each crew flew at least
once.
With newly introduced FBW technology, an integrated FMGS tAPS + ATS + FMS) and a
rearranged EIS architecture (EFIS + ECAM), the A320 exercize focused on simulated
problems (flight and dispatch) pertaining to:

- Fly-by-wire computer failures (ELAC, SEC, FCDc) resulting in transitions to
alternate and direct control or manual flight,

- Flight management and guidance failures resulting in manual flight,
conventional navigation and loss of automatic radio and navaid selections,

- Automatic thrust control failures resulting in manual throttle handling,

- Electronic failures concentrating on ECAM (complete loss, loss of aural
warnings, local warnings only, loss of red and amber cautions) or on EFIS,

-Electronic failures concentrating on EFIS (loss of display unit, electrical
problems, flight controls unit failures causing the loss of the EFIS control
panel and automatic selections on navigation displays).

Astutely combined, these cases were covered by the first seven flight scenarios, the
remainder concentrating on rather traditional themes also exercized in former
demonstrations:

- pressurization loss followed by emergency descent or by manual control,

- electrical AC or DC problems,

- hydraulic failure resulting in gravity gear extension,

- incapacitation of captain or first officer.

In principle, an effot was made to limit the combined event probabilities to a
realistic level of 10 /flying hour but in several cases it was necessary to go beyond
this objective in order to find the most judicious combinations of failures. The normal
flight scenario was maintained on purpose to evaluate the impact on workload in these
conditions. Weather was representative of winter operations, flights were routed through
heavy traffic areas.

6.2.4 - Statistical tests

Two main products are derived from the Airbus Workload Calculation System: statistics
and calculated timelines.
A series of analyses was undertaken to gradually determine the validity of using the
model on the A320:

correlation coefficient between actual and calculated ratings on a
case-by-case basis,
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- correlation coefficient between actual and calculated ratings per flight
phase,

- correlation coefficient between actual and calculated mean ratings per
scenario type,

- calculated mean ratings by flight phase and for each crewmember on a
flight-by-flight basis.

It should be clearly kept in mind that the model produces an estimate on the same
workload scale from two to eight as practised through dynamic workload rating by the
pilots.

Overall, of the 2382 ratings for which data for both the model and the pilot's actual
quotation were available, the correlation coefficient was 0.498. This is higher than for
the A310-300 limited validation (0.44) and is also associated with much less than one
chance in 10.000 that the finding is not real.
When the actual and calculated ratings for the in-flight-only phases (take-off, climb,
cruise, descent, rapid descent, approach and landing) are correlated, the coefficient
increases to 0.534. The correlation between actual and (predicted or processed)
calculated mean ratings for the in-flight phases reaches 0.729. As shown in figure 16
the correlation by scenario mean is also excellent at 0.772. These high correlations
leave virtually no doubt that the workload calculations stemming from the model are
valid and further support the applications of this technique.

6.2.5 - Timsline Plots

The validity of the workload model calculations having been shown, it became relevant
to use the calculated rating values to analyse each flight in more detail than was
possible with the number of actual ratings which yielded the calculated timelines.

Timelines were drawn for actual and calculated pilot ratings (every 15 seconds from
the start of data acquisition) for all of the 50 flights of the campaign further
providing graphical confirmation of good correspondences as exemplified by figure 17.
Planned, simulated failures as part of the test scenario are indicated by triangles.
When the failure was reset during flight, both a starting and ending triangle are shown.
If the failure continued throughout the flight, only a single triangle is shown.
The relative shapes and position of the curves for CMl and CM2 provide an indication
of the workload imposed during the various phases of the flight by the scenario and
the regular task of flying that route on that very day with its prevailing weather
and ATC conditions. The curves also present a view of the degree to which the crew
shared the workload throughout the flight. The staggered appearance of some curves
(Figure 18) points to possibly pilot-induced lags in level, phase and tendency. It
should be remembered that the pilot rating interrogation process is strictly under
control of the observer and that the rating requests are sometimes delayed to avoid
possible intrusion especially when workload is higher than usual. Being required to
provide "an aggregate rating since last request" pilots may at times put more or less
weight than appropriate to account for past workload trends especially when they
asked for ratings soon enough after the onset of these workload increases or
decreases. Too frequent requests in the absence of any really significant workload
shifts can on the other hand induce serial dependencies. At some point here, the
pilot may rate one category higher or lower because he either thinks the observer
genuinely notices different workload from his side, either he decides to disrupt the
monotoneous pattern of always providing the same rating.

6.2.6 - Discusson

The calculated curves need to be assessed in the context of actual scenario progress.
Figure 16 depicts an ECAM/FAC situation type with logical concordances between
failure onset/cancellation and calculated model responses confirming workload trends
stemming from subjective ratings. For crews with apparent lack of knowledge, training
and experience some basic scenario combinations (as in Figure 19) appeared to add
difficulties to the extent that some kind of adverse synergism contributed to create
even higher workload than for each problem taken individually. Overall and in most
planned scenarios workload was low to moderate with a smaller proportion of higher
workload. Prolonged legs (Figure 20) with no technical failures nor operational
difficulties brought some crewmembers to very low workload levels only to be incremented
during descent and approach phases. This adds to the growing body of evidence that the
long debated issue of pilot overload may have overshadowed an equally appropriate focus
on just the opposite concern which is underload (Clauzel J.S. and G. Stone,
November 1983).

Calculated ratings also provide additional information for those times and situations
during which there were not too many actual ratings to reach a workload assessment.
Special effects can be assessed such as FBW control law transitions from normal to
alternate and reverse or from alternate to direct law prior to landing as
respectively illustrated in Figures 17 and 18. In no cases did any of these transitions
hamper pilots for landing, In a related way, an increased workload pattern for the PF in
one of these certification flights was explained by a windshear encounter just prior to
landing. Judgment and expertise need to be exercized to assess the calculated timelines
with regard to workload acceptability and variability.
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6.3 - Application to the study of errors and automation

One of the other advantages of calculating continuous measures of workload is that an
attumpt can be made to relate spontaneous crew errors to the workload level at the
exact point in time that the error occurred. Crew workload is one of the most
important human factors parameters in aviation because high workload can lead to
errozs. Sustained high workload levels will overtax the crew, limit spare capacity to
attend to anything but the task at hand and hereby increase the probability of error
and accident. Conversely, sustained low workload may also lead to errors since the
pilot may lose situational awareness and have difficulty getting back into the loop.

Blomberg and Schwartz took the unique opportunity offered by the A320 minimum crew
demonstration to investigate more fully the relationship between workload and errors. In
these certification flights crew errors had to be detected by the pilot observers,
recorded at the time they occurred and entered into the data collection system.

6.3.1 - General approach

Errors were categorized by their severity as (Speyer, Monteil, February 1988):

Minor (M) - Slips or procedural problems which could be fixed promptly,

Important (1) - More serious deviations from proper procedures which were
ultimately corrected or errors not related to safety which went uncorrected
by the crew,

Safety-related IS) - Problems with the potential to degrade safety whether
corrected or not.

Only one of the 75 identified errors was deemed of the "Safety-relate" type by the
observers. This error was one of the "knowledge-representation" type with momentary
scenario interruption decided by the Flying Director subsequent to a complete loss of
radiocommunications wrongly suspected by the crew. For the purpose of these analyses
this error was combined with those in the "Important" category for a total of 17 in
both categories. The remaining 58 errors were judged to be "Minor".

These same errors were also categorized as to the pilot's likely awareness of their
occurrence (Blomberg, Schwartz et al, September 1988):

Unaware (U) - Errors not resulting in an alarm or any immediate or long term
change in the aircraft performance or flying task,

Aware (A) - Errors resulting in an alarm or the almost sure need for
remedial actions at some time relatively soon after the error had been
committed.

Examples of the "Unaware errors" concern cases such as checklist omissions, slight
deviations from target flight levels, and incorrect barometer settings. Examples of
the "Aware-type" include failure to notice the autopilot was disconnected, lack of
speed holding in climb, or forgetting that both autothrottle systems were lost.

The underlying assumption of this categorization is that error awareness produces
different workload effects due to remedial activities or emotional reactions than
errors that go unnoticed by the pilot.

Errors were located on the tim~line plots of calculated workload ratings to assess:

the relative workload level at the time or the error with respect to the
total workload profile, i.e. low, medium or high,

the workload trends prior to and immediately following the time of the
error, i.e. increasing, decreasing or steady.

6.3.2 - Results and Discussion

Whereas the M errors were approximately evenly distributed among low, medium and high
relative workload segments, the "I+S" errors on the other hand were most likely to be
observed during periods of medium and high prevailing workload and relatively
unlikely to occur with low workload.

While "M" errors were to be associated with decreasing workload, "I+S" errors
appeared to be rather linked with increasing workload. A significant statistical
Indication prevailed for almost half of the "pilot aware"-errors to happen in periods of
increasing workload and half of the "pilot unaware"-ones to take place when workload was
decreasing.
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Error awareness was however not systematically related to any of the three prevailing
workload levels themselves.
All of the "I+S" errors that occurred at a high workload level were associated with
increasing workload just prior to the time of error and usually with decreasing workload
thereafter. This suggests that when workload is high and increasing and an error occurs,
that error will be severe.
Any workload decrease after the peak may be the result of the pilot "giving up" and
shedding tasks, just as it may simply be an artifact of the exercize since expert
assistance is always available from other specialists in the cockpit.
Conversely with workload decreasing before an "I+S" error, it was more likely to level
off or increase further on which is consistent with the possible generation of workload
by the higher severity errors.

workload data could also be used for a more molar analysis to investigate the
relationship between workload and automation.
In the A320 certification flights, scenarios were arranged to vary the flying problem
presented to the pilots. In the process of creating scenarios, the automation level was
not systematically varied. However, three of the 12 scenarios had different but
relatively constant levels of automation for the majority of their in-flight periods.
Aggregating both pilots' second-by-second model estimates by phase and for each of the
three scenarios considered helped to derive a potentially strong inverse relationship
between workload and automation level confirming practical experience. The lowest
automation scenario that required conventional navigation on standby instruments shows
the highest average workload. And the highest automation situation, which is normal
flight, provides the lowest workload. Finally, the moderate automation case, which
involved systems monitoring without the ECAM displays or cautions & warnings, lies in
between.

' - CONCLUSION

As a tool to investigate the impact of new technology or the effect of human factors on
the operational interface, the Airbus Workload Model opens new avenues in the study of
workload and vigilance and their relationships to both errors and automation. One of the
great strengths of the model is its ability to offer continuous data, a unique
opportunity which no other documented workload technique offers throughout the entire
duration of a real flight.

Much further work remains however to be done to evaluate the impact of aircraft
technology. Which should be performed more thoroughly by also investigating the impact
of the airline operational environment itself. The Airbus Workload Model will soon be
put to test in actual airline operations teaming up with medical research as to the
effect of monotony on vigilance and biomechanical behaviour (A. Coblentz, G. Ignazi, R.
Mollard, M. Sauvignon, October 1986). In this context, the upcoming trend towards ultra
long-haul operations will accentuate the issue due to low cruise workload and high
automation, circadian rhythms, sleep disturbance/deprivation, duty time and ensuing
fatigue (Wegmann H., Conrad B., Klein K., March 1983; Graeber C. et al, December 1986).
Due consideration will be needed to assist the crew in maintaining sufficient vigilance
by means of flight procedures or aircraft systems tailored around human performance and
cognitive engineering. Ensuring a safe response from pilots even in periods of diffused
arousal will need proper reactivation in order to bring them back into the informational
loop and maximize their situational awareness if necessary (Nagano H, October 1985).

Inevitably, some of this work will some day have to focus on human performance
capabilities, i.e. on the characteristics of good airmanship. A number of studies from
Gopher (Gopher D., 1982 ; Gopher D. and Kahneman, 1982) have indeed indicated that good
pilots significantly differentiated themselves from less well performing ones with
regard to their mental attention and concentration capabilities.

More understanding of pilot knowledge representation and of learning and cognitive
processes will also be required to better understand pilot behaviour with regard to new
technology airplanes. The existence of a technically stimulating environment (as for
test pilots), the pilot selection process, the training level of the airline, discipline
in operations, personality traits and the high degree of functionality in new technology
interfaces, all have brought to bear wide variations in perceptions and knowledge
representation of aircraft systems. A number of studies from Boy (Boy, 1988) have also
stressed on the organization of learned analytical knowledge and on its progressive
transfer into compiled situational knowledge and controled processes as a function of
the topic's structure or problem to be solved.

Airbus Industrie is fully committed to human factors analysis in flight test development
and operations engineering. But it has an even larger commitment to an informal human
factors orientation in cockpit/aircraft procedures' design and operational review. The
major emphasis being on safety and design-induced error tolerance it will maintain put
an adapted emphasis on formal ergonomics studies. Research funds being limited Airbus
Industrie will nonetheless continue to apply itself towards selected topics in the
investigation of the impact of aircraft technology on the operational interface.
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REFERENC3S

GLOSSARY

AC Alternativo Current
ADI Attitude Direction Indicator
AFC : Automatic Flight Coxtrol
AFCS : Automatic Flight Control System
AFS : Automatic Flight System
ANOVA Analysis of Variance
APU : Auxiliary Power Unit
ATC Air Traffic Control
ATS : Autothrottle system

BAe British Aerospace

C* :C-star fly-by-wire control law
CAT III/II : Category III/Il
CDU Control and Display Unit
C141 Crewmember 1: left seated pilot
C142 Crewmember 2: right seated pilot
CRT Cathode Ray Tube

DC : Direct Current
DGAC : Direction G6n6rale de l'Aviation Civile
DME Distance Measurement Equipment

ECAM : Electronic Centralized Aircraft Monitor
ECG : Electrocardiogram
EFCS : Electronic Flight Control System
EFIS Electronic Flight Instruments
EICAS : Engine Indicating Caution and Advisory System
EIS : Electronic Instrument System
ELAC : Elevator and Aileron Computer
ESAU

FAA Federal Aviation Agency
FAC : Flight Augmentation Computer
FADEC Full Authority Digital Engine Control
FAR Federal Airworthiness Regulations
FBW : Fly-by-wire flight control system
FCC : Flight Control Compute
FCDC : Flight Controls Data Concentrator
FCU Flight Control Unit
FD : Flight Director
FFCC : Forward Facing Crew Cockpit
FMA : Flight Mode Annunciator
FMC : Flight Management Computer
FMGS Flight Management and Guidance System
FMS : Flight Management System
FPV : Flight Path Vector
FWC : Flight Warning Computer

HP : High Frequency
HSI : Horizontal Situation Indicator

ILS : Instrument Landing System
INS Inertial Navigation System
IRS : Inertial Reference System

JAR Joint Airworthiness Regulations

MCDU Multipurpose Control and Display Unit
MIT : Massachussets Institute of Technology
MSN : Manufacturer's Serial Number

Nl : Engine fan speed thrust control parameter
NASA : National Aeronautics and Space Administration
NAV : Navigation: horizontal mode of the FMS
ND : Navigation Display
NDB : Non Directional Beacon
NSTB : National Transportation Safety Board

OP : Open Profile
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PFD : Primary Flight Display

PROF : Profile: vertical mode of the FMS

RMP : Radio Management Panel

SD : System Display
SEC : Spoiler and Elevator Computer
SID : Standard Instrument Departure
SPD : Speed Mode of AFS-ATS
SRS Speed Reference System
SSR : Secondary Surveillance Radar
STAR : Standard Arrival Route

TCC : Thrust ControlComputer

VFW : Vereinigte Flugwerke
VHF : Very High Frequency
VOR : Very High Frequency Omni Directional Range

WD Warning Display
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