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Préface

Nécessaire pour les besoins d'un large éventail d"applications, la détermination de la trajectoire d'un aéronef fait intervenir une
multitude d'éléments. Dans ce manuel, nous limitons notre propros a des aspects précis du calcul, de la prévision et du controle
des trajectoires, et du guidage des vols.

L'ouvrage s'articule autour de deux grands thémes: d'une part, les éléments fondamentaux qui interviennent dans la
détermination des trajectoires compte tenu des connaissances et des technologies actuelles, de lautre, la gestion et le contréle
de la circulation aérienne, ce qui suppose l'existence de méthodes et de techniques permettant de calculer en temps réel le
cheminement d'un grand nombre d’aéronefs, ainsi que la possibilité de les guider dans les meilleures conditions de sécurité et
d'efficacité dans les regions fortement encombrées.

Ces deux thémes sont développés respectivement dans les volumes 1 et 2. Un troisitme volume contient les résumés des
contributions, une importante bibliographie, ainsi que la liste des auteurs des différentes contributions, avec I'indication du
nom et de I'adresse de leur entreprise ou de leur organisation (un index compléte chacune de ces deux derniéres parties).

Ce premier volume se compose de trois parties:

Partl: Aspects Fondamentaux
Part 11 Navigation Aérienne dans des Conditions Atmosphériques Difficiles
Part 1 Incidence des Technologies Nouvelles sur les Pilotage des Aéronefs

En fait, les premiére et deuxieme parties forment un tout: le lecteur constatera en effet que la structure des contributions refiéte
les liens étroits qui existent entre les sujets traités, a savoir les trajectoires optimales, les modéles non linéaires et les vols par
vents non uniformes. Cela tient a la nature méme du présent ouvrage: la contribution de chacun tend a privilégier un point
particulier et revét souvent un caractére autonome,

Apreés une introduction illustrant les relations entre les divers éléments influant sur le mouvement d’un aéronef, les auteurs
traitent ensuite de la détermination des trajectoires optimales et du vol en présence de vents variables. Plusieurs applications
sont envisagées: recherche de la trajectoire optimale pour la phase de décollage, définition de lois de pilotage — optimales et
non optimales — pour la conduite d'aéronefs par vent cisaillant et établissement de directives concernant les interceptions
militaires. Les auteurs présentent en outre plusiers modéles prenant en compte de fagon réaliste le facteur vent et ses variations
temporelles et spatiales dans les simulateurs de vol.

La troisiéme partie traite de I'incidence de la nouvelle conception technologique des équipements de bord sur la conduite des
aéronefs. Elle comprend deux contributions. La premiére est consacrée & I'utilisation d'ordinateurs de bord en vue d’améliorer
Tefficacité du transport aérien, la seconde aborde, sujet difficile s'il en est, le réle de 'homme devant 'automatisation croissante
du poste de pilotage, et I'incidence de ce phénoméne sur P'exécution du vol.

André Benoit
Directeur du programme
Membre de la Commision Guidage et Pilotage

Accesstion For )
RTIS GRAAL F
DTIC TAB O
Unannounced Q

Justification

By
| Distribution/ = _ |
Availability Codes
[Avatl and/or
Dist Special

il




Preface

The determination of the motion of aircraft exhibits a very great number of facets and this is required in a wide range of
applications. It is accordingly our intention to limit the scope of this manual to specific aspects related to the computation,
prediction and control of trajectories, and guidance of flights.

Within this framework, the work will be structured around two main themes: on the one hand the fundamentals of the
computation of a trajectory in terms of present knowledge and technologies and, on the other, the handling of air traffic,
implying the availability of methods and techniques to compute on-line the future paths of a large number of aircraft and the
possibility of guiding their flights safely and efficiently in dense traffic, and even, in congested areas.

These two themes are developed in two separate volumes, numbered 1 and 2 respectively. A third volume will include the book
of abstracts, an extensive bibliography and the list of contributors, including affiliations and professional addresses; these last
two parts being complemented by adequate indexes.

This first volume has been divided into three parts, namely:

Partl1 Fundamentals
Part Il  Flight in Critical Atmospheric Conditions
Part Il Impact of New On-Board Technologies on Aircraft Operation

Parts | and I1 actually constitute a single entity: the reader will note that the structure of the contributions presented reflects the
tight coupling between the subjects covered, mainly optimum trajectories/non-linear models/flight in non-uniform wind. This
results from the inherent nature of this work; each individual contribution tending to be autonomous, although placing the
emphasis on a particular topic.

After an introduction illustrating relationships between the elements affecting the motion of an aircraft, the emphasis is placed
on determination of optimal trajectories and the computation of flight paths in the presence of wind variations. Several
applications are treated, including the derivation of optimal trajectories for the take-off phase, the determination of control
laws — optimal and non-optimal — to fly aircraft in the presence of windshear and the generation of directives relating to
military interceptions. Further, models are proposed to account realistically for wind and wind variations in flight simulations.

Part ITI affords a picture of the impact of new on-board technologies on aircraft operation. It is made up of two contributions.
The first one presents the use of on-board computers to improve efficiency in air transport, while the second treats the difficult
subject of the role of man in the face of increasing automation in the cockpit, and the resulting effect on the conduct of the flight.

Dr André Benoit
Programme Director and Editor
Guidance and Control Panel
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Activities in Air Traffic Handling

Over the past 20 years, the Guidance and Control Panel of the Advisory Group for Aerospace Research and Development to
the North Atlantic Treaty Organization has devoted part of its activities to the fascinating field known historically as Air Traffic
Control.

The Panel’s contributions listed below cover in particular, the air and ground components considered as parts of a single
system, the methods, techniques and technologies applicable to or usable for the management of the flows of aircraft and the
control of individual flights, the integration of control phases over extended arcas such as in the Zone of Convergence type
concepts, the 4-D guidance of aircraft in critical conditions, the ever-increasing level of automation and its impact on the
essential role of the human acting on-line in the control loop.

AIR TRAFFIC CONTROL SYSTEMS
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26—~29 June 1972.

AGARD-CP-105, April 1973.
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PLANS AND DEVELOPMENTS FOR AIR TRAFFIC SYSTEMS
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20--23 May 1975.

AGARD-CP-188, February 1976.

AIR TRAFFIC MANAGEMENT: Civil/Military Systems and Technologies
Guidance and Control Symposium, Copenhagen, Denmark,

9—12 October 1979.

AGARD-CP-273, February 1980.

AIR TRAFFIC CONTROL IN FACE OF USERS’ DEMAND AND ECONOMY CONSTRAINTS
Guidance and Control Symposium, Lisbon, Portugal,

15 October 1982.

AGARD-CP-340, February 1983.

EFFICIENT CONDUCT OF INDIVIDUAL FLIGHTS AND AIR TRAFFIC
or Optimum Ultilisation of Modern Technology

(Guidance, control, navigation, surveillance and processing facilities)

for the Overall Benefit of Civil and Military Airspace Users

Guidance and Control Symposium, Brussels, Belgium,

1013 June 1986.

AGARD-CP-410, December 1986.

AIRCRAFT TRAJECTORIES: Computation—Prediction—Control
AGARDograph AG-301, Vols. 1,2 and 3;
Volume | FUNDAMENTALS
FLIGHT IN CRITICAL ATMOSPHERIC CONDITIONS
IMPACT OF NEW ON-BOARD TECHNOLOGIES ON AIRCRAFT OPERATION

Volume 2 AIR TRAFFIC HANDLING AND GROUND-BASED GUIDANCE OF AIRCRAFT
Volume 3 ABSTRACTS — BIBLIOGRAPHY ~ CONTRIBUTORS
ON-LINE HANDLING OF AIR TRAFFIC

Guidance & Control Aspects
AGARDograph AG-321, in preparation
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Condensed Contents

Detailed Contents of all three volumes follow

VOLUME 1
PREFACE
PARTI  FUNDAMENTALS
PARTH  FLIGHT IN CRITICAL ATMOSPHERIC CONDITIONS
PARTHI  IMPACT OF NEW ON-BOARD TECHNOLOGIES ON AIRCRAFT OPERATION

VOLUME 2
PARTIV AIR TRAFFIC HANDLING
PARTV  GUIDANCE OF AIRCRAFT IN A TIME-BASED CONSTRAINED ENVIRONMENT
PARTVI SURVEILLANCE
PART VII METEOROLOGICAL FORECASTS

PART VIl AIRCRAFT OPERATION IN AIR TRAFFIC HANDLING SIMULATION

VOLUME 3
PARTIX BOOK OF ABSTRACTS
PARTX  BIBLIOGRAPHY (with Index)
PART XI  LIST OF CONTRIBUTORS (with Index)
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INTRODUCTION A L’ETUDE DES TRAJECTOIRES D’AVION
par

Frédéric Haus
Professeur Emérite aux Universités de Gand et Liege
99 rue Colonel Chaltin
B-1180 Bruxelles
Belgium

*
* *

Schfsa ghnbral des problimes posfs

Le trausport afrien résulte du bon fonctionnement 4'un systdme formé par :

1’avion

1'ataosphire

le pilote

les aides terrestyes 3 la navigation,

Dans ce qui suit, le terme avion désigne 1'ensesble comstitu® par la etructure de 1'avion, 1'organe de
propulsion et tous les systdmes mEcaniques existant 3 bord.

Le terse atmosphire désigne 1'ensemble de tous lea &léments variables définissant le milieu dans lequel
se déplace 1'avion,

Le terme pilote désigne 1'ensemble de 1'#quipage intervenant dans la conduite de 1'avion.

Le terme aide terrestre désigne toute inforsation transmise 3 partir du sol et, &ventuellement, toute
action exercée au sol.

Le programme "Calcul des trajectoires” nécessite 1'Stablissement de relstions numfriques entre des va-
riables de nature trds différente. 1I1 s'&tend A 1lm recherche de la manidre dont le pilote doit gérer le
vol en vue d’optimiser 1'une ou 1l'autre des variables du systdse, telles la durfe du vol reliant le point
de dSpart au point d'arrivée, la consommstion totale de combustible, etc.

Uz orgsnigramme décrivant les relations entre les diffSrentes parties du systdme ainsi défini, est pré-
sent§ cti-aprds. Il r@partit en douze groupes les probldmes soulevés par le vol d'un avion. Cet argsni-
g-amms présente ces groupes sous forme de blocs et indique les relations les plus importantes qui les
Leunissent.

Le premier bloc comprend ls définition de la mission euvisagfe, 1'€valustion de la quantité de combustible
2 prendre 3 bord, la vErification par le pilote du bon fonctionnement des aystimes les plus importants.
Le résultat de 1l'activit§ représeuntfe par ce bloc est 1'E&tablissement d'un plan de vol, tenant compte des
carsctéristiques sSicaniques de 1’'avion et des informations {ssues des blocs 2 et 3.

Le bloc 2 définit 1°§tat de 1'stmosphdre au moment du dfpart et prévoit, dens la mesure du possible, les
wodifications qui pourrsient survenir pendsut le vol.

Le bdloc 3 englobe toutes les informations que les ssrvices de contrBle de la circulation abrienne peuvent
rassesbler sur 1'Etat 4' pation de 1'a phire par d'sutres avions, tant au moment du départ que
pendant touts la durfe du vol. Cas informations conduisemt toujours 3 restreindre le choix que le pilote
psut exercer en astidre de trajectoire.

Le dloc 4 schimatise 1'ensemble des varisbles dfinisesnt, 3 chaque fnstant 1°'Gtat dans lequel se trouve
1'avion, ss position et son mouvement. Les moyens d'information dout dispose le pilote constituent le
support metlriel de ce bloc.

Le bloc 5 schimatise 1'action du pilote qui s'§tend :

a. au trsitesent de 1'information et A la vérification de la conformité du vol réel (bloc 4) avec le plsn
de vol {bloc 1) ;

b. & la prise des décieions nfcessaires 3 1a poursuite du vol dans les meilleures conditions ;
c. 2 1'exicution des actions nfcessaires 3 cette fin.

Des instruments de calcul et, dsne csrtsins cas, des appsreils sutomatiques peuvent aider le pilote dans
ce travail.
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IF-3
Le bloc 6 reprisente le systime de propulsion. Le fonctionnement de ce dernier est comssndé par le pilote
et produit :
a. une pousabe ;

b. la diminution continuelle de la masse de 1'avion, psr suite de la consommation de combustible ;

c. 1'Smission d'un bruit correspond 3 un bre Elevé de décibels ;
d. des vibrations.

Le bloc 7 définit 1'action des commandes et des gouvernes, Il est lndispsnsable de rappeler la définition
que 1'ISC donne de ces termes.

Les gouvernes sont des organes destinfs 3 altérer 1'Scoulement de 1'air sutour de 1'avion, et 3 modifier
ainsi les forces exfrieures sgissant sur celui-ci. Ces organes sout en fait des psrties de la structure
susceptibles de subir de faibles déplacements commandfs psr le pilote. On doit resarquer que des jets
d'air modulables et dirigls de 1'intérieur de 1'svion vers 1'extérieur, constitueraient aussi des gouver
nes si on les utilisait.

Le terme commande désigne 1'organe sur lequel le pilote agit pour mettre la gouverne en action.

I1 existe nécessairement tout un mécanisme entre la commsnde et la gouverne. Ce mfcanisme peut, dans
certains cas, 8tre actionn§ par des signsux indiqusnt un §cart entre la grandeur souhaitfe des varisbles
d'§tat et leur grandeur réelle.

Ce nfcanisme coustitue la partie matérielle du groupe 7. La connaissance de son sction est esssentielle
dans 1'8tude de la mfcanique de 1'avion.

Le bloc 8 reprEsente (pour mémoire) les systimes suxiliaires qui peuvent 8tre mis en service psr le pilote.
Les blocs 9 et 10 déterminent 1'action d'entrSes consistant en :

perturbations atmosphériques
variations de poussée
déplacements de gouverues.

Ces entrfes peuvent produire des déformations de structure de 1'avion, prévues par le bloc 9. Elles
exercent un effet direct sur le mouvement de 1'avion d€fin{ par le bloc 10.

Dans les deux cas, ces entr§es exercent des forces et des moments dSpendant des caractéristiques adrodyna-~
aiques de 1'avion. Ces caractéristiques sont définies par ce qu'on peut appeler le moddle aérodynasique
de 1'avion. Une bonne connaissance de celui-ci est indispensable si on veut, 3 1'aide des Squations de la
nfcanique, prévoir 1'effet des blocs 9 et 10,

Cette situation serait sans cons@quences graves si les déformations de la structure de 1'avion ne consti-
tuaient pas une entrfe supplémentaire au bloe 10, ce qui conduit 3 la possibilité de couplages entre les
déformations de structure et les mouvements de 1'avion, devant lesquels le pilote se trouverait dEsarsf.

C'est au moment de la conception de 1'avion que les techniciens doivent veiller 3 ce que de tels couplages
ne puissent atteindre une grandeur dangereuse dans les limites d'utilisation des avions.

L'organigrasme est tracé dans 1'hypothdse ol, ni les sorties du bloc 9, ni celles du bloc 8 n'exercent
d'effet sur le bloc 10. Ceci exclut 1'examen du systime “"manoeuvre du train d'atterrisssge” ainsi que
tout probldme de flutter.

Les sorties du bloc 10 sont les dérivEs des variables d'Stat psr rapport au tesps.

Le bloc 11 schématise 1'intgration de ces dérivés. 11 décrit par conséquent 1'§volution des variables
d'Stat par rapport au temps.

Le bloc 12 schématise 1'intégration des vitesses et définit la trajectoire parcourue.
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INTRODUCTION TO THE STUDY OF AIRCRAFT TRAJECTORIES
by

Frédéric Haus
Emritus Professor, Universities of Gand and Liége
99 rue Colonel Chaltin
B-1180 Bruxelles
Belgium

*

* *

General outline of the Problem

Air transport depends on the smooth operation of a system made up of the following elements:

the aircraft

the atmosphere

the pilot

the ground-based navigation aids.

For the purposes of this paper, the term "aircraft" is taken to mean the whole made up of the
structure of the aircraft, its propulsion system and all the mechanical systems on board.

The term "atmosphere” covers all the variables defining the space in which the aircraft travels.
The term "pilot" refers to all the crew involved in flying the aircraft.

The term "ground-based aids™ means all information transmitted from the ground, together, potentially,
with all actions originating on the ground.

The "computation of trajectory" program requires the establishment of numerical relations between
variables of very different kinds. It covers research into how the pilot should manage the flight so as
to optimise one or other of the variables in the system (e.g. flight time between the point of departure
and the point of arrival, total fuel consumption, etc.).

A flow chart illustrating the relation between the various parts of the system thus defined is given
below. It divides the problems raised by the flight of an aircraft into twelve groups; these are shown
as blocks and the major links between them indicated.

The first block embraces the definition of the intended flight, the evaluation of the amount of fuel to be
taken on, and the pilot checks of the main systems. All this results in the establishment of a flight
plan taking into account the mechanical features of the aircraft and the information in Blocks 2 and 3.

Block 2 defines the state of the atmogphere at the time of departure and gives, as far as possible, the
charges which might occur during the flight.

Block 3 covers all the information the ATC services have been able to assemble regarding occupancy by
other aircraft at the time of departure and during the entire flight. These factors always restrict the
pilots' choice of trajectory.

Block 4 shows all the variables defining at any given moment the state of the aircraft, its position and
its progress. The basis for this block is formed by the information resources at the pilots' disposal.

Block 5 is a representation of the pilots' action, covering:

a. processing the information and checking the actual flight (Block 4) aguainst the flight
plan (Block 1)

b. taking the decisions necessary to enable the flight to proceed under optimal conditions;

Computers, and in some cases automatic devices, may be used to assist the pilot .n this.

Block 6 repr ts the propulsion-system. This is controlled by the pilot and produces :
a. a thrust;
b. a constant reduction in the mass of the aircraft as the weight of fuel is reduced;
c. noise equivalent to a high level of decibels;
d. vibretion.
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Block 7 defines the action of the control (or actuators) and control surfaces. The definition attached
to these terms by the ISO must be borne in mind.

It is this mechanism which makes up the material part of Block 7. An understanding of its action is
esgential in the study of the mechanics of the aircraft.

Block 8 shows, for the record, the auxiliary systems which may be used by the pilot.
Blocks 9 and 10 determine the effect of inputs such as:

atmospheric disturb
variations in thrust
displacements of control surfaces.

These may cause structural changes to the aircraft, as provide in Block 9. They have a
direct effect on the movement of the aircraft as defined by Block 10.

In both cases, these inputs exert force and momentum depending on the aerodynamic features of the
aircraft. These in turn are defined by what might be termed the aerodynamic model of the aircraft.
This must be fully understood if the mechanical equations are to be used to predict the effect of
Blocks 9 and 10.

This state of affairs would not matter very much if changes to the aircraft structure did not constitute
an additional input in Block 10, opening the way for possible links between structural changes and
aircraft movements, which would leave the pilot unprepared.

At the design stage the engineers should strive to ensure that such links never reach a dangerous
level when the aircraft is used within the design limitations.

The flow chart i8 based on the assumption that nefther Block 8 nor Block 9 will have any bearing on
Block 10. Accordingly no account is taken of the "landing path manceuvre" system or any flutter
problem,

Block 10 outputs are derived from variations of state over time.

Block 11 shows the integration of these derivatives. It thus gives the trend in the variations of state
over time.

Block 12 {llustrates the integration of speeds and defines the trajectory followed.




OPTIMAL TRAJECTORIES OF AIRCRAFT AND SPACECRAFT'-?
by
AMiele®
Aero-Astronautics Group
Rice University
230 Ryon Building

Houston, Texas 77251-1892
United States

SUMMARY

This paper summarizes some of the work done by the Aero-Astronautics Group of Rice University on
algorithms for the numerical solutions of optimal control problems and their application to the comput-
ation of optimal flight trajectories of aircraft and spacecraft.

Part 1 deals with general considerations on calculus of variations, optimal control, numerical
algorithms, and applications of these algorithms to real-worid problems.

Part 2 deals with the sequential gradient-restoration algorithm (SGRA) for the numerical solution
of optimal control problems of the Bolza type. Both the primal formulation and the dual formulation are
discussed.

Part 3 deals with aircraft trajectories, in particular, the application of the dual sequentia)
gradient-restoration algorithm (DSGRA) to the determination of optimal flight trajectories in the
presence of windshear., Both take-off trajectories and abort landing trajectories are discussed. Take-
off trajectories are optimized by minimizing the peak deviation of the absolute path inclination from a
reference value. Abort landing trajectories are optimized by minimizing the peak drop of altitude from
a reference value. The survival capability of an aircraft in a severe windshear is discussed, and the
optimal trajectories are found to be superior to both constant pitch trajectories and maximum angle of
attack trajectories.

Parts 4 and 5 deal with spacecraft trajectories, in particular, the application of the primal
sequential gradient-restoration algorithm (PSGRA) to the determination of optimal flight trajectories for
aervassisted orbital transfer. Both the coplanar case (problem without plane change, Part 4) and the
noncoplanar case (problem with plane change, Part 5) are discussed within the frame of three problems:
minimization of the total characteristic velocity; minimization of the time integral of the square of
the path inclination; and minimization of the peak heating rate. The solution of the second problem is
called nearly-grazing solution, and its merits are pointed out as a useful engineering compromise between
energy requirements and aerodynamics heating requirements.

Part 6 presents the conclusions. The references are given in Part 7.

'This research was supported by NASA Langley Research Center (Grant Mo. NAG-1-516), by Boeing Comm-
ercial Airplane Company, by Afr Line Pilots Association, by United States Aviation Underwriters, by
Jet Propulsion Laboratory (Contract No. 956415), and by Boeing Military Airplane Company.

2Discussions with Dr. T, Wang (Rice Untversity), tr. W. Y. Lee (Rice University), Captain W. W. Melvin
(ALPA), and Dr. K. D. Mease (JPL) are acknowledged. Discussions with Dr. R. L. Bowles (NASA-LRC),
Mr. C. R. Higgins (BCAC), and Dr. 6. R. Hennig {BCAC) are also acknowledged.

3Prof¢ssor of Aerospace Sciences and HMathematical Sciences, Aero-Astronautics Group, Rice University,
Houston, Texas.
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PART 1. GENERAL CONSIDERATIONS
1.1. INTRODUCTION

In every branch of science, engineering, and economics,there exist systems which are controll-
able, that is, they can be made to behave in different ways depending on the will of the operator. Every
time the operator of a system exerts an option, a choice in the distribution of the controls governing
the system, he produces a change in the distribution of the states occupied by the system and, hence, a
change in the final state. Therefore, it is natural to pose the following question: Among all the ad-
missible options, what is the particular option which renders the system optimum? As an example, what
is the option which minimizes the difference between the final value and the initial value of an arbit-
rarily specified function of the state of the system? The body of knowledge covering problems of this
type is called calculus of variations or optimal control theory (Refs. 1-8). As stated before, appli-
cations occur in every field of science, engineering, and economics.

It must be noted that only a minority of current problems can be solved by purely analytical
methods. Hence, it is important to develop numerical techniques enabling one to solve optimal control
problems on a digital computer. These numerical techniques can be classified into two groups: first-order
methods and second-order methods. First-order methods (or gradient methods) are those techniques which
employ at most the first derivatives of the functions under consideration. Second-order methods (or
quasilinearization methods) are those techniques which employ at most the second derivatives of the
functions under consideration.

Both gradient methods and quasilinearization methods require the solution of a linear, two-point
or multi-point boundary-value problem at every iteration. This being the case, progress in the area of
numerical methods for differential equations is essential to the efficient solution of optimal control
problems on a digital computer.

1.2, GRADIENT METHODS

In Part 2 of this paper, we review recent advances in the area of gradient methods for optimal
control problems (Refs. 9-28). Because of space limitations, we make no attempt to cover every possibie
technique and every possible approach, a materfal impossibility in view of the large number of publicat-
ions available. Thus, except for noting the early work performed by Kelley (Refs. 9-10) and Bryson
(Refs. 11-14), we devote Part 2 of the paper to a review of the work performed in recent years by the
Aero-Astronautics Group of Rice University (Refs. 15-28).

Also because of space limitations, we treat only single-subarc problems, More specifically,
we consider the following Bolza problem of optimal control, called Problem (P) for easy identification.

Problem (P) consists of minimizing a functional I which depends on the state vector x(t), the
control vector u(t), and the parameter vector m. At the initial point, the state and the parameter are
required to satisfy a vector relation. At the final point, the state and the parameter are required to
satisfy another vector relation. Along the interval of fintegration, the state, the control, and the
parameter are required to satisfy a vector differentfal equation.

Problem (P) can be further complicated via the addition of a vector nondifferential equation
to be satisfied everywhere along the interval of integration. The resulting generalized Bolza problem is
called Problem (S); see,for example,Ref. 17,




In technical applications, there exist problems of optimal control whose format is different
from, but is reducible to, the format of Problem (P) or that of Problem (S). In particular, this is the
case with the Chebyshev prablem or minimax problem (Problem (Q)}. For a particular transformetion
technique converting the Chebyshev problem into the Bolza problem, see Ref. 29.

1.3. SEQUENTIAL GRADIENT-RESTORATION ALGORITHM

One of the most effective first-order algorithms for solving trajectory optimization problems

"is the sequential gradient-restoration algorithm (SGRA, Refs. 15-24). Originally developed in the primal

formulation (PSGRA, Refs. 15~21), this algorithm has been extended to incorporate a dual formulation
(DSGRA, Refs. 22-24).

Both the primal formulation and the dual formulation involve a sequence of two-phase cycles,
each cycle including a gradient phase and a restoration phase. The gradient phase involves one iteration
and is designed to decrease the value of the functional, while the constraints are satisfied to first
order. The restoration phase involves one or more iterations and is designed to force constraint
satisfaction to a predetermined accuracy, while the norm squared of the variations of the control,
the parameter, and the initial state is minimized. In turn, each iterat. 1 of the gradient
phase and the restoration phase requires the solution of an auxiliary minimization problem (AMP).

In the primal formulation, the AMP is solved with respect to the variations of the state, the
control, and the parameter. This leads to a linear, two-point boundary-value problem, which can be solved
with the method of particular solutions (Refs. 25-28) or the method of complementary functions, employed
in conjunction with some available integration scheme, for instance, Hamming's modified predictor-
corrector method {Ref. 30).

In the dual formulation, the AMP is solved with respect to the Lagrange multipliers, Once more,
advantageous use can be made of the method of particular solutions or the method of complementary
functions.

A characteristic of the dual formulation is that the AMP's associated with the gradient phase
and the restoration phase of SGRA can be reduced to mathematical programming problems involving a finite
number of parameters as unknowns. This leads to particularly efficient versions of the sequential
gradient-restoration algorithm (Refs. 22-24).

The principal property of the algorithms presented here is that a sequence of feasible suboptimal
solutions is produced. In other words, at the end of each gradient-restoration cycle, the constraints
are satisfied to a predetermined accuracy. Therefore, the values of the functional I corresponding to
any two elements of the sequence are comparable.

1.4, AEROSPACE APPLICATIONS

Applications of the sequential gradient-restoration algorithm occur in various branches of
science, engineering, and economics. With particular regard to aerospace engineering, various problems
of atmospheric flight mechanics and suborbital flight mechanics can be solved by means of PSGRA and
OSGRA, Generally speaking, PSGRA has proven to be more efficient in problems of suborbital flight
mechanfcs, while DSGRA has proven to be more efficient in problems of atmospheric flight mechanics
(Ref. 24).

Part 3 of this paper deals with aircraft trajectories: the application of the dual sequential
gradtent-restoration algorithm (DSGRA) to the determination of optimal flight trajectories in the presence
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of windshear is shown (Refs. 31-60). Both take-off trajectories and abort landing trajectories are
discussed. Take-off trajectories are optimized by minimizing the peak deviation of the absolute path
inclination from a reference value. Abort landing trajectories are optimized by minimizing the peak
drop of altitude from a reference value. The survival capability of an aircraft in a severe windshear
is discussed, and the optimal trajectories are found to be superior to both constant pitch trajectories
and maximum angle of attack trajectories.

Parts 4 and 5 deal with spacecraft trajectories: the application of the primal sequential
gradient-restoration algorithm (PSGRA) to the determination of optimal trajectories for hypervelocity
flight is shown (Refs. 61-95). Both coplanar aeroassisted orbital transfer (problem without plane
change, Part 4) and noncoplanar aercassisted orbital transfer (problem with plane change, Part 5) from
high Earth orbit (HEO) to low Earth orbit (LEO) are discussed within the frame of three problems: mini-
mization of the total characteristic velocity; minimization of the time integral of the square of the
path inclination; and minimization of the peak heating rate. The solution of the second problem is called
nearly-grazing solution, and its merits are pointed out as a useful engineering compromise between energy
requirements and aerodynamic heating requivements (Refs. 83 and 92).

1.5. REMARK

For spacecraft trajectories, the procedure employed to optimize HEO~to-LEO transfers can be
extended to include GEO-to-LEQ transfers and LEO-to-LEQ transfers (Ref. 92). Here, GEO denotes geosynch-
ronous Earth orbit and LEQ denotes low Earth orbit. Note that LEO-to-LEO transfers are of interest for
the National Aero-Space Plane (NASP).

To sum up, the sequential gradient-restoration algorithm is a powerful and versatile algorithm
for solving optimal trajectory problems of atmospheric flight mechanics, suborbital flight mechanics,
and orbital flight mechanics. While the examples provided belong to the extreme regions of the
velocity spectrum (low subsonic flight and hypervelocity flight), the sequential gradient-restoration
algorithm can handle equally well optimal trajectory problems of supersonic and hypersonic aircraft as

well as optimal trajectory problems for vehicles of the space shuttle type and the Hermes type.




PART 2. SEQUENTIAL GRADIENT-RESTORATION ALGORITHM
2.1. OUTLINE

In Part 2, we present the algorithms useful for solving Bolza problems on a digital computer,
specifically, sequential gradient-restoration algorithms. Both the primal formulation and the dual
formulation are discussed.

Section 2.2 contains the notations, and Section 2.3 presents the Bolza problem of optimal
control (Problem (P)l. The sequential gradient-restoration algorithm (SGRA) is introduced in Section
2.4 and is discussed in Section 2.5 (primal formulation, PSGRA) and Section 2.6 (dual formulation, DSGRA).
The solution of the linear, two-point boundary-value problem is discussed in Section 2.7 (primal form-
ulation, PSGRA) and Section 2.8 (dual formulation, DSGRA). The determination of the stepsiz. is
discussed in Section 2.9, and a summary of the sequential gradient-restoration algorithm is given in
Section 2.10, Primal-dual properties are presented in Section 2.11. Finally, the order of magnitude of
the variations produced by SGRA is discussed in Section 2,12,

2.2. NOTATIONS

Throughout Part 2, vector-matrix notation is used for conciseness. All vectors are column
vectors.

tet t denote the independent variable, and let x(t), u(t), = denote the dependent variables.

The time t is a scalar; the state x(t) is an n-vector; the control u(t) is an m-vector; and the parameter
m is a p-vector.

Let f(x,u,m,t) denote a scalar function of the arguments x,u,m,t. The symbol fu denotes the
m-vector function whose components are the partial derivatives of the scalar function f with respect to
the components of the vector u. Analogous definitions hold for the symbols fx, f".

Similar definitions are employed for the partial derivatives hx‘ h1r of the scalar function
h(x,m) and the partial derivatives 90 9y of the scalar function g(x,m). s

Let ¢(x,u,m,t) denote an n-vector function of the arguments x,u,m,t. The symbol °u denotes the
mxn matrix function whose elements are the partial derivatives of the components of the vector function
¢ with respect to the components of the vector u. Analogous definitions hold for the symbols LI

Similar definitions are employed for the partial derivatives Wys Wy of the vector function
w(x,m) and the partial derivatives Yo Y of the vector function y(x,m).

The dot sign denotes derivative with respect to the time, that is, x = dx/dt. The symbol T
denotes transposition of vector or matrix. The subscript O denotes the initial point. and the sub-
script 1 denotes the final point.

The symbol N{y) = yTy denotes the quadratic norm of a vector y.

Throughout Part 2, 1t is assumed that the interval of integration has been normalized to unity,
using a suitable transformation. The actual final time 7,if it is free,becomes a component of the
vector parameter m being optimized.

2.3. OPTIMAL CONTROL PROBLEM
Problem (P). We consider the problem of minimizing the functional

1
- j £(x,u,mat)dt +[h(x,m)1 + [9(x,m)];, m
0
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with resract to the n-vector state x(t), the m-vector control u(t), and the p-vector parameter w

which satisfy the constraints

x + ¢(x,u,m,t) = 0, 0<t<l, (2a)
(w(x,m)1g = 0, (2b)
w(x,m)1, = 0. (2¢c)

In the above equations, f is a scalar; h is a scalar; g is a scalar; ¢ is a n-vector; w is an a-vector,
a < n; and y is a b-vector, b < n. We assume that the first and second derivatives of the functfons f,
h, 9, ¢, w, ¥ with respect to the vectors x, u, 7 exist and are continuous. We also assume that the
nxa matrix w, has rank a at 1initial point, that the nxb matrix wx has rank b at final point, and that
the constrained minimum exists.

From calculus of variations, it is known that Problem (P) is of the Bolza type. It can be

recast as that of minimizing the augmented functional

Jd=1+L, (3)
subject to (2), where L denotes the Lagrangian functional

L= ]:)AT(R + o)t + (oTulg + (u'v),. @

In Eq. (4), A(t) denotes an n-vector Lagrange multiplier, o denotes an a-vector Lagrange multiplier,
and y denotes a b-vector Lagrange multiplier.

Optimality Conditions. The first-order optimality conditions for Problem (P) take the form

A-f -0 =0, 0:t<t, (5a)
futor=0, 0<tel, (5b)
1

Jo{Fa # og2idt + (v @)y + (g, + vy = 0, (5¢)
(-2 + h + wxu)o = 0, (5d)
(A +g, +9u); =0 (5e)

Summar{izing, we seek the functions x(t), u(t), = and the multipliers A(t), o, u such that the feasibility
equations (2) and the optimality conditions (5) are satisfied.
Performance Indexes. The form of Eqs. (2) and (5) suggests that the following scalar performance

indexes are useful in computational work:

1

P = Iou(i + 0)dt + N(w)y + N(v)y, (6a)
1. 1

Q- JON(A - fo - 9Nt + Ibu(fu + 0,0 )dt

1
+ N(Io(f" + %)‘)dt + (h" + "’1r°)0 + (g" + 4‘,“)11

+ N(-x + "x + mxo)o + N(x + g+ "’x“)l' {6b)
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Here, P denotesthe error in the constraints and Q denotes the error in the optimality conditions.

Convergence Conditions. Numerical convergence can be characterized by the relations

P<eps (7a)

Q < €2 (7b)

where €)1 €y are preselected, small positive numbers.
2.4, SEQUENTIAL GRADIENT-RESTORATION ALGORITHM

The sequential gradient-restoration algorithm(SGRA) s an iterative technique which includes a
sequence of two-phase cycles, each cycle including a gradient phase and a restoration phase. This
technique is designed to achieve the decrease in the functional I between the endpoints of each cycle,
while the constraints are satisfied to a predetermined accuracy. The two phases of a cycle are called
the gradient phase and the restoration phase.

The gradient phase is started only when Ineq. (7a) is satisfied; it involves one iteration
and is designed to decrease the value of the augmented functional J, while the constraints are satisfied
to first order.

The restoration phase is started only when Ineq. (7a) is violated; it involves one or more
iterations, each designed to decrease the constraint error P, while the constraints are satisfied to
first order and the norm squared of the variations of the control vector, the parameter vector, and the
initial state vector is minimized. The restoration phase is terminated whenever Ineq., (7a) is satisfied,

The algorithm as a whole is terminated whenever Ineqs. (7) are both satisfied.

Let x(t), u{t), m denote the nominal functions; let %(t), U{t), 7 denote the varied functions;
and let Ax(t), au(t), Am denote the perturbations of x(t), u(t), w about the nominal values. Assume that
the perturbations Ax(t), Au(t), am are linear in the stepsize a, where o > 0; and let A{t), B(t), C

denote the perturbations per unit stepsize. Then, the following relations hold:

R(t) = x(t) + ax(t) = x{t) + cA(L), (8a)
B(t) = u(t) + au(t) = u(t) + aB(t), (8b)
F=a+an=7+al, (8¢)

Therefore, each iteration of the gradient phase and the restoration phase includes two distinct operations:
(i) the determination of the basic functions A{t), B(t), C; and (11) the determination of the stepsize a.

In the following sections, we describe the gradient phase and the restoration phase of the
sequential gradient-restoration algorithm in both the primal formulation and the dual formulation.
2,5, PRIMAL FORMULATION

In the primal formulation, the basic functions A(t), B(t), C are determined through the
formulation of two auxiliary minimization problems, one for the gradient phase and one for the restorat-
fon phase.

Gradient Phase: Problem (GP). Minimize the quadratic functional

1
[ eeTa o ¢Ta s fT Ty o o1 T, . T
Iep Jo(fo +£,8+ 00t + (hA + hiC)y + (9] + 91C),

1
+ ) gt + cTe + (g, (9
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with respect to the vectors A(t), B(t), C which satisfy the linearized constraints

M T T T

A+¢XA+¢UB+¢»“C-0. 0<tc<l, (10a)

(wlA + wlt)g = 0, (10b)
Tr 4 oTe). =

(WA + 9, C)y = 0. (10c)

From calculus of variations, 1t is known that Problem (GP) s of the Bolza type. It can be

recast as that of minimizing the augmented functional
Jgp = lop * Lgp (1)
subject to (10), where LGP denotes the Lagrangian functional
1
T,a T T T T, T T T, T T
Lep = IOA (A + oxA o8+ ¢ C)dt + o (mxA + m"(:)0 + (wa + wWC)]. (12)

In Eq. (12}, A(t) denotes an n-vector Lagrange multiplier, o an a-vector Lagrange multiplier, and u
a b-vector Lagrange multiplier.

The first-order optimality conditions for Problem (GP) take the form

A-f o ~or=0, 0<tx<l, (13a)
futor+B=0, 0<tcl, (13b)
1

J {5+ 4208t + (b ¢ u0dg + (g + wy + C 2 0, (13¢)
(-x+h +wo+h)y=0, (13d)
(A +g, +vu) =0 (13e)

Summarizing, we seek the functions A{t), B(t), C and the multipliers A(t), o, u such that the feasibility
equations (10) and the optimality conditions (13) are satisfied.
Restoration Phase: Problem {RP). Minimize the quadratic functional

1
Iep = (1/2)([0(;73« « cTe+ (), (14)

with respect to the vectors A(t), B(t), C which satisfy the linearized constraints

R+oIA+oIB+¢,T,c+(i+o)-o. 0<t<t, (15a)
(WIA + wlC + w)g = 0, (156)
(WA + ¥lc + 9, = 0. (15¢)

From calculus of variations, 1t is known that Problem (RP) is of the Bolza type. It can be

recast as that of minimizing the augmented functional
dpp = Ipp * Lppe {16)

subject to (15), where LRP denotes the Lagrangian functional
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1
- T.a T T T . T T T
Lpp = Jo)‘ (A+oA+opB+oC+ (x + ¢)1dt + o (wa +tol+ w)o

+uT (oA + olc + 0),. (17)

In Eq. {17), A(t) denotes an n-vector Lagrange multiplier, ¢ an a-vector Lagrange multiplier, and u
a b-vector Lagrange multiplier,

The first-order optimality conditions for Problem (RP) take the form

A-op =0, 0<t<1, (18a)
oA +B=0, 0<tc, (18b)
1

J°¢"Adt + (w0)g + (), * € = 0, (18c)
(A +ug+A)g=0, (18d)
(O + gy = 0, (18¢)

Summarizing, we seek the functions A(t), B(t), C and the multipliers A(t), o, u such that the feasibility
equations (15) and the optimality conditions (18) are satisfied.
First Variation Properties. The basic functions A(t), B(t), C solving Problems (GP) and (RP) are

endowed with some first variation properties, shown here without proof. These properties are important,
because they dictate the choice of the functions to be considered in the determination of the stepsize.
For the gradient phase, it can be shown that

81 = &J = -aQ, (19a)
&P = 0, (19b)

where I is the functional (1), J is the augmented functional (3), P is the constraint error (6a), and Q
is the error in the optimality conditions (6b). Clearly, the decrease of the functionals I and J is
guaranteed for a gradient stepsize a sufficiently small.

For the restoration phase, it can be shown that
&P = -20P, (20)

where P is the constraint error (6a). Clearly, the decrease of the constraint error P is guaranteed
for a restoration stepsize a sufficiently small.
2.6. DUAL FORMULATION

In the dual formulation, the multipliers A(t), o, p are determined through the formulation of
two auxiliary minimizatfon problems, one for the gradient phase and one for the restoration phase,

Gradient Phase: Problem ch). Minimize the quadratic functional

T

1
Igp = (1/2)[]05"“: +cTc+ €', (@)

with respect to the vectors A(t), o, u and B(t), C, E which satisfy the linear constraints
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A-fx-oxxro. 0<tc<l, (22a)
futoAr+B8=0, 0<tc<T, (22b)
1
Jolfa * o)t + (0 + 00dy ¢ (5, + vy + €= 0, (22c)
(=2 + h, + wxo)o +E=0, (22d)
(x +g, +vul =0 (22e)

From calculus of varfations, it is known that Problem (GD) is of the Bolza type. It can be
recast as that of minimizing the augmented functional

60 = Tep * Lep’ {23)
subject to (22), where Lgp denotes the Lagrangfan functional
1 T, 1 T
Lep = IOA,(A - f, - 3 A)dt - JOB,(fu + o, + B)dt
T 1
-SR] (5, #0040 + (0 4 u0dg ¢ (g, + ¥y +
CElf(-A +h, +wa), +El - FY(A + g+ yn) (28)
* X x°70 * 9 KMy

In Eq. (24), A,(t) denotes an n-vector Lagrange multiplier, B,(t) an m-vector Lagrange multiplier, C, a
p-vector Lagrange multiplier, E, an n-vector Lagrange multiplier, and F, an n-vector Lagrange multiplier.

The first-order optimality conditions for Problem (GD) take the form

A+ oTa, + 018, + olc, = 0, o<tet, (25)
8-8,=0, oct<, (25b)
(0]Ey + ulC,)g = 0, (25¢)
(0]Fa + 91C,); = 0, (254)
C-C,=0, (25e)
E-E =0, (25¢)
(s - E)g = 0, (259)
(A - F,); = 0. (25n)

Let the following substitutions be employed:

Al(t) = A(t), o<tel, (262)
B,(t) = B(t), 0<tcl, (26b)
C. = C, (26c)
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£, = A{0), (26d)
Fu = AQ1). (26e)

Then, one can readily verify that the feasibility equations and the optimality conditions of Problem (GD)
reduce to the optimality conditions and the feasibility equations of Problem (GP), respectively, Clearly,
after the transformation (26) is applied, the solution of Problem (GD) yields the solution of Problem
(GP) and viceversa. This means that the multipliers A(t), o, u associated with the gradient phase of
SARA are endowed with a duality property: They also minimize the quadratic functional (2)), subject to
(22}, for given state, control, and parameter.

Restoration Phase: Problem (RD). Minimize the quadratic functional

1 1.
Igp = (172)1] 8TBet + T + ') - (f Ak + )t + (oTwly + (uTu)yl, (27)
0 0

with respect to the vectors A(t), o, u and B{(t), C, E which satisfy the linear constraints

A-op =0, 0<t<l, (28a)
$r+B=0, 0<tce, (28b)
1

Ioowxdt + {wa)g + (yu)y + €= 0, (28c)
{~x + “’x°)0 +E=0, (28d)
(A +yu)y = 0. (28e)

From calculus of variations, it is known that Problem {RD) is of the Bolza type. It can be
recast as that of minimizing the augmented functional

R0 = Tho * Lro’ (28}
subject to (28), where LRD denotes the Lagrangian functional
L 14
Lap = IOA,(A - ¢xx)dt - Joa,(%x + 8)dt
1.0
- c,[foo"xdt *+ (w0)g * (yu)y + Q1
ET[( A+ T
- E, (- "’x°)0 +E) - Folx + wxu).‘. (30)

In Eq. (30), A,(t) denotes an n-vector Lagrange multiplier, B,(t) an m-vector Lagrange multiplier, C,
a p-vector Lagrange multiplier, £, an n-vector Lagrange multiplier, and F, an n-vector Lagrange
mltiplier,

The first-order optimality conditions for Problem (RD) take the form

Ay + 010+ 918, + 81C, + (X + 9) = 0, 0cten, (3ta)
B-8,~0, 0<t<, (31b)
(0]Ea + wlCq + w)g ~ 0, (3e)




212
(V]Fa + ¥iCa + ¥)p = 0, (314)
c-¢C, =0, (31e)
E-E =0, (31f)
{As = Eudg = 0, (319)
(Ay - Fo)y = 0. (31h)

Let the following substitutions be employed:

A(t) = A(t), 0<t<, (32a)
B,(t) = B(t), 0<t<1, (32b)
C=C, (32c)
E, = A(0), (324)
F, = A(1). (32e)

Then, one can readily verify that the feasibility equations and the optimality conditions of Problem
(RD) reduce to the optimality conditions andthe feasibility equations of Problem (RP), respectively.
Clearly, after the transformation (32) is applied, the solution of Problem (RD) yields the solution of
Problem (RP) and viceversa. This means that the multipliers A(t), o, v associated with the restorat-
fon phase of SGRA are endowed with a duality property: They also minimize the quadratic functional
(27), subject to (28), for given state, control, and parameter.

2.7. LTP-BVP FOR THE PRIMAL FORMULATION

We return to the primal formulation and present a procedure for solving the linear, two-point
boundary-value problems (LTP-BVP) associated with both the gradient phase [Eqs. (10) and (13)] and the
restoration phase [Eqs. (15) and (18)].

Gradient Phase. We employ a backward-forward integration technique in combination with the
method of particular solutions (Refs. 25-28). The technique requires the execution of b+! independent
sweeps of the differential system (10) and (13), each characterized by a different value of the
multiplier u. Here,b denotes the number of final conditions,

The generic sweep {s started by assigning particular values to the components of the multiplier
u. Then, the multiplier A(1) is obtained from Eq. (13e). Next, Eq. (13a) is integrated backward to
obtatn the functfon A(t)., With A(t) known, Eq. (13b) ts employed to obtain the function B(t). The
multiplfer ¢ 1s obtained from the relation

T, (L T

(w0, + wpw)go + (“’n)o[Io('w +oa)dt 4 (h)g + (g + buhy] + (w2 + h g =0, (33)
which arises by combining (10b), (13c), (13d). With o known, EQ. (13c) is employed to compute C and
Eq. (13d) 1s employed to compute A(0). Then, the function A(t) is obtained by forward integration of
Eq. (10a), subject to the computed values for C and A(0). In this way, the sweep is completed. It leads
to satisfaction of all the equatfons of the system (10) and (13), except Eq. (10c). This {s because the
values assigned to the components of the multiplier u are arbitrary.

B B S o
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In order to satisfy €q. (10c), and because the system {10) and (13) is nonhomogenecus, b+l
independent sweeps must be executed employing b+1 different multiplier vectors u;, 1 = 1,2,.... b, b1,
The first b sweeps are executed by choosing the vectors Bys Mgy eoen Wy te be the columns of the identity
matrix of order b. The last sweep is executed by choosing uy,, to be the null vector. As a result, one

generates the functions and multipliers
A(t), By(t), Cpu A4(t), oy nys i = 1,2,0005 by b1, (34)

Next, we form the following matrices, each having b+l columns:

A(t) = [a)(8), Ay(t), ouvy AL(E), AL (1)), (352)
B(t) = [B)(t), By(t), ..., By(t), By, (t)], (35b)
N S R s (35¢)
M) = DLE), (), ey AG(E), 2,00, {35d)
8 = [0}, Opa eees Gps Gyl (35¢)
B Diys pe eees Hys gyl (35¢)

Note that §i = (I,0], where I is the identity matrix of order b and 0 is the null vector of dimension b.

Also, we introduce the vectors
k= Ikps kps voes Kys Kyyyl's (36a)
us L, .y, (36b)

each having b+l elements,
If the method of particular solutions is employed (Refs. 25-28), the general solution of the
system (10) and (13) can be written in the form

At) = A(t)k, B(t) = B{t)k, ¢ = &, (37a)
At) = X(t)k, o =ok, =k, (37b)

with the following understanding: the components of the vector k must satisfy the scalar normalization

condition

k=1, (382)
as well as the vector relation

(o]K + v]E)k = 0, (38b)

which forces the satisfaction of Eq. (10c). Since the system (38) has dimension b+l, the components of
the vector k can be computed. With k known, Eqs. (37) yield the solution of the LTP-BVP (10) and (13).

Restoration Phase. We employ a backward-forward integratfon technique in combination with the
method of particular solutfons (Refs. 25-28). The technique requires the execution of b+l independent
sweeps of the differentfal system (15) and (18), each characterized by a different value of the
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multiplier u. Here, b denotes the number of final conditions.

The generic sweep is started by assigning particular values to the components of the multiplier
u. Then, the multiplier A(1) is obtained from Eq. (18e). HKext, Eq. (18a) is integrated backward to
obtain the functfon A{t). With A(t) kﬁom. Eq. (18b) is employed to obtain the function B(t). The
multiplier o s obtained from the relation

1
(wlu + wlo)go + (wl)orjoo,,xat + (0] - (anh + w)y = 0, (39)

which arises by combining (15b), (18c), (18d). With o known, Eq, (18¢c) is employed to compute C and

Eq. (18d) is employed to compute A(0). Then, the function A(t) is obtained by forward fntegration of

Eq. (15a), subject to the computed values for C and A(0). In this way, the sweep is completed. It leads
to satisfaction of all the equations of the system (15) and (18), except Eq. (15¢). This is because the
values assigned to the components of the multiplier u are arbitrary.

In order to satisfy £q. (15c), and because the system (15) and (18) is nonhomogeneous, b+l
independent sweeps must be executed employing b+ different multiplier vectors Hys i=1,2, «euy b, btl,
The first b sweeps are executed by choosing the vectors Hps Hos eees Wy to be the columns of the identity
matrix of order b. The last sweep is executed by choosing Ypil to be the null vector. As a result, one

generates the functions and multipliers
Ai(t)n 81(t)- C{- Ai(t)t Og» Uys 1=1,2, «a0y b, bH1, (40)

Next, we form the following matrices, each having b+l columns:

B{t) = 1Ay (), Ap(t), ooy AL(E)s Ay ()], (912)
B(t) = (B)(t), Bylt), ..., By(t), By,q(t)], (41)
R (A S R S {41¢)
() = Dy(e), ap(t)y oeey Ap(E), Apy (00D, (414)
3 = [oys Ops oees Oy Opyyls (41e)
B = uge Wpe ens Ups Hpyyd. (41f)

Also, we introduce the vectors
K= [kys Kpe eues kys Kppl's (42a)
U L1, e, 1T, (42b)

each having b+l elements.
If the method of particular solutions isemployed (Refs. 25-28), the general solution of the
system (15) and (18) can be written in the form

Alt) = A(t)k, B(t) = B(t)k, ¢ = ¢k, (432)
A(t) = X(t)k, o =k, u =k, (43b)

with the following understanding: the components of the vector k must satisfy the scalar normalization
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condition
wTk=1, (44a)
as well as the vector relation
(VA + 9TE) 1k + 9y = 0, (44b)

which forces the satisfaction of Eq. (15c). Since the system (44) has dimensfon b+l, the components of
the vector k can be computed. With k known, Eqs. (43) yield the solution of the LTP-BVP (15) and {18).
2.8. LTP-BVP FOR THE DUAL FORMULATION
We return to the dual formulation and present a procedure for solving the linear, two-point
boundary-value problems (LTP-BVP) associated with both the gradient phase [Egs. (10) and (22)) and the
restoration phase (Eqs. (15) and (28)]. In Section 2.7, these equations were solved directly.
Here, these equations are solved indirectly by exploiting the duality properties established in Section
2.6. Indeed, it can be shown that the execution of an iteration of SGRA can be reduced to solving a
mathematical programming problem involving a finite number of parameters as unknowns. Hence, the
algorithmic efficiency of both the gradient phase and the restoration phase of SGRA can be enhanced.
Gradient Phase. First, we consider Eqs. (22a) and (22e). We observe that, if u is assigned,
A(1) can be computed with (22e) and x(t) can be computed by backward integration of (22a). Next, we
execute b+l backward integrations, using Eqs. (22a) and (22e) in combination with b+l different multiplier
vectors uys i=1,2, ..., b, b¥1, The first b integrations are executed by choosing the vectors
Hys Mgs sees by to be the columns of the identity matrix of order b. The last integration is executed

by choos‘r-, I to be the null vector. As a result, one generates the multipliers
Ai(t), uye =12, L.y by b, (45)
Next, we form the following matrices, each having b+l columns:
X(t) = () Ag(t)y wenns A (8D, A4 (00], (46a)
T = Tuys Mps en envnenns ps upgle (46b)

Once more, we note that {i = (1,0}, where I is the jdentity matrix of order b and 0 is the null vector

of dimensfon b, Also, we introduce the vectors
K = [kyok ks Ky el (472)
10720 000 Bpt Tpel) 0
T
U= [1,h,0000000 1,000, (47b)

each having b+1 elements.
If the method of particular solutions is employed (Refs. 25-28), the general solution of Egs.
(22a) and (22e) can be written in the form

At) = X(t)k, u = ik, (48)

with the following understanding: the components of the vector k must satisfy the scalar normalfzatfon
condition
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Uk = 1. (49)

Next, we combine Eqs. (22b), (22c), (22d) with Eqs. (48) and obtain the relations

B = -f, - 0,k 0<t<l, (50a)
1 1

c- -[jof,,at + (h)g + (o)1 - 1] ofet + (30K = (), (50b)

E=-(h)g + (N)gk - (w)go. {50c)

These relatfons show that B(t), C, E depend only on the parameters k, a.
Finally, upon combining (21) and (50),we obtain the following quadratic function of k, o:

Igp = (V2IKMk + (1/2)0TMy0 + KTz + Nk + Njo + (1/2)L. (51)

Here, the matrices M]. "2' H3' the vectors N‘l' Nz,and the scalar L are known. They are defined by

1 . - T 1 . 1 .
m = fowux)T(oux)dt + (Mg + r[o«s,,m * oy oot + oy, (52a)
My = (g, + wle g (52b)
Vs T 5T
Hs = {IOQ,"th + (Wﬂ)]“] (u’.n.)o - ()\ mx)on (SZC)
1 . 17.(! LI 7T
RN RECRYTRN (f e + g + (o1 + [ (o007t - (Thyg, (s24)
= gttt + g + (8,041 + (I (s2e)
2 " Walo') o wlo T (g}t el
1 1 1 1 I 1
L - [Jofﬂdt +(h)g * (9] [Iof"dt )y + (941 + | firde + (g, (52f)

Because of the duality property, the parameters k, o can be obtained by minimizing (51), subject
to (49)., Clearly, this auxiliary minimization problem is a mathematical programing problem.

Let B denote a scalar Lagrange multiplier associated with the constraint (49). Let FGD denote
the augmented function

Fap = (1/2)KMpk + (1/2)0"Myo + kTyo + Nk + No + (1/2)L + 8(UTK - 1). (53)

With this understanding, the first-order optimality conditions of the auxiliary minimization problem take
the form

(Fepy = 0 (Fap)y = O- (54)

Hence, the values of k, o, 8 are determined by solving the following linear algebraic system:

Mk + Mgo + UB + N, = 0, (55a)
MIK + Mo + Ny =0, {55b)
uTk -1 -0, (55¢)

whose dimensfon 1s a+b+t2. Once &k, g, 8 are known, the multipliiers A\(t) and u are determined with

Eqs. (48). Then, B(t), C, E are obtained with Eqs. (22b), (22¢), (22d). Finally, A(t) {s determined by
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forward integration of (10a) subject to A(0) = E and the computed value for C.
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Restoration Phase. First, we consider Eqs. (282) and (28e). We observe that, if u 1s assigned,

A(1) can be computed with (28e)} and A(t) can be computed by backward integration of (28a). Next,

we

execute b backward integrations, using Eqs. (28a) and (28e) in combination with b different multiplier

vectors Uy f=1,2,..., b. Specifically, the vectors Uy Bps seey Wy are chosen to be the columns of

the identity matrix of order b. As a result, one generates the multipliers

M), ny, i= 1,2,..., b, {56)
Next, we form the following matrices, each having b columns:
X(E) = [(t), Ag(t)eeeney apf(t)D, (57a)
o= [“1’ Hps veecvnnney Wple (57b)
We note that §i = I, where I is the identity matrix of order b. Also, we introduce the vectors
o T
k= [kyokgueesnes kyl'y (58a)
|
} U= [1,0,0000000s 11, (58b)
?
each having b elements.
If the method of complementary functions is employed, the general solution of Egs. (28a) and
(28e) can be written in the form
A(t) = X(t)k, o= fik. (59)
Next, we combine Eqs. (28b), (28c), (28d) with Eqs. (59) and obtain the relations
B = -9 3k, 0<t<, (60a)
1 1.
c= -(Joo,,mt + (01K - (u)gos (60b)
E= (K = (u)g0- (60c)
These relations show that B(t), C, E depend only on the parameters k, o.
} Finally, upon combining (27) and (60), we obtain the following quadratic function of k,o:
Top = (V20K + (1/2)0TMy0 + KTHya + NIk + Nlo. (61)
Here, the matrices M]. "2' M3 and the vectors N,. N2 are knowmn. They are defined by
Vs 5T Sat & G 3 atil'e "
L Jo(m) {o,M)dt + (X'X)g + lIoo,,Adt + (v, )40 (Joenx at + (v, )yiil, (62a)
My < (o, + 6l )gs {62b)
1. o T N
My = 1] a3+ 0,003 Ceydg - (o) (s2c)
N, = IXT(‘ + o)t - (7" (62d)
1° - 0 x+¢ - (@ W)]u
N2 = -(w)o. (62e)
M
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Because of the duality property, the parameters k, o can be obtained by minimizing (61).
Clearly, this auxiliary minimization problem is a mathematical programming problem, whose first-order
optimality conditions take the form

(IRD)k =0, (IRD)U =0, (53)
Hence, the values of k, o are determined by solving the following 1inear algebraic system:

Mk + Mao + Ny = 0, (64a)

Mk + Mg + N, = 0 (64b)

3 2 2 ’

whose dimension is a+b. Once k, o are known, the multipliers A(t) and u are determined with Egs. (59).
Then, 8(t), C, E are obtained with Eqs. (28b), (28c), (28d). Finally, A(t) is determined by forward
integration of (15a), subject to A(0) = E and the computed value for C.
2.9. STEPSIZE DETERMINATION

The procedure for determining the basic functions A(t), B(t), C is different, depending on
whether the primal formulation or the dual formulation is employed. However, the basic functions A(t}),
B(t), C are the same, regardiess of whether the primal formulation or the dual formulation is used. Hence,
the rules for the determination of the stepsize ars common to both the primal formulation and the dual
formulation.

Gradient Stepsize. With the functions A(t), B(t), C known, the one-parameter family of varied
functions (8) can be formed. For this family, the functionals I, J, P take the following form:

i=1), 3 = o), P = Pla). (65)

Then, the gradient stepsize a is computed by a one-dimensional search on the function J(a) until the

following relations are satisfied:
i(a) < 3(0), (662)
Pla) < P,, (66b)

where P, is a preselected number, not necessarily small.

The simplest way of ensuring satisfaction of (66) is to employ a bisection process, starting
from the reference stepsize a = % In turn, the reference stepsize a, can be obtained by the combination
of a scanning process and a cubic interpolation process. With the scanning process, one brackets the
minimum point of the function S(a). With the cubic interpolation process, either single-step or multi-
step, one obtains an approximation to the reference stepsize a_ . This is the stepsize which yields the

o
minimum of the cubic approximation to J(a).

The details of the one-dimensfional search can be found in Refs, 15-24 and related publications,
They are omitted here, for the sake of brevity.

Restoration Stepsize. With the functions A(t), B(t), C known, the one-parameter family of varied
functions (8) can be formed. For this family, the functfonal P takes the following form:

P = Pla). (67)
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Then, the restoration stepsize o is computed by a one-dimensional search on the function (67) until the

following relation is satisfied:
P(a) < P(0), (68)

The simplest way of ensuring satisfaction of (68) is to employ a bisection process, starting
from the reference stepsize o = Gyt Here, the correct reference stepsize is ay = 1, in that it yields
one-step restoration if the constraints (2) are linear.

2,10, SUMMARY OF THE SEQUENTIAL GRADIENT-RESTORATION ALGORITHM

The sequential-gradient restoration algorithm involves a sequence of two-phase cycles, each
cycle including a gradient phase and a restoration phase. In a complete gradient-restoration cycle, the
value of the functional is decreased, while 'he constraints are satisfied to a predetermined accuracy;
in the gradient phase, the value of the augmented functional is decreased, while avoiding excessive
constraint violation; in the restoration phase, the constraint error is decreased, while avoiding
excessive change in the value of the functional.

It must be noted that, while the gradient phase involves a single iteration, the restoration
phase might involve several iterations. The decision of whether to execute a gradient iteration or a
restorative iteration is based on the measurement of a single scalar quantity, the constraint error P,
given by Eq. (6a). If the constraint error satisfies Ineq. (7a), a gradient iteration is executed; if
the constraint error violates Ineq. (7a), a restorative iteration is executed.

For both gradient iterations and restorative iterations, the following terminology is employed:
x(t), u(t), n denote the nominal functions; X(t), fi(t), ¥ denote the varied functions; ax(t), su(t), ar
denote the perturbations leading from the nominal functions to the varied functions; and A(t), B(t), C

denote the perturbations per unit stepsize a. Then, the following relations hold:

%(t) = x(t) + ax{t) = x{t) + cA(t), (6%a)
i(t) = u(t) + au(t) = u(t) + oB(t), (69b)
F=a+Av=qw+al, (69c)

Thus, each iteration involves two distinct operations: (i) the determination of the basic functions A(t),
B(t), C; and (i1) the determination of the stepsize a.

Depending on whether the primal formulation is used or the dual formulation is used, one obtains
a primal sequential gradient-restoration algorithm (PSGRA) or a dual sequential gradient-restoration
algorithm (DSGRA).

Gradient Iteration. Its objective is to reduce the augmented functional J, while the constraints

are satisfied to first order.

Step 1. Assume nominal functions x(t), u(t), n which satisfy the constraints (2) within the
predetermined accuracy (7a).

Step 2. For the nominal functi-n., compute the basic functions A(t), B(t), € using either the
procedure of Sections 2.5 and 2.7 (primal formulation) or the procedure of Sectfons 2.6 and 2.8 (dual

formulation).




2-20

Step 3. With the functions A(t), B(t), C known, determine the gradient stepsize a with the
procedure of Section 2.9.

Step 4. Once the gradient stepsize o is known, compute the varied functions X(t), u(t), 7
with Eqs. (69). In this way, the gradient fteration is completed.

Restorative Iteration. Its objective 1s to reduce the constraint error P, while the constraints

are satisfied to first order and the norm squared of the variations of the control vector, the parameter
vector, and the initial state vector is minimized.

Step 1. Assume nominal functionc x(t), u(t), m which violate at least one of the constraints (2).

Step 2. For the nominal functions, compute the basfc functions A(t), B(t), C using either the
procedure of Sections 2,5 and 2.7 (primal formulation) or the procedure of Sections 2.6 and 2.8 (dual
formulation).

Step 3. With the functions A(t), B(t), C known, determine the restoration stepsize a with the
procedure of Section 2.9,

Step 4. Once the restoration stepsize o is known, compute the varied functions X{t), U(t), #
with Eqs. (69). In this way, the restorative iteration is completed.

Gradient Phase. The gradient phase includes a single gradient iteration. Hence, the gradient
phase is the same as the gradient iteration discussed previously.

Restoration Phase. The restoration phase might include several restorative iterations, In each
restorative iteration, the constraint error is reduced in accordance with Ineq. (68). The restoration
phase is terminated whenever the constraint error reaches a level compatible with Ineq. (7a).

Gradient-Restoration Cycle. As stated before, a complete gradient-restoration cycle includes a

gradient phase and a restoration phase. After a restoration phase is completed, one must verify whether

the following inequality 1s satisfied:
I<T; (70)

here, 1 denotes the value of the functional (1) at the end of the present restoration phase and 1 denotes
the value of the functional (1) at the end of the previous restoration phase., If Ineq. (70) is satisfied,
one starts the next cycle of the sequential gradient-restoration algorithm. If Ineq. {70) is violated,
one returns to the previous gradient phase and reduces the gradient stepsize (using a bisection process)
until, after restoration, the functional I finally decreases.

Starting Condition. The present algorithm can be started with nominal functions x{(t), u(t), =
which either violate the constraints (2) or satisfy the constraints (2). If the nominal functions violate
Ineq. (7a), the algorithm starts with a restoration phase; hence, the first cycle is a half cycle involv-
ing only a restoration phase. If the nominal functions satisfy Ineq. (7a), the algorithm starts with a
gradient phase; hence, the first cycle is a complete cycle, involving both a gradient phase and a rest-
oratfon phase,

Stopping Conditions. The present algorithm is terminated whenever Ineqs, (7a) and (7b) are
satisfied simultaneously. Note that Ineq. (7a) is verified at the end of a restoration phase/beginning of
a gradient phase. On the other hand, Ineq. (7b) must be veritied at the beginning of a gradient phase,

after the multipliers A(t), o, u are computed and before the search for the gradient stepsize is executed.
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2.1. PRIMAL-DUAL PROPERTIES

Some simple relations hold between the values of the functionals associated with the primal
formulation and the values of the functionals associated with the dual formulation. These relations are
stated below without proof.

For the gradient phase, the functionals Isp and IGD' associated with Problems (GP) and (GD),

satisfy the relation

Tgp + Igp = 0. (71

For the restoration phase, the functionals IRP and IRD‘ associated with Problems (RP) and (RD),

satisfy the relation

I I 0. (72)

e * Tro T

2.12. RENMARK

For a complete gradient-restoration cycle, the satisfaction of Ineq. (70) is guaranteed by the
different order of magnitude of the variations of the gradient phase and those of the restoration phase.
If % is the gradient stepsize and o is the restoration stepsize, it can be shown that the variations of
the gradient phase are of O(aG), while those of the restoration phase are of 0(“R“§)' Hence, if the
gradient stepsize ag is sufficiently small, the restorative corrections are negligible by comparison with
the gradient corrections. This means that the descent property for the gradient phase implies a descent

property for a complete gradient-restoration cycle.
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PART 3. OPTIMAL AIRCRAFT TRAJECTORIES FOR WINDSHEAR FLIGHT
31, OUTLINE

In Part 3, we present the application of the dual sequential gradient-restoration algorithm
(DSGRA) to the determination of optimal flight trajectories in the presence of windshear. Both take-off
trajectories and abort landing trajectories are discussed.

Section 3.2 contains the notations, and Section 3.3 contains some general considerations relat-
ive to flight in a windshear. The equations of motion are given in Section 3.4, and the system descript-
fon 1s given in Section 3.5.

Optimal trajectories are discussed in Section 3.6 for the take-off problem and in Section 3.7
for the abort landing problem. A comparison between the optimal trajectories, the constant pitch traject-
ories, and the maximum angle of attack trajectories is presented in Section 3.8. Finally, the survival
capability of an aircraft in a severe windshear is discussed in Section 3.9,

3.2, NOTATIONS
Throughout Part 3, the British engineering system is employed [the basic units are the fnot, the

pound (weight),and the second). The following scalar notations are employed:

Cp = dryg coefficient; a = relative angle of attack (wing), rad;

CL = 1ift coefficient; a, = absolute angle of attack (wing), rad;
"D = drag force, 1b; g = engine power setting;

9 = acceleration of gravity, ft sec'z; Y = relative path inclination, rad;

h = altitude, ft; Ye * absolute path inclination, rad;

L = 1ift force, 1b; § = thrust inclination, rad;

m =  mass, b \’t'1 secz; 0 = pitch attitude angle (wing), rad;

S = reference surface, ftz-, A = wind intensity parameter;

t = time, sec; o = air density, 1b et secz;

T =  thrust force, 1b; T = final time, sec;

v = relative velocity, ft sec-]; ARL = aircraft reference line;

Ve = absolute velocity, ft sec']; CPT = constant pitch trajectory;

W = mg = weight, 1b; LAC = landing configuration;

“h =  h-component of wind velocity, ft sec'l; MAAT = maximum angle of attack trajectory;

"x = x~-component of wind velocity, ft sec']'. oT = optimal trajectory;

3 = horizontal distance, ft; T0C = take-off configuration.

3.3, FLIGHT IN A WINDSHEAR

Low-altitude windshear is a threat to the safety of aircraft in take-off or landing (Refs. 31-60).
Over the past 20 years, some 30 aircraft accidents have been attributed to windshear. The most notorious
ones are the crash of PANAM Flight 759 on July 9, 1982 at New Orleans International Airport (Boeing B-727
in take-off, Ref. 33) and the crash of Delta Airlines Flight 191 on August 2, 1985 at Dallas-Fort Worth
International Afrport (Lockheed L-1011 in landing, Refs, 39-40).

Low-altitude windshear is usually associated with a severe metecrological phenomenon, called
the downburst (Fig. 1). 1In turn, a downburst involves a descending column of air, which then spreads
horizontally in the neighborhood of the ground. This condition s hazardous, because an afrcraft in
take-off or landing might encounter a headwind coupled with a downdraft, followed by a tailwind coupled
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with a downdraft. The transition from headwind to tailwind engenders a transport acceleration, and hence
a windshear inertia force (the product of the transport acceleration and the mass of the afrcraft). In
turn, the windshear inertia force can be as large as the drag of the afrcraft, and in some cases as large
as the thrust of engines. Hence, an inadvertent encounter with a low-altitude windshear can be a

serious problem for even a skilled pilot.

If the windshear can be predicted, the best way to deal with the problem is avoidance. Both the
take-off and the landing should be delayed until the weather conditions improve. However, because wind-
shear exists only for a short time and it happens locally and randomly, sometimes avoidance is not
possible and an inadvertent encounter takes place,

Research on optimal trajectories is important for developing guidance schemes and piloting
strategies for flight in a windshear. However, optimal trajectories are difficult to implement, for the
following reasons: (1) for the computation of optimal trajectories, global information on the wind field
is required, while global measurements are not available in today's technique; (ii) the rapid computation
of optimal trajectories is beyond present onboard computer capability. Although the optimal trajectories
are not implementable, they provide criteria for developing guidance trajectories which approximate the
optimal trajectories. Thus, the windshear performance of an optimal trajectory sets up a benchmark; with
this benchmark, the relative merits of different guidance schemes and piloting strategies can be evaluated.
3.4. EQUATIONS QF MOTION

We make use of the relative wind-axes system (Fig. 2) in connection with the following assumpt-
ions: (a) the aircraft is a particle of constant mass; (b) flight takes place in a vertical plane; (c)
Newton's law is valid in an Earth-fixed system; and {d) the wind flow field is steady.

With above premises, the equations of motion include the kinematical equations

X = Vcosy + W, (73a)

ho=Vsiny + W, (73b)
and the dynamical equations

v

(T/m)cos(a + &) - D/m - gsiny - (Iv.dxcosy + I;lhsiny), (74a)

Y

(T/my)sin(a + 6) + L/mV - (g/V)cosy + (l/v)(ﬁxsiny - ﬁhcosy). (74b)

Because of assumption (d), the total derivatives of the wind velocity components and the corresponding

partfal derivatives satisfy the relations
W= (aW /3x)(Veosy + W) + (aW /oh)(Vsiny + W) (75a)
W= (W, /3x)(Vcosy + W,) + (aky/an) (Vsiny + W,). (75b)

These relations must be supplemented by the functional relations

T = T(h.V,8), (76a)
D = D(h,V,a), (76b)
L = L(hV,a), (76¢)
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ux = Hx(x.h). (76d)
uh = uh(x.h). {76e)
and by the analytical relations

Y,

e ” arctan[(Vsiny + Hh)/(Vcosy + Hx)]. (77a)

8 =a+ty. (776)

For a given value of the thrust inclipation &, the differential system (73)-(76) involves four state
variables [the horizontal distance x(t), the altitude h(t), the velocity V(t), and the relative path
inclination y(t)] and two control variables [the angle of attack a(t) and the power setting 8(t)I.
However, the number of control variables reduces to one (the angle of attack), if the power setting is
specified in advance. The quantities defined by the analytical relations (77) can be computed a post-
erfori, once the values of the state and the control are known.

Angle of Attack Bounds. The angle of attack o and fts time derivative o are subject to the

inequalities
a < (78a)
-3y A &< Gy (78b)

where a, is a prescribed upper bound and q, fs a prescribed, positive constant.

Ineqs. (78) are enforced indirectly via the following transformation technique:

a=a, - uz. (79a)
U= =(a/2u)simw, lul > €, {79b)
8 = -(&/2u)s1n? (ru/2e)stm, ful < e (79¢)

Here, u{t), w(t) are auxiliary variables and ¢ 1s a small, positive constant, which is introduced to
prevent the occurrence of boundary singularities. Note that the right-hand sides of Egs. (79b)-(79c) are
continuous and have continuous first derivatives at lu| = €. Clearly, when using Eqs. {79) in conjunction
with Eqs. (73)-(76), one must regard a(t), u(t) as state variables and w(t) as control variable,
3.5. SYSTEM DESCRIPTION

In this section, we supply an analytical specification of the system functions (76).

Thrust. The thrust T is written in the form

T = gT,, (80a)
Ta = Ay + AV + AV, (80b)

where 8 is the power setting and T, {s a reference thrust, specifically, the thrust corresponding to the
power setting B = 1,

in the take-off problem (Section 3.6), it is assumed that maximum power setting is employed,
that is,




g=1. (81)

In the abort landing problem (Section 3.7}, it is assumed that the power setting is increased
at a constant time rate until maximum power setting is reached; afterward, the power setting is held

constant, This yields the relations
8 = 8y + Byt 0<t<o, (82a)
g=1, o<t<T, (82b)

Here, 8, is the initial power setting, 50 is the constant rate of increase of the power setting, o =
- 80)/50 is the time at which maximum power setting is reached, and v is the final time.
Drag. The drag D is written in the form

D = (1/2)CesVE, (83a)
G Bo + Bla + Bzaz. a <y, (83b)

where p is the air density (assumed constant), S is a reference surface, V is the relative velocity, and
cD is the drag coefficient.
Lift. The 1ift L is written in the form

L = (1/2)c sV, (84a)
= g * Cyon @ < Oy, (84b)
€ = Cp * Cpa + Cyla - w)?, Ga £ 0 £ Oy (84c)

where p is the air density (assumed constant), S is a reference surface, V is the relative velocity, and
CL is the 1ift coefficient,
Weight. The mass m of the aircraft is regarded to be constant. Hence, the weight

W=ng (85)

is regarded to be constant.

Afrcraft Data. The numerical examples of the subsequent sections refer to a Boeing B-727 air-
craft powered by three JT80-17 turbofan engines. It is assumed that the runway is located at sea-level
altitude and that the ambient temperature is 100 deg F.

Two different configurations are considered, a take-off configuration (TOC) and a landing
configuration (LAC). For the TOC, it 1s assumed that the gear is up, the flap setting is 6F = 15 deg,
and the weight s W = 180,000 1b, For the LAC, it is assumed that the gear is down, the flap setting is
6F s 30 deg, and the weight is W = 150,000 1b,

Figure 3 shows the thrust function T,(V): Fig. 4 shows the drag coefficient function CD(u) for
both the take-off configuration and the landing configuration; and Fig. 5 shows the 1ift coefficient
function cL(") for both the take-off configuration and the landing configuration.

Wind todel. In this paper, the following particular wind model is assumed:

LA AA(x), (86a)
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W, = A{h/hy)B(x), (86b)
with
A = AHx/AHX*. (86¢c)

The function A(x) represents the distribution of the horizontal wind versus the horizontal distance
(Fig. 6); the function B(x) represents the distribution of the vertical wind versus the horizontal
distance (Fig. 6); the parameter A characterizes the intensity of the shear/downdraft combination; AHx
is the horizontal wind velocity difference (maximum tailwind minus maximum headwind); Aux* = 100 ft sec'l
is a reference value for the horizontal wind velocity difference; and h, = 1000 ft is a reference value
for the altitude.

The one-parameter family of wind models (86) has the following properties: {a) it represents
the transition from a uniform headwind to a uniform tailwind, with nearly constant shear in the core of
the downburst; (b) the downdraft achieves maximum negative value at the center of the downburst; (c)
the downdraft vanishes at h = 0; and (d) the functions Hx. Hh nearly satisfy the continuity equation
and the irrotationality condition in the core of the downburst.

Decreasing values of A (hence, decreasing values of wa) correspond to milder windshears;
conversely, increasing values of A (hence, increasing values of AHX) correspond to more severe wind-
shears. If one excludes the 1983 windshear episode at Andrews AFB, the highest value of )\ ever recorded
is A = 1.40, corresponding to Aux = 140 ft sec". Hence, values of A in the following range are

considered:
0.3<x< 1.4, (87a)

corresponding to values of AHX in the following range:

80 < AW, < 140 ft sec™!, (870)

3.6, TAKE-OFF PROBLEM
For the take-off problem, we assume that: (i) maximum power setting is employed; hence, the only
control is the angle of attack; (ii) the constraints (73)-(79) must be satisfied; (iii) the initial

conditions are given; and {iv) at the final point, gamma recovery is required, that is,
YT = YO * Yas (88)

where v, is the path inclination for quasi-steady steepest climb (TOC).
The performance index being minimized is the peak value of the modulus of the difference between

the absolute path inclination and a reference value,
I= m:x[ye - YeRI' 0<t <1 (89)

here, Ye is given by Eq. (77a) and Yer = Ye0 is a reference value.
This is a minimax problem or Chebyshev problem of optimal control. It can be reformulated as a

Bolza problem of optimal control, in which one minimizes the integral performance index (Ref. 29)
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T q

3 f trg - ve) e, (90)
for large values of the positive, even exponent q.

Numerical Data. The computations presented here refer to the Boeing B-727 aircraft powered by
three JT8D-17 turbofan engines. 1t fs assumed that: the runway is located at sea-level altitude; the
ambient temperature s 100 deg F; the gear {s up; the flap setting is Sp = 15 deg; the take-off weight
is W = 180,000 1b.

The inequality constraints (78) on the angle of attack are enforced with

a, = 16.0 deg, (91a)

&, = 3.0 deg sec™! (91b)
The following conditions are assumed at the initial point:

Xg = 0 ft, (92a)

hg = 50 ft, (92b)

Vo = 164 knots = 276.8 ft sec™, (s2¢)

Yo = 6.989 deg, (92d)
and at the final point:

Yo * 6.989 deg; (93a)
the final time is assumed to be

T = 40 sec. (93b)

For the windshear model assumed, this time is about twice the duration of the windshear encounter
(At = 18 sec).

Numerical Results. Numerical results were obtained using the dual sequential gradient-restoration
algorithm (DSGRA) of Part 2, They are shown in Fig. 7, which contains three parts: the altitude h versus
the time t (Fig. 7A); the velocity V versus the time t (Fig, 7B); and the angle of attack a versus the
time t (Fig. 7C). From Fig. 7, the following comments arise:

(a) the path inclination of the optimal trajectory decreases as the windshear intensity
increases; for a severe windshear, AHX = 110 ft sec'], the optimal trajectory is nearly horizontal in the
shear region; in the aftershear region, the optimal trajectory ascends;

(b) the velocity decreases in the shear region and increases in the aftershear region; the
point of minimum velocity occurs at the end of the shear; the value of the minimum velocity is nearly
independent of the windshear intensity;

(c) the angle of attack exhibits an inftial decrease, followed by a gradual, sustained
increase; the maximum value of the angle of attack is reached at about the end of the shear; then, the
angle of attack decreases gradually in the aftershear region.
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3.7. ABORT LANDING PROBLEM

For the abort landing problem, we assume that: (i) maximum power setting is employed; namely,
the power setting is increased to the maximum value at a constant time rate; afterward, the maximum
value 1s maintained; hence, the only control is the angle of attack; (1) the constraints (73)-(79) must
be satisfied; (f11) the initial conditions are given; and (iv) at the final point, gamma recovery is
required, that is,

Y, *® Yar (94)

T

where v, is the path inclination for quasi-steady steepest climb (LAC).
The performance index being minimized is the peak value of the modulus of the difference between

the instantaneous altitude and a reference value,
1 = max[hy - h|, 0O<tem (95}
t

here, hR = h, = 1000 ft is a constant reference value,
This is a minimax problem or Chebyshev problem of optimal control, It can be reformulated as a

Bolza problem of optimal control, in which one minimizes the integral performance index (Ref. 29)
T
Je Io(hR - )%, (96)

for large values of the positive, even exponent q.

Numerical Data. The computations presented here refer to the Boeing B-727 aircraft powered by
three JT8D-17 turbofan engines. It is assumed that: the runway is located at sea-level altitude; the
ambient temperature is 100 deg F; the gear is down; the flap setting is 6 = 30 deg; the landing weight
is W = 150,000 1b.

The inequality constraints (78) on the angle of attack are enforced with

a, = 17.2 deg, (97a)

& » 3.0 deg sec”'. {97b)
The following conditions are assumed at the initial point:

% =0 ft, (98a)

hy = 600 ft, (98b)

Vo = 142 knots = 239.7 ft sec, (98¢)

Yoq=~3.0 deg, (98d)
and at the final point:

Y, " 7.431 deg; (99a)
the final time is assumed to be

T = 40 sec. (990}
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For the windshear model assumed, this time {s about twice the duration of the windshear encounter
(At = 22 sec).

Numerical Results. Mumerical results were obtained using the dual sequential gradient-restoration
algorithm (DSGRA) of Part 2. They are shown in Fig. 8, which contains three parts: the altitude h versus
the time t (Fig. 8A); the velocity V versus the time t (Fig. 8B);and the angle of attack o versus the time t
(Fig. 8C). From Fig. 8, the following comments arise:

{a) the optimal trajectory includes three branches: a descending flight branch, followed by
a nearly horizontal flight branch, followed by an ascending flight branch after the afrcraft has passed
through the shear region; the maximum altitude drop increases with the windshear intensity and the
initial altitude;

(b) the velocity decreases in the shear region and increases in the aftershear region; the
point of minimum velocity occurs at the end of the shear; the value of the minimum velocity is nearly
independent of the windshear intensity;

(c) the angle of attack exhibits an initial decrease, followed by a gradual, sustained
increase; the maximum value of the angle of attack is reached at about the end of the shear; then,
the angle of attack decreases gradually in the aftershear reqion,

3.8. COMPARISON OF TRAJECTORIES

In this section, we compare three trajectories: the optimal trajectory (0T), the constant pitch
trajectory (CPT}, and the maximum angle of attack trajectory (MAAT). The comparison is done for both the
take-off problem and the abort landing problem.

For the take-off problem, the comparison is shown in Fig. 9 for the windshear intensity oW, =
100 ft sec']. Clearly, the OT exhibits a monotonic climb behavior, while the CPT nearly touches the
ground, and the MAAT crashes.

For the abort landing problem, the comparison is shown in Fig. 10 for the windshear intensity
AHx = 120 ft sec']. Clearly, the minimum altitude of the OT is higher than the minimum altitude of the
CPT, which in turn is higher than the minimum altitude of the MAAT. While both the OT and the CPT avoid
the ground, the MAAT crashes.

3.9. SURVIVAL CAPABILITY

In this section, we analyze the survival capability of an aircraft in a severe windshear,
Indicative of this survival capability is the windshear/downdraft combination which results in the
minimum altitude being equal to the ground altitude.

To analyze this important problem, we recall the windshear model (86), where ) is a parameter
characterizing the intensity of the windshear/downdraft combination. By increasing the value of X,
more intense windshear/downdraft combinations are generated until a critical value Xc is found such that
th = 0 for a particular trajectory type.

More precisely, we consider the optimal trajectory (OT), the constant pitch trajectory (CPT),
and the maximum angle of attack trajectory (MAAT) in connection with both the take-off problem and the
abort landing problem. The results are shown in Tables 1-2, which display the following information: the
initfal altitude ho'. the critical value of the wind intensity parameter Acs the critical value of the wind
velocity difference Mlxc; and the windshear efficiency ratio WER, defined to be




WER = (AC)PYI(AC)OT b (A"xc)PT/(AuxC)OT'

{100)

Here, the subscript PT denotes a particular trajectory and the subscript OT denotes the optimal traject-

ory. It appears that, for both the take-off problem and the abort landing problem, the survival capabi-

1ity of the OT is superior to that of the CPT, which in turn fs superior to that of the MAAT,

Table 1. Survival capability in take-off.
Trajectory ho xc Ach WER
(ft) (fps)
or 50 1.195 119.5 1.000
CPT 50 1.018 101.8 0.852
MAAT 50 0.577 57.7 0.483
Table 2. Survival capability in abort landing.
Trajectory "0 '\c Auxc WER
(ft) (fps)
oT 600 1.871 187.1 1.000
CPT 600 1.398 139.4 0.745
MAAT 600 0.817 81.7 0.437

g
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Fig. 4. Drag coefficient CD versus angle of attack o for the
Boeing B-727 aircraft (TOC = take-off configuration,
LAC = landing configuration).
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Fig. 5. Lift coefficient CL versus angle of attack o for the
Boeing B-727 aircraft (TOC = take-off configuration,
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PART 4. OPTIMAL SPACECRAFT TRAJECTORIES FOR COPLANAR AEROASSISTED ORBITAL TRANSFER
4.1. OUTLINE

In Part 4, we present the applicatfon of the primal sequential gradient-restoration algorithm
(PSGRA) to the determination of optimal trajectories for coplanar aercassisted orbital transfer (AOT).

Section 4.2 contains the notations, and Section 4.3 contains some general considerations
relative to aeroassisted orbital transfer. The equatfons of motion are given in Section 4.4, and the
system description is given in Section 4.5.

The performance indexes of interest for AOT maneuvers are discussed in Section 4.6 within the
frame of three problems: minimization of the tota) characteristic velocity; minimization of the time in-
tegral of the square of the path inclination; and minimization of the peak heating rate. The solutions
of these problems are presented in Sectfon 4.7, It is shown that these solutions are nearly indisting-
uishable from one another from the point of view of the total characteristic velocity and the peak
heating rate.

4.2. HOTATIONS
Throughout Part 4, the metric system of physics is employed (the basic units are the meter, the

kilogram(mass),and the second]. The following scalar notations are employed:

CD = drag coefficient; S = reference surface, mz;

Cpg = 2ero-lift drag coefficient; t = dimensionless time, 0 <t < 1;

€, = 1ift coefficient; V = velocity, m sec'];

D = drag, N; Yy = path inclination, rad;

g = local acceleration of gravity, m sec'z; u = Earth's gravitational constant, masec'zz
h = altitude, m; p = alr density, Kg m'3;

H = height of the atmosphere, m; T = flight time, sec;

K =  1induced draq factor; AV = characteristic velocity, m sec'1.
L = lift, N; Subscripts

m = mass, Kg; 0 = entry into the atmosphere;

r = radial distance from the center of the Earth, m; 1 = exit from the atmosphere;

ro * radius of the Earth, m; 00 = exit from HED (high Earth orbit);
Ty ¢ radius of the outer edge of the atmosphere, m; 11 = entry into LEO (low Earth orbit).

4.3. AEROASSISTED ORBITAL TRANSFER

Since the inftial paper by London (Ref. 71), considerable research has been done La aeroassisted
orbital transfer (AOT), especially on the optimization and guidance of flight trajectorfes. For surveys
of the state of the art, see the papers by Walberg (Ref. 69) and Mease (Ref. 86). See also the Special
Issue on Hypervelocity Flight of the Journal of the Astronautical Sciences (Ref, 70) and the papers therein
(Refs. 86-94).

While most of the work on optimal trajectories has dealt with minimum-fuel transfers (namely,
transfers minimizing the total characteristic velocity), the work performed at Rice University under JPL
sponsorship has dealt with transfers minimizing alternative performance indexes (for instance, the peak
heating rate, the peak dynamic pressure, and the peak altitude drop during the atmospheric part of the
AOT maneuver). See Refs. 80-85,

. _a N VR
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In the following sections, we summarize some of the research done at Rice University on

coplanar, aercassisted orbital transfer from high Earth orbit (HEO) to low Earth orbit (LEQ), We employ

the following assumptions: (i) the initial and final orbits are circular; (ii) two tangential impulses

are employed, one at HEQ and one at LEQ; (iii) the gravitational field is central and is governed by the

inverse square law,

The four key points of the maneuver are these: 00 (HEO exit); O (atmospheric entry); 1 (atmos-

pheric exit); 11 (LEO entry).

The maneuver starts with a tangential propulsive burn, having character-

istic velocity AVOO‘ at point 00; here, the spacecraft enters into an elliptical transfer orbit, connect-

ing the points 00 and 0.

At point 0, the spacecraft enters into the atmosphere; during the atmospheric

pass, the velocity of the spacecraft is reduced, due to the aerodynamic drag. At point 1, the spacecraft

exits from the atmosphere; then, the spacecraft enters into an ellipticai transfer orbit connecting the

points 1 and 11,

The maneuver ends with a tangential propulsive burn, having characteristic velocity

AV11, at point 11; here, the spacecraft enters into the low Earth orbit, in that the magnitude of AV]]

is such that the desired circularization into LEQ is achieved.

4.4, EQUATIONS OF MOTION

With reference to the atmospheric portion of the trajectory of an AOT vehicle, the following

hypotheses are omployed: (a) the flight is made with engine shut-off; hence, the AOT vehicle behaves as a

particle of constant mass; (b) Coriolis acceleration terms and transport acceleration terms are neglected;

(c) the aerodynamic forces are evaluated using the inertial velocity, rather than the relative velocity;

(d) under extreme hypersonic conditions, the dependence of the aerodynamic coefficients on the Mach

number and the Reynolds number is disregarded.

Differential System. With the above assumptions, and upon normalizing the flight time to unity,

the equations of motion are given by

h = <[Vsiny), {101a)
V= t(-D/m - gsinyl, (101b)
¥ = tiL/mv + (V/r - g/V)cosyl. (101¢)
In the above equations,
- 2
Fe e e, - wi, (102)
D= (172)cusv?, = (1/2)¢ 05V, (103)
The density function p = p(h) can be found in Ref, 95. In particular, if a parabolic polar is
postulated, the relation between the drag coefficent and the 1ift coefficient is given by
€ = Cpy + KC, 2 {104)
D D0 L

Boundary Conditions. At the entry into the atmosphere (t = 0) and at the exit from the atmosphere

(t = 1), certatn static and dynamic boundary conditions must be satisfied. Specifically, at atmospheric

entry, we have

h

0

= H,

{105a)
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rap (V2 < ¥3) = 2rpor V2 + BZeasly; = 0, (105b)
where Va is the circular velocity at r = L In addition, at atmospheric exit, we have
hy = H, (106a)
2@ -3 - 2ep e+ fBcos?y, s o, (106b)

Equations (105a) and (106a) reflect the definition of thickness of the atmosphere; Eq. (105b) arises from
energy conservation and angular momentum conservation applied to the HEO-to-entry transfer orbit; and
Eg. (106b) arises from energy conservation and angular momentum conservation applied to the exit-to-LEO
transfer orbit.

Inequality Constraints. To ensure that the vehicle eaters into the atmosphere at point § and

exits from the atmosphere at point 1, the terminal path inclinations Yor N must satisfy the inequality

constraints
Yo < 0, (107a)
¥y >0, (107b)

These inequality constraints can be converted into equality constraints by means of the Valentine

transformations
2
Yot = 0, (108a)
2 _
YW-5% =0, (108b)

where n, ¢ denote parameters to be determined.
In addition, to obtain realistic solutions, the presence of upper and lower bounds on the lift

coefficient 1is necessary. Therefore, the two-sided inequality constraint

Cla <€ <Cp (109)

must be satisfied everywhere along the interval of integration. The above inequality constraint can be

converted into an equality constraint by means of the trigonometric transformation
¢ - (’I/Z)(CLa + cLb) + (‘I/Z)((:Lb - CLa)sinB. (1o)

in which 8(t) denotes an auxiliary control variable.

Summary. To sum up, the equations governing the atmospheric pass include the differentia) system
(101)-(104), the boundary conditions (105)-(106), and the inequality constraints (107) and (109},
converted into equality constraints by means of the transformations (108) and (110), In this formulation,
the independent variable s the dimensionless time t, O <t <1, The dependent variables include three
state variables (h(t), V(t), v(t)), one control variable [8(t)], and three parameters (v, n, ]. After
a solution is found for the auxiliary control g(t), the original control CL(t) is recovered via Eq. (110).
4.5, SYSTEM DESCRIPTION

The numerical examples of the subsequent sections refer to a spacecraft characterized as follows:

the mass per unit reference surface §s m/S = 300 Kg/mz; the zero-l1ift drag coefficient is CDO =0,21;
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the induced drag factor is K = 1.67; the maximum lift-to-drag ratio is Emav = 0.8443; the bounds on the
1ift coefficient are CLa = -0.9 and CLb = +0,9.
For the transfer maneuver, the HEO radius is Yoo = Zra = 12996 Km, and the LEO radius is T

r.+ 60 Km = 6558 Km.

a

The following physical constants are used in the computation: the radius of the Earth is
re = 6378 Km; the radius of the outer edge of the atmosphere is r, = 6498 Km; the height of the atmosphere
is H = LA 120 Km; and the Earth's gravitational constant is u = 398600 Km3/sec£.

The atmospheric model assumed is that of the US Standard Atmosphere, 1976 (see Ref. 95). In
this model, the values of the density are tabulated at discrete altitudes. For intermediate altitudes,
the density is computed by assuming an exponential fit for the function p{(h).

4.6. PERFURMANCE INDEXES

Subject to the previous constraints, different AOT optimization problems can be formulated, de-
pending on the performance index chosen. The resulting optimal control problems are either of the Bolza
type [see Problems (P1) and (P2) below] or of the Chebyshev type [see Problem (P3) belowl

Problem (P1). It is required to minimize the energy needed for orbital transfer. A measure of
this energy is the total characteristic velocity AV, the sum of the initial characteristic velocity AV00
associated with the propulsive burn from HEU and the final characteristic velocity AVl] associated with

the propulsive burn into LEO. Clearly,

I o=V = Vg + Vg, (11a)
with

AV00 = Va/(r‘a/roo) - Vo(ra/roo)cosyo, (111b)

AV = VA /riq) - V(e /ey deosy,. (1M1¢e)

Problem (P2}. It is required to minimize the time integral of the square of the path inclination.
Here, the performance index is given by
(]2
1= J Ty dt. (112)
0
The trajectory obtained by minimizing the performance index (112} is called nearly-grazing trajectory.
Problem (P3). It is required to minimize the peak value of the heating rate at a particular

point of the spacecraft, for instance, the stagnation peint, The performance index is given by

3.08)'

I = PHR = max{Cv/pV (13)
t

where C is a dimensional constant.
This is a minimax problem or Chebyshev problem of optimal control. It can be reformulated as a

Bolza problem of optimal control, in which one minimizes the integral performance index (Ref. 29)
1
Js [ox(c./av3-°8)th. (114)

for large values of the positive exponent q.
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4.7, NUMERICAL SOLUTIONS

Problems (P1)-(P3) were solved employing the primal sequential-gradient restoratfon algorithm
(PSGRA) of Part 2 in conjunction with the equations of motfon of Section 4.4 and the system data of
Sectfon 4.5. Summary results are shown in Tables 3-4. Table 3 presents the values of the performance

{ndexes (111}, (112), (113) for all of the solutions of Problems (P1), (P2), (P3). Table 4 presents the

components of the total characteristic velocity and the flight time. The following comments ave pertinent:

1) The solutions (P1), (P2), (P3) are nearly indistinguishable from one another from the
point of view of the total characteristic velocity and the peak heating rate.

(1) The total characteristic velocity of the solutfons (P1), (P2), (P3) is less than half
that of the two-impulse Hohmann transfer, AV = 2.194 Km/sec.

For the nearly-grazing solution (P2), the time history of the state variables and the control
variable is shown in Fig. 11, which contains four parts: the altitude h versus the time t (Fig. 11A);
the velocity V versus the time t (Fig. 11B); the path inclination y versus the time t (Fig. 11C); and
the 1ift coefficient C_ versus the time t (Fig. 110).

Table 3. Results for coplanar transfer,

(P1) (p2) (P3) Units
av 1.050 1.050 1.050 Kn/sec
L‘)-ryzdt 0.1503 0.1591 0.1606 (rad)?sec
PHR 31.66 31.66 31.64 W/en®

PHR = Peak heating rate. Note that PHR values are based on a reference
heating rate (heating rate at h = 40 Kmand V = Va) of 348.7 H/cmz.
Also note that, should the reference heating rate change, PHR values

would change proportionally.

Table 4. Results for coplanar transfer.

(P1) (P2) (P3) Units
AVOO 1.024 1.024 1.024 Km/sec
avy, 0.026 0.026 0.026 Km/sec
av 1.050 1.050 1.050 Km/sec
T 1657 1696 1560 sec
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Fig. 11A. Nearly-grazing trajectory,
altitude h(Km) versus time t.
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YELOCITY —_\\\\\\\4
] e —
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0.0 0.8 T 1.0
Fig. 11B. Nearly-grazing trajectory,
velocity V(Km/sec) versus time t.
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Fig. 11C. Hearly-grazing trajectory,

path inclination y(deq) versus time t.
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Fig. 11D. Hearly-grazing trajectory,
1ift coefficient CL versus time ¢,
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PART 5. OPTIMAL SPACECRAFT TRAJECTORIES FOR NONCOPLANAR AEROASSISTED ORBITAL TRANSFER
5.1. OUTLINE

In Part 5, we present the application of the primal sequentia) gradient-restoration algorithm
(PSGRA) to the determination of optimal trajectories for noncoplanar aeroassisted orbital transfer (AOT).

Section 5,2 contains the notations, and Section 5.3 contains some general considerations
relative to aeroassisted orbital transfer. The equations of motion are given in Section 5.4, and the
system description is given in Section 5.5.

The performance indexes of interest for AOT maneuvers are discussed in Section 5.6 within the
frame of three problems: minimization of the total characteristic velocity; minimization of the time in-
tegral of the square of the path inclination; and minimization of the peak heating rate. The solutions
of these problems are presented in.Section 5.7, In particular, it is shown that the nearly-grazing
solution (namely, the solution minimizing the time integral of the square of the path inclination)
constitutes a useful engineering compromise between energy requirements and aerodynamic heating require-
ments.

5.2. NOTATIONS
Throughout Part 5, the metric system of physics is employed [the basic units are the meter, the

kilogram(mass),and the secondl. The following scalar notations are employed:

CD = drag coefficient; S = reference surface, mz;

Cpg = zero-1ift drag coefficient; t = dimensionless time, 0 < t < 1;

€, = 1ift coefficient; ¥V = velocity, m sec";

D = drag, N; Yy = path inclination, rad;

[} =  Tocal acceleration of gravity, m sec'z; 6 = 1longitude, rad;

h = altitude, m; u = Earth's gravitational constant, m3sec'2;
H = height of the atmosphere, m; p = air density, Kg m'3;

] =  total plane change, rad; o = angle of bank, rad;

ia = atmospheric plane change, rad; t = flight time, sec;

is = space plane change, rad; ¢ = Tatitude, rad;

K = induced drag factor; y = heading angle, rad;

L = Tift, N; AV = characteristic velocity, m sec'].
m = mass, Kg; Subscripts

r = radial distance from the center of the Earth, m; 0 = entry into the atmosphere;

re = radius of the Earth, m; 1 = exit from the atmosphere;

r = radius of the outer edge of the atmosphere, m; 00 = exit from HEO (high Earth orbit);

11 = entry into LED (Yow Earth orbit).
5.3. AERDASSISTED ORBITAL TRANSFER

Noncoplanar orbital transfer {s considerably more important than coplanar orbital transfer.

Not only the inftial motivation for AOT maneuvers was supplied by the plane change problem (Ref. 71),
but a large number of the references listed at the end of this paper (Refs. 61-95) deal with the plane
change problem.
In the following sections, we summarize some of the research done at Rfce University on non-

coplanar, aeroassisted orbital transfer from high Earth orbit (HEO) to low Earth orbit (LEO). We employ
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the following assumptions: (i) the initial and final orbits are circular; (ii) three impulses are
employed: a nontangential impulse at HED, a tangential impulse at atmospheric exit, and a tangential
wmpulse at LEQ; (i1{) the plane change is performed partly in space and partly in the atmosphere; and
(iv) the gravitational field fs central and is governed by the inverse square law.

The four key points of the maneuver are these: 00 (HEQ exit); N (atmospheric entry); 1 (atmos-
pheric exit); 11 (LEO entry). The maneuver starts with a nontangential propulsive burn, having charact-
eristic velocity 8¥ggs at point 00. Here, the spacecraft performs the plane change i and enters into an
elliptical transfer orbit, connecting the points 00 and 0. At point 0, the spacecraft enters into the
atmosphere; after traversing the upper layers of the atmosphere, it exits from the atmosphere at point 1.
During the atmospheric pass, the velocity of the spacecraft is reduced, due to the aerodynamic drag; in
addition, the plane change i, is performed gradually. At point 1, the spacecraft exits from the atmos-

| phere; right at the exit, a tangential propulsive burn takes place, having characteristic velocity Avr
t Here, the spacecraft enters into an elliptical transfer orbit connecting the points 1 and 11, The
maneuver ends with a tangential propulsive burn, having characteristic velocity AV]1. at point 11, Here,
the spacecraft enters into the low Earth orbit, in that the magnitude of AV]] is such that the desired
circularization into LEO is achieved.
5.4, EQUATIONS OF MOTION

With reference to the atmospheric portion of the trajectory of an AOT vehicle, the following
hypotheses are employed: (a) the flight is made with engine shutt-off; hence, the AOT vehicle behaves as a
particle of constant mass; (b) Coriolis acceleration terms and transport acceleration terms are neglected;
{c) the aerodynamic forces are evaluated using the inertial velocity, rather than the relative velocity;

(d) under extreme hypersonic conditions, the dependence of the aerodynamic coefficients on the Mach

number and the Reynolds number is disregarded.
Differential System. With the above assumptions, and upon normalizing the flight time to unity,
the equations of motion are given by

h = tlVsiny], (115a)
V = t(-D/m - gsiny], (115b)
; = tl{L/mV)cosa+ (V/r - g/V)cosy], {115¢)
8= T[Veosycosy/rcosd] , (115d)
& = t[Vcosysiny/r], (115e)
@ = t{({L/mV)sino/cosy - {V/r)cosycosytang} (115F)

In the above equations,
re=r +h g = wrl (116)
e ’ u/r o,
2 2
D= (1/2)CDpSV N L= (1/2)CLpSV . (117}

The density function p = p(h) can be found in Ref. 95. In particular, if a parabolic polar is postulated,
the relation between the drag coefficient and the 1ift coefficient is given by




. 2
€y * Cpo * KO- (118)

Boundary Conditions. At the entry into the atmosphere (t = 0) and at the exit from the atmosphere
(t = 1), certain static and dynamic boundary conditions must be satisfied. Specifically, at atmospheric

entry, we have

h0 = H, (119a)
rgo(zvﬁ - Vg) - ZrOOravi + ri Vgcoszyo =0, (119b)
eo =0, (119¢)
9= 0, (1194)
¥p = 0s (119e)

where Va is the circular velocity at r = Lo In addition, at atmospheric exit, we have

h.l = H, (120a)
o

"?1 [ng - (v] + 5)2’ - zrl’lravi + T;(V] + E)ZCOSZY-l =0, (120b)

cos¢ cosy; - cosi, = 0, (120c)

where £ is the velocity impulse at point 1, Equations (119a) and (120a) reflect the definition of
thickness of the atmosphere; £q. (119b) arises from energy conservation and angular momentum conservation
applied to the HEO-to-entry transfer orbit; Eq. (120b) arises from energy conservation and angular
momentum conservation applied to the exit-to-LEO transfer orbit; Egs. (119c), (119d), (119e) assume a
particular type of entry, with the entry velocity contained in the equatorial plane; and Eq. (120c)
constitutes a relation between the exit latitude, the exit heading angle, and the atmospheric plane change.

Plane Change Condition. For noncoplanar orbital transfer, the following approximate relation

holds between the total plane change, the space plane change, and the atmospheric plane change:
=1, +14,, (121)

where 15. 1a are parameters,It must be emphasized that the linear relation (121) is only an approximation.
For more precise calculations, Eq. (121) must be replaced by nonlinear equations (Refs. 77 and 85).
However, for feasibility studies directed atassessing the relative merits of various optimal trajectories,
the simpler linear relation (121) s sufficiently accurate: it predicts the total plane change 1 with a
precision of the order of 0.5% or better,

Inequality Constraints. To ensure that the vehicle enters into the atmosphere at point 0 and
exfts from the atmosphere at point 1, the terminal path inclinations Yoo i must satisfy the inequality

constraints
Y920, (122a)
20 (122b)




These inequality constraints can be converted into equality constraints by means of the valentine

transformations
2 |
Ygtn =0, (123a)
2 _
Y9-8 =0, (123b)

where n, ¢ denote parameters to be determined.
In addition, to obtain realistic solutions, the presence of upper and lower bounds on the 1ift

coefficient is necessary. Therefore, the two-sided inequality constraint

C (124)

ta 20 20

must be satisfied everywhere along the interval of integration. The above inequality constraint can be

converted into an equality constraint by means of the trigonometric transformation
€ = (72)(c, + € p) + (172)(Cy, - € )sins, (125)

in which B(t) denotes an auxiliary control variable.

Summary. To sum up, the equations governing the atmospheric pass include the differential system
(115)-(118), the boundary conditions (119)-(120), the plane change condition (121), and the inequality
constraints (122) and (124), converted into equality constraints by means of the transformations (123)
and (125). In this formulation, the independent variable is the dimensionless time t, 0 < t < 1. The
dependent variables include six state variables [h(t), V(t), v(t), 6(t), ¢(t), ¥(t)], two control variables
[8(t), o(t)], and six parameters [t, &, n, &, igs 1,1, After a solution is found for the auxiliary
control g(t), the original control CL(t) is recovered via Eq. (125}).

5.5, SYSTEM DESCRIPTION

The numerical examples of the subsequent sections refer to a spacecratt characterized as follows:
the mass per unit reference surface is m/S = 300 Kg/mz; the zero-lift drag coefficient is CDo = 0.10; the
induced drag factor is K = 1.11; the maximum 1ift-to-drag ratio is E_. = 1.50; the bounds on the 1ift
coefficient are CLa = -0.9 and Cp = *0.9.

For the transfer maneuver, the HEO radius is oo ° Zra = 12996 Km, the LEO radius is M=
ryt 60 Km = 6558 Km, and the prescribed plane change is i = 30 deg.

The following physical constants are used in the computation: the radius of the Earth is
T = 6378 Km; the radius of the outer edge of the atmosphere is ry = 6498 Km; the height of the atmosphere
is H= LA 120 Km; and the Earth's gravitational constant is u = 398600 Km3/sec2.

The atmospheric model assumed is that of the US Standard Atmosphere, 1976 (see Ref. 95). In
this model, the values of the density are tabulated at discrete altitudes. For intermediate altitudes,
the density is computed by assuming an exponential fit for the function p(h).

5.6. PERFORMANCE INDEXES

Subject to the previous constraints, different AOT optimization problems can be formulated, de-
pending on the performance index chosen, The resulting optimal control problems are either of the Bolza
type [see Problems (P1) and (P2) below] or of the Chebyshev type [see Problem (P3) below].

Problem (P1). It 1s required to minimize the energy needed for orbital transfer, A measure of
this energy is the total characeristic velocity AV, the sum of the initial characteristic velocity AV00
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associated with the propulsive burn from HEO, the final characteristic velocity Av.n associated with
the propulsive burn into LEO, and the intermediate characteristic velocity AV1 associated with the pro-

pulsive burn at atmospheric exit, Clearly,

I =4V = Mgy + AV, + AV, (126a)
with

AVOO = /[vs(ra/roo) + Vg(ra/roo)zcoszyo - Zvavo(ra/roo)3/2cosvocosis], (126b)

AV” = Va/(ra/r“) - (v1 + 5)(ra/rn)cosy], (126¢)

A"r = £, (126d)

Problem (P2) It is required to minimize the time integral of the square of the path inclination.
Here, the performance index is given by

1= J’:)nzdt. (127)
The trajectory obtained by minimizing the performance index (127) is called nearly-grazing trajectory.

Problem (P3) It is required to minimize the peak value of the heating rate at a particular

point of the spacecraft, for instance, the stagnation point, The performance index is given by
I = PHR = max(c/pv> %8y, (128)
t

where C is a dimensional constant.
This is a minimax problem or Chebyshev problem of optimal control. It can be reformulated as a

Bolza problem of optimal control, in which one minimizes the integral performance index (Ref, 29)
1
J= Jor(c./av3'°°)th. (129)

for large values of the positive exponent q.
5.7. NUMERICAL SOLUTIONS

Problems (P1)-{P3) were solved employing the primal sequential-gradient restoration algorithm
(PSGRA) of Part 2 in conjunction with the equations of motion of Section 5.4 and the system data of
Section 5.5. In computing numerical solutions to Problems (P1), (P2), (P3), the following procedure was
adopted: for Problem (P1), the space component i s and the atmospheric component i a of the prescribed plane
change were optimized; for Problems (P2) and (P3), the components of the plane change were kept at the
same Tevels determined for Problem (P1). This was done in order to impart good energy characteristics to
the solutions of Problems (PZ) and (P3).

Summary results are shown in Tables 5-6, Table 5 presents the values of the performance
indexes (126), (127), (128) for all of the solutions of Problems (P1), (P2), (P3). Table 6 presents the
components of the total characteristic velocity, the components of the plane chanye, and the flight time.
The following comments are pertinent:

(1) The total characteristic velocities of the solutions (P1), (P2), (P3) are below the total
characteristic velocity of the two-impulse Hohmann transfer, AV = 3,788 Km/sec.
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(11) While the solution (P2) requires 2.5% more characteristic velocity than the solution (P1),

at the same time it involves less peak heating rate (25%).

Clearly, the nearly-grazing solution (P2) is an interesting engineering compromise between

energy requirements and heating requirements, For the solution (P2), the time history of the state

variables and the control variables is shown in Fig. 12, which contains eight parts: the altitude h versus

the time t (Fig. 12A); the velocity V versus the time t (Fig. 128); the path inclination vy versus the

time t (Fig. 12C); the Tongitude & versus the time t (Fig. 12D); the latitude ¢ versus the time t

(Fig. 12€); the heading angle y versus the time t (Fig. 12F); the 1ift coefficient CL versus the time t

(Fig. 12G); and the bank angle o versus the time t (Fig. 12H).

Table 5. Results for noncoplanar transfer.

1) (P2) (P3) Units
o 1.919 1.966 2.143 . Kn/sec
f:)wzdt 0.3471 0.2919 0.3685 (rad)%sec
PHR 125.6 94.7 7.4 W/en?

PHR = Peak heating rate. Note that PHR value. 2re based on a reference
heating rate (heating rate at h = 40 Km and V = Va) of 348.7 N/cmz.
Also note that, should the reference heating rate change, PHR values

would change proportionally.

Table 6. Results for noncoplanar transfer.

(P1) (P2) (P3) Units
AV00 1.837 1.836 1.836 Km/sec
av, 0.064 0.2 0.289 K/ sec
avy, 0.018 0.m8 0.018 Km/sec
AV 1.919 1.966 2.143 Km/sec
i 17.51 17.81 17.51 deg
i, 12.49 12.49 12.49 deg
i 30.00 30.00 30.00 deg
T 1379 1187 875 sec
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Fig. 12A. Nearly-grazing trajectory,
altitude h(km) versus time t.
0.0 0.8 T 1.0
Fig. 12B. Nearly-grazing trajectory,
velocity V(Km/sec) versus time t.
/ ———
0.0 0.5 T 1.0
Fig. 12C. Nearly-grazing trajectory,
path inclination y{deg) versus time t.

0.0 0.8 T 1.0

Fig. 12D. Nearly-grazing trajectory,
longitude 9(deg) versus time t.
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Fig. 12E. Hearly-grazing trajectory,
latitude ¢{deg) versus time t.
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Fig. 12F. Nearly-grazing trajectory,
heading angle y(deg) versus time t.

0.0 0.6 T 1.0

Fig. 12G. Nearly-grazing trajectory,
1ift coefficient CL versus time t.
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Fig. 12H. Nearly-grazing trajectory,
bank angle c(deg) versus time t.
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PART 6.  CONCLUSIONS

One of the most effective first-order algorithms for solving trajectory optimization problems is
the sequential gradient-restoration algorithm (SGRA, Refs, 15-24). Originally developed in the primal
formulation (PSGRA, Refs. 15-21), this algorithm has been extended to incorporate a dual formulation
(DSGRA, Refs. 22-24).

Both the primal formulation and the dual formulation involve a sequence of two-phase cycles,
each cycle including a gradient phase and a restoration phase. In turn, each iteration of the gradient
phase and the restoration phase requires the solution of an auxiliary minimization problem (AMP). In the
primal formulation, the AMP is solved with respect to the variations of the state, the control, and the
parameter. In the dual formulation, the AMP is solved with respect to the Lagrange multipliers. A
characteristic of the dual formulation is that the AMP's associated with the gradient phase and the
restoration phase of SGRA can be reduced to mathematical programming probiems involving a finite number
of parameters as unknowns. Hence, the algorithmic efficiency of SGRA can be enhanced.

Numerical experience with SGRA has shown that, for nonstiff problems of flight mechanics, the
dual formulation is superior to the primal formulation in terms of CPU time and is about equal in accuracy.
On the other hand, for stiff problems of flight mechanics, the primal formulation is superior to the
dual formulation in both CPU time and accuracy.

In this paper, a complete cescription of SGRA is given in both its primal form (PSGRA) and its
dual form (DSGRA). Then, the application of SGRA to flight mechanics problems is shown via a variety of
examples concerning aircraft and spacecraft.

For aircraft trajectories, the dual sequential gradient-restoration algorithm (DSGRA) is appiied
to compute optimal trajectories in the presence of windshear., Take-off trajectories are optimized by
minimizing the peak deviation of the absolute path inclination from a reference value. Abort landing
trajectories are optimized by minimizing the peak drop of altitude from a reference value.

For spacecraft trajectories, the primal sequential gradient-restoration algorithm (PSGRA) is
applied to compute optimal trajectories for aeroassisted orbital transfer from high Earth orbit (HEQ) to
Tow Earth orbit (LEO). Both the coplanar case (problem without plane change) and the noncoplanar case
(problem with plane change) are discussed within the frame of three problems: minimization of the total
characteristic velocity; minimization of the time integral of the square of the path inclination; and
minimization of the peak heating rate,

For spacecraft trajectories, the procedure employed to optimize HEU-to-LLD transfers can be ex-
tended to tnclude GEO-to-LEO transfers and LEO-to-LEO transfers {(Ref, 92). Here, GEOQ denotes geosynch-
ronous Earth orbit and LEO denotes low Earth orbit. Note that LEO-to-LEO transfers are of interest for
the National Aero-~Space Plane (NASP).

To sum up, the sequential gradient-restoration algorithm has shown to be a powerful and versat-
ile algorithm to solve optimal trajectory problems of atmospheric flight mechanics,suborbital flight
mechanics, and orbital flight mechanics. While the examples provided belong to the extreme regions of
the velocity spectrum (low subsonic flight and hypervelocity flight), the sequential gradient-restoration
algorithm can handle equally well optimal trajectory problems of supersonic and hypersonic aircraft as well

as optimal trajectory problems for vehicles of the space shuttle type and the Hermes type.
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COMPARISON OF A MATHEMATICAL ONE-POINT MODEL AND A MULTI-POINT MODEL
OF AIRCRAFT MOTION IN MOVING AIR*)
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D- 3300 Braunschweig
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Summaery

The steadily growing capacity of computers favours increasingly exact lation of even plex pr On the
other hand, parameter identification and state estimation require much more precise models than are generally used
for the design of feedback systems. In this paper, therefore, a muiti-point model of the aircraft motion is proposed
in which the different coupling effects between the two sub-processes, "aircraft” and "air flow", can be modelled
with much higher accuracy than is obtained by using the ordinary one-point model, where all the force, moment and
velocity vectors are referred to the aircraft center of gravity. The modelling of the effects of aircraft rotation, wing
down-wash, wind gradients and other y effects should be greatly improved by a muiti-point approach,
provided that the aerodynamic effects on the aircraft np s (wing, fusel tail) can be described appropriate-
ty. The nonlinear equations of the total process are set up for the one-point and multi - point models and compiled
into block - diagrams, from which the physical background of the interrelations between air and aircraft motion can be
seen very clearly. The possibie Improvement in model quality and the additional P pacity ded are esti-
mated by comparing the two approaches.

List of Symbols
Afl the symbols used are from the ISO-standards /1/ and 72/ with the following additional symbols:

Upy = OUw/0x ect.  wind gradient component

Va vector of relative velocity between aircraft and air (airspeed)

Qa vector of relative rotational velocity between aircraft and air

Pa: Qa: A components of €} o

Oy = n°¢ vector of aircraft rotational velocity relative to the Earth

Pk s g components of D

Ny vector of air rotstional velocity relative to the Earth

Pw: Gw: F'w components of Qy,

[ 4 vector of aircraft position relative to a point fixed relative to Earth
Xp vector of coordinates of point P in aircraft body fixed axes

Q resulting moment vector

‘) This article has firat been published in the Zeitschrift fiir Flugwissenschaften und Weltraumforachung 11 (1987)
p. 174 - 184 under the title "A mathemstical multi- point mode! for sircraft motion in moving air". it is reprodu-
ced here with alight modifications.
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1. Istrodaction
The complete mathematical model of the sircraft is very nplex, b it bas to describe the reciprocal
action of different physical processes, the main ones being:

- the fon of the surr ding air mass,

- the motion of the rigid aircraft,

- the degrees of freedom of the flexible aircraft and their interactions with the airflow,
- unsteady serodynamic effects,

- the engines.

It is therefore impossible to describe the “aircraft motion™ process completely. The model has to be simplified and
reduced to a partial one to suit the specific problem. The models used, up to now, for control system design or
real-time simuiation, have usually treated the aircraft as a one - point mass and referred all the forces and moments
to the center of gravity. This approach d ds simplificati which are sometimes quite serious, especially with
respect to aircraft rotation, wind gradients, downwash flow, engine airstream, ground effect and other unsteady
effects on the generation of forces and moments /5 /. Since it was mainly linearized equations which were used,

the app were adeq and remaln so for analytical calculations in the future. Linear or non- linear
equations based on these assumptions are also still quite suitable for the design of flight control systems because
of their inh i ivity to par uncert jes /8 /.

However, this is not true in the case of parameter identification or state estimation end filtering. These methods
react very sensitively to model errors and may then produce totally wrong results /16 /. The shortcomings of the
one-point model appear first in the longitudinal equations, where the modelling of the downwash is very much
simplified by the use of time derivative of the state variable o (which is most awkward in numerical simulation).
S dly, the delling of the wind gradient effects in the lateral equations Is quite difficult and can only be
represented very roughly by rotary derivatives. Thirdly, the model of engine flow effects and of the aerodynamic
coupling between longitudinal and lateral equations should be improved.

All these problems can be alleviated if the equations of aircraft motion are based on a multi-point approach where
the forces and s are calculated separately for different points of the aircraft, e.g. wing, tailplane and fin, as
a function of the local air flow. Such a model is derived in this paper, ing that ad te dels for the
aerodynamic effects on the separate aircraft components as wing, fuselage and tailplane, can be found, and it is
compared to the one-point approach. Both models show the strong low-frequency coupling between air and aircraft
motions. The higher frequency coupling, however, which primarily affects the rotational degrees of freedom, is
expressed much more precisely and clearly in the multi-point aporosch. For simplicity, the aircraft i1s here conside-
red to be a rigid body and unsteady aerodynamic effects (such as the time delay in flow circulation changes) are
neglected. The multi-point approach could, however, be extended to elastic and unsteady effects if needed. To
simplify the equations, only two different coordinate systems are used: {local) velocity, force and moment vectors
are calculated in the aircraft body axes system, whereas the aircraft flight path, the local wind velocity and the
wind gradients are calculated in the aircraft carried Farth axes (inertial) system.

The equations of both models are assembled into a block dlagram, from which the physical interrelations of the two
subprocesses, “air motion™ and “aircraft motion”, can be seen very clearly. These block-diagrams permit estimation
of the amount of additional computing capacity and they may also be used to set up a modular simulation program.

2. Modelling the wind effects on the aircraft (one - point model)

The wind process can be repr ed by a three-di | wind vector field which Is changing in space and time
according to statistical and deterministic laws. The effects of this wind-field on the aircraft flying through it are
primarily generated by the stationary wind and the components of the wind gradient at the instantaneous location
of the aircraft. These wind gradients are shown to represent the primary disturbing inputs to the aircraft motion
while the coupling between the air and aircraft motions are represented by additional states of the overall process
/6/.

2.1 Trensiational effects

The serodynamic forces acting on the aircraft depend on the aircraft shape, the air density and the relative motion
between the aircraft and the surrounding air mass, i.e. on the vector

en Var V- Vi

of the relative velocity between the aircraft (V) and the air (Vi ) and




3.3
2.2 0, * Og - Dw

the vector of the relats ijonal velocity between the aircraft (Qy) and the air (Ow). To model the aircraft
dynamics exactly, the "air motion™ proceuhutobedescrlbedtn.ddluoutoth “aircraft motion" process. Figure 1
shows & simplified wind field where the z-component wy,, is a two-di ] si idal function of space. The
air velocity change "seen” by the aircraft can be described by the following equation:

dv, V. AV dr
2.3 i Ao AR Al

de ot or dt

The first term dVyy /3t is usually neglected because the wind-field can be dered as app ly “frozen”
(steady state) as long as the aircraft velocity is high mpared to the change of air velocity with time /5/. This
is valid, pt in extremly low speed flight, because on one hand, the effect of higher frequency wind

(with freq jes above the aircraft short period modes) cannot be modeiled exactly by quasi-steady aerody-
namics and, on the other hand, the low frequency wind effects are homogeneous over a large area and change quite
slowly with time. This is especially true for quasi-steady air streams and wind shear conditions. Equation 2.3, in
Earth axes, is written:

Uw o |uw Uwx Uwy Uwz COSYCOsY
2.4) Vw =30 | YW + 1 Vwx Ywy Ywe cosysiny | Vx
W w A Wwx Wwy Ww, e -siny

This differential equation describes the wind components at the actual aircraft position. The matrix elements
2.5) Upyyx * JUw,/0X etc

are the local wind gradient components. These are the real disturbance input variables to the aircraft. This model
eliminates the error usually made by introducing “Taylor's hypothesis™, in which the space-distribution of wind
velocity is converted into a function of time without considering the flight path vector variati The p ]
of the wind velocity at the aircraft’s position resuit from the integration of Equation (2.3).

The wind gradient components are a function of the local logical situation and contain low frequency deter-
ministic and higher fi hastic el The model of this wind process cannot be derived here, it has
been considered elsewhere, e.g. in /7, 11, 13/. Figure 2 shows the results of wind measurements as a function of
height in a region up to 500 m from the ground. It can be seen that the wind velocity can be separated into a lower
frequency part (wind shear) with gradients up to 0,2 ™/8/m and a higher frequency part, which can best be descri-
bed by statistical models, such as the Dryden spectrum /7 /.

Figure 3 shows the wind vector distribution in the x -z plane of a typical thunderstorm situation where the aircraft

s rapid ch of wind vector in amplitude and direction. The wind vector acts on the aircraft forces and
moments through Equations (2.1) and (2.2) because the latter depend directly on V, and Q. These are complex,
nonlinear functions of air densitiy o, airspeed V,, Mach number M, angle of attack a, sideslip angle g and other va-
riables; for example the aerodynamic X - force is given by the equation

I3
2.6) XA = 2 VRS Cw (M, @ & B, au n 1K)

2.2 Rotatiomal effects

The wind effect, as described so far, is due to the influence of the local wind vector at the center of gravity of the
aircraft, considered as a one point mass, resulting in & varistion of V,, @ an B. This can be considered to be the ze-
ro order term of & Taylor series of the wind effect. The first order term of this Taylor series turns out to be the
effect of a linear wind distribution on the aircraft body, as is shown in Figure 4 for a sinusoidal vertical wind-fleld.
These linexr terms, which are described by the local components of the wind gradient, may be introduced into the
uwm&nwmncheffmof-m.mnul This leads to a relatively simple model, because the
way in which the serody d depend on the eircraft rates p. q and r is known. The local air rotational
nloclymenbommdbylmfnmufollom,wmlb.htbmformbnmtrlxbotm
Earth- fixed and body - fixed coordinstes:

Pw Ywy - Tws
@.n Ows = aGw | ® Mog | Ywa - wwx
w Ywx - Uwy

b s
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This is Hiustrated by Figure 5, where all the gradients are introduced with positive sign and are defined in aircraft
coordinates. Because of the law of continuity, the gradients are not independ of each other. Figure 6 shows two
extreme situstions; in general, any intermediate state, whose relative amplitude varies with time, may exist. Figure 6
makes clear that a representation of these effects by rate derivatives is an approximation which is only valid in
cases corresponding to Figure 6b. A better model will be introdiced in Sect. 4.

The three wind gradient components which are not incorporated in Eq. (2.7), the diagonal elements uy, , Ywy . and
Wy . result in an inh g! distribution of the airflow in the directions of the aircraft axes, as illustrated in
Figure 7. As these effects are probably small and cannot be measured in flight, they are usually neglected .

From the reconstruction of down-draughts in thunderstorms /9 / and from e ded flight ements /13, 14/
maximum wind shear gradients have been calculated and are izéd in Table 1. The differential wind values in
Table 1, calculated for an Airbus (length 52 m, overali-height 16 m, minimum speed 70 m/s), give a rough idea of
the possible influence of these gradients. Additional estimations should be made for the higher frequency case.

wind gradient differential wind

Vs AV,
Uwx 0,03 1,6 m/s
gz, Ywz 0,13 21 m/s
Wz 0,18 29 m/s .

Table 1 Effect of wind gradients on differential velocities at alrcraft extremities

For more exact models, the Taylor series of wind effects (Figure 4) should be continued with higher order terms.
thus further approximating a sinusoidal distribution. This would call for the introduction of the local derivatives of
wind gradients and would greatly complicate the model. However, since the corresponding wind model and the
effects of nonlinear wind distributions on the arodynamic forces are hardly known and the elastic modes have been
neglected here, the higher order terms are also neglected. The linear model is valid as long as the wavelength of
the air motion Is 8- 12 times larger than the aircraft dimensions. This is true for both the approximation of sinusoi-
dal distribution and the quasi-steady model of aerodynamic force generation /11 /. This also means that the wind
model must be restricted to frequencies not higher than those of the short period modes of the aircraft .

2.3 Block diagram of the wind equations

From the block diagram of Figure 8, it may be seen that the wind equations are characterized by three dynamical
states, the three components of the wind vector Vg . The wind-field, as a physical process, does, of course, con-
tain additionsl states but no detailed model can be given here (see e.g. /7 /). It can also be seen that there is a
strong coupling between the two processes (wind and aircraft), given by the feedback of Vg and r, which deter-
mine the wind vector and its gradients at the alrcraft’s momentary position /15 /

3. The equations of the coupled process (one point model)

3.1 The force and moment equations ,

The most practicable way of writing down the non- linear equations of aircraft motion in moving air, especially for
the purpose of numerical simulation, is to write down the forces and moment equations in body axes. For transport
aircraft, the earth rotation can be neglected and the earth surface considered as flat, the Earth axes system thus
being identical to the Inertial space. The force and moment vector equations in body axes are as follows:

oV,

(&) m[ R xv.g]b = K)o+ R}« MpG
a0t o "

@2 155 .anxa-b = Qf - Qf

Equations (3.1) and (3.2) both represent the equilibrium at the aircraft center of gravity. Here R{ and Q% are the
resulting vectors of serodynamic forces and moments in body coordinates and lg and Q'; are the resulting force
and moment vectors of engine thrust. T is the inertia tensor of the aircraft

I ‘lxy 'lnx
3.3 I = T

'lzx 'Iyz ll
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where Ixy, and lyz are zero for symmetrical aircraft. Qb5 is the vector of aircraft rotation relative to the Earth
expressed in body axea

PK
3.4 obs . %b' ax
],
and My, rep the transfe ion matrix from Earth axes Into body axea /2/.
cos® cos¥ cos® sin¥ -sin®

sin® sln® cos¥ sin® sind sin¥  sin® cosb
3.5) Mpg = MI,, = -cosd sin¥ +cos® cos¥

cos® sin® cos¥ cos® sin® sin¥ cosd cos®
+sind® sin¥ -sin® cos¥

The angular relationships between the two coordinate systems and the velocity vectors are shown in Figure 9.
Equation (3.1) reads in detail, after dividing by the aircraft mass

uy 1 xA . X: 0 QKWK - FKYK
(3.6 Wit oo YA 4 + Mpg| 0 |- | rkuk - Prwi
wl, N 7F . g Px¥k - 9kux |,

Integrating this equation gives the three components of the aircraft translational velocity in body coordinates. From
these, the polar components of aircraft velocity {flight path velocity Vi, flight path azimuth y and flight path angle
Y can be calculated by using the following transformation

Uy cosy cosy
3.7 Vg = (Vx| = Mg Y = |cosysimy | Vi.
wK ~siny

The pojar components are found to be

3.8 Ve = Vukg+ vhke wie
3.9 A = arctan vgg/ugg
3.10) Y = -arc sin wxg/V

The detailed moment equation (3.2) for a symmetrical aircraft is

Px | L L"] axri I, - ) - pkaxk lxe
(KR ak [ = X' MA e MF L - T e - 1) ¢ E-R) L,
x Jp N* « NF Jb pax Iy - I ¢ Pk Ixz .

which gives the three components of the aircraft rotation. If the aerodynamic derivatives are given in aerodynamic
or experimental coordinates, they have first to be transformed into body coordinates/ 4 /.

3.2 The equations for engulsr and translstional position
The differential equation for the Euler angles /1/
é sin® tan® cosd tan® Px

1
= [8] = Moo Okp = |0  cos¢ -sin® ax
¥ 0 sin®/cos® cosd/cos® g

3.12) d—.
de

and the integration of the velocity vector

dr X Y
3.13) — = |y] = Vxg = |vx
de ] W,
 § K [ 4
give the six additional comp s of the lar (@) and translational position (r} relative to the Earth.
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3.3 The wind equations

The fifth differential vector equation is given by Equation (2.3), for which the local wind gradient components are
the input variables (they should be stored as disturbances in a numerical simulation program). A constant wind
velocity has to be taken into account by the initial condition Vyygl0).

dv, aV, AV dr
@3 = X X
dt at dF dt

As derived in Sect. 2, the wind effects are described by three additional algebraic equations for the airspeed vector
(see Eq. 2.1) in body axes

(3.14) Vap = Myg (Vi - Vyvg)
for the vector of relative rotation
2.2) Oap = Oxy - My Owg
-.«d for the wind rotation
Wwy - Ywz
@7 Owg= Mog | Uwz - Wwx
Ywx T Uwy
3.4 The equations for the vector of the resuitant forces snd moments

The aircraft motion finally is generated by the aerody and engine forces which can only be written down here
in a global way. The vector of resultant aerodynamic forces is

(3.15) RY = F (o, MV, o B, & B pa Qar Far B Lo M Mg o)

the vector of the resultant aerodynamic moment is

(3.16) Q@ = g0 M Vil B . B pa da Tas b G MM o),
the vector of the engine thrust force is

347 RF = hi(p. M, f,a..)

and the moment resulting from the engine thrust is

(3.18) & = k(o M,Ff axp)

where f is the throttle input and xp is the rsdius vector of the thrust relative to the center of gravity. The first
two equ;uons are highly non-linesr, multi-dimensional functions which follow from wind-tunml measurements and
aer lcul ; they are usually simplified, esp ily with resp to dy and sercelastic effects and
multl variable functions. The thrust equations are also quite complex functions whlch have to be simplified. Time
derivatives of Vo, « and 8 also have to be Introduced into Eqs. (3.15) and (3.16). The time-derivative of V. In body
axes is given by the Euler equation
IVap dVyy,
ot Tat
To calculate the right hand term, Equation (2.3) should not itself be integrated, but should be introduced into the
differentiated Equation (2.1) as follows:

3.19)

- 0% < Vap

av av, av, av.
@20 S8 oa X T e M QM 0 G, - - Ve

The varisbles .VA B and & can be calculated from the time derivative dV,/dt in body coordinates, using Equation
(3.21 ) and inverting the matrix on the right hand side:

u 4 Vi 8 B -V B -Vsinacosf V
(3.20) v z —_ Vainp = sinf Vcosf 0 B
w] " ® [Vamecoss inacosd -Vaineaing V. o e
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Equations (3.19) to (3.21) rep atr d ional tesk to model a small effect. In most ceses, only
thnt.hnednﬂnuveofthelngleofumkahneededbacnuutlneffect:oanndémnotwellknown The equa-
tions should therefore be simplified considersbly. In numerical simulations, however, & is usually calculated by
numerical differentiation.

3.5 The renge of validity of the equstions

The validity of the equstions which have been derived so far is restricted by the simplifications introduced in Sects.
2 and 3:

- aircraft considered as rigid body,

- quasi ~ steady aerodynamic effects,

- one point model,
and by the simplifications of the wind model introduced in Sect. 2, especially by replacing the gradi effects by
wind rotation. The equations may be further simplified by the following assumptions:

- excluding high turn rates (px, qx and ry small)

- airspeed vector almost along the alrcraft longitudinal axes (x and 8 small),
and by simplifying the aerodynamic functions in Eqs. (3.15) and (3.16). Again, the transformation matrices may be
simplified by assuming that the flight path velocity vector Vi is almost along the aircraft longitudinal axes, i.e.

g that the les © - vy and x ~ ¥ are small too /10 /.

3.6 Discussion of the coupling betwesn air and eircraft motion

The relationships between the whole set of equstions are illustrated by the diagrams which follow. They contain all
the transformations and feedback effects. Figure 10 contains the force and moment equations - the numbers refer
to the equations given In the text. Their inputs are given by the vectors Oy, and Vg . which are the output
vectors of the wind process shown in Figure 8. This part of the overall model will be modified in Sect.4. Figure 11
shows the four state equations of the aircraft motion whith the resultant forces and moments as input vectors and
from which the twelve states of translational and rotational motion are integrated. This part of the model remains
unchanged in Sect.4 in which a multi point model is introduced.

(1.) The rigid body motion of the aircraft is governed by twelve state variables (which define the translational and
rotational velocity and position components). Three additional state variables {(components of the wind velocity)
describe the coupling between air and aircraft motions. In the case where dVyw,/dr = 0, the vectors V, and Vi dif-
fer only by the constant vector Vyy, (0), and Oy Is zero.

(2.)The choice of state variables in the present paper leads to a very clear modelling of the physical coupling bet-
ween the two processes and uses a minimum number of transformation matrices. It therefore seems to be advanta-
geous for the analysis of non - linear equations and for numerical simulation purposes,

(3.) The asrodynamic effects on the aircraft are generated exclusively by the air density, by the relative motion
between the aircraft and the air, and by the aerodynamic contrcl surfaces. These include the main disturbance and
control inputs (in addition to engine thrust and variations of mass distribution). The well-known feedback effects of
aircraft motion on the aerodynamic forces are represented by inner feedback loops of the aircraft sub - process.

(4.) If the wind process is modelled by a vector field in space, its effect on the aircraft flying through this field
can be described by mathematical vector functions. The wind effect on the airspeed vector is thus represented
exactly, eliminating the errors resulting from the use of "Taylor's hypothesis™. The wind effect on the non-uniform
distribution of forces and moments over the aircraft dimensions is only represented approximately. This. however,
has the advantage. that the well-known rotary aerodynamic derivatives can be retained to provide a rough approxi-
mation for the wind effects,

(5.) 1t is shown that the wind does not act as an independent disturbance process on the aircraft but that the two
processes are coupled. There are three different feedback effects, which are represented by three external feedback
loops connecting the two sub-processes:

(a) The momentary aircraft position rit) determines the local wind vector and wind gradient acting on the aircraft.
(b) The flight path velocity vector Vy(t) influences the instantanecus variation of the wind vector [Eq. (2.3)] and .

together with the wind vector. generates the airspeed vector [Eq. (2.2)). These feedback loops represent the most
critical coupling effects between the two sub-processes because both sffect the phugoid stability /9 /.
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{c) The Euler angles @ (t) determine the transfomation of the wind gradients from Earth axes into aircraft body
axes, and thus affect the unsteady wind effects, especially on the equations. As there are very few measu-
rements of wind gradients in Earth coordinates (the gust models are mostly derived from flight tests Le. from
measurements in body axes), practically nothing is known about the importance of this feedback.

4. Presentation of a multi-point modsl

The previous sections have shown that the quasi-steady concept, where all the force and velocity vectors are refer-
red to the center of gravity (one point model), involves extensive simplifications with respect to the aerodynamic
effects of

- the aircraft rotation,

~ the downwash from the wing,

- the engine flow,

- the wind gradients,

- the aircraft elastic modes.
A really new way of improving the mathematical model is to calculate the local air velocity vector separately for
the different parts of the aircraft (as e.g. wing, body, tailplane and fin), and to determine the local forces and
moments from the results. Given the capacity of existing large computers, even a calculation with distributed para-
meters seems to be possible (e.g. using finite element methods), but this would call for a tremendous amount of
calculations and would not be practicable for real time simulations. In this paper, therefore, the force and velocity
vectors are concentrated in a few distinct points, thus limiting the computation effort. However, the basic concept
of the multi-point mode!l could, if necessary, be generalized later. The velocity vector at a given point on the air-
craft is composed of its average value (at the center of gravity) V. and the supplementary values AV generated by
the various local effects. It is therefore crucial to distinguish clearly between velocity components of the aircraft
(Vy) and those of the surrounding airflow (Vyy), the local airspeed vector V, then resulting from the application of
Eq. {2.1) to each point. The local forces and moments are calculated separately and are then combined to give the
overall force and mp s with respect to the centre of gravity. To facilitate this compilation, ail local
force, moment and velocity vectors are defined in aircraft body axes.

4.1 The effect of atrcraft rotstion

First, the supplementary value of sirspeed, generated by aircraft rotation alone, is calculated. Figure 12 illustrates
the motion of a point P (e.g. the right wing neutral point) with respect to the center of gravity in case of a yawing
velocity rk. The relative velocity of P in body coordinates is given by:

xYp
4.0 AV (P, r) = | +rxxp
0

where xp and yp are the coordinates of P in body axes. taken as positive in the coordinate directions. Under a
generalized rotation Qy of the aircraft, the local velocity increment is found to be

axzp - 'KYP
4.2 OVi (P, Q) = Og x Xp = | rxXp - PxZp
PYpP - AkXp

The local airspeed vector at point P with aircraft rotation is then

4.3) VAP = V. + AV (P, Oy)
The effect of elastic modes on the relative velocities could be similiary modelled. From these, the local forces and
s can be calculated, as is shown in Section 4.4.
42 The effect of wind gradissts
Taking the x - y plane as an example, Figure 13 shows how the wind velocity at a point P is influenced by the wind
gradi in body coord Ywaand Wy,. This is represented by the following expression:
o

“we OV (P Yoy, Weyy) = |+ Yoy, 2p

* "w,!r
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The general three-dimensional case is given by

Uwx l“Wy Uwwz Xp
Xp = [Ywx YWy Ywz e
Wwx Ywy Wwz | 12p ]y

3
4.5) AV B = ¥

where the wind gradient matrix has to be transformed into body coordinates

av;
(4.6) v
or

OV

Zbg ar

The local airspeed vector at point P in a general homogeneous wind fleld is, from Eq.(2.1):

«“.n VAR = Vao AV

4.3 The effect of wing downwash and engine flow

Figure 14 illustrates the generation of a supplementary air velocity vector at the tailplane position due to an air-
stream caused by wing downwash and by the engine or airscrew. The downwash roughly induces a positive z-com-
ponent of AVy,, whereas the engine flow results in a velocity increment Vy and e.g. in a negative y-component in
positive sideslip conditions. As the calculation of the induced flow is very complex and is highly dependent on the
areodynamic state of the wing (lift, sideslip-angle etc) and the aircraft configuration (relative position of wing and
tallplane, flap position etc), no specific equation can be given here. This effect of reciprocal coupling between air-
craft and alrflow can only be expressed generally, as follows:

(4.8) AVp (P) = (P, Va, Cy, 8, 1k, - F .uiit)

It has to be modelled individually for each aircraft. A downwash change, following a lift, a configuration or wind
velocity change moves at the local airspeed V, towards the tail. Its effect on the tailplane is therefore subject
to a delay time

“9 = |xgelsv,

where xp is the distance between the wing and tailplane neutrs! points. The same is true for the effect of g-chan-
ges on the fin. This delay has to be greatly simplified In one point models where it is generally represented by the

“quasi-steady” derivatives:

Cré» Cpits Cmar Cnp ete.

where e.g. (see /3/)

2 2
aC, v x
(4.10) Cmic = —™ = 5| lar F’ Canr E
LI s v
('vg) A u
with Var sirspeed at tailplane position

3 downwash-angle

it is obvious, that this can be modetled much more precisely in multi-point modeis, thus making the derivatives
mentioned unnecessary.

A second time-dependent effect is due to the fact that the circulation around the wing cannot change abruptly after
flow chenges but builds up with an approximately first order time lag (Wagner- and Kiisaner-effect). This too, can
be modelled more precisely in s multi-point model, where a new differential equation can be introduced to represent
the dependency on time /12 /.

FPinally, the ground effect can be much better represented by the present model than by the one - point model. The
change in the local air velocity vector induced by the aircraft approaching the ground can be calculated for different
points of the aircraft. All these effects are examples of the very tight feedback coupling between the aircraft and
the surrounding airflow; these be 1 d in reali dels of aircraft motion.
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4.4 The complete local sirspeed vector

All the partial velocity vectors can now be summed according to Eq. (1) to give the complete airspeed vector at the
point considered.

(a1 VAP = Voo Vi,

<g* AVk(P. Q) -~ AV (P) ~ AV 0 (P
The aerodynamic effects at the point P are calculated from this vector.

45 The calculation of local forces and moments

From Eqs. (3.15) and (3.16), the aerodynamic forces and moments are functions of airspeed, angle of attack and angle
of ' sidealip. The local values of these three variables can be calculated from the local airspeed vector V4 (P} by
using the transformation

LS cosx cosf
(4.12) Vab = | Yo = Mpa Vaa = sing Va
Yale sina cosf

from which the polar coordinates of V, are found to be

(4.13) Va® = Yui () + vE (P + wA (P
414 a (P = arctan w, (P/us(P)
(4.15) B(P) = arcsin v, (P)/V, (P)

These are the input variables to the aerodynamic forces and moment relationships
(4.16) RAP) = o/2 S VA (P) Cp [MP), alP), B(P), E G, n, n ...
@1n QP = o/25 VIR 1, Cq [MIP), aP), BP), & G, 1, g ..o |
where C and C are the vectors of the local aerodynamic derivatives (in body coordinates)
C, (P
(4.18) Ca® =| C, (P
c, ®
C, (#
4.19) CqP = | Cp,, (P)
Cn (P)
They are functions of the local Mach number, angle of attack and angle of sideslip only, together with the respec-
tive acrodynamic control surface deflections of aileron, elevator, rudder and flaps, the function of the aircraft rates
Pa. 9a and r, and of the time derivatives Vo, & and 8 having been eliminated by the multi- point approach.

} 4.6 The overall forces and momants

The local forces and moments now have to be nfe;-red to the center of gravity so that they can be combined to gi-
ve overall vectors. This will be illustrated by transforming the forces at the tailplane as shown in Figure 15. Refer-
ring It to the center of gravity has no influence on the force vector, so the general relation is:

XAP
4.20) ARG, = [ YA
A

On the other hand, changing the moment reference point gives, for Figure 15

(4.21) OMeg = Mrp + zp X8 - xpZ%p
The general rel hip for changing the vector reference point is
4.22) AQeg = AQ (P + xpx AR (P

v 2P - zp YA
= AQMP) + [zp XA - xp 2P
xp YA - yp XA
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The central force and moment vectors are finally given by

4.23) R = I oRAP
P

(4.29) Qf = FOQMP + Zxpx ARAP)

4.7 Discussion of the muiti-point model

The muiti-point model situation is illustrated by the two following block diagrams, in which all the equations are
combined with their reiat{ pl including all transfor and Ieipt Figure 16 shows the wind
equations. Relative to Figure 8 the output (yy is replaced by the vector dVyy dr. Apart from this, the structure of
the equations stays the same including, of course, the feedback of Vi and r.

Figure 17 replaces Figure 13 of the one - point model. Using the input vectors Vwg and dVyy/dr, the resulting local
alrspeed V,(P) is first calculated for each point. By use of the local aerodynamic relations, the local resultant for-
ces and moments are then derived, introducing the local effects of the control surfaces £, {, n, nx and of the engine
jetflow. This has to be done for every point considered. Finally, these forces and moments are expressed relative to
the center of gravity and are summed to give the resuitant central force and moment vectors. These are the inputs
to the state equations shown in Figure 14, as ia the case for the one point model. The latter therefore remain un-
changed. The overall muiti - point model in Figure 18 is mainly characterized by the feedback couplings between the
wind and aircraft process which have already been discussed In Section 3.

Compared with the one point model, the amount of calculation involved in the aerodynamic equations has been
multiplied by the number of points considered. On the other hand, the effects of aircraft rotation, wind gradients,
downwash and wing vortex can be modelled much more precisely and the calculation of time derivatives of V,, «
and B is eliminated. Finally, this approach can be easily extended to model further phenomena, such as ground ef-
fect or unstationary serodynamic effects. In the parameter identification of a DO 28 aircraft, for example, the re-
suits could be greatly improved by taking the different positions of the instrumentation into consideration and
calculating the local airspeed vectors /18 /. The major unsolved problem in such a multi point model is the defini-
tion of aerodynamic models for the different aircraft componenta, such as wing, fuselage, fin and tailplane. This is
a quite difficult task, because of the various existing interference effects which exist, e.g. between wing and fusela-
ge or between tailplane and fin. A further problem lies in the fact that these models have to be derived mostly
from aerodynamic calculations because the aircraft components are rarely tested separatly in wind tunnel experi-
ments. The influence of engine flow as a function of angie of attack and angle of sideslip is also rather difficult to
describe. The proposed multi- point model, therefore, can only be a stimulation to further investigations, the inten-
tion of the paper being mainly to show a promising approach from which more exact models of aircraft motion in
moving air can be developed.

5. Conclusions

The non-linear equations of aircraft motion in moving air have been introduced and their interactions Ullustrated by
block diagrams. This mathematical model reflects the fact that the two sub-processes (wind and aircraft motion)
are strongly coupled, aircraft forces and moments being genersted by the relative motion between the air and the
aircraft. The usual one point model is first dered, using the cl ]l approach of overall quasi-steady derivati-
ves. This is developed to provide a multi - point model, in which the effects of aircraft rotation, wind gradients, wing
downwash and engine flow can be modelled more precisely by a generslized approach. In this the approximate qua-
si-steady terms are replaced by the calculation of local velocities and forces. This multi-point approach has great
potential for improving the accuracy with which the aircraft motion is simulated - as has already been shown in
parameter estimation cealculations. It does, however, require the development of better models for genersting the
local serodynamic forces and and the flow. This, and improvement to the modelling of higher
frequency wind motion and its effects on the aircraft, calls for further research activities.
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Figure 1 Two-dimensional wind field
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Figure 5 Relation between wind rotational velocity and wind gradients

Figure 6 Airflow-flelds with different relative wind gradients.
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Pigure 8. Block diagram of wind equations of the one-point model




Figure 9. Relation between Earth-fixed and body-fixed coordinate systems.
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Figure 16. Wind equations of the multi-point model
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DETERMINATION DES LOIS DE GUIDAGE QUASI-OPTIMALES EN TEMPS REEL
POUR DES TRAJECTOIRES D'AVIONS DE COMBAT

par
HUYNH Buu Thanh

Office National d’Etudes et de Recherches Aérospatiales (ONERA)
29, Avenue de la Division Leclerc - 92320 CHATILLON - France

SUMMARY
[ TATION OF SUB-OPTIMAL REAL-TIME GUIDANCE LAWS FOR COMBAT AIRCRAFT TRAJECTORIES

This chapter Dpresents an application of singular perturbation theory (SPT) for the computation of
real-time control laws for Combat Aircraft trajectories.

The principle of SPT is first briefly reviewed for solving a multiple-time scale differential
equations, then its application to optimization of non-linear systeas is presented. The main drawbacks
and difficulties which have been encountered in the computation of real-time control 1laws for Aircraft
trajectories are described, then various techniques are also pointed out in order to overcome with these
problems.

Basing of this SPT, real-time guidance laws, of closed-loop type, have been developed for minimum
time to climb in a vertical plane and three-dimensional interception for a combat Aircraft. The
performances of these sub-optimal guidance laws have been then compared, in numerical simulation using a
typical Aircraft model , with optimal control laws, of open-loop type, provided by an iterative
numerical algorithm, using a generalized projected gradient technique.

A better than 1 % accuracy has been obtained for the performance index (time-to-climd) for vertical
climb trajectories. The real-time guidance laws are slightly less accurate for interception
trajectoriea.

The sub-optimal guidance laws can fulfill final conditions on altitude or/and flight path angle and
remain valid for a large flight envelope domain. Their computation times are very small and are
compatible with real-time an board computer applications.

Ce chapitre présente une application de la théorie des systémes multi-échelles de temps au contrdle
en temps réel des trajectoires d'avions de combat.

Aprés avoir rappelé les principes de la théorie des perturbations singuliéres dans la résolution des
systémes différentiels multi-échelles de temps, son application A4 1'optimisation des systémes non-
linéaires est présentée. Les principales difficultés rencontrées dans la détermination des lois de
guidage "temps réel" sont ensuite mentionnées, puis différentes techniques utilisées pour les résoudre
sont indiquées.

Des lois de guidage "temps réel” en boucle fermée sont ensuite développées pour différents types de
trajectoires d'avions de combat : montée en temps minimum, interception dans un plan horizontal, dans un
plan vertical et dans 1'espace tridimensionnel. Les performances fournies par ces lois sont ensuite
évaluées en simulation numériques sur un modéle d'avion type, par comparaison avec les lois optimales en
boucle ouverte obtenues par un algorithme numérique de gradient projeté, sans approximation de type
nulti-échelles de temps.

1 - INTRODUCTION

L'emploi de lois de guidage optimales de trajectoires pour un avion de tranmsport civil ou pour un
avion de combat présente un intérdt certain. En effet, 1'intégration de ces lois sur un calculateur
embarqué fonctionnant en temps réel devra permettre d'une part de soulager la charge de travail du
pilote, dont le rdle se bornera alors A désigner les objectifs &4 atteindre, et d‘autre part d'utiliser
au mieux les capac.tés de manoeuvre de 1'avion.

WMeannoins la détermination des lois optimales est complexe car elle fait inte.venir la resolution de
systémes diftérentiels non-linéaires avec des conditions aux deux extrémités (Bryson, Ho, 1975). De ce
fait, les solutions exactes sont obtenues usuellesment par des techniques numériques de programmation non
1linéaire, de type itérative (gradient par exemple), qui & dent des b ts mémoires importants
ot des temps da calcul actuellement incompatibles avec une utilisation en "temps réel”.

Pour cette raison, la recherche de¢ lois de guidage sous-optimales, mais avec des temps de calcul
moindres, demeure un théme d’investigation iatéressant. Parsi 1les diverses adthodes d'spproximation
étudides jusqu'd présent la théorie des perturdations singulidres (Wasow, 1965) semble &tre la plus
prometteuse, elle perset d'obtenir des lois de guidage em boucle fermée, de aise en oeuvre numérique
relativesent sisple et de temps de calcul pusérigue négligeadle en comparaison avec les solutions
optinales fournies par les algorithmes numériques d'optimisatioa.
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L'objet de ce chapitre est de décrire l'application de cette théorie & la détermination des lois de
guidage pour des trajectoires optimales en temps minimum pour un avion de combat.

Il convient de rappeler au préalable le principe, les possidilités et les limites de 1'application
de la théorie des perturbations singuliéres & 1'optimisation des trajectoires.

Ce chapitre est organiaé de la facon suivante.

Le principe et les principaux résultats relatits & la théorie des perturbations singuliéres (P.S.)
sont d'abord rappelés bridvement. Ensuite l'apport de cette théorie 4 1la résolution d'un prodbléme
d'optimisation non 1linéaire est indiqué, de mdme que les difficultés rencontrées et les limitations de
1a aéthodes.

La détermination de lois de guidage sous-optimales pour des trajectoires de montée et d'interception
utilisant cette théorie des P.S., est ensuite décrite, ainsi que les modifications apportées pour
pallier aux inconvénients de la méthode. Des résultats de simulation numériques sont enfin présentés od
les performances obtenues par ces lois sous-optimales sont comparées aux solutions optimales fournies
par un code numérique d'optimisation de trajectoires utilisant une méthode de gradient projeté.

Les perspectives de 1 intérét de la théorie des P.S. et des lois de guidage aiasi développées sont
indiquées en conclusion.

2 ~ PRINCIPE DE LA THRORIE DBS PERTURBATIONS SINGULIERES (Wasow, 1965 ; Smith, 1985)

La théorie des perturbations singulidres consiste & résoudre de fagon approchée un systéme non-
lindsire mettant en évidence des dynamiques distinctes. Le principe de la méthode est illustré sur un
exemple scalaire. Les conditions de validité sont ensuite rappelédes, puis le lien avec la théorie des
développenents asymptotiques est également établi.

2.1 - Résolution d'un systéme non-lindaire 4 conditjon initiale

Soit le systéme différentiel autonome non-linéaire sui.ant 3 résoudre :

m x = fix,y) x{0,¢) = x4

avee y(0.8) =y,

ey = g(x,y)
ol les variadles x{t,clety(t,e} sont des scalaires, Xou Yo des constantes initiales, ¢ est un
nombre positif infiniment petit comparativement aux autres paramétres du systdme. Cette formulation fait
intervenir de fagon explicite deux échelles de temps au systéme, car la dynamique de la variable y,
donnée par la dérivée (l/e)g(x,y) ., est plus grande que celle relative i la variable x .

La forme (1) est encore dite “singulidrement perturbée™ car la dimension du systéme différentiel est
réduite lorsque l'on fait tendre ¢ vers zéro.

2.1.1 - Probléme réduit ou extérieur

Pour chercher une solution au probléme (1), il est naturel de poser ¢ =0 , de résoudre le nouveau
systéme ainsi obtenu et d'espérer trouver aipsi une approximation raisonnable de la solution du systime
{1) moyennant certaines conditions.

Le probléme obtenu en faisant ¢ - 0 est dit probldme réduit ou bien encore problése extérieur : on
notera ( X, ¥ ) la solution extérieure de ce problime (2).

@ HERE
X (o) = xo

0 = g (x5

Comme le systéme eat du premier ordre, il est naturel de ne conserver qu‘une seule condition
initiale, celle de la variable lente pour laquelle on a couservé la loi d'évolution. Ainsi, on adwent
une discontinuité sur la variable rapide en t = o (figure 1). Le mieux que nous pouvons espérer est donc
que X soit une bonne approximation de x et que Y soit une bonne approximation de y sauf au
voisinage de 1'origine (exception faite si g(x,, y,) = 0).

x
x

X

Yo

t
Fig. 1 - Comparaison de la solution réduite et de la solution réelie.
2.1.2 - couche limite initiale
I1 reste douc & étudier le comportement de 1a variable rapide ¥y au voisinage de l'origine des

teape, co qui se réalise par une dilatation de 1'échelle des temps : v=te . I1 est A moter que
1'con retrouve ici la premidre idée quant 4 la définitiom du paramdtre ¢ .
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Le probléme (3) ainsi obtenu est dit probléme de la couche limite (initiale car op s'intéresse dans
ce cas aux conditions initiales ) et sa solution sera notée (k. §) :

3 % A
'-:1[ =@ §) £0,el=x
d; ~ A A _
rogiad *,¥ y0a=y
Comme précédemment, une approximation raisonnable de ce probléme (3) est obtenue en faisant ct=o0 .
Par suite, il wient :

X (1) = x,

) 45
§ _ a P
I"—E(Xo B yo, 0=y,

Le probléme de couche 1limite initiale est, comme pour la sclutfon extérieure, de diwension plus
taible que le probldme (1), car la solution est obtenue en résolvant 1'équation différentielle scalaire
relative 4 la variadble rapide, la variable lente x étant ici figée & sa valeur constante initiale.

8i 1'on compare les systémes (2) et (4). il apparait que la solution réduite & l'origine t = o est
un point d°'équilibre pour la couche 1limite initiale. C'est ici que se trouve un point délicat de la
néthode. En effet, pour que 1'on puisse obtenir une approximation uniformément valable par la solution
du probléme (1), il faut dtre assuré de la stabilité de la couche limite initiale par rapport & ce point
d'équilibre. Les conditions de validité de cette approche sont données au paragraphe suivant § 2.2.

2.1.3 - Solution composite

Pour obtenir une approximation pour x et y , valable uniformément sur un large intervalle de temps
y compris 1l'origine t = o, la méthode la plus simple consiste A superposer la solution extérieure et de
la couche limite, en rajoutant des constantes de fagon 4 obteair um raccordement convenable. On obtient
ainsi :

(5) X () =% (t)

Yy =5 (-Flo) + T

2.2 - Théoréme de convergence de Tihonov

La validité de la décomposition présentée au précédent paragraphe § 2.1 est fournie par un théoréme
d & Tihonov rappelé ci-aprés (Wasow, 1965 ; Ardema, 1983).

Soient les hypothéses suivantes :

i} les fonctions f et g du probléme (1) sont continues sur un certain domaine ouvert J1 de 1'espace
des variables x et v ;

11) le probléme réduit et le probléme complet, définis par (2) et (1), ont une sclution unique sur
1'intervalle de temps [0, T] ;

iii) il existe une racine isolée 7 =p(X) au probléme réduit dans f1, c'est-d-dire telle que (X, p(X) =0;

iv) cette racine est un point d'équilibre asymptotiquement stadble pour la couche limite ipitiale a
1'ordre O, définie par (4) ;

v) 1le point initial (x.y) appartient au domaine d‘'attraction (x, pix,}) associé A4 la racine ¥, = uix,I.

Dans ces conditions, Tihonov démontre alors les résultats suivants lorsque que l'on fait tendre le
paramdtre ¢ vers zéro :

1) 1a solution compléte converge uniformément sur [o0.T] vers la solution réduite pour la variable
lente

lim x{c,t) = X0,

=0

2) la solution compléte converge uniformément sur tout intervalle (. T| contenu dans [0.T] vers la
solution réduite pour ls variable rapide :

lim yte,t) = pix);

c—=0
3) 1l y a convergence de la couche limjte §(;) vers la valeur d'équilibre Yo = nix,) :

lim y(U=pix,
L—»®
D'un poist de vue pratique, il convient de noter que la vérification des hypothéses tondamentales
iv) at v) de ce théoriéme n'est pas aisée, notamment dans le cas non-linéaire, car elle fait intervenir
des néthodes d4'analyse du comportement dynamique des systémes non-linéaires. D'aberd, il peut exister
plusieurs racines & 1'équation g (X, ¥) = o et il faut déterminer la racine la "plus” stable. Ensuite, il
faudrait déterniner le domaine d'attraction de cette racine, ce qui peut se révéler délicate.
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Bn pratique, on peut seulement donner une condition plus facile & wérifier, mais qui n'est que
locale et nécessaire :

16 x <o
dy lyx 5 '
y = pix,}

Il convient de noter que le théoréme de Tihonov est valable également pour des systémes non
autonomes et pour le cas général od x et y sont des vecteurs de dimension quelconque. Pour obtemir
davantage de détails sur la démonstration, les discussions et les généralisations de ce théoréme on peut
consulter par exemple (Wasow, 1965 ; Ardema 1983).

8i 1l'on désire une meilleure approximation de la solution que celle fournie pr la résolution
présentée au § 2.1, il est naturel de chercher une solution par développement asymptotiques dans le
paramétre e .

Rappelons qu‘'un développement asymptotique 4 l'ordre n d'une fonction fie) par rapport A un
paramétre ¢ est une expression de la forme :

n
fe= kzo a &+ B
telle que les conditions suivantes soient vérifiées :
k-1
lim {f () — z aiei)/z|l = a,
e~0 i=0
et lim Bu(e)=0 .
e—
La méthode de développement asymptotique est trés utilisée en pratique, elle a permis de résoudre de
fagon approchée un grand nombre de problémes physiques, dans des domaines divers comme en mécanique
céleste, en mécanique des fluides, etc...

Son application aux systémes dynamiques i échelles de temps multiples a été également effectuée par
de nombreux auteurs. Il existe plusieurs facon d'appliquer la méthode de développement asymptotique aux
systémes i échelles de temps multiples. On peut distinguer, par exeample :

a) 1'approche dite " des développements asymptotiques raccordés” (Ardema, 1983),
b} 1'approche dite "multivariable" (Smith, 1985).

La premiére approche est la plus ancienne et aussi la plus connue. Elle procéde, de fagon analogue &
la démarche précédente, en considérant d'abord deux développements asymptotiques indépendants entre eux
: 1'un pour la solution "extérieure"” ou "réduite”, l'autre pour la couche limite initiale. Une solution
composite, valable uniformément pour tout l'intervalle [0,T) est ensuite obtenue en superposant ces
deux solutions et en ajoutant en terme dit de raccordement de facon & assurer la vérification des
conditions aux limites. Cette approche présente néanmoins les inconvénients suivants :

- le calcul des termes de raccordement n'est toujours pas trés simple & effectuer ;
- 1'extension au cas multivariable est complexe.

La deuxiéme approche, dite "multivariable®, est plus récente, elle ne présente pas les inconvénients
rencontrés par 1'approche précédente.

Rappelons bridvement le principe de cette approche "multivariable”, due 4 0'Malley et A Noppensteadt
(Smith, 1985).

On cherche, pour chacune des variables =x et y, un développement asymptotiques défini de la fagon
suivante :

n x(t,e) = X(t,e) + exi(r,e)
y,e) =F,e) +yi(,e)-F0,0)
n

no
avec X, o= Z ENC &, ke = Zx:‘u) e
k=0 kso

3 LI
Teo= X jue, Yo=Y ot
k=0 ks0

od t est 1'échelle du temps dilatée au voisinage de l'origine (t=ve) .
Pour le développement de la variable x, 1le terme xi(i,c) est multiplié par le paramdtre ¢ pour

tenir compte du fait que la solution d'ordre O pour la variable lente ne contient pas de terme relatif &
la couche limite imitiale.




4-5
Pour définir complétement le probléme, on impose en outre les conditions suivantes :
- Xteety,e, qui caractérisent la solution “extérieure", doivent satisfaire le systéme (1)
pour tout instant t > o, c'est-d-dire :
(8) % t,e) =f&{t,e),yit,e)

c% @0 =g ®to, T

- les solutions «xi(r,eletyi(i,c), relatives & la couche limite doivent vérifier les conditions :

(9) xi(y,e)
lim =0
Dt yiti,e) -¥(0,8)

2o tenant compte des relations (1), (7) et (8), on en déduit les équations diftérentielles que

doivent satisfaire les solutions xi(y,e)etyi(y,e), de la couche limite initiale :
(10 dxi

—(t.c)= e (f(x,y) - {&,¥)

dy'

;—(v. O=[gx,y)—-g&¥)I

A partir des Eq. (7) - (10), on peut déduire que le développement asymptotique & l'ordre o doit
satisfaire les némes équations (2), (4) que ll lolution extérieure et la couche limite initiale du
précédent paragraphe(§ 2.1). La solution app récéd t par (3}, (4), (5), constitue
ainsi 1'approximation 4 l'ordre o du développement unptotiq\n détini par (7) - (10).

On peut noter que les équations différentielles relatives aux termes d'ordre supérieur du
développsment asypmtotique (7) sont toutes linéaires, 4 coefficients fonction du temps. Ces termes
peuvent dtre calculées ds proche en proche 4 partir des formules de récurrence (Saith, 1985).

On peut également généraliser la méthode des perturbations singuliéres 4 des problémes od
apparaissent plusieurs échelles de temps :

(11) de°

m o1y — o0
ey =P &t X ) x*lo) = x_

dx _p’ o 1 m, i i
tiaT— &% x"..,,x™) x' (o) = x;

avec gj+)/cj— 0 lorsque ¢, 0 j=1,2.m-1
etout x°, x!..xm sonldes vecteurs de dimension ng, nj,... Ny

La procédure est identique & celle effectuée pour deux échelles de temps en prenant la couche limite
d'ordre j comme solution extérieure de 1la couche limite d'ordre (j+1), 4 chaque couche limite étant
atfectée une nouvelle dilatation de 1'échelle des temps - te .

Sous réserve des hypothéses de stabilité pour les équations relatives aux couches limites
sucessives, Tihonov a démontré également la convergence de 1la solution compléte vers la solution
extérieurs, lorsque tous les ¢ tendent vers zéro (Wasow, 1965).

3 - APPLICATION A LA DETERMINATION DE LA CONMAWDE SOUS-OPTIMALE DES SYSTENES DIFFERENTIELS NON-LINEAIRES

L'apport de la théorie des perturbations singulidres i la détermination de ls commande sous-optimale
des systémes régis par des équations différentielles non-linéaires est d'adord décrit bridvement. Les
problémes rencontrés dans les applications, en se limitant & l'optimisation des trajectoires d'avioms,
sont ensuite présentés, de mime que les solutions utilisées pour les résoudrs.

3.1 - Définition du probléme

Soit le systime dynamique, régi par des équations différentielles non-linédaires présentées sous la
forme singuliérement perturbée suivante :

(13} = f{x,y,u) avec x(0) =

ey = glx,y,u) ylo) =
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od x, ¥ sont des variables d‘état & valeurs réelles, de dimensions respectives nietny , u est le
vecteur des commandes de¢ dimension m,c est un petit paramétre scalaire.

I1 s'agit de trouver une loi de commande optimale u*(t) permettant de transtérer l'état (x, y) du
systéme (12), 4&‘'un état initial donné jusqu'd un certain état fimal (x(t),y(t)) de fagon & minimiser
1'indice de colt intégro-final suivant :

(13) b
J=pk )yt + I Lix,y,uldt
L

L'instant final t est lidbre, mais 1'dtat timal doit satisfaire & un vecteur &e contraintes, de
dimension r :

16 olx(td,yt) =0 .
Pour simplifier, 1'exposé suivant sera fait dans le cas particulier suivant des contraintes finales
ol 1'état final est complitement fixé :
(15) x{tg = x¢
yto=yr .

Pour le cas général des contraintes de la forme (14), le principe de la méthode demeure valable ,
sais la détermination des constantes d'intégration est plus complexe.

Soulignons enfin gque, dans le but de recherche de lois de guidage “"temps réel”, le probléme
principal consiste A exprimer, si possible, la commande optimale u* sous la forme en "boucle fermée™,
c'est-d~dire sous la forme 4'une fonction de 1'état courant (x, y) du systéme :

as u =dx,y .

Seule cette formulation permet d'adapter effi la de pour tenir compte des écarts par
rapport & la trajectoire optimale dus A des perturbations de natures diverses.

3.2 - Commande optimale

La solution exacte du probléme d'optimisation défini par les Bq. (12), (13), (15) peut é&tre obtenue
en utilisant les conditions nécessaires du principe de Pontryagin (Bryson, Ho, 1975).

On définit d'abord le Bamiltonien du systéme (12), (13) :

17) H=L(x,y,u)+ Arf(x,y,u) + A:‘g x,y,u)
od Ag, Ay sont les vecteurs adjoints, solutions du systéme différentiel :
T T
(18) &=_'ﬂ=_".l_'_"_f-)‘_‘lk A=V
d P x T am T w Ty avee ' ¢

g = m === e = =, = —,} A’((l,)=v,

od vyetvy sont des constantes arbitraires i déterminer de facon & obtenir les conditions finales
désirées (15) sur 1'état.

La commande optimale u® doit assurer la minimisation du Hamiltonien dans le sous-espace U des
commandes admissibles (supposé indépendant du temps) :

(19) u* = ArgMin H(x,y, Ay, Ay w)
u€U

I1 est A noter gque le Hamiltonien défini par Bq. (17), (18) est légérement différent de celui
habituellement adopté pour le principe de Pontryagin. On peut vérifier aisément que ces équations

pouveat étre déduites de la formulation classique de Pontryagin moy un g de variable sur
1le adjoint ié & la variable rapide y (Ardema, 1983).
Les équations (18) aoutrent ainsi que les vecteurs adjoints A, Ay ont les wndmes dynamiques

que les variables d'état (x, y) du systéme (12), c'est-i-dire qu'au vecteur de variable leate x
correspond un vecteur adjoint "lemt" A, et gqu'au vecteur de variadle rapide y correspond un vecteur
sdjoint "rapide”.

- On suppose que la résolution de (19) permet de mettre la comsande optimale sous la forme explicite
vante :

(20) u* =8,y A, Ay
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Rappelons également une propriété importante qui est souvent utilisée en pratique pour déterminer la
commasde optimale en "boucle fermée™ par la technique des perturdbations singuliéres {voir exemple plus
loin § 3.4).

Comme les systémes considérés sont autonomes, il est facile de montrer que la condition d'optimalité
(19) entraine que le Eamiltonien est constant tout le long de la trajectoire optimale :

(21) HG®, y%, 0,0, A%, u®) = Cste .

Par ailleurs, comme le temps final est libre, on montre qu'il doit d&tre choisi de fagon que le
Namiltonien final soit nul, c'est-d-dire :

H(xp?, y6% Ay Ay Sy ur) = 0
ce qui implique alors que le Hamiltonien reste identiquement nul tout le long de la trajectoire optimale

(22) Hix*,y*, A% A% u) =0 -

3.3 - licat de la théorie & urbations sipguli

Le rappel du principe de Pontryagin met en évidence les difficultés rescoantrées pour déterminer la
coamande optimale en "boucle fermée™. D'abord, et surtout, il convient de résoudre un systéme
d'équations différentielles non-linéaires de dimension 2(ng + nz)  couplées constituées par les
équations d'état (12) et adjoints (18), compte-tenu de la commande optimale (20). Il s'agit 14 d'un
probléme aux deux bouts avec des conditions initiales et finales sur 1'état. Ensuite 1'expression (20)
ne fourait pas une véritable commande en boucle fermée, puisqu'elle fait intervenir, outre 1'état z,y,
les variables adjointes ), ),

In remarquant que le systéme différentiel (12), (18), (20), & résoudre met en évidence 1'existence
de deux échelles de temps distinctes, de par sa forme singulidrement perturbée, une résolution approchée
est obtenue en appliquant la méthode de dével t asymptotique présentée au § 2 précédent.

Une approximation & l'ordre o peut étre ainsi obtenue en résolvant d'abord 1le systéme réduit, en
faisant e=0 , puis en effectuant une correction de couches limites, aprés dilatation du temps.
Toutefois, comme les conditions aux limites sont données en partie & 1'instant initial, et en partie &
1'instant fimal, il sera nécessaire de considérer deux couches limites pour raccorder les conditions
initiales et finales sur le vecteur de variables rapides y.

L'application de la théoris des perturdbations siagulidres dans 1la résolution des équations (12),
(18)., (20) peut dtre représentée sous la forme équivalente suivante.

En se limitant 4 1'approximation d'ordre 0, 1l'optimisation du systéme initial (12), peut étre
remplacée par 1'optimisation de trois systémes de dimensions plus réduites :

- 1la premidre est relative i la solution extérieure (ou réduite), obtenue en taisant ¢ =0,
- 1a seconde est relative & la correction de couche limite initiale,
- la troisiéme est relative 4 la correction de couche limite finale.
La commande composite est ensuite obtenue par superposition des solutions obtenues dans les trois
étapes précédentes.
3.1.1 - () 4 (1)

Le probldme réduit est défini en faisant =0 dans les équations 4'état et adjointes, et les
conditions 4'optimalité.

On peut moatrer que la commande optimale correspondante est donnde, de facon dquivalente, par la
résolution du probléme d'optimisation de dimension noins élevée ol n'intervieat plus que le vecteur
leat 2, domt 1'évolution est régi par le systéme 4différentiel :

(23) §= (X5 X0 =% ,

od 1¢ synbole (=) est relatif A la solution extérieure (cu réduite).

Daas cette équation, les variasbles (¥, U) sont ici les commandes, non indépendantes ot reliées eatre
elles par la relatiom implicite :

(24) gRyWm=0 .

.-
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L'indice de performance 4 nminimiser est identique A 1'indice du probléme complet, c'est-i-dire
Aa4tini par (13). L'état tinal sur le vecteur lent x est fizé et doané par une partie d¢ la condition
(15)

(25) R(tg = 2 .

3.3.2 - Couche limite jnitiale (ordre 0)

La couche 1limite initiale permet de¢ raccorder la condition initiale sur le vecteur rapide y. Elle
est obtenue en effectuant une dilatation du temps au voisimage de 1'instant initial (=t , puis en
taisant ¢=0 . On pesut encore montrer que la coamande optimale correspondante est donnée, de fagon
équivalente, par la résolution 4'un probléme d'optimisation plus simple que 1le probléme original od
n'interviennent plus, cette fois-ci, que le vecteur rapide y. L'évolution de ce vecteur est alors régi
par le systime différentiel suivant, dans lequel le vecteur lent x est figé 4 sa valeur initiale
constante Xo :

(26) dy s - PR
et glx, ¥y, yol=y,

od le syabole (*} st relatif a la solution de couche limite initiale.

Wéanmoins, 1l'indice de colt du probléme simplifié comporte ici un terme de pondération
supplémentaire portant sur la dynamique de la variable lente (Kelley, 1972) :

tam IO A <
J= ] (LG, 9,0 + X7, fix,§,01de
o

Le coefficient de pondération A; est la valeur initiale du vecteur adjoint relatif au vecteur lent
X, provenant de la résolution du probléme extérieur. La présence de ce terme de pondération portant sur
la variadble lente, dans 1'intégrande du cotit (27), permet d'assurer le raccordement de la couche limite
initiale 4 la solution extérieure.

I1 est encore & noter que les hypothéses relatives au théoréme de Tihonov, présentées au § 2.2.,
permettent d'assurer 1'existence de la solution de ce probléme d'optimisation 4 horizon infini et de la
convergence de la couche limite initiale vers la solution extérieure, c'est-id-dire :

lim § (1) = ¥* (xo)
(28a) 1a®
lim 9° (1) = U*(x,)
t—> o
o §*(x,), U* (xo) sont les valeurs i 1'instant two de la solution extérieure (voir $3.3).

3.3.3 - Couche limite finale

Dans le¢ cas présent od 1'on impose également une condition finale sur le vecteur rapide y, une
couche limite finale est nécessaire pour raccorder la condition finale sur la valeur finale yr . La
démarche est analogue & celle de la couche limite initiale.

L'équation dynamique est obtenue en faisant une dilatation du temps au voisinage de 1'instant final
(o =(ty-tfe), puis en faisant =0 . Le probléme d'optimisation "équivalent™ est défini par les
équations suivantes :

(29) a5 o -
d—Z=_g[xr,y,u) avec Yo )=y,
o=—a
(30) =- l (L x,y, 0+ xfr.r(x,,y,mldo
°

Ce probléme d'optimisation est strictement analogue 4 celul de la couche liaite initiale. Il
convient de noter, néanmoins, une différence qui se révéle importante dans la pratique : la convergence
vers la solution extérieure est obtenus en intégrant 1'équation de la couche limite dans le sens
rétrogralde, c'est-d-dire en temps inverse, 4 partir 4'un teaps final qui n'est pas connu a priori.

Comms pour la couche limite initiale, le théoréme de Tihomov tournit les conditions de convergence
suivantes pour les gquantitds relatives A cette couche limite fipale :

limy (o) = y* (xg

(28b) o—s
lim u* (0) = u® (xp
o—w
od ¥* (xd et (xg sont les valeurs finales de la solution extérieure {§ 3.30.
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3.4. Cas scalaire
. Dans le cas ol les variables x et y du prodléme complet (13) sont scalaires, l'approximation d'ordre

de la théorie des perturbations singulidres permet de fournir une solution analytigue compléte pour le
calcul de la commande optimale.

3.4.1 - Solution extérieure

Il est & noter que la résolution du prodléme réduit (23) fait intervenir le Hamiltonien suivant., ol
1a contrainte courante (24) est prise en compte par 1'introduction d4'un multiplicateur de Lagrange }, :

(31) HE T T T 0 = Ligy.m+ 5 (X700 + Y, e®70

et que 1'équation adjointe qui régit I, s'écrit :

32) j=_8__2 5 %, avee  Kitp=v, .

Les comaandes optimales doivent minimiser le Hamiltonien.
En tenant compte de la nulljté de la contrainte (324) et de la null%tg du Hamiltonien optimal (22),

il est possible d'éliminer, dans le scalaire, la variable adjointe . de (31) et le multiplicateur X,
et de se ramener au probléme :

Arg Min ( _ Lix® y*u*) _}
3 i F 0 - = R, 7, T)
(33) ¥ U .4 L(X,5,0) far ) Xy, 0

avec la contrainte g(x, y, u)=0.

On peut wérifier que les valeurs optimales de 3+ et de i* sont alors données par :

(34) ArgMin | L(X.7,9) .
50 f—('_‘—‘T s fL)>0
Fou = ¥, X, y,u
L®.¥.6
ArgMax | L &.5,5) s fl<o

MALREGRA ]
avecg(X,5,0) =0
3.4.2 - couche limite initiale

Le Hamiltonien du probléme (26), (27) s'écrit :
H = L(xo.5,0) + Ay Flxe, 5, 8) + Rygix,, 7,6

La valeur initiale 1A, de la variable adjointe lente est donnée par la relation suivante, obtenue
en tenant coapte de la nullité du Hamiltonien optimal :

{35a) _ L (xn, ¥4 (0), U* (o))

I = ——
T f(x,9* )5 o)

En tenant compte de (34), cette variable est uniquement une fonction de la valeur initiale x, :

(35b) T, =R o)

La cosmande optimale du probléme (26), (27) peut &tre encors obtenue a# fagon explicite.

En effet, 1'intégrale premidre du Hamiltonien nul permet 4'éliminer 1'adjoint 'i, ot 4'obtenir la
cosnande optimale par la résolution du probléme 4'optimisation statique suivant :

L(xu, §.0) +A'~ f(xo,y, a)

Arg Min ‘ o l 3
a s(xo.f,\?) g gL>0
(36) et =
Lix,§,0)+% -fix,§,0)
Arg Max o } . <
§ £0,5,0 @ s0<o

: 3.4.3 - Couche linite tinsle

: La démerche est analogue & celle de la couche limite imitiale. Oo eam déduit, de la wndme fagon, wne
\ commande optimale U+ en fonction uniquement de la varjable d'état 4 l'instant fipal x; et de la variabdle
tapids ¥ .
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3.5 - Connande réactualisée en boucle fernée en temps réel

La superposition des solutions obtenues daas 1la région “"extérieure™et dans les couches limite
initiale ot finale permet d’'em déduire ume commsnde composite Up(t) uniforsément valable tout le long de
la trajectoire. En se limitant & 1'approximation d'ordre 0, cette coamande s'éderit :

tpe () = {0 (x, § (D)= (%o, F (x )} + WK, F ) + {i (xr, ¥ (0N (x, ¥ (x)}
(§)}] e
C.L. initiale S. extérieure C.L. finale

Cette commande comprend trois termes : un terme relatif & la solution extérieure et deux termes
relatifs aux couches limites initiale ot fimale. Elle dépend de fagom explicite de 1'état initial
(x,, yo) , de 1°'état tinal (x,yp et du temps couranmt t.

Une cosmande en "boucle fermée" est obt en t t pte des r q sui H

i) quand on est suffisamment éloigné de la couche limite tinale, la commande relative i cette dermidre
est infiniment petite, on a en effet, 4'aprés (28b) :

Wixg, 7 (0)~0 (xg, F (xp) S ebte Uk
b étant un nombre positif fini;

ii) & 1'instant initial two, la commande up (o) est uaiquement une fonction de 1'état imitial (x,yo) .

Ea effet, en supposant que l'on arrive & résoudre complétement ds manidre analytique les probléses
réduit et de couches limites, ce qui est le cas pour dee variables scalaires, la de (37), compt
tenu de la remarque précédente ot des Xq. (34), (283a), est de 1la forme :

(38a) Upg (to) = G (x5, ¥o)

iii) la coamande de couche 1limite initiale ge asymptoti t vers la commande de solution
extérieure (voir Eq. (28a).

Ea considérant ensuite chaque instant courant t comme instant initial, on obtient ainsi une commande
on "boucle fermée”, valable uniformément le long de la trajectoire, A 1'exception du voisinage de 1'état
final (Mebra et Co.auteurs,... 1979) :

(38h) Upg(t) =0 (x (1), y (L)

La figure (2) illustre cette réactualisation de la commande dans le cas des variables x et y
scalaires.
Y 4‘

v

Yo

y (o)

Fig. 2 - Commande composite.

3.6 - Extension aux systépes multivarisbles

La décomposition d4'un prodlime de commande optimale par un systéme dymanique & deux échelles de
tenps, en trois problémes successifs plus simples :

- couche lisite initiale,

- solution extérieure,

- couche limite finale,

est us résultat tout A fait général. Toutefois, on a wu que la commande optisale me peut pas dtre
facilemeat explicitée en boucle fermée sur 1'état seul, sauf dans le cas od la variable leate et la
varfable rapide sont toutes les deux goalaires. Dans ce cas, en effet, il est possible d'éliminer les
adjoints et d'éviter la résolution dw prodléme aux deux bouts issu de 1'applicatiom du priacipe de
Poutryagin. Pour traiter le cas général d'un systime multivariable, deux approches soat possidles en
pratique, supposant l'ume ot 1'autre que 1la variadle leate x est scalaire, ou eacore que le problime
réduit puisse Stre résolu de maaidre analytique.
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3.6.1 - Bchelles de tesps pultiples, § séparation "cospléte”

Le vecteur rapide y est elle-néme décomposée en variables scalaires yi(i=1,.n-1)
de rapidité croissante.

Les équations sont écrites sous la forme suivante :

(39) X =0y Yaa1 )
51 =g (Y1 Yoet,u)
€1*1 ¥nal = go (X, Y1.-Yo1. 0)

La démarche précédente (3 1.4) se généralise directement. Le probléme d'optimisation initial d'un
systése de dimension n est décomposé en n prodlimes d'optimisation statigues qui psuvent dtre résolus,
de proche en proche, en partant de¢ la variable la plus lente vers la variable la plus rapide.

Coame 6d de en "boucle fersés”, valable uniformément le long de la trajectoire
[ Y cxentien du veisiun u 1'état tinl est doande par la commande réactuslisée fournie par la
compande relative & la couche limite hithh la plus rapide.

L'incoavénient de cette démarche est 1'hypothise, pas toujours physiquement justifibe, de la
séparation compléte des échelles de temps du systéme. Le principal avantage réside dans 1'obtention
d'une commande pon-lipéajre par retour 4'état.

3.6.2 - ti u te

Cette approche permst d'édviter 1°'hypothése d‘une séparation compléte des échelles de temps
sultiples, et de traiter globalement le cas d'une couche limite comportant plusieurs variables.

Considérons d'abord le cas d'une couche limite initiale. I) e¢st encore possible de résoudre
explicitement la détermination de la commande, du moins pour 1'approximation & 1'ordre o, en linéarisant
les équations de la couche limite autour de la solution nominale définie par la solution extérieure.

La linéarisation de 1'équation (26) et de 1'indice de colit (27) autour des valeurs d'équilibre (x,, 7 (x,)
relatives & la solution extérieure, s'écrit (Brysocn, Bo, 1975) :

d:y = Aﬁy + B&u

i= [H 18575 T)l—\q SH ‘dt

#H #H
,Q= '—2| .8
o ‘U o

(40)

i

R= —
o N’

3y du

8% = § (1= F* (xo), 8Q = G (c)=T* (x,)

Les quantités A, B, Q, 3, R, iatervenant dans (40) sont des constantes évaluées au point 4°'équilidre
(x5, 7* (x)) relatif & 1'instant initial.

La commande optimale &0 pour la couche limite initiale est donnée par la solution classique du
problése linéaire & co@t quadratique en horizon infini :

(41) 80 =R (B'P + SN 8y

od P est la solution semi-définie positive de 1'équation algébrique de Riccati (Bryson, Bo, 1975) :
(42) PA + A'P 4 @-PBR'8P =0
avec A=A-BR*S, °=Q'SK'ST

L'existence de 1la solutionPde cette équation est lide directement aux conditions de stadilité
asynptotique de la couche limite,

L 'avantage de cette démarche, par rapport & 1la séparation compléte des échelles de temps, est
qu'elle permet de traiter & t plusieurs variables et par suite permet d'éviter 1les
inconvénients dus 4 une séparation artificielle des dynamiques.

Les incoavénients sont de deux sortes :

- 4'wne part, 1'hypothdse de linéarité impose que les conditions initiales ne soient pas trop éloignées
des valeurs d'équilibre de la solution extérieure,

- d'antre part, le calcal de la commande nécessite la résolution 4'une équationm matricielle algébrique
4o Riceati, dont la valeur dépend que 1'état initial x,, Dans le cas d'une réactualisation 4e la
condition initiale, om doit aimsi résoudre cette équation & chaque instant couramt t, ce qui peut
conduire 4 des tempe de calcul prohibitifs pour wne utilisation en temps réel.
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Cas 4° coucl ina

La linéarisation procéde de fagon analogue & celle de la couche liaite initiale ; elle en différe
cependant par les points suivants:

-~ le changement d'échelle de temps est o =( —tVe .
- le point de limdarisation est le point d4'équilibre relatif & 1l'instant fimal (xr,¥(xe)
- la est od en temps inverse, et il faut prendre la solution semi~définie négative N

de l‘bqntion de Riccati (42).

On notera enfin qu'il est possible de combiner les deux "recettes” précédentes, en travaillant sur
des échelles de temps multiples, correspondant, les unes 3 des couches limites scalaires, les autres i
des couches limites multivariables linéarisables.

3.7 - Asélioration de la précision

Pour améliorer la précision de 1'approximation 4'ordre O, deux techniques ont été utilisées :

1) développement asymptotique & 1'ordre 1,
2) prise en compte de “pseudo-solution extérieure”.

La premiére méthode utilise la néme démarche que la méthode des développements asymptotiques
raccordés dont le principe est exposé dans (Ardema, 1983). L'inconvénient est qu'elle met en oeuvre des
calculs complexes et il est difficile d'obtenir des solutions analytiques, & l'exception de quelques
exemples simples comae 1'interception dans un plan horizontal (Visser, Shinar, 1986).

La seconde méthode consiste 4 remplacer la solution oxtbrioun par une "pseudo-solution extérieure”,
obtenue en traitant simultanément les équations en x et ¢y du systéme (39), c'est-d-dire, en supposant
que 1a variable y, est i la méme échelle de temps que la variable lente x (Calise, Moerder, 1982)

3.8 - Problémes pratigues et solutions

Si 1'application de la théorie des perturdations singuliéres (P.S) & la détermination des lois de
commande sous-optimale Dne nécessite pas de développement mathématiques complexes, au moins lorsque que
1'cn se limite & 1'approximation d'ordre 0, de nombreuses difficultés ont été rencontrées en pratique et
4 1'heure actuelle, il n'existe pas encore de méthode "miracle" permettant de résoudre de fagon
satisfaisante tous les problémes. Ce paragraphe résume les deux principaux obtacles rencontrés qui font
que l'application de cette théorie des P.S. i la commande optimale relédve i 1'heure actuelle, plus de
1'art que la théorie.

3.8.1 - Détermination des échelles de temps

Un travail préliminaire consiste i mettre les équations de la dynamique d'un systéme différentiel
non-linéaire sous la forme singulidrement perturbée, si possible du type (39), c'est-d-dire avec
séparation compléte des dynamiques.

1) Séparation des dymamiques

Dans le domaine linéaire, le probléme est bien maitrisé et 1l'on dispose d'un grand nombre de
techniques, allant des plus simples (cercles de Gerschgorine et Ovales de Cassini) aux plus
sophistiquées (calcul des valeurs propres et des vecteurs propres). Une excellente revue de ces
techniques est faite dans (Noreigne, 1984).

Par contre, dans 1le domaine non-linéaire, les solutions proposées sont souvent complexes et
constituent souvent un probléme sn soi :

i) la premidre méthode consiste & utiliser les techniques du domaine linéaire en linéarisant les
équations autour d'une trajectoire optimale pominals. La méthode a été urilisée dans (Moreigne, 1984).
La démarche est complaxe et fournit seulement des combinaisons linéaires de variables d'état du systéme
envisagé.

ii} la deuxidme approche consiste A rechercher des transformations non-linésires psrmettant de séparer
les variables lentes et les variables rapides. Le principe est séduisant mais on aboutit & une équation
aux dérivées partielles dont 1a solution est inextricable (Kelley, 1972), & 1'exception des cas
particulidérement simples dont on copnait déjd la solution a priori (Ardema, Rajan, 1985).

i11) une troisiéme approche consiste 4 évaluer simplement 1la vitesse de varistion des diverses
variables, par exesple sous la !em {Ardesa, luju. 1985) :

l

B

Mu —_— f (x,u) .
A*. uey A
x€D
3.8.2 - Pexturbatioy singulidre forcée
Pour mettre en évidence les ¢ , ume solution consiste & eff des chang ts de variables et

:l 7::'-.“ de 1'échelle do teaps de fagom 4 faire apparaitre ces petits paramétres au premier meabre
o .

8i, dans certains cas simples, comme 1'interception dans le plan horizomtal, il est possibdle
d'appliquer cette démarche (Visser, Shinsr, 1986), le probléme est en général nom trivial.
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Par ailleurs, cosme la dynamique est essentisllesent non-linéaire, 1a mise en évidence de ce
parandtre c n'est valable que localement, c'est-d-dire pour une certaine classe de trajectoires et il
ost & prévoir que 1a classification entre variables rapides et lentes risque sdme de changer tout au
long 4'une wiae trajectoire.

Pour cette raison, il peut étre préférable d'utiliser ls démarche appelée "perturbation singulidre
forcée™ (Shinar, Merari, 1980) qui consiste 4 introduire les parandtres el de facon tout & fait
artiticielle. Cela revient A imposer a priori, une biérirehisation dans la dynamique de comportement du
systine, qui un’est peut-8tre pas réaliste, mais est justifiée a posteriori par la qualité des résultats
auxquels cette hypothése conduit.

3.8.3 - Conditions finales sur les variables rapides

La mise en oeuvre de la commande optimale “composite™ issue de la théorie des P.S. ne permet pas
4'obtenir une précision acceptable lorsque les conditions finales portent aussi sur les variables
rapides. En effet, cosme la couche limite finsle converge bien vers la solution extérieyre, mais en
temps inverse, son utilisation en “temps rdel”, c'est-d-dire en temps direct conduirait & une erreur
isportante.

Pour pallier & cet inconvénient, il convient de citer les trois solutions suivautes :

i) 1a premiére consiste & changer la décomposition des variables au voisinage de 1'instant final de
facon & faire apparaitre les conditions finales sur les variables lentes seulement.

i1) 1a deuxidme méthode consiste A adopter une démarche complétement différente. La méthode des P.S.
sert A déterminer 1a loi ée commande de couche limite finale. L'arc de trajectoire finale est ensuite
intégrée en temps inverse jusqu'i la solution extérieure. Cette portion de trajectoire est enregistrée
et utilisée comme profil de guidage 4 suivre en temps direct. Cette deuxiéme technique a'applique 3
toutes sortes de contrsintes sur 1'état final du type (14) (voir 1'application traitée plus loin § 4.32).

1ii) la troisiéme méthode consiste 3 commuter sur d4'autres lois de commande provenant d'autres
décompositions de la dypamique selon une technique de multi-classement (Fossard, Freitas, 1386).

4 ~ APPLICATION AUX LOIS DE GUIDAGE EN "TENPS REEL" POUR_LES TRAJRCTOIRES D'AVION A TEMPS MININUM
4.1 - du probléme
4.1.1 - Bypothéses

L'avion est assimilé & un corps ponctuel, de masse constante, évoluant dans un repére inertiel sur
une terre plste, de pesanteur constante.

La poussée de l'avion est supposé dirigée le long du vecteur vitesse, sa valeur maximale est une
fonction de 1'altitude et du nombre de Mach et elle est fournie sous forme de table 4 deux dimensions Fy(h, M)

La polaire est supposée parabolique :
(a3) C,=C, W+ kMC]

o

ot les coetficients Cx,, k sont des fonctions du nombre de Mach. On suppose en outre que 1'avion évolue
& dérapage nul et les transitoires sur le mouvement d'attitude sont négligdes.

De ce fait, les commandes de 1'avion sont le taux de poussée 5:, le facteur de charge normal n, et
1'angle de gite adrodynsmique u. Dans la suite de 1'étude, on s'intéresse essentiellement aux
trajectoires pour lesquelles le taux de poussée 5;optimal est constamment égal A 1'unité, ce qui est
généralement le cas des manoouvres d'interception.

4.1.2 - Eguations du mouvement

Le position et la vitesse de 1l'avion sont caractérisées par 1'altitude h , les coordonnées
horizontale x et ¥ de la position relative entre 1'avion et une cible (dont la position et la vitesse
sont swpposées connues par ailleurs) le module de la vitesse V, ou encore de facon équivalente 1'énergie
spécifique définie par E=h + v’/zg sa pante y et son azimut x (voir Fig.3).

Dans la suite, on utilise les variables réduites sens dimension définies par :
T=gi/a ,T=gwel 5= gy/el hi=ghsal,V=v/e, F =F,/mg E=gE/e]
ol a, est une vitesse de référence et g lplccduution de pesanteur.

Les équations réduites sans dimension 4u_ mouvement de 1'avion sont données par le systése
diftérentiel suivant, en omettant le symbole (*) pour simplifier l'écriture :

{44a) i= Vennyeony-Ve pVialsc, 2k mg
y=Veosysiny = 2 Dl=—"—’~
h=Vainy avec 2mg pVa S
E = V(83 Fou- D, Dy n,2) pvalisc
. o 3
f- (ny sin yl(V con y) n = Tmg

¥ = (1/V)(n; cos p-cos y)
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Dans cette équatiom v, désigne la vitesse de la cible, supposée animée d'un mouvement rectiligne
uniforme A altitude constante seloa 1'axe des x.

En utilisant la vitesse ¥V, su lieu de 1'énergie spécifique E, on obtient le nine systéme
d'équations, mais ol 1'équation en E est remplacée par 1'équation suivante :

(44b) V = 8,F - Do-Dj ny3-siny

Dans 1la suite, on considérera uniquement des trajectoires telles que la poussée soit toujours
maxisale, c'est-4-4dire : §5;=1.

A
Xh \7

Xa  Plan horizontal g, yo
D Yo

Xo

Fig. 3 - Définition des angles y, X, u).
4.1.3 - Définition du_probléme d'optimisation

Le probléme consiste A trouver des lois de commande n,etp de fagcon & rejoindre un eonsemble de
conditions finales spécifiées, & partir d'un état initial complétement défini, en un temps minimum.

La nature du problémse dépend des conditions finales imposées. Dans 1la suite, on s'intéresse aux
trajectoires suivantes :

1) montée en temps minimum dans un plan vertical : les conditions finales portent uniquement sur les
variables E,h et y;

2) dinterception tridimentionnelle : les conditions finales porteat uniquement sur la position relative
4 la cible, c'est-d-dire :

(45) x(t) =0,y(tp = 0,h(t) = h,

ol h; est 1'altitude de vol de la cible.

La résolution du probléme d'optimisation doit prendre en compte des limitations physiques sur les
conmandes et sur 1'état de l'avion :
(46) Cimin S C: S Crmax
Ingl < ng i
q= pV22% qmax
M S Mpas

Un nodéle d'avion de combat typique est utilisé pour les applications numériques. Le domaine de vol
de cet avion est présenté sur la figure 4.

Domaine de vol

Altitude (m)

15000

Profil continu

10000 4 corrigé h' (E

Fig. 4 - Profil continu de montée énergétiq rigé b (E)
5000

V (mvs)
0 T 200 @ 400 600
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4.2 - Hontée en teaps minimum dans un plan verticsl
4.2.1 - ations singuliér t tur!

Conme la position n'intervient pas dans les conditions finales, et en se limitant au mouvement dans
le plan vertical, l'état de 1'avion peut &tre ramené & trois variadles : B,h, ety.

L°'étape préliminaire consiste i amettre les équations du mouvement sous la forme singuliérement
perturbable, perasttant de mettre en évidence la séparstion entre différentes échelles de temps du
systéne. La démarche utilisée ici est la méthode des perturbations ringulidres forcées, déji mentionnéde
précédemment. Une étude préliminaire, effectuée avec un modéle 1linéarisé, utilisant une méthode
présentée précédemment (53.8.1), montre que 1la dynamique de 1'avion peut 4tre décomposée en deux
échelles de temps, dans l'ordre de rapidité croissante suivante : énergie E, altitude h et pente y .

Les équations sont miges sous la forme singulidrement perturbée suivante :

un E = V(Fp-Do-Dy nyd)
tl:| = Vsiny

&Y =(1/V){(n,-cos y)

4 © est un “petit™ parasdtre introduit artificiellement pour aéparer 1'échelle de temps entre E et(h,y)

4.2.2 - Approximation d’'ordre ¢

Solution extérieure

Rappelons qu'elle est obtenue en faisant ¢ = 0 dans les équations (47). En s'intéressant uniquement
aux trajectoires de montée (Er> E,) ,on obtient les résultats suivants, en désignant par le symbole
1a solution obtenue :

(48)

n,=1y=0
R{(E) = Arg Max [V (F,- D,-Dp)]
h

- 1 - o

X, = o« ——————— T =0,% =2,V

£ ooWw -p-py t Y TE
m o 1

Las valeurs de h(E) peuvent &tre calculées préalablement hors ligne, et enregistrées en fonction de
E sous forme de table. Pour le modéle d'avion utilisé, 1le profil de montée énergétique h(E} est
illustré sur la figure (4), avec un modédle 4'atmosphére standard.

Une discontinuité apparait sur ce protil au voisinage de la vitesse du son, c'est une
caractéristique bien conpue des avions de cosbat aux performances élevées. Elle est causée par des non-
linéarités des coefficients aérodynamiques dans la zone transsonique. Cette discontinuité sera éliminée
ultérieurement (voir plus loin § 4.2.4).

Couche limite sur hety

On traite ici seulement le cas de la couche limite initiale, celui de la couche limite finale s'en
déduit de fagcon similaire (voir § 3.3.3).

las équations de la couche limite initiale sont obtenus en faisant la dilatation de 1'échelle de

tenps & 1'origine (v = Vo), puis en faisant ¢ =0:
(49) 9 Gang

dv

9

=ld
FERE At ¥

ol le symbole (7} est relatif 4 la couche limite initiale.

Pour obtenir la commande #, en boucle fersée, on applique la technique de linéarisation décrite
précédenmect ($3.6.2), le point de linéarisation étant défini par les valeurs de la solution extérieure
4 1’instant initisl t,=0.

Les élénents des matrices 3,8,Q,R,8 correspondant au systéme linéarisé (40) s'écrivenmt :

(50) q, 0

oV Ill P
= o|B=1(? = ={".R=-22_V D
a=[o 7@ [,,V’I.Q la q,l's ol LGS

s 4:,00,. oD
avec = —*:.a?lx 'q1=2rl,vnol."l= T, -2Tl'V'(;!)]l
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Compte tenu de la forme particuliére de ces matrices, la solutioa clq‘bti’u P de 1'équation de
Riccati (42) peut étre ob analyti . L'expression de la commande h, dans la couche limite
est, en définitive, donnée par :

1 h-h ) 1(/P; — P
(51) 3 =1- ~@" T‘ l= __K__ ) - L
n, R(B P+8Y -1, 1 R V°+“ [ h@)+vo(y Y,
avec Yo = 0 (ordre 0 a. VRy, 5’—3 V)= VR -2 Vo
Yo = Ofordre0) Vn——s,+ oy ) = @y +2p,V)=Rq,+&V VRq, -2 V.5) .
4.2.) - Conmande en temps réel & 1'ordre O

Pour obtenir une loi de commande en temps réel, valable tout le long de la trajectoire de montée, on
procéde de la facon indiquée au paragraphe précédent (§ 3.5). La commande comprend deux parties :

1) la premidre partie est valable tout au long de la trajectoire, sauf au voisinage de 1'instant final §

2) la deuxidme partie permet 4'assurer l'obtention des conditions finales désirées sur les variables
rapides, c'est-d-dire l'altitude et/ou la pente.

. Coamande en couche limite initiale et en solution extérieure

En utilisant la technique de réactualisation décrite plus haut (§ 3.5), la commande est donnée par
la loi de couche limite initiale (51), dans laquelle il convient de remplacer la valeur initiale E et
par sa valeur courante E. I1 est & noter que la mise ep oeuvre de cette loi (51) est relativeneat
simple.

. Commande de couche limite finale

Pour tenir compte des conditions finales portant sur 1°‘altitude et/ou sur la pente, en plus de
1'énergie finale, la solution adoptée comprend deux étapes :

1) 1la presidére consiste & calculer la trajectoire permettant de raccorder les conditions finales avec
la solution “extérieure”. Cette trajectoire est obtenue en intégrant les équations complétes du
mouvement 4 partir des conditions finales, en utilisant la commande de couche limite finale
réactualisée, comme pour la couche initiale.

Lorsque 1°'état final est partiellement fixé, la valeur finale de la variable inconnue (hfou yp
est déterminée en exploitant 1la relation linéaire liant le vecteur adjoint au vecteur d'état & travers
la solution semi-définie négative N de 1'équation de Riccati :

-3

-l -
8A By,

k)

La trajectoire ainsi obtenue est ensuite enregistrée sous forme de courbes hy(E}, y4(E)

(52)

2) en temps direct, la commande n, est déterminée de facon 4 effactuer une "bonne” poursuite de la
trajectoire pré-enregistrée. Dans les exemples numériques, la loi retenue pour n, est calculée
simplement en agissant directement sur la pente au moyen de la formule :

(53) 0, = KViyg-y) + cony

o) y4 est la pente désirée & chaque instant, fournie par la traajectoire pré-enregistrée, K est un gain
scalaire choisi de facon 4 assurer un bon suivi de la pente désirée sans forcer sur le facteur de charge
de 1'avion.

La commutation sur cette loi peut &tre effectuée & partir du moment ol la solution "extérieure” du
profil de montée est atteinte.

4.2.4 - Probléme du passage de la zone transsonique

Il a été vu précédemment qu'une discontinuité apparait sur 1l'altitude dans le profil de montée
énergétique, lors du calcul de la solution "extérieure”.

Analytiquement, cette discontinuité peut s'expliquer de 1s facon suivante. La fonction E(h E)
qu'on désire maximiser (voir (48)), présente au voisinage de M = 1, deux maxisums relatifs
correspondant & deux altitudes distinctes. En subsonique, le maximum absolu correspond & l'altitude la
plus basse, alors qu'en supersonique, il correspond & 1'altitude la plus haute. La discontinuité sur
1’altitude apparait au moment o) ces deux maximums sont égaux (voir figure 5).

Pour remédier 4 cet inconvénient une démarche a été Proposée : elle consiste & déterminer une
trajectoire permettant de relier les deux points d'équilibre dans un espace & 4 dimensions (h,y,Ap Ay .
Cette démarche est de mise en oeuvre complexe car elle nécessite une résolution numérique par
programsation non-linéaire (Weston, Cliff, Kelley, 1981).
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g =V{Fm~Dg—-D,} £

Altitude (m) Es

8000 8000
Fig. 5 - Mustration de la disconlinuité
sur le profil de montée énergétique h (E).

La solution proposée ici procéde par linéarisation des équations de la couche limite en h et en y
comme pour une couche limite ordinaire. La trajectoire de transition est obtenue en intégrant les
équations complétes du mouvement (47). avec la commande linéarisée (51). Le point de linéarisation est
figé & la valeur A'équilibre stable h(E,*) pour E<E,, il évolue ensuite avec 1'énergie E diés que
celle-ci dépasse E, . Les conditions initiales, permettant de déterminer 1'instant ol la tramsition
intervient, ont été obtenues par balayage des valeurs initiales (Eq, h(Eg)) le long du
profil de wmontée, dans la zone subsonique, la pente initiale vy, étant ajustée de fagen A obtenir un
"bon" raccordesent avec le profil de montée. Un profil coatinu h'(E) est ainsi obtenu pour 1‘altitude
(voir figure 4).

4.2.5 - Amélioration de la comsande d'crdre 0

On verra dans les exemples numériques que 1'spproximation 4 1'ordre O est pénalisée par un retard
nun négligeable pour s° vre le profil de montée en énergie h'(E) . Ce retard provient du fait que
1'sltitude change da  la solution "extérisure”, ce qui correspond 4 une pente y non nulle, alors que la
pente ¥ donnée 4 1'ordre O est nulle.

Pour améliorer cette loi, un développement asymptotique & 1'ordre 1 est effectué pour la solution
extérieure.

L'utilisation compléte du développement i 1'ordre 1 est complexe car elle nécessite la détermination
de constantes arbitraires qui ne pourrait étre obtenue qu'd travers des calcul complexes (Ardema, 1976 ;
Noreigne, 1984).

Pour tenir compte de 1'apport de 1'ordre 1, 1la démarche proposée ici est d'utiliser toujours la
commande de couche limite initiale & 1'ordre O donnée par (51), mais “ valeur nominale relative i la
pente V=0 est remplacée par son approximation & 1’ordre 1 :71 = _l,_

VvV dt
Ce terme peut encore s'écrire, en faisant apparaitre la variation de h en fonction de 1'énergie

1 dn oz dW
(54) VFV‘E-E:.','E-‘F...'D»‘D.’ .
o

Ce dernier terme peut &tre calculé aisément 4 partir du profil de montée donnée par la figure 4.

4.3 - Interception tridimensionnelle
4.3.1 - 8 t turbées

Comme wmentionné au précédent paragraphe, la premidre étape consiste & mettre en évidence des
échelles de temps diftérentes.

Pour des trajectoires 4'interception dans 1'espace tridimensionnel, diverses décompositions ont été
retenves, permettant de déduire des lois de commandes sous-optimales de aise en osuvre simple.

Il n'existe aucun moyen théorique permettant de démontrer la validité ou non d'une décomposition par
rapport & une autre. La seule nanidre de vérifier 1a validité et par suite 1'intérét 4'une loi de
commande en temps réel par rapport 4 une autre, est la comparaison avec la solution optimale, en boucle
ouverte, fouraie par des algorithmes numériques d‘'optimisation.

Dams la suite, on retiendra la décomposition suivante, en partant de la dynamique la plus lente vers
le plus rapide : (x,y);E;x;(h,y) .

Dfautres décompositions été également envisagées par divers suteurs. Le lecteur intéressé pourra
coasulter par exesple (Mebra, 1979 ; Calise, NMoerder,1982 ; Rajan, Ardesms,198% ; Shinar, Well, Jarsark,
1986) .

-——
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Dans 1la suite la résolution est décrite pour la décomposition utilisant 1'énergie spécifique B comme
variable d'état. La solution relative i de la vitesse comme variable 4'état est mentionnée plus loin
(54.3.5).

Les équations (44a) sont mises sous la forme singulidre perturbée suivante, en introduisant les
au premier membre de fagon artificielle pour séparer les dynamiques entre les différentes variables :

Iy

x =Vcosycosy-V,

§ =Vecosysiny

(55) ¢E = V(Fa-Dy-D, n2)
€2% = (n,sin PV cos y)
eh = Vsiny

23y = (1/V) (0, cos p~cos y)
souscette forme, on a ainsi forcé la séparation de la dynamique en quatre échelles de temps, conformément
4 la décomposition retenue, c'est-i-dire dans 1le sens de rapidité croissante suivant : position
horizontale (x,y), énergie E, azimut x , altitude et pente h,y.

4.3.2 - Résolution de la solution & l'ordre O

A partir de cette formulation (55), 1'application de la théorie de la commande optimale des systémes
singulidrement perturbés, conduit & résoudre le probléme complet en quatre étapes successives, en
partant de la solution extérieure, relative A& la variable lente, vers la couche limite la plus rapide.

La solution obtenue pour chacune de ces étapes est résumée dans la suite (pour obtenir plus de
détails, voir (Do khac, Huynh,1988).

. Solution extérieure (on réduite)

La trajectoire est définie par un point dans le domaine de vol (h,V) de 1'avion. Elle correspond a
un vol horizontal, rectiligne, & la vitesse maximale de l'avion V,= V., 1'altitude correspondante
est notée h, (voir figure 6).

Altitude h {m) Domaine de vol

Solution
extérieure

1000 DA

v

T—-
2 Vo Vitesse réduite

Fig. 6 - Profil de montée en énergie hg (E) et
en vitesse hy (V) pour l'interception.

C'est une trajectoire de collision dans un vertical défini par un azimut cominal 7Y, selon la figure 7.

Fig. 7 - Solution extérieure (projection horizontale).
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. Premidre couche limit tia dnergie

Cette “"couche limite” permet, & partir de l'dmrqio_initillo de 1'avion, d'atteindre 1'énergie
correspondante & la solution extérieure, définie par E =h + V: l2.

La trajectoire s'effectue dans un plan vertical, selon un profil, désigné dams la suite par "montée
énergétique (en interception)”. Ce profil est défini dans le plan (h,V), ou de fagon équivalente (h,E),
par :

V@m—%-DQ

(56) Arg M:x (avecE sEo)

b B =

P v Ecwnnt

11 est 4 noter que ce profil est identique au profil de "montée énergétique” en interception dans un
plan vertical (Buynh, Moreigne, 1985). La figure € présente, non pas le profil original donné par (56),
mais un profil lissé, déduit de ce dernier par un lissage polynomial classique. Ce lisasage permet de
supprimer la discontinuité qui se trouvait dans la zone transsonique avec le profil d'origine.

Deuxidme couche limite initiale (azimut X}

Cette couche limite permet de raccorder 1'azimut initial de l'avion 4 1l'azisut du plan nominal,
détini par 73, (figure 7), dans lequel s'effectue 1'interception.

La trajectoire est ici un virage horizontal en suivant _un certain profil d‘altitude EX(E, x) qui
est, en principe, différent du profil de "montée énergétique” hg(E).

Ce profil hy(E,Y) dépend de 1'énergie E et de 1'écart Ax = x-%o entre 1'azimut réel de
1'avion et 1'azimut nominal 7Y, de la solution extérieure, il est défini par la résolution de (57) :

v _ ArgMin [ l
(51 b (Ex w H, Gy Yesurmmt
V -Vesix-%) _
= +XgVF_-D - Dl)!

H_ (h,x) = —
avec x X V -V oosy, N
V-v
T, =1- 2 |
E, VI~V esx XF_-D_— D)%

On peut vérifier que ce profil de “"virage" tend vers le profil de “montée énergétique” précédent hy(E)
(donnée par (56)) quand 1'azimut x tend vers 1'azimut nominal X, :

lim by (E, x) = b (E)
X~ Yo

les commandes optimales, notées par i’x el iy pour cette couche limite sont données par :

(58) tg i, = signe (x — X ).

1
X —
x oSy

La quantité sous le radical est donnée par (57).

. Troisiéme couche limite initiale (altitude h et pente v )

Cette couche limite permet de rejoindre, & partir de 1'altitude et la pente initiale (h,vo
1'altitude et 1a pente relative & 1la solution “extérieure”, c'est-i-dire le profil hy(E,x,) de la
he limite précédente.

Pour obtenir une commande en boucle fermée, les équations de la couche limite mont linéarisées selon
la technique indiquée précédemment (§ 3.6.2).

La commande, pour cette couche limite, est de la forme suivante :

(59)

o
=

=l fey -l s
a0 1 e e -y,

od (ki kg, kg, ke)  gont les gains du retour d'état, obtenus par résolution de 1'équation matricielle de
Riccati (42), de dimension deux dans le cas présent.

. Couches lisites fissles

Pour 1'interception tridimensionnells, les conditions finales, portast sur 1les variables rapides,
font intervenir uniquement 1‘'altitude et par suite, pour résoudre complétement le prodléme, il reste &
compléter les solutions précédeates par le calcul de la couche limite finale sur 1'altitude et la pente.
Pour cela, la démarche est analogue A celle de la couche limite initiale. (voir plus haut).
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- Lol de coamande en boucle fermée & 1'ordre O

One loi de commande en doucle fernée, valable wniforsément le long de la trajectoire, est obtenue ea
procédant de la nédme facon que pour la trajectoire de montée en temps ainisua.

Elle comprend dewx parties :

1) 1a premiére partie, valadle tout le long de la trajectoire, sauf au voisinage de 'iastast final,
est domnée par la commande de couche limite initiale (59), en utilisant la métbode de réactuslisation
nentionnde précédemment (5§ 3.5).

2) la deuxidme partie, valable au voisinage de 1'instant final, peut &tre obtenue par la technique du
suivi de trajectoire nominale comme pour la montée (5 4.2.3.). En fait, on adopte ici une loi de
coamande de nature différente (voir ci-aprés § 4.3.3).

4.3.9 - ! ' 0

Pour améliorer les performances de cette loi de commands en boucle fermée, fournie par
1'approximation d'ordre 0, des modifications ont été apportées & cette structure sur les trois point
suivants :
=~ loi de commande finale,

- prise en compte des trajectoires de courte portée,
~ amélioration de la pente nominale 4’ordre 0.

- Commande tinale

Au lieu d'utiliser la commande donnée par la solution de couche limite en altitude et en pente selon
la théorie des P.8. décrite plus bhaut, on applique pour la phase finale d'interception la cosmande
permettant de réaliser une trajectoire de collision tridimensionnelle. La géométrie d'une telle
trajectoire est indiquée sur 1la figure (8). L'instant de tion sur cette loi de commande est
obtenu par intégration au préalable des équations du mouvement en temps inverse et par le raccordement
de 1'énergie sur le profil de montée hgx de la solution extérieure.

h

y
Fig. 8 - Géométrie d'une trajectaire de collision
tridimensionnelie V. sin ¢ = V cos y sin (g -x).

L'emplol de cette commande de trajectoire de collision présente 1'avantage, par rapport i la
solution fournie par les P.8.; d'une wmeillewrs réalisation de conditions finales 4'interception (voir
résultats numériques plus loin § 4.4).

. [ des _trajectoires 4'

Pour pouvoir calculer l'arc de trajectoire finale par la méthode retenue ici, il convient de définir
complétement 1°'état tinal, c'est-i-dire les valeurs finales des variables xy.EB x.hety . Les
conditions finales sur x,y et h sont fournies par les conditioms &'interception (45).

En principe, les valeurs finales des autres variadles X, x ety sont fournies par la solution
extériours, c'eat-d-dire EnYo ot Vo =0 (voir § 4.3.2). Or ces valeurs correspondent aux
trajectoires d'interception de portée suffisamment longue pour que l'avion ait le temps d'atteindre la
solution extérieure, c'est-d-dire la vitesse maximale de croisiére.

Pour prendre en compte des trajectoires de duréde moyenme, les conditions fimales Br, X1, et yr
sont calculées, de facon hors ligne, en supposant que l'énergie B est une variable lents, 4 la wéme
dchelle de temps que les coordonndes horizontales x, y, et en cherchant A résoudre la solution
extérieure de Ceo nouvesu problime d'optimisation singulidérement perturbé. On peut alors démontrer que
Cette solution est encore ume trajectoire de collision Doriszomtale, 1'altitude étant domnée, & chaque
instant, par le profil de montée émergétique hg(E) donnde par (56). (voir § 4.3.2).
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Les conditions finales FEret xr sont alors fournies par les relatioms suivantes :

(60a) E, Vossx -V,

X, -X =~ X =I —_—
t = %o o” g, Vl?..‘D."DﬂE‘

dE = 0: mf' xf)

E, Veiny -V,

—y =y = —_—— _JE= ,
Yo=Y, Y, L, ViF_-D D ¢, @, x,)
L3

La pente finale yr est fournie par la condition finale d'interception de type collision :

(60b) ooy, = £ .

. Amédlioration de 1a pente nominale 4'ordre 0

Une amélioration de la pente nominale Yy - intervenant dans la commande (59), est obtenue en
opérant commse pour les trajectoires de montée dans le plan vertical, en modifiant 1a valeur nominale
utilisée. En_ effet, 1'approximation d'ordre O fournit =0 , alors que le protil de "montée
énergétique” hiz (E) donnée sur la figure (6), nécessite une pente non nulle.

Dans la suite, il convient de remplacer cette pente nulle par son approximation &4 1'ordre 1, donnée
par : dh
1

que 1'on peut encore écrire sous la forme suivante :

a
((3V) 'E=—(Fm-Do_Dl) .

Cette derniére quantité peut étre calculée aisément A partir du profil de “"montée énergétique” hg(E),

4.3.4 Résuné de la commande en temps réel

Une loi de commande sous-optimale, uniformément valable dans un large domaine de vol pour des
trajectoires d'interception tridimensionnelle, est ainsi obtenue en se basant sur la théorie des P.S.,
avec quelques aménagements dans le but d'améliorer la réalisation des conditions finales et le domaine
4'utilisation.

Le calcul de cette loi de commande en boucle feraée nécessite les étapes suivantes de calculs :

1) Profil d'altitude Fg de la solution extérieurs (Bq. (56)).

2) Valeurs finales de Er,xr yr (Eq. (60)).

3) Profil d'altitude ‘Ex relative 4 la premiére couche limite initiale (Bq. 57).

4) Valeurs "nominales” des commandes T, etH: ,donnédes par (Eq. (58)).

5) Commande en boucle fernée donnée par {Eq. (59), (61)).

6) La commutation de la commande précédente vers la commande finale peut étre effectuée tris simplesent
en remplacant les valeurs nominales intervenant dans (Eq. (58) (59)) par des valeurs Y Y provenant
de la trajectoires de collision tridimensionnelle illustrée par 1a figure (8).

4.3.5 - Solution avec 1'utilisation de vitesse

En utilisant comme variable d&'état la vitesse V, au lieu de 1'énergie spécifique K, et en adoptant
la néme décomposition dynamique pour ce vecteur d'état, on peut déduire de facon analogue une loi de
cosmande en boucle fermée.

Cette nouvelle commande se présente de¢ la méme forme que celle provenant de la "solution avec B”
{c'est-A~dire utilisant B comme variable d‘'état), la différence se situe uniquemen: au niveau des
profils d'altitude hy(V)et b, (V) relatifs aux couches limites en V et en x .

Le profil d’altitude hy(V) est également représenté sur la figure 6, sprés lissage comme pour hp(E)
on note une légére différence par rapport au profil he (E) relatit 4 la "solution avec E". Pour
obtenir davantage de détails, le lecteur pourra consulter (Do khac, Huynh, 1988).

4.3.6 - 1 da lan vertical et onta

Il comvient de noter que les commandes on boucle fermée développées pour 1'interception
tridinensionnelle sont également valables pour des trajectoires d'interception soit dans un plan
vertical, soit encore dans un plan borizomtal.

Dans ces cas particuliers, on peut noter les simplifications suivantes par rapport & la solution
compléte (les remarques concernent uniquement la “décomposition en E", celles relatives A la
*décomposition sn V" sont analogues) :
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1) Interception dans un plan vertical

. la deuxidme couche limite en X n'existe pas et le profil Tn', ast alors identique au profil de
montée puisqu'il n'y a pas de virage & effectuer ;

. la commande (59) est simplifiée, il ne reste plus que le terme enn; puisque la commande en roulis y
est alors identiquement nulle ;

2) Interception dans un plan horizontal

. comme 1'altitude est fizée, 1la premidre couche limite en énergie n'existe pas, ot la solutios de la
couche limite en x est également simplifiée, puisque 1'altitude h, est alors constante ;

. la commande (59) est également simplifide, il ne reste plus que 1'un des deux termes en n, ou en
, puisque 1'on a la relation suivante entre ces deux commandes n, = licosp .

4.4 - Résultats de simulation numérique

Avant 4'évaluer les performances fournies par les lois de commande en temps réel, une validation de
1'approche de linéarisation de 1la couche 1limnite a été effectuée au préalable en la comparant avec une
loi non-linéaire, par retour d'état, obtenue en séparant les variables hety .

Les performances des lois de commande en "boucle fermée” de nmise en oeuvre simple, sont ensuite
comparées avec des lois de commande fournies par un code numérique 4°'optimisation fonctionnelle
utilisant un algorithme de gradient projeté appliqué au probldme originel, non singulidrement perturbé.
I1 est & noter que les solutions optimales ainsi obtenues sont seulemsnt de type "boucle ouverte", donc
nettement moins intéressantes que leg solutions en “boucle fermée”.

Pour accélérer la convergence de 1l'algorithme numérique, son initialisation est tfouraie par la
trajectoire donnée par la commande eon “boucle fermde" dérivée de 1la théorie des perturbations
singulidres.

Les simulstions nunériques ont été effectuées sur un ordinateur CYBER 170-750 de 1'ONERA.

4.4.1 - Validation de la commande linéarisée

Pour vérifier la qualité de convergence vers la solution "extérieure”, les équations non-linéaires
de la couche limite initisle (49) ont été intégrées avec deux lois de de, l'une donnée par (51),
1'autre nop-linéaire, obtenue par séparation compléte des variables hety (Calise, 1982). Plusieurs
calculs ont été éffectués en faisant varier d'une part le point d'équilibre, défini par 1'énergie E,, et

d'autre part les écarts initiaux sur 1'altitude ot sur la pente par rapport aux valeurs 4°'équilibre(h(E,), Vo)

Pour un niveau 4'énergie trés élevé (E > 22000m), les réponses des deux lois sont équivalentes, la
convergence vers 1'équilidre est satisfaisante (pas d'oscillation). Pour des niveaux d'émergie plus
taibles, la loi lindarisée (51) fournit toujours des résultats satisfaisants, alora que la loi nomn-
linéaire induit une convergence vers 1'équilidre avec des oscillations (voir figure 9). (Huynh,
Noreigne, 1985).

(%)

t (g)

Fig. 9 - Comparsison entre commande non-linéaire (NL)
ot commande linéarisée (LIN).

tis)
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La loi linéarisée fournit, par ailleurs, un comportement satisfaisant pour de larges écarts initisux
en altitude (jusqu‘d Ahy = 8000 m) et en pente (jusqu’s t 60°).

4.4.2 - to: e b v
- ison entre oi d'ordre O (PSO) et la loi 4' e 1

On &ésigne par loi d'ordre 1 (PS1) la solution obtenue en remplacant dans (51), 1a pente nominaley =0
par son approximation 4 1l'ordre 1, donnés par (54).

La figure 10 présente la comparaison entre ces deux lois dans le cas o) seule 1'énergie finale est
fixée. il est A noter que la loi PS1 permet d'obtenir un gain pouvant atteindre 10 & sur le temps de vol
par rapport & la loi d'ordre O PSO (voir tableau 1). D'autre part, cette derniére loi ne permet pas
d'cbtenir un raccordement satiafaisant avec la couche limite finsle car elle ne converge pas rapidement
vers la solution “extérieure” (voir tigure 10).

Aiftitude, h {m)

Altitude, h 12000 _
P50
8000 |

PSlet

Amax 30004 gradient

t (sec)
30 60 9 120 150 180

Pente trajectoire

30

20 PST et

gradient

10
_—
a) ~ -~
0.
_sl ‘t {sec)

—T T L T T
O 3 6 80 120 150 180
3 Facteur de charge (nz)

Fig. 10 - Montde en temps minimum avec (hs, Y libres. 2/ T bso PS1 ot
\\ ,/ gradient
1 = _
04

- 054— —_—— ——

b)
Conditions Er= 25 000 Br= 25 000 n Era 25 000 m
finales he, vr libres he = 14 000 a hr = 14 000 m
désirées Ye libre X - 0°
Parandtres (*) tra) | heim)| v @ | hetm) | yv® | Y& | betm) | v
tinals
Loi d'ordre 0 186,110 810| 4.9 Contraintes finales
(P30) non satisfaites
Loi d'ordre 1 172,411 520] 3,4 | 180 j14 000) 12,9] 181 |14 000} 0,16
(rs1)
Gradient 171,711 600| 3,6 | 178 |14 008| 8,9| 180 |14 00O| 0,13
(solution exacte)

FPigures n® 10 1

(*) L'énergie finale ddsirée est toujours réalisée, car elle sert de condition
a’arrét pour 1'iatégration des équations du mouvement.

Tablean ) : Comparsison de différentes solutions pour montée en teaps minimum
Conditions initiales : B, = 3030m(V, = 200 m/s), h, = 1000 m, y, = 0".
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. Y. te ¢

Des trajectoires de montée avec passage de M = 1 ont $té effectubes avec la loi d'ordre 1 (PS1),
avec contraintes finales sur l'altitude et/ou sur la pente. Les résultats sont résumés sur le tableau 1
(voir figure 11). Le passage du son a ¢té Dien effectué, la néthode proposée pour traiter la
discontinuité s'est révélés efficace, puisque 1les écarts par rapport aux solutions exactes sont
inférieures 4 1 & pour l'indice de coft et les conditions finales sont bien réalisées. La démarche
proposée est satisfaisante, du moins pour des pentes finales faibles.

Ahtitude (h) 150004 " 1M
15000 -
14000~ 10000
Gradient et PS1
10000 5000
h* (E} 10004
tis)
0 T L} L T
5000 50 100 150 200
()
1000 V {m/s) 30+
T T T T T T
0 200 400 600 » Gradient et PS)
a)
109
01 tis)
T LI T T
0 50 100 150 200

Gradient PS1

Fig. 11 - Montée en temps minimum avec (hy, Y4 fixés.

b)

4.4.3 - Trajectoires 4'interception (Do khac, Huynh, 1988)

Les calculs envisagés correspondent A une interception i haute altitude ol la cible évolue & vitesse
constante égale dVe =200m/ssd 1'altitude 1200 m.

Deux lois de commande ont &été évaluées en simulation numérique : la premiére provenant de la
formulation utilisant 1'énergie spécifique E comme variable d'état (3 4.3.2 & 4.3.4), la seconde
provenant de celle utilisant la vitesse V comme variable d'état (§ 4.3.5). Ces deux lois sont désignées
respectivement par les symboles SPE et SPV.

Diverses conditions initiales d'interception ont été envisagées pour 1'avion intercepteur, avec des
angles de dépointage, définis par la différence d'azimut entre l'avion et la cible (X=Xc) , variant
de 0 4 180 degrés.

Le tableau (2) présente, pour chaque cas de calcul, le temps final, correspondant & 1la distance
uinimale de passage & la cible, 1la distance correspondante dr, ainsi que la pente finale yr de la
trajectoire.

Dans tous les calculs effectués, les solutions fournies par les lois en "boucle fermée” sont
analogues aux trajectoires optimales fournies par le code numérique 4'optimisation de gradiemt projeté.

Quand 1'avion intercepteur est initialement & altitude élevée, la manceuvre consiste d'abord & virer
tout en 4 t, ou A 4 dte dans le cas d'une manoeuvre dans le plan vertical, dans les basses
couches de 1°atmospbére pour mieux tirer parti d'un bilan plus favorable de puussée-trainée pour aieux
tournet et mieux accélérer, puis & remonter ensuite pour intercepter la cidle en fia de vol. Dans tous
Tes cas, la trajectoire tend vers une trajectoire d'interception plane (voir figures 13, 14).

Dans le cas n® 5 4 1'iatercepteur est initialement en régime subsonique, les solutions sous-
optimales et optimsles soat encore analogues. Durant la premidre phase, l'avion effectus um virage & 9%0°
4 sltitude de 2000 =, 11 wonte emsuite & pante quasi-constante tout en franchissant le mur du son, la
pente augmente ensuite plus fortement jusqu'h 1'interception fimale (voir figure 15 et tadleau 2).
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3
2 SPE
1
t
0 (s)‘

20 40 60 80 100

T 1 T 1 T ) T T 1

T
-20 -10 0 10 20

20 -~

10 4
-~y
/:7"-(: t {s) Fig. 12 - Interception dans un plan vertical.

ot . 7T 1 T
20/ 60 80 100 120

-10 SPV
- 20 SPE
</~ Gradient
- 30
6 nz P
5
4 .~ Gradient
3| Grodient \
\ SPy
2 FandY - /
1
0 4 g
o  hikkmd Cbe  him) }___Cible
Y . 7° Gradient
30{ Gradient SPE - SPV
20 > (/_—SPE <
10 =y
0 “Sspv 40 f's0 120 f\ A sey
T T T T Al Al T T T i
_10lX../7 60 100 t(s) t{s) :\\ _7Gradient
~20{ ~/ // ! x {km}!
-15 _5 ! = -0 0 10 20
- 18 100 10 x(km)
y (km)
y (km}
Fig. 13 - Interception tridimensionnelle avec Fig. 14 - interception tricimensi ile
dépointage de 90°. avec dépointage de 180*.
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On mote que, dans tous calculs eavisagés, les lois en "boucle fermée™ permettent de réaliser les
conditions finales 4'interception de fagon tout A fait sstisfaisante, la distance ainimale de passage &
1a cidle est comparable 4 la solution optimale numérique pour um grand nombre de cas de calcul, dans
tous les cas, elle est inférieure 3 60 m.

Les deux solutions SPE et SPV ont fourni des résultats comparables en ce qui concerne 1'indice de
performance, c'est-d-dire la durée de 1'interception.

La précision, en ce qui concerne cette durée de 1'interception, par rapport 4 la solution optimale
sn boucle ouverte, varie entre 0,1 & et 3,7 & selon les calculs envisagés.

En notant que l'altitude de vol, obtenue par l'algorithme numérique d4'optimisation, est touwjours
inférieure 4 celle fournie par les lois en boucle fermée, une amélioration des parforsances de ces
dernidres pourrait étre obtenue en affinant le profil d’altitude de la solution extérieure hg(E) ou hy (V).

Gradient

Fig. 15 - Interception tridi i e

4 basse altitude.
O \ o
40 80 120 Gradient
-10 [ 1
T T T L} T T T ¥ T T
-20 ~20 —10 0 10 20 x{km}
_?o N 0 ) 2_0 x (km)
Cible Altitude = 12000 m ; Vitesse V.= 200 m/s
Type Plan Tri-disensionnel
d'interception Vertical
Haute altitude Basse Altitude
Conditions Ax,(m) 25000 25000 15000 10000 20000
Initiales Ay,(m) 0 5000 0 0 0
Intercepteur| ho (m) 12000 10000 10000 10000 2000
Vo (u/s) 3 300 300 300 300
X (%} 0 0 -90 -179 -90
Yo () 0 [} 0 0 0
Paranétres o | de | v y | de |y w,|d | v y |de| vel & Jdc] ¥
Finals (s) [(m) [(®) | (s) [(m}|[(®) [(s) [(m) |(°) [(s) [(m)] (°}]| (s |(m)] (®)
Lol optimale 96.5| 3 | 22 | 102 | 5 |20.5] 88 | 33 | 32 |105.4]9.7| 31 [123.5} 7 40
(gradient)
Loi spx 98.5| 34 [10.8|104.6] 49| 5.8(89.7] 33 |16.97107.2{ 57]17.3|127.7|17 | 24.8
Loi SPY 99.1| 11 [14.3]203.6} 14|11.3]91.3| 27 |14.6)105.5] 27| o5 |128.1] 8 | 26.3
Cas ¥° 1 2 3 4 S
Figure 12 Pigure 13 Figure 14 Tigure 1%

Tableau 2 ~ Comparaison entre lois de commande sous-optimales
on boucle fermée et loi optimale en boucle ouverte
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S - CONCLUSION

Ce chapitre a d'abord rappelé le principe de la théorie des perturbations singuliéres (P.S.) par la
résolution approchée d'un aystéme différentiel “multi-échelles de teaps”, nmis sous la dorme
"singulidéremsent perturbée”, c'est-d-dire faisant apparaitre un petit paramdtre de perturbation.

L'extension de cette théorie & 1'optimisation des systémes différentiels non-linéaires, & échelles
de temps multiples, permet de remplacer l'optimisation du sytdéme initial (de dimension n), par une suite
de sous-problémes d’'optimisation de systémes de dimensions plus réduite. Moyennant certaines hypothéses
concernant la séparation des dynaamiques et des conditions de convergence, la résolution de chacun de ces
sous-problémes, en principe plus simple que le probléme complet, permet 4'obtenir une solution approchée
de celui-ci par composition des solutions des différents sous-problémes.

En pratique cette théorie permet d'obtenir une loi de commande sous-optimale qui présente deux
avantages isportants par rapport 4 la commande optimale exacte qui ne pourrait étre obtenue dans le cas
général, que par une méthode numérique itérative de programmation non-linéaire :

- 4'une part, elle peut dtre exprimée en boucle fermée, c'est-i-dire en fonction de 1'état instantané du
systéme, elle permet donc de mieux prendre en compte des perturbations diverses ;

- d'autre part, elle est de mise en oeuvre numérique beaucoup plus simple, et par suite est susceptible
d'4tre utilisée sur un calculateur embarqué fonctionnant en "temps réel”.

Deux types de difficultés ont néanmoins été rencontrés dans 1'application de cette théorie des P.S.
4 l'optimisation des trajectoires d'avions :
i) Détermination des échelles de temps

Cette étape est nécessaire & 1'application, et au succéds, de cette théorie. Pour des systémes non-
linéaires, aucune méthode fiable n'est encors disponible, au stade actuel, et dans la pratique on a
souvent recours A une démarche empirique, basée sur 1'expérience.
ii) Conditions finales sur des variables rapides

Cette théorie ne permet pas d'obtenir, au moins dans un contexte d'utilisation en "temps réel™, une
précision satisfaite pour des conditions finales portant sur les variables “rapides". Diverses
techniques ont été pr ées pour résoudre ce probléme.

La méthode précédente a été ensuite appliquée aux trajectoires en temps minimum pour un avion de
combat : montée dans un plan vertical et interception tridimensionnelle d'une cible & haute altitude.

Des aménagements ont été apportés 4 la méthode de base et ont permis d'obtenir des lois de commande
"en boucle fermda" valadles pour un large domaine de vol de 1l'avion et permettant de satisfaire des
conditions finales pouvant porter sur des variables "rapides”.

Ces lois en "boucle fermée” ont été ensuite comparées aux lois optimales de type “boucle ouverte”,
fournies par un code numérique d'optimisation de trajectoires utilisant un algorithme de gradient
projeté.

Les lois "boucle fermée" fournissent des évolutions, en ce qui concerne la nature des trajectoires,
comparables aux solutions optimales. Les conditions finales sont généralement bien satisfaites et sont
de ndme ordre de grandeur que les solutions obtenues avec le code numérique d'optimisation.

Une précision meilleure que 1 & a été obtenue, pour des trajectoires de montée dans le plan
vertical, pour 1'indice de performance (la durée du vol).

La précision est wmoins bonne pour des trajectoires d’'interception, slle dépend des conditions
initiales de 1'avion intercepteur et du dépointage initial (différence entre 1'azimut du vecteur vitesse
de 1'avion et celui de la cible) par rapport &4 1la cible. Une amélioration des lois de commande en
interception pourrait dtre obtenue en procédent comme pour la montée, c'est-i-dire en cherchant i
amdliorer le calcul des profils de montée de la solution "extérieure®.

Dans tous les cas, la mise en oeuvrs numérique de ces lois sous-optimales en "temps réel™ est
sisple, son implantation sur un calculateur embarqué fonctionnant en temps réel pourrait étre faite
aisément.
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Notation

FplCxuypza) Frame of reterence attached to vehicle.
PE(OxgyEzE) Frame of reference attached to Earth.

{Ix' Iy, I,. Ixz} Moments and product of inertia in frame Fp.
Lpg = [Lij] Matrix of direction cosines.

L M N)T Aerodynamic moment vector.

m Mass of vehicle.

ng g T1g rzg} Wind gradient inputs.

-
v = fuvwll Airspeed vector; the velocity of the airplane mass centre relative
to the local air mass.
vE E B T
VE = [uE vB wB) Groundspeed vector; the velocity of the airplane mass centre
relative to Pg.

N
W o= [w, Wy, w, 17

x Wy Wind vector; velocity of the air relative to Fg.

x ¥ z1T
{a, 8}
{88,, 854, a8}

Vo= 2 3T
3x dy 3z

>
w=1[pgqg T

Aerodynamic force vector,
Angles of attack and sjideslip.

Aileron, elevator, and rudder angles.

Gradient operator.

Angular velocity vector of vehicle relative to Fg.

{6, 8. o} Euler angles of Fy relative to Fg.

1. The Atmosphere

The layer of gas that envelops the Barth is very thin, of the order of 1% of the
Earth's dJdiameter. This layer, the atmosphere, is host to a multitude of complex
phenomena — chemical, thermal, electromagnetic, optical and fluid-dynamic, all of which
are coupled, and on which life on Earth depends. Our interest here is confined to the
motion of the air — i.e., the wind (horizontal and vertical) and its attendant

turGuIence.

The atmosphere can be viewed as a giant heat engine, converting radiant solar energy
into kinetic and potential energy of the air mass. Radlation reaching the sarth from the
sun distributes thermal energy unequally due to the increasing augle of incidence from
the equator to the poles. This results in a pole-to-equator zonal temperature gradient,
a form of potential energy. The system tries to reduce this gradient through a
complicated process of energy transfer. Pirstly the zonal isotherms (approximately
Bast-West lines) are deformed into large-scale thermal eddies which transport warm air
northward and cold air southward, converting zonal available potential energy (ZAPER) into
eddy available potential energy (EAPE). The EAPE is then converted into eddy Xkinetic
energy (EKE) through vertical motions in the eddies.

The ZAPE creates winds that increase with height (vertical wind shear) up to the
tropopause, rvesulting in the jet stream; the EAPE deforms the flow from gonal to a
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meandering wave form, and the EKE produces the large scale wind fields associated with
the systems that dominate our weather on a weekly time scale. These are the synoptic
scale features. This large scale wind pattern is further complicated by the irregularity
of the Earth's surface and by the Barth's rotation. The oceans, continents, mountain
ranges and polar ice caps distort the circulation pattern, 'steering' the highs and lows
of the pressure pattern; the Earth’'s rotation, with its attendant Coriolis force, is
responsible for the circulation around the highs and lows. Smaller scale features such
as glaciers, valleys and wountain passes can dominate the local wind fields, at times
producing winds as strong as those measured in the jet stream. On the microscale,
meteorological phenomena such as thunderstorms, tornadoes, waterspouts, cold air funnels
and dust devils can be very significant and, although relatively short-lived, very
dangerous. Among these, the downburst at ground level [1, 2], which can occur with or
without precipitation, is perhaps the most dangerous for aviation. Pigure 1, taken from
Ref. 3, shows the scales of atmospheric phenomena, from waves of planetary size down to
millimetres, and Fig. 2 illustrates the downburst phenomenon [4].

Figure 3, from Ref. 5, shows the three main peaks in the spectrum of the wind; the
one at a period of about 100 hours corresponds to synoptic scale highs and lows in the
pressure; that at about 24 hours corresponds to the diurnal fluctuation, and the third
peak, at a period in the order of one minute, corresponds to the type of gustiness
typically seen rifflng a field of wheat on a summer day. It is this latter peak that is
associated with the "turbulence” felt by airplanes. Small-scale turbulence is often
associated with many larger scale wind features, such as both high and low level jets,
all convective phenomena, mountain waves, and the wakes of mountains and cliffs. Local
microscale turbulence also occurs in the boundary layer at the ground, and in the wakes
of man-made objects such as buildings. Small-scale turbulence is usually a result of
strong local shear, i.e., a strong spatial gradient in the velocity vector.

2. The Influence of Wind on Flight

Next to reduced visibility and failure of electrical or mechanical equipment, it is
wind that presents the greatest hazard to aviation., Because of en-route winds, airplanes
have lost their way: because of sudden qusts, airplanes have suffered cataarophic
structural failures:; because of continuous turbulence, there have been many injuries to
passengers and crew and much damage to vehicles; because of low-level wind shear there
have been many loss-of-life accidents during landing and take-off [6]. A discussion of
all these effects on flight would lead us well beyond the scope of this volume, which is
restricted to aircraft trajectories. For this purpose we interpret 'trajectory’ to mean
primarily the 'flight path', i.e., the locus of the airplane's mass centre in an
Earth-fixed coordinate system. A secondary aspect of ‘'trajectory' can be considered to
be the vehicle attitude, as given by 6 (pitch angle) and ¢ (roll angle). Not only do
these angles influence flight path indirectly through the direction of the lift vector,
but they must themselves not exceed certain limits when the airplane is near the ground.

Although turbulence during cruising flight far from the ground can exert important
influences on structural loading and fatique, ride qualities, controllability, and pilot
workload [7, 8], it is a relatively insignificant factor insofar as €light path is
concerned. The random deviations in the trajectory produced in practical controlled
flight at alitutde are neligible compared to the space available. On the other hand,
when flying close to the ground, as in low-level terrain-following, or during landing and
take-off, flight path deviations resulting from turbulence may indeed be a significant
factor, even in the presence of tight control [9].

That being said, it is nevertheless the mean wind that has the greatest effect on
trajectory [11]. By "mean wind" we mean the time-average taken at a fixed point, over an
interval of a few minutes — a time long enough for an airplane to travel a distance
several times as long as the integral scale of the turbulence. This scale length at
cruising heights is of the order of 300-800 m, so at a cruising speed of 300 m/s, 3
minutes can be considered a very long time, the distance traversed being of the order
60-180 scale lengths.

We further note that when considering en-route cruising at altitude, the task of
accounting for wind analytically amounts merely to adding the instantaneous wind vector
to the instantaneous airspeed vector to arrive at the groundspeed vector:

’g > >
Ve =V + W (1)

No other change is needed to the aerodynamic or dynamic models of the vehicle system usea
for flight in still air. 1In fact, modern navigation aids enable airplanes cruising at
altitude to follow predetermined Earth-fixed paths, with the wind appearing simply as a
disturbance that is automatically or manually compensated for. Thus the en-route effect
of wind on trajectory has now become a trivial problem. It is priucipally noticed in the
influence of head-winds and tail-winds on block time and fuel consumption.

This leads us finally to the residual issue — the influence of wind, wind shear,
and turbulence on flight close to the ground. A natural subdivision into major Classes
of flight condition occurs in that landing and take-off are low-speed tranuicntl whereas
terrain-following is a high ed quasi-stochastic proce Within each of th
nto the response to mean wind, and the roopon.o to
turbulence [7]. The distinction betwsen the last two is sometimes blurred, in that when
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carrying out simulations the wind model used to provide inputs to the system equations
will ordinarily combine the mean wind with a single realization of the turbulence to
produce a total wind. This tends to conceal sgomewhat the true random nature of
turbulence, which is only brought out by statistical-type analyses.

In the following, we describe a system model suitable for the computation of
transient and statistical responses. It is constructed from the particular viewpoint of
flight simulation, but of course can be used for other classes of computation, e.g.,
open-loop, or where an analytical model of a human or automatic control system is used to
close the loop.

3. The System Model
The model is subdivided into four parts, viz:

dynamics

kinematics and transformations
aerodynamics

wind

These are discussed separately in the following and are displayed in diagramatic form in
Fig. 4. It is believed that the particular choice made herein for coordinate systems and
variables will lead to the most efficient computation for flight simulators in which
variable wind is incorporated. (See also Refs. 12, 21).

3.1 Dynamics

The equations of motion of the vehicle are written essentially as in Ref. 13 with
the following assumptions:

¢+ the vehicle is a rigid body

» it has a plane of inertial and aerodynamic symmetry, Cxpzp

« axes fixed to Earth are an inertial frame of reference ?the stationary
flat-Barth approximation)

Two reference frames are used — the conventional body-fixed axes F (CxBszB) with
origin at the mass centre C; and Earth-fixed axes Fp (oEx YgZg)- The Hatter would for
convenience have the origin at ground level, oz, vertically gownward, and oxg pointing in
some convenient direction, for example, that of the runway, or of the mean wind, or
North.

The force equations are written in Py, viz:

Xg = m U
Yg -mbg (2)
mgtig = m g

Here (XB, Yg, Z ) are the components of the resultant aerodynamic force acting on the
Eirplane (including thrust and control forces) projected onto the axes of frame Fg:

VE u [uB vE wE]T is the groundapeed vector, i.e., vehicle velocity relative to Fg with

the directiona of the components unspecified, and Vg - [ug VE wg]T is the groundspeed
vector with components given in the frame Pe.

When the [HS8 of (2) is input, the equations are readily integrated to yield the
groundspeed components.

The moment equations are written in Py, vizs

L o= Ib - Iu(F +pa) - (1, - Ip)ar
M= 1= (2 - p?) - (I, - I)rp (3)

W= LY -I,,(b-aqr) - (Iy - I)m

Here (L, M, ¥N) are the aerodynamic moments acting about the vehicle m.c., including those
produced by the propulsion system and the control surfaces, (Ix' Iy, I, I,e) are the

usual moments and products of inertia in the frame Fy, and (p, q, r) are the components
of the vehicle angular velocity & relative to inertial space, which is of course also the
angular velocity of Fp wrt Pp. The components (L, M, N) and (p, q, r) are in the
directions of the axes of Fa. ‘o subscripts or superscripts are normally used for these
latter symbols. \

\

\
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When the LHS of (3) are input, together with initial values of (p, q, r) (usually
tero), the equations are readily integrated to yield 3.

3.2 Kinematics and Transformations

The outputs from (2) are the groundspeed components, which are then readily
integrated to yield the desired trajectory, i.e.,

t
Axg = [ uf at
o
t
Ayg = | VE at (4)
o
Azg = | wg dt

o

Since the aerodynamic forces are calculated using the airspeed components in frame Fp. we

require the components of V in that frame. The airspeed vector is given by (1) and is
transformed to Fy by the matrix of directiom cosines,

Lgg = [244]
i.e.,

> e >
Vg = Lgg(Vg - Wg) ts)
>
From the components of Vp = [u v wlT, the airspeed and the aerodynamic angles are given
3
V= {uZ + v2 + w2ll/2

a = tan~}(w/u) (6)
g = sin~1(v/V)

The aercdynamic force vector is calculated in frame FE' but is needed in frame Fg

for the computation of (2). The transformation is simple, being given by
Xg
Yg = Lpg Yg (7)
Zg 2p
where 0
Lgg = Lpg (8)

The components of the matrix Lgp can be expressed in terms of the conventional Euler
angles by (4.5,4) of Ref. 13, viz:

(cose cos¢) (cose sin¢) (-aine)
Lpg = (sine 8in® cos¢-coss sing) (sine sin® sing+cosé cosy) (sin¢ cos®) (9)
(cos¢ sin® cosiy+sing sing) (cosé sind eing-sing cos¢) (cose cose)

However, because of the trigonometric functions it contains it is not efficient to
compute Lypy from this equation except when the angles are amall, in which case it reduces
to a llnpfo algebraic relation. An alternative for computing Lyg is obtained from
(4.6,7) of Ref. 13, i.e.,

Lgg = -4 Lge (10}

where 0 - a
W o- r 0 -p (11)

-q 0
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Bquation (10) is a set of nine ordinary differential equations that can readily be solved
for the nine 11j Por example, the first one reads

.
1, = <Tlp; * Aty (12)

and the others are similar. Since there are only 3 independent 2 in view of six
nonlinear algebraic relations among them (see (4.4,8) of Ref. 13), ié is not in fact
necessary to solve a11‘9 of the ordinary differential equations. If we denote

L = [2 2, 3], then 2, are the orthogonal unit vectors of frame F and an efficient
afgorithm is to solve six of the nine differential equations of (10) for the components

of 11 and 2, and then calculate 13 €rom the relation
> > +>

2y =2 x 2, (13)

If the Euler angles themselves are needed as an output, for example to drive
instrumentation or a motion base, they can be updated as frequently as needed from the
following relations:

8 = -~sinl1,,
¢ = tan"l(2,,/153) (14)
¢ = tan~l(2,,/2,,)

Because of unsteady aerodynamic terms such as Zc,\'d and Mew (ot Zsa and M:a) which

usually appear in the aerodynamic model, we need expressions for w and ¥ (or a and 8).
It is almost always good enough to approximate the true derivatives [from (6)] by

. w
a = v
(15)
v
9 - 7
From (5) we get
a g a
N . rE > E g
v = Lpg(VE - Wg) + LBB{d—t.— - (T\ (16)
w

and hence we need the second and thitd component of the RHS of (16) to calculate ¢ and &.

Now !‘BE is given by (8), and V are all known at any computing step. This
leaves the last two derivatives on the Rﬂs to be found. The first of these is given from

(2) as
X
€
dfrg 1
T | E an
ZE + mg

’The derivative dv’vg/dc of (16) must be recognized as a convective deriyative. That
is, Wg is given as a functiog of position and time in Fg and the value of Wg changes at
the airplane c.g., even when Wy is constagt at any given point in space if there is wind

shear, i.e., if there is a gradient in Wp. The gradient is expressed by the square
matrix

2 Wyp  AWyp  dWyp
dxpg dxg 3xg dXy
hlihd W W, W,
TgHE = 2 [Wy, Wy W, ] = _XE —YE 2B (18)
dYE E YE 2% dye aYe 3Ye
> Byp  OWyp  OWp
dzp dzg dzg dzp

-
in which v is the gradient operator. The derivative of V”B is then given by
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.
o e
E _ > 2T\T aE _ B T\ T .
a0 = o g +(¥ghy) Vg = 3p g + (Fip) Yg
Zg
'°“xz*°xzig+°"xa;,+”xs-17
3t oxs byB B azz E
oW aw aw awW
- —YE __YE X + _YE Yo + __YE o (19)
3T 5%y B ayg YE T Ezg “E
W e . oWy . W . oW g .
3E 8%y e ' ayy YV rz, e

Thus all the ingredients needed for calculating W and V or ¢ and § are at hand. 1In the
wind models commonly used, all the a/3t terms in (19) are neglected.

One final transformation is needed. If substantial wind gradients are present, and
if the aerodynamic model can accommodate them, then it is necessary to calculate these
gradients in the frame Fy. The required transformation is

+» »T » +T

VgWg = LggVeWe Lpp (20)
Although this appears to be a complex transformation, it is much simplified when the
gradient in Fp has few terms. Thus if the case considered is for example landing or
take-off through vertical wind shear, the only term that is non-zero on the RHS of
(18) is h’le/sz. The computation of’ (30) is then much simplified. 1In any event, one
needs only four of the nine elements of va'g {see (21)3.

3.3 Aerodynamics
The aerodynamic model is a sum of three parts:

(1) The basic power-on force and moment in still air, which is assumed to be given in

+»
terms of the airspeed vector V,, the angular velocity &, and the thrust
coefficient C.{ The airspeed vector is characterized by its components (u, v, w)
or by its magnitude and two angles, i.e., (v, a, B).

The basic forces also depend on configuration — i.e., on the position of landing
gear, flaps, etc. Changes in configuration can be included when needed, as in
landing and take-off transients.

An additional input to aerodynamic forces and moments that is almost always
present are unsteady flow variables such as ¢ or §. Unsteady effects cannot
normally be ignored, and computing them in the presence of variable wind
unfortunately adds significant computation effort, as noted in Section 3.2,

(2) The additional moments and forces resulting from actuation of the aerodynamic
controls — elevator, aileron, rudder, etc.
(3) The additional forces and moments resulting from the presence of the wind, These

are introduced in two parts. PFirst, the wind vector ;v modifies the airspeed
vector V by virtue of (1), i.e.,

» + »
Vvavt-w

In this way a and 8 are modified by the presence of wind. Second, it must be

noted that W is wind at the vehicle c.q. and that the variation of wind over the
length and span of the airplane must be taken into account in some situations. In

the "linear-field" model, discussed further bol?:, this variation i{s exﬁtouod in
terms of certain equivalent rotations, denoted (p, which then appear

9y Tyq T2q)*
as outputs of the wind model and inputs to the aoradyﬂamia model.

Prom a fundamental viewpoint, an aerodynamic model adequate for trajectory
calculation is the “"quasi-static linear-field" model (QSLFM) (ses Ref. 7). In this
model, the wind velocity vector is assumed to vary linearly over the length and span of
the airplane, and the unsteady terms in the asrodynamic force except for a and B are
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neglected. This is in sharp contradistinction to problems of flutter and structural
loading due to gusts, in which unsteady aerodynamics plays a fundamental role. The two
assumptions, quasi-static and linear-field, are compatible in that both are violated at
about the same wave number in sinusoidal wind.

Unfortunately, no general formulation can be given for aerodynamic forces and
moments when the angles g and B are large, i.e., when there is separated flow over the
airplane. In the case of small perturbations, i.e., when variations in (V, a«, 8) are
small, and when (p, q, r) are small, then the classical formulation of aerodynamic forces
and moments in terms of aerodynamic derivatives is valid (see for example Ref. 13).
Fortunately, this is so for many problems in flight dynamics. When representation by
derivatives is not adequate, then individual mathematical models of forces and moments as
functions of « and p must be constructed. The airspeed inputs (u, v, w) already contain
the wind effect on (V, a, B) as noted previously. We have now to add the gradient
effects. It is shown in Ref. 7 that there are four significant wind gradients that can
produce aerodynamic forces and moments worth including. These are

Py = 3W, /dyy I g = -3W, /ayg
9 g g B (21)

ag = -asz/asxB Tpg = 3Wy, /oxg

Thus the effective relative rates of roll and pitch are (p—pg) and (q-qg) respectively,

and the aerodynamic moments associated with, for example, and Mqare correspondingly

modified. The atmospheric yaw rate is considered in two rts, tloﬂ and rzg, as shown
1 ff

above. This is because rlg and r,. can both affect swept wings, but Y r. ects the
vertical tail (see Ref.? 7). us the derivatives which multiply %‘.ﬂem must be
correspondingly calculated. In the case of small perturbations, then, one would

calculate the perturbation aerodynamic forces and moments resulting from motion and wind
with equations such as the following. In these we have assumed no cross-coupling between
longitudinal and lateral aerodynamics but this assumption is of course not essential to
the method of analysis.

aXg X, X, Xq u o
A%y = 2, Z, Zq w + A w (22)
aM My M, Mg a-4q Y
AYg Yy Y, Y, v Yo Yy Y, Py
AL = jLy, Ly L Pl - |Ip r, L, rig
AN N, N, r | L er er fg
"y,
+ |y v (23)
Ny, ’

(V, ¢, B) could be used instead of (u, v, w) if desired. (We note again, for comparison
with the equations given in Ref. 7 that the wind effects on (u, v, w) have already been
included, so that there are no terms (u_, v,, w,) in (22) and (23)). Finally the
addition of control forces and moments coﬂple e the aerodynamic model, These might
typically look like

_AXB—, o

azg 1 = | ozs | asg

LAH _MG

" ay "o ¥

B 8, A8
AL - Ly Ly a (24)
a r A8
L aN Ln,, Y

where [Aba, .1 Abt} are the aileron, elevator and rudder angles.
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1.3.4 The Wind Model

Mean Wind (See Refs. 2, 7, 9, 14, 15, 24, 25, 26)

A model for the mean wind consists of a prescription of WE(tg), i.e., of the wind
vector w,, relative to Barth, expressed as a function of the position vector tl': =

[xg vg It is usual to omit any explicit dependence of W on time, since temporal
change; fn the wind at a fixed point are slow relative to the perceived rate of change
that comes from the motion of the aircraft penetrating a spatially variable wind at a
relatively high speed. As indicated by the subscripts, the components of w and ¥ would
normally be given in the Earth-fixed reference frame Fg. Whon needed in the body-fixed
frame Fp for aerodynamic calculations, th% transformation LpgWp is used, as in (5). When

(? ) is given, then the gradient ¢ is either explic t or implicit. One common
s tuation is landing or take-off through the planetary boundary layer (see Ref. 9). A
suitable model for that case, with Op at ground level and Oxg pointing downwind, is
(Ref. 7)

*
Wg = ] (25)
0

Here {Wyq¢/ “%g, f} are the reference wind speed and the height at which it occurs. The

exponent a of tho power law depends on the roughness of the upwind terrain, and typically
varies from about 0.1 for a smooth surface to 0.4 for an urban centre. With the above
wind the gradient (or wind shear) matrix is given by

0 [} 2
+» »T
VeWg = o 0 9 (26)
W
a XE (] W]
Zeg

The fact that aWy /zp + = as zg » 0 at first glance seems unsuitable. However the

airplane mass-centre is always a finite Aistance above the runway, so this term becomes
large, but not ». If desired, the model can be further adjusted by displacing the origin
slightly downwards.

Another interesting case for the mean wind is the downburst, which has been
responsible for numerous airline accidents. A number of models have been proposed for
this wind field. A useful three dimensional model with some adjustable parameters is
that of Ref. 10. (See also Refs, 14, 20.)

Turbulence (See Refs. 5, 7, 8, 9, 15...19, 22, 23, 26)

When a particular trajectory is to be calculated or simulated, as opposed to a
statistical analysis of many trajectories, then the turbulence must be simulated as an
appropriate random function of time for input to the system egquations. There are seven
inputs needed, to be added to those of the mean wind:

(aWy, AWy, AWg, pg, dg: T1gr T2g)

although many problems can be solved approximately with only the first three of these.
There have been numerous methods proposed in the literature for generating suitable
turbulence inputs. When the flight path is in the planetary boundary layer and the
turbulence is anisotropic, the turbulence modelling needs to be more sophisticated than
for flight at altitude. For then the three turbulence intensities (aw + Oy s Oy __) are

B
not equal, they vary with height, the significant scale lengths al-o varyywith f\oight,

and there is moreover a non-vanishing cross-correlation between Wy and W, . For the
planetary boundary layer, one would of necessity choose to generate the turbulent
velocities in the frame Fg for the above reasons. At altitudes outside the boundary
layer, where the turbulence is approximately isotropic, and hence very much simpler, the
velocities could be generated in the frame Py, and some transformation calculations can
be avoided.

The turbulent wind inputs, like those of the mean wind, are treated as tunctlom of
!', nlthouqh they are often converted to time series through the relation 'B ”f t

with v,., as a constant.

Insofar as statistical analysis of trajectories is concerned, the specific
anslytical formulation required is outside the scope of this paper. It is however given
in Ref. 7. The theory is complicated, and the computations are heavy, especially for
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trajectories in the planetary boundary layer, such as in landing. Some studies have been
made of landing trajectories that show that turbulence combined with shear can produce
operationally important deviations from ths glide slope (Refs. 9, 22, 23).
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H Height, altitude
H Rate of climb
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Heg pm Hazard limit
E Energy height error
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i -1
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L‘x Integral scale for the vertical turbulence component
M Aerodynamic momentum
MF Thrust momentum
M, Momentum
m Mass of aircraft
S Reference wing area
S{w) Power spectrum
s Flight-path coordinate
T Thrust, Time coefficient
Tx KUSSNER time coefficient
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Vw Wind velocity
Vwmean Mean wind velocity
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Wwg Vertical wind component
w Aircraft weight
X,y z Coordinates

Normalized force
Normalized force

Aircraft angle of attack
Wind angle of attack

Flight path angle
Aerodynamic path angle
Difference

Thrust inclination angle
Density

Cyclical frequency, Spatial frequency
Cross-wind correction angle
Angular velocity P ts
Pitch attitude angle

Time derivative

Vector

- o NN
L_OD-‘C CP;‘-‘{ ._‘ iy

) LAPLACE transformation

Subscripts:

nom Nominal vaiue

rof Reference value

min Minimum value

*) This research is supported by the Deutsche Forschungsg inschaft.




6-2

2. Intreduction

Wind and its variation may crucially restrict flight safety during take-off, approach and go-around
(SCHANZER,Nov. 1986). For the period between 1964 and 1975 the FAA identified 25 accidents caused by low
tevel wind shear (ZHU, ETKIN, 1985). Wind shear can be caused by meteorological phenomena, orographic effects
or wake vortices and any combinations (SWOLINSKY, Nov. 1986). The most dangerous wind field is found in
thunderstorms. But even in less severe conditions wind is an important factor, especially in the case of a limited
flight performance caused by an engine failure (KONIG, KRAUSPE, 1981 ; HAHN, Nov. 1986; SCHANZER et ai.,
1987).

Although a number of investigations have dealt with the flight in a disturbed atmosphere, the studies of the effect
of wind and wind variation on the aircraft's flight-path are not finished at all, but we are at the beginning of the
application of the acquired knowiedge (SCHLICKENMAIER, 1986; ICAO, 1987). From simulator tests we can
gather, that in most cases wind shear accidents and incidents result from the fact, that the wind shear
phenomenon was not understoaod by the pilot, due to his training condition and the aircraft's cockpit
instrumentation (SCHANZER, 1983). Therefore the pilot was not able to react to the wind situation in an adequate
manner. The first step to overcome the wind shear problem is to understand its physical phenomena. This paper
tries to clarify some physical background under consideration of the safety aspects during flight.

3. Alrscaft in wind fields
3.1 Esustiens of motien

For systematic analytical investigations a mathematical model of the aircraft is needed (ETKIN, 1372; KRAUSPE,
KLENNER, 1979). The main important aircraft response with respact to take-off and landing will be the motion in
the aircraft's vertical axis. Therefore, a simplified aircraft model using only the aircraft's symmetrical plane is
sufficient (SCHANZER, 1984). Wind effects in the lateral motion of the aircraft will increase the pifot's workload
by producing side forces and rolling moments. Crosswinds have to be compensated by an angle of lead according
to the sketch in Fig. 1. But normally, the energy situation of an aircraft is less affected by such occurences in the
horizontal plane and the lateral aircraft motion is well controlled by the pilot. The alternating effect between the
pilot's workload in the longitudinal and lateral motion is still the object of research.

Fig. 2 shows the vector diagram of speed and Fig. 3 the forces in that plane. The aerodynamic forces are lift L
and drag 0. Other forces which take effect are thrust T and aircraft weight W. To satisfy the balance of forces
of an unsteady aircraft motion, the d'ALEMBERT forces must be defined. Stipulating a rigid aircraft body the
problem can be reduced to the solution of the vehicle mass centre. With the flight-path vector and the angular
velocity vector

YKk 0
Y = [ , Q = ¥ (1, 2)
0 0

and stipulating a constant aircraft mass m, the resulting force equations are in the flight-path fixed coordinate
system:

Fp: m - Gy L-sina,, - D-cosa,, - W-siny + T-cos(a-a,+a) (3)

Fu: -m-fuy, = -L-cosa, - D-sina, + W-cosy - T-sin(a-a_+s) (4)
For a constant moment of inertia the moment equation in the aircraft symmetrical plane is

y [

yy'é =MA0MF, (5)

MA is the resulting aerodynamic moment and MF the thrust moment, both related to the centre of gravity. The eq.
(3, 4, 5) are the non-linear differential equations of motion of an aircraft, which can be solved by numerical
integration with the heip of a computer. The effect of wind and its variation is latent but completely included. The
flight-path speed is the superposition of airspeed ¥ and wind ¥  (Fig. 2)

Y = X +Y¥Yw . (6)

The wind angle ayw (MEWES, 1962) depends directly on the horizontal and vertical wind component (see Fig. 2):

Wy Uw, .
i Pl . - -y i
The wind lng‘o"anrt of the m;r?:'—‘-m agle siny n
Y Y, * Sy (8)

for a given air-path angle v, as a result of the aircraft’s flight parformance capability. With eq. (6) and eq. (8) it
is clear that the aircraft trajectory is the result of the aircraft's motion, relative to the air mass plus the
movement of the air mass relative to the ground. Its components in the symmetrical plane can be calculated by




==

the flight-path speed and angle.

H = Vysiny (9)

i. ®  Vicosy . 10)

H is the vertical speed und i. is the ground speed.

.2 Shert_scale wind varigtiens

The influence of wind velocities on the aircraft motion can be roughly separated into two main parts. The flight
perfarmance description of an aircraft depends on the low frequency part of the wind vector, the wind shear
component. Only this low frequency part of the wind has important influence on the enargy relation of the
aircraft. The research work with regard to the flying qualities of the aircraft must consider the high fregquency
wind components, the gusts and turbulence. Again the boundary between these activities is not well defined; it
depends on the aircraft and atmospheric characteristics such as flight velocity, altitude, geometry, wing load,
etc. To verity the assumptions about the influence of the wind vector on the aircraft motion is the aim of the
following chapters, which demonstrates the frequency dependent aircraft reaction due to a vertical wind
perturbation, using a simple heave motion model.

3.2.1 Infiyence of atmessheric tuchulonce on the aircraft metion

The integration of the turbulence velocity in the equations of motion is solved by the eq. (6) (see chapt. 3.1,
where Y\, is the sum of mean wind velocity and turbulence velocity:

Yo * Ywmean * Ywy,p on

The main parameter of the aircraft trajectory is the flight-path deviation in vertical and lateral direction. The
influence of vertical wind components on the vertical flight-path deviation shall demonstrate the frequency
dependent aircraft reaction. To make some simple gualitative iderations p ible, a lot of simplifications are
necessary. Only the vertical motion of the aircraft will be taken into account; the other degrees of freedom are
frozen. After linearizing the aquation of motion, the normalized forces in vertical direction are:

3 = Zgda- Z,¥r 2)
with
£v2 .5
2, = = p— (13)
and

z' = -V,;‘:f— . l‘ﬂ'r., (14)

with flight-path angle v and angle of attack &. Supposing a harizontal reference condition Z is zero. Using the
angte relation:

e+ 3y - 80 = lay, (15)
with wind angle of attack ®y, and pitch angis © the vertical acceleration is described by
8y 3 2487 + 2, 8my (e)

The LAPLACE transformation provides the transfer function for the vertical acceleration due to the wind angle of
attack:

a
| ]

Fla) = é : T (§}4}

with s as LAPLACE operator and T=21/2.

in the high lroquoncy range "lll transfer functi hould be leted with the influonu of unsteady lift effects.
The lift resp gl of attack is delayed by increasi les. As demonstrated in
SCHANZER (1985) nnd KAUFMANN (1906) this effect can be approximated by l ficst order lag system. The time
coefficient Ty depsnde on the aircraft characteristics. Adding this effect of unsteady aerodynamic, the transfer
function has the following form:
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Referring to the power density spectrum of the at pheric turbul (HAHN, KAUFMANN, SWOLINSKY, 1988) it

is possible to calculate the power density spectrum of the vertical acceleration and the vertical flight-path
deviation. For linear systems and normal distributed random pracesses the power density spectrum of the flight
path deviation can be calculated using the power density spectrum of the input and the transfer function:

Sy = Flje) - F(-j@) - Sg, (@) (19)

The result of this approximation is shown in Fig. 4 . The picture contains from top to bottom:
~ the DRYDEN power density spactrum as the input signal with the coefficient V/Lyy

- the transfer function of the vertical acceleration due to the wind angle of attack based on the simplified heave
motion

- the output power density spectrum of the vertical acceleration
- the output power density spectrum of the vertical flight-path deviation.

The last picture demonstrates the influence of vertical turbulence components on the aircraft trajectory. In the
high frequency domain the influence of the wind angle of attack on the trajectory is negligible. The mass inertia of
the aircraft, the decreasing intensity of the turbulence and the unsteady lift effects are alleviating the .mphtud-
of the flight-path deviation. For low frequencies, the wind shear area of the spectrum, the flight-path is
influenced by vertical wind disturbances. in this low frequency area the aircraft follows the changing wind velocity
and alters the flight-path. Energy is transfered between wind and aircraft and causes the acceleration or
deceleration of the aircraft. in the high frequency range of the spectrum the inertia of the aircraft avoids
flight-path deviations. The aircraft accelerations are large, but only for a short time. The integral of these
accelerations is small and the influence on the flight-path is negligible.

The discussed solution was calculated for the simplified heave motion. The aircraft has three degrees of freedom
in the longitudinal motion. Especially the pitch motion of the aircraft has influence on the behaviour. Fig. 5 shows
the transfer function of the flight-path deviation for the complete longitudinal motion. The eigenmotions of the
aircraft, phugoid and short period motion, are important frequencies for the separation of effects. If the
frequency of the wind perturbation is {ess than the phugoid freq y. the change of aircraft trajectory is
directly porportional to the wind angle of attack. That means, low frequency wind perturbations directly change
aircraft trajectory. If the range of frequency is abave the short period motion, the inertia of the aircraft avoids
large changes of trajectory.

a. P lad 1

d on this ge, the ion is that only large scale wind variations have an important effect on the
aircraft trajectory; the influence of high frequency turbulence is negligible.

The influsnce of short scale perturbations on the aircraft flying qualitiss is discussed for example in ETKIN
(1980), ETKIN (1961), SCHANZER (1985), KAUFMANN (1986).

3.2.2 Iafiuence of susts on the aircraft metion

The di ion of the infl of gust effects on the aircraft trajectory is difficuit. As demonstrated in chapter
3.2.1, the aircraft reaction due to changes in the wind angle of attack depends on the frequency of the
perturbation. In case of gust effects, this frequency can have a wide range, dopcndmg on the shnpo of lho gust
and the relative speed of encountering it. As gust effects are limited in the g tric di \ the infl
on aircraft trajectory is also limited. A final classification of th | of gust effects is not possil
main effect on the trajectory is not the gust itself but the initialized eigenmotion of the aircraft, especially the
phugoid and the dutch roll motion. But with a pilot in the loop or an activated autopilot system, the perturbations
are controlled.

The main conclusion of these considerations is that only the large scale perturbations should be taken inte
account in aircraft trajectory estimations and calculations, Atmospheric turbulence and gust effects have
important influence on the flying qualities of aircrafts, the pilots workload or the design of gust alleviation
systems. For the aircraft trajectory discussion in the following chapters it is permitted to neglect the influence
of these short scale perturbations.

A3 Esargy situaties

The most important physical effects of the wind in flight become clear by a look at the aircraft's energy situation
(KUNIG ot al., 1980) . The total flight-path energy can be determined by

'L--nrvf( + mgH, (20

where V is the flight-path speed, H is the altitude, g the geographical acceleration and m the aircraft mass.
Related to the aircraft's weight Wam-g we get the actual energy height from the equation above




vi
Hex = Ty + H (21)
and from that the time derivative
VK'VK .

Hex= —g— *H, (22)

known as the total flight-path energy rate or specific excess power (SEP). The two terms in eq. (22) represent
the kinetic and the p ial flight-path energy rate.

Fig. 6 shows a landing approach with fixed controls starting in a constant headwind decreasing to zero (tailwind
shear). It can be seen, that the airspeed does not decrease to the same extent as the headwind due to the slowly
self-adjusting flight-path velocity. The phugoid mode is stimulatad by the rapid wind change which leads to an
oscillatory exchange between the portion of the kinetic and the potential energy rate. Large excursions of
altitude arise even after the aircraft has left the shear layer. The deviations are not acceptable in any
circumstances. From Fig. 6 we can gather that the total energy rate remains nearly constant within the shear
layer and shows only small variati after p ing that area. Therefore a wind shear warning system based

an the display of the specific excess powcr cannot give sufficient information about the wind shear
hazard (BNIG o1 ., 19500

Another energy definition can be made using the airspeed. The substitution of Vi in the equations (20 ,21,22 ) by
V leads to the total air path energy rate

Hea = Yor o b, (23)

This equation normally is used in the total energy vertical speed indicator of glider planes. The result of eq. (23 )
is compared with eq. (22 ) in Fig. 7 . it can be seen, that a wind shear display based on the total air path energy
rate is able to detect the shear situation. The required total energy rates HE.(,..q and HE.,. to compensate the
wind shear are also plotted in Fig. 7 . Note that the difference AHg between the required total energy rate and
the actual total energy rate is quite the same and independent from the reference coordinate system. So only
regarding the energy height differences, there is a free option using the airspeed or the flight-path speed for the
energy definition.

To obtai I ation of the wind , the pilot has to maintain a constant airspeed V., and the
required glido slopc Yhom: Applylng these condltlons a relation can be expanded for the caiculation of the required
change in thrust AT. From eq. (3) we get after linearisation the non-dimensional equation (KUNIG, 1982)

AT Ywg E_.l. .1, ei“_'l. i (24)
w g vnom nom v"om

In the above equation Gy, is the horizontal wind acceleration, Auyg is the horizontal and Aw,,, is the vertical
wind difference :llcullto: by the actual wind minus the wind where t Yu computation is started ung the aircraft is
trimmed. If there is no variation in wind the aircraft will continue its steady flight with constant thrust. The
required thrust variation for a descending flight in a headwind shear profile is given on principle in Fig. 8 . From
eq. (23) it is possible to calculate the energy height error

A“E = He - Henom . (25)

reprasenting a useful criterion for the severity of the wind's sffect on the aircraft. The balance of power for
steady flight is (HAHN, 1987)

V“AT’W'M’IElO . (26)

AT is the difference of thrust to compensate the difference in the specific excess power AI;lExOAHE/M caused by
the change in wind. An increase in specific excess power requires a reduction of thrust to maintain steady flight.
The flight-path speed along the path s is

e r $ . 2n

With the equations (26) and (27) the energy height error becomes

AHg * -j-‘;,la-. (28)

Applying the equation (24) we get {SWOLINSKY, 1986):

[ .\ A
aHg = _f(_:'n._m..,“m.LW.:).._ (29
v'l.ﬂl vn.m
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In the above equation only the nominal approach speed and the nominal flight-path siope is needed to dets mine
the energy height error in & given wind fisld. The hazard limit, defined by the maximum allowable snergy height
loss, ia based on the fact that the aircraft is not allowed to sink below a specific ohstacie surface and the
airspeed must be higher than the stall speed (KUNIG, 1982; HAHN, 1987):

Mg, = He, oHmine Yeun? - e, Hoams Viom) (30)

If the hazard limit defined by eq. (30) is not reached, the aircraft can increase its height at the expense of
airspeed to avoid an obstacle contact. On the other hand, an impact on ground can happen with a proper airspeed
sven if the energy height error is not critical. So, anather important safety aspect is the flight-path deviation.

2.4 Temical sircraft respenses to wind shear

Wind shear causes deviation from the trimmed aircraft state of flight. Due to the aircraft's inertia the
flight-path speed Vi is nearly constant during the first encounter of wind shear. Therefore, the varying wind
changes first the asrodynamic flow field (airspeed, angle of attack). After the occurrence of an airspeed
difference as a resuit of the wind shear, the static stability of the airplane supported by the pilot's behaviour to
keep the airspeed constant, will accelerate (tailwind shear) respectively decelerate (headwind shear) the aircraft
relative to the ground,

From Fig. 7 we can gather, that the variation of the specific excess power is
MEK ~0 . (31)

With #q.(22) the deviation of the vertical speed is

. VgV
AR =B (32)
which results in a height error
AV,
AH = -XBQLB . (33

For a changing horizantal wind companent uy,, #q. (6) becomes with wyy =0 (see also Fig. 2)

Vi ™V +uwg . (34)
So if the airspeed variation is small, the mean flight~path deviation caused by the wind

AH = _(V + ungl) Auwg (35

directly depends on the amount of the wind difference.

Some typical flight~paths through a discrete linear shear layer are given in Fig. 9 and Fig. 10 . in the case of a
fanding in a headwind shear (Fig. 9 )} only a relatively harmiess airspeed deviation appears which takes the
aircraft above the glide path. This situation can be classified as uncritical because a go-around will always be
possible. The approach in tailwind shear produces a significant deviation from the initial state of flight. When the
aircraft encounters the shear layer, its flight~path angle becomes steeper , and so the aircraft is self-inducing a
more and more intenaifying wind shear. |t can be seen, that the flight-path deviation in the shear layer itself is
small. The greater glide path deviation, caused by the dynamic response of the aircraft, appears outside the
shear layer.

The sams is true for the take-off in a tailwind shear (Fig. 10). But there is an important difference between the
take-off and the landing. While approaching, the energy height error can be compensated by thrust control.
Contrary to landing, during take-off the aircraft is flying near its maximum performance capability. Therefore,
the compensation of the flight-path deviation is attainabie aniy by shifting kinetic to potential energy. But at least
the wind shear will lsad 10 8 height deficit during the take-off phase, as illustrated in Fig. 10.

From Fig. 8 we gather, that a tail- or headwind shear affects the flight-path ascillation (phugoid) in a different
way. The influence of horizontal and vertical shear gradients on the phugoid is analyzed by KRAUSPE (1983). A
fundamental result of this investigation was, that the aircraft response in wind chear is nearly independant aof
aircraft characteristics. The major parameters of influence are airspeed and (ift to drag ratio. it should be noted,
that the earth-fined wind shear can extensively modify the phugoid stability (Fig. 11). The flight-paths in wind
fields with constant shear can be approximated by simple analytical functions (Fig. 12), when the phugoid
eigenvalues are known. The accuracy of the resuits is very acceptable for the refevant time period of 20 seconds
after the wind shear encaunter.
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4. Lares ssels wind veciation
4.1 Dewshurst

The most adverse wind situations are prnduccd by thunderstorms. There the disadvant bination of
downdraft and tailwind shear can be found in the core of a downburst. But it can be said, that the reasons for the
approach idents exclusively be found in the wind field of the downburst's core. The critical situation
results from the fact, that the aircrafl s thrust setting for the approach will be done before it reaches the
downburst (HAHN , 1987). Fig. 13 shows the landing in a downburst based roughly on the conditions of the B727
approach accident in New York in 1975. The flight-path with fixed aircraft controls (indicated by a dot-dash line)
is very close to that of the accldom flight. So we can assume that the pilot reacted much too late and not
sfficiently. Some flights are si passing this d burst. An activated autopilot (Fig. 13 , dotted lines) tries
to position the aircraft on the nominal glide path The flight-path deviation is small, but the cncrgy height error
leads to significant airspeed errars. When the hazard limit is reached, the airspeed is very close to the stall
speed. The aircraft does not reach the runway. So, even if the pilot is sble to maintain the nominal glide path, the
hazard limit is reached. A comparison of the energy height error calculated by the simpl tion (29 ) with
those of non-linear simulations along the individual flight-paths with fixed aircraft controls or autopilot
demonstrates only small differences. So it can be said, that eq. (29 ) is a simple but powerful method for the
estimation of the wind effect on the aircraft's energy situation.

With Fig. 13 it becomes aiso clear that a safe landing will only be possible with an additional supply of energy by
thrust control. Fig. 14 illustrates an approach in the same downburst with a conventional modern autematic flight
cantrol system (autopilot and autothrottie). Airspeed and flight~path deviations are acceptably small. The thrust
setting DF (actual thrust related to the maximum thrust) adjusted by the autothrottie never reaches its maximum.
A touch-down'on the runway will be possible.

The accuracy of automatic flight control systems can be improved by advanced control taws under consideration
of wind effects (STENGEL, 1986; KONIG, 1982). Generally it can be said, that during landing in a downburst the
fiight performance is normally not the limiting factor. The problem is, that in a manual approach the pilot needs
sufficient information about the required thrust setting caused by the actual wind situation. As discussed before,
the total energy and the rate of total energy defined in the airpath fixed coordinate system are the most
important parameters for a perfect detection of wind effects acting on the aircraft. So these parameters can be
used for a kpit display pt. The total energy rate can be displayed with an additional pointer in the vertical
speed indicator, and the total energy error may be displayed in & modified "fast-siow-indicator™ of the flight
director display (KUNIG et al., 1980). This concept has been tested in a moving cockpit simulator by a joint team
of Bodenses Geritetechnik , Deutsche Forschungs- und Versuchsanstalt fir Luft- und Raumfahrt (DFVLR) and
the Technical University of Braunschweig. The simulated wide body aircraft was flown by fourteen airline pilots.
With the display of energy and energy rate most of the pilots, even those of less experience, were able to carry
out a hard but safe landing or to initiate a go-around as shown in Fig. 15 (SCHANZER, 1983). The research on this
field was sponsored by the German Ministry of Transportation (BMV, March 1883).

As mentioned above, the aircraft is flying near its maximum performance capability during take-off. Therefore, if
the wind gradients in a downburst are strong enough, a take-off accident can become inevitable. Fig. 16 shows
such a take-off accident of a 8727 in Oenver in August 7th, 1975. The reconstructed wind gradients are
Uwx=0.03 3= and wyyy=0.18 s=1 (KRAUSPE, 1983). The simulation is done with fixed controls and it starts at a
distance of Ax =-350m before the centrs of the downburst comparable to the Denver accident. Although all
engines are running, the aircraft is not able to climb. The energy height loss increases from the beginning and the
aircraft is permanently loosing airspeed. The stall speed is reached shortly before crossing the hazard limit, The
reconstructed flight-path of the Denver accident is similar to the flight-path with fixed aircraft controls. So it
can be assumed lgaln that the pilot’ s mpu!l ars not vory efficient. But it must be realized, that a take-off under
these wind ditions can be das

P

Downbursts with gradients less than those of the above Denver accident can be crossed by a simple escape
manoeuvre (HAHN, 1987). As gathered from Fig. 18 a realistic pilot behaviour in downbursts comes close to
simulations with tixed aircraft controls. Such a simulation carried out in the Philadelphia downburst (June 23rd,
1976; uyw,=0.02 s-1 and wyy;=0.165 s~1) is illustrated in Fig. 17 . The take-off climb begins at a distance of
Ax g =-1000m before the centre of the downburst. Airspeed and energy height error are rapidly decreasing and the
hazard limit is nearly reached when the aircraft has & ground impact. A practicable escape manceuvre is the fevel
flight at a low height to pass the core of the downburst before starting the climb (Fig. 17). The main important
advantage of this flight procedure resuits from the smaller vertical wind ciose to the ground. During the climbing
flight with fixed controls the downdraft increases with height.

In prlncipl. the go-around can be d

of approach and take-off climb. By taking the above
into ideration, the foll lusi can be drawn: Regarding the energy situation in
most of Ihn downbursts approaching is possible provldod that the pilot or the automatic flight coatrol system
reacts in the required manner. Initiating the go-around, the above described flight level procedure is to prefer for
crossing the core before climbing to higher altitudes.

S2iew-iavel int

The low leve! jet is characterized by a jet like wind profile with low altitude wind maxima (Fig. 18). in some cases
an intensive variation of wind dlroctlon with hoigm can be observed (see SWOLINSKY, 1986). Especially the
nocturnal low level jet can be dasa of far-reaching horizontal homogenity, i.e. wind speed
and direction, acting on an aircraft, are do”ndom only on the distance of the aircraft from the ground. Passing a
low level jet during landing npprueh. an energy height excess is bul!dlng up i in Qha region of increasing headwind,
which leads te positive flight-path deviations. After passing the the decreasing headwind
produces an energy deficit and leads the actual flight-path beneath the nominat glide path. Fig. 19 and Fig. 20
show these effects for a simulated landing approach with fixed controls respectively for manual flight, using a
flight simulator. The medel parameters of the wind profile have been derived from measurements, which have to
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be classitied as a worst case low level jet. In both cases the flight-path deviation are similar, but for simulati
of manual approach the pilot succesded in intercepting the aircraft a few meters above the ground. Systematic
investigations show, that the height of the maximum headwind and the headwind differsnce betwesn maximum
wind and value and reference wind cp“d near the ground (e.9. H,.o¢=10m) are the most influential parameters.
Flight path devi ly. -Ircnh hlurd are increasing with increasing headwind difference in
connection with dccrouln. height of the d

4.2 Ocsarashisal affegia e the aimensheris flow

d

The wind flow, especially in the lower b y layer, is infi d by the arographic shape of the surface (Hahn
ot al., 1988), as it can be seen in Fig. 21. The figure shows the streamiines of a wind flow over s flat hill. The
main effects caused by the disturbance of the flow tield are an updraft at the windward-side and a downdraft at
the lee-side of tha hill. Further it can be seen that the streamlines are not sxactly parallel to the surface
contour. The hill causes a contraction of the streamlines at the top of the hill, which leads to an increase in the
wind speed according to the law of continuity.

In the case of higher wind speeds, the occurence of flow separation depending on the hill siopes on the luv~ and
lee-side is possible (MERONEY, 1979). This may lead to a vortex flow in the fee of the hill with additional, partiy
strong up- and downwinds as it is illustrated in Fig. 22 (E/CHENBERGER, 1962).

Based on the above mentioned phenomena, a wind model was devel toi the infl of the hill flow
on the take-off flight-path of a starting aircraft by mmulnion (HAHN 1986). As a result, Fig. 23 shows the
simulated net path of a take-off climb of a two-engine aircraft under the condition of an engine failure during the
start, tagsther with the calculated wind along the flight-path (wind model without vartex flow). Compared with a
take-off in the boundary layer, without the influence of the hill (broken line), the decrease of the flight-path angle
can be seen; resulting in a loss of height about 40 meters at the top of the hill. The difference between the two
flight-paths is a degres fer the influence of the hill flow. In this case the net flight-path does not reach the
minimum height of 10.7m above the highest obstacle.

By order of the Bundesministerium fir Verkehr, abaut 40 test flights were carried out measuring the wind flow in
the lee of a flat hill (Weidacher H” :3) near Stuttgart airport to investigate the influence of the measured wind
speeds on the trajectory of a star: . aircraft by simulation (SCHANZER et al., 1987). As an example, a typiul
measursment flight-path together with the horizontal lnd vertical velocities llony the flight-path is presented in
Fig. 24. To get the moast realistic results with the si L the t flight-path had to be near the
expected simulation flight-path.

The analysis of the measured data shows large varieties in the wind spesd courses as well as in the mean wind
velocitias. The flow of the horizontal wind component partly confirms the theory of the developed wind de!
with increasing headwind speed to the top of the hill. In some other cases a nearly constant wind course or even
a decrease in headwind can be noticed. These ted ph can not be explainad yet.

L 4

Another estimation of the influence of the hill can be realized by comparing the mean horizontal wind speed in the
foe of the hill and the mean wind speed in the undisturbed flow. For this comparison, the reported wind (a
horizontal reference wind) measured at the Stuttgart sirport was chosen, which additionallyis the basis for the
calculation of the allowsd take-off weight.

in most cases (about 80X} an increase of the wind speed in the lee of the hill can be noticed (SCHANZER et al.,
1987). The vertical wlnd lpood courses show, in aimost all cases, the above mentioned downdraft in the lee of tho
hill. The od peeds with mean wind speed values of up to 0.8 m/s are greater than the expected
values received from the wind model.

As a special phenomenon a vortex flow in the lee of the hill was found, which can be seen in Fig. 25 (HEINTSCH,
1987). Detailed investigations of the hill characteristics (SCHANZER et al., 1987), however, lead to the conlusion
that a flow separation is not probable in this case so that the vortex flow is not a constant, but a temporary
phenomsenon.

With regard to the measured wind data the simulations were carried out for a start of a two engine-aircraft with
an engine failure during the start. The determination of the aircraft's maximum allowable take-off weight to
reach a minimum net height of 10.7 m above the highest obstacle in the start sector was performed according to
the flight | of the i tigated aircraft. in the calculation hailf the reported wind is taken into account. The
influence of the wind on the aircraft mation can be seen directly in the simulation results comparing the simulated
flipM-pnh (measured wind data) with the cross reference flight-path (half the reported wind). A typical

d case is pr ted in Fig. 26. The differences between the simulated and the reference flight-path
correspond to the differences between the actual wind situation and the reference reported wind.

' 1 B

A statistical analysis of the ion results d that in most cases a more or less clear loss of height of
the simulated flight-path with respect to the reference flight-path can be noticed caused by the downdraft as
well as by changes in the horizontal wind velocities (horizontal wind shear). In Fig. 27 the frequency of the height
above the obstacle (see Fig. 28) is presented. The vafues vary in a range from 2m up to 80m. In 55X of the 40
investigated cases the cross refsrence height of 35m according to the net height of 10.7m, which can be seen as
the minimum limit for a sure take-off, was not reached (SCHANZER et al., 1987).

—————



Wind shear id during landing and appreach could generally be avoided by using modern flight control
systems. The problem is te inform the piiet by an adequate wind shear warning display, that he can understand
the rnethn of the control system. Wind shear is particularly dangerous if it occurs in a height of approximately

- 120m, where the tion of the kpit crew s affected by getting view contact to the ground. Wind
lluar during take-off and go-around is a puro m.m performance problem. Piiots should avoid a take-off into
a thunderstorm . in mederate downbursts a pr e is to maintain the flight level at a low

height to pass the core of the downburst bohn starting the climb. This procedure can also be applied on the
go-around.
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AIRCRAFT FLIGHT IN WIND-SHEAR
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D.McLean
Westland Professor of Aeronautics
University of Southampton
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SUMMARY
A brief account of wind-shear and some representations is given before discussing the effects of wind-shear on aircraft

motion. A procedure for estimating the vertical and horizontal velocity components of a wind-shear microburst, based
on obeerver theory is developed, and a brief discussion of flying in wind-shear concludes the paper.

INTRODUCTION
The value of any aircraft to its user depends upon how effectively it can be made to proceed in the time allowed on a

precisely-controliable path between its point of departure and its intended destination. Deviation from the required
path can be caused by any form of disturbance. There is particular n with atmosplieric distur b

their forms and times of occurrence are both random and, therefore, difficult to predict so that they may be
effectively countered. One form of atmospheric disturbance which is particularly dangerous is the wind-shear, a
change in the wind's vector in a very short period of time.

The air through which an aireraft flies is never still. As a consequence, whenever an aircraft flies in this disturbed sir,
its motion is erratic. The nature of those disturbances to the air is influenced by a number of factors, but it is

t y to i turbul , which occurs above that region of space where the atmosphere behaves as a
boundary layer, as belonging to either of these classes:

a. convective turbulence, which occurs in and around clouds. This class includes thunderstorms particularly,

b. clear air turbulence (CAT). Below the cloudbase, direct convection heats the air and causes motion which,
together with the many small eddies arising as a result of surface heating, are often regarded as mild CAT.
Above a cluster of cumulus clouds a regular, short broken motion can persist, particularly when the change in
the velocity with height Is large. More virulent C.A.T. is usually to be found near mountains. And, depending
upon the meteorological conditions, flights near the tropopause can often be turbulent. The most viruleat
turbulence of all, however, is caused by thunderstorms and squall lines, especially when the same area is
simultaneously being subjected to rain, hail, sleet, or snow.

Another violent atmospheric phenomenon, which can be enountered in flight, is the microburst, a severe downburst of
air. Microbursts are associated with considerable changes in the direction and/or velocity of the wind as the height
changes. They exist for only very brief periods. Such severe changes in the nature of the wing over restricted ranges
of height are caused by convection and they are often referred to as "wind-shears®. Rising, or falling, columns of air,

ringed by torcids of extreme vorticity, are produced by the tion and it is this phenomenon which is called the
ferob A tuller is pr d below.
B the hanisms of turbul are so varied and involved, it has been found that the only effective methods of

analysing dynamic problems in which turbulence is involved are statistical methods. However, large gusts, which are
reasonably well defined by a particular deterministic function, do oceur, but at random times. To assess the effect an
sircraft encountering such gusts, it is common practice to employ a discreate gust as a testing function. Even though
its time of occurence may be random, a wind-shear, once it has occurred, can be effectively regarded, as a
deterministic phenomenon. Models of wind-shear are not entirely descriptiva of the phenc.ienont which they are meant
to represent, but they oan represent the significant characteristics sufficlently well to permit an analysis to be carried
out with adequate accuracy for engineering purposes.

WINDSHEAR AND MICROBURSTS

It has been indicated earlier that wind-shear is s change in the wind vector in a celatively short amount of space. One

of the consequences of such an atmospheric ph is a rapid change in the airflow over the aerodynamic surfaces
of an aircraft.




7-2

Such rapid changes of airflow can be hazardous, particularly to aircraft flying at low altitudes and at low speeds. It is
a particularly difficult phenomenon to detect, since the effects of wind-shear are transitory, and its nature and
occurrence are random. The form of wind-shear which is of particular concern is the microburst, in which s large mass
of air is propelled downwards in a jet from some convective cloud system, or, perhaps, from a rapid build-up of small
weather cells.

A physical account of how such a microburst forms, acts, and decays is given in ref (1). Thunderstorms, being highly
variable and dynamic atmospheric occurrences, translate rapidly across the ground. As they travei, they grow and then
decay. A thunderstorm results from the rapid growth and expansion in the vertical of a cumulus cloud. In its initial
stages, such a storm comprises an updraft of warm, moist air, with a velocity as great as 15m/s. In the updraft,

moisture droplets are lifted up until the temperature of the at phere freezing to occur, These droplets next
grow into super-cooled raindrops. However, the size of thse raindrops is soon too large to be supported by the updraft,
at which stage they fall, dragging air with them, which produces a strong downdraft. This stage is the must mature
stage of any storm. The downdraft is strengtheped by drier outside air becoming entrained, and then cooled, as the
raindrops evaporate. This reinforcing of the downdraft causes both the wind to become stronger and also sudden, heavy
precipitation, typified by a sudden downpour. As the thunderstorm abates, the downdraft becomes even more extensive
and cuts off the downdraft from its inflow of warm, moist air. As a result, the storm begins to subside, the
precipitation to lessen and then stop, and, soon after, the clouds begin to disperse. In the area separating the Inflow
and outflow, which is usually called the gust front, and which can extend for 20km, wind-shear may occur at low
altitudes.

Since aircraft do not normally have sufficient specific excess power to counter the force of such a downwardly-
propelled air mass, the microburst is particularly dangerous. I[n such an atmospheric condition, within a period of one
minute or less, an aircraft can be subjected to, say, a headwind, followed by & downdraft, and then sueceeded by a tail-
wind. There has been observed in the performance of pilots flying in such conditions a consistent pattern of response;
when an updraft is first experienced, the pilot lowers the nose of the afircraft and reduces thrust. Then follows a
headwind, with a consequent increase in the airspeed of the sircraft, causing the pilot to further reduce thrust. From
the microburst, there is next experienced a strohg, downdraft and tailwind, but the pilot's actions, already taken, have
set the scene for further difficulty, since the thrust has been reduced and the nose lowered. In general, the
performance of untrained pilots in wind-shear situations is rarely adequate, manifesting itself (usually), in a failure to
maintain the appropriate airspeed and the correct flight path.

Notwithstanding the evident importance for flight safety of the phenomenon of wind-shear, standard representations
for use in analytical studies are unsatisfactory, although Frost(2) has recently provided a number of new modeis for
consideration. Two important vortex models (3, 4) have also been suggested. Yet, there are but two official forms, one
defined by the FAA, and the other by the ARB in the U.K. Both are represented in Figure 1. The ARB profile is log-
linear and, at the lower heights, its gradient becomes progressively steeper than that of the FAA profile. In Figure 1
Vw represents the wind velocity; Vi is a reference velocity, taken as the velocity of the wind measured at a reference
height of 25ft (7.6m). Neither profile is adequate for studying the microburst situation. The problem of how to
adequately represent such a situation remains unsolved.

In any wind-shear ter it is the phugoid mode, the slow period response of the aircraft, which is most important

because it depends upon the {nterchange between the kinetic and the potential energy of the aircraft in the vertical
plane. It is known that the phugold mode is usually oscillatory and very lightly damped. In some cases it can be

unstable. Significantly, the time involved in a microburst encounter is often about the same as the period of the
phugoid mode, thereby making possible a r t resp , in which the interchange energy is amplified. Such
amplification leads to a greater deviation from the intended flight path than would have occurred with a well-damped
mode.

One form of representation of wind-shear(s), which takes these facts into account, is tepresented In Figure 2. It must
be "tuned” to accord with the flying characteristics of the aircraft being studied. In Figure 2, the square wave
oscillstion represents a head/tailwind combination: at the mid-point of the square wave, a (1-cos) downdraft is
introduced. The period of the square wave iz adjusted to be the same as the period on the phugold motion of the
aircraft being investigated. Aithough the profile in Pigure 2 has been presented as a function of time, it is intended to
represent a physical phenomenon in which the velocity changes with height. There is an implicit assumption that during
the period of the wind-shear encounter the sircraft will be climbing or landing, i.e. changing its height.
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Another method of representation is to use any record of & wind-shear which may have been obtained, either from
meteorological studies or from flight records. A number of records are now available; the most celebrated was
obtained from a reconstrucion of the available data relating to the disastrous crash of a Boeing 727 which occurred on
24th June 1975 at J F Kennedy Airport, New York, U.S.A. The reconstructed data is shown in Figure 3, together with
the aircraft trajectory. 00 seconds (2006 GMT) denotes the time when the aircraft reached the outburst centre. Note
how the characteristic "ballooning" of the aircraft's path started 15 seconds before this point, and how some 11.5
seconds after its occurrence the severe downdraft caused the aircraft to crash some 2000 feet (600m) short of the
runway. Resolution of this wind-shear into vertical and horizontal components results in the profiles for u, and w,
ahown in Figure 4. These can be used, with appropriate amplitude scaling, in wind-shear studies.

EFFECT OF WIND-SHEAR ON AIRCRAFT MOTION

The small perturbation motion of an aircraft affected by an atmospheric disturbance can be represented by the vector
differential equation:-

! X=Ax+Bu+Ed, M
where x€R", u€éR™, and d €R".

The coefficient matrix, A, is of order n X n; the control driving matrix, B, is of order n X m, and the disturbance driving
matrix, E, is of order n X §.

Such equations as eq. (1) are habitually used in studies concerned with flight control systems. But the small
perturbation approach is generally only justified when the wind field is uniform(6). For a non-uniform wind field there
is normally a continuously changing equilibrium flight condition (about which the small perturbation motion is supposed
to occur) which manifests itself physically in there being observable changes in the equilibrium flight path angle, lift,
and side forces with time. However, consideration of the hazardous flight problem indicates that the primary effect of
wind-shear relates to longitudinal motion, particularly in the low-speed regimes of landing or take-off, so that these
time-varying changes in y, L and Y can be neglected as a first approximation. Consequently, eq. (1) can be taken as a
reasonable representation. Since d, is unknown it would be useful to measure it accurately in flight so that the pilot,
or a control system, could generate a suitable control input, u, to counter its effects. One method of obtaining, d, is
to use an observer. If the control action, u, is taken as inappropriate, for example, a pilot continues to fly the aircraft
in an appropriate way for a normal landing, without altowing for the effects of wind-shear, then the aircraft's
trajectory is normally represented by the "ballooning" curve shown in Figure 4, with its attendant disaster at ground
contact. It is evidently necessery to provide a good estimate of d,, the vector whose elements are the veloeity
! components of the wind-shear. !t has been pointed out in the Introduction to this paper that once it has occurred a
wind-shear can be effectively regarded as a deterministic phenomenon, and consequently it can be reconstructed from
a knowledge of the output vector of the aircraft, composed of a few of the state variables representing the aireraft's
motion, and of the control inputs if they are being applied. The most convenient form of reconstruction is a
Luenberger observer. A number of algorithms are available to permit such a design, but one method which provides a

is to design an observer making use of linear optimal control theory.

} OPTIMAL OBSERVER
Suppose that the dynamics of some aircraft are defined by state and output equations viz.
x = Ax + Bu (2)
y=Cx 3

It is intended to design an observer to provide an estimated state vector, xy, which will be close to the original state
vector, x, but requires as its inputs only the control veetor, u, and another vector, w, which is related to the output
vector, y, of the aircraft .e.

fp=Fr+Gu+w (4)
The foreing vector, w, is chosen to be
wik -y, (5)
where
yedos, G}
Therefore,
i, = F - KOx, + Gu + KCx @
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However, from eq. (2),

Bu=1% - Ax (8
and if
GéB 9
then
X, = F - KOxg+x—(A-KOx (10)
t.e.
X-x,=(A-KOx - F - KO)x, (an
By choosing the coefficient matrix, F, of the observer to be identical to that of the aircraft namely
Fé A (12)
and by defining any difference between the actual state estimated and vector as an error vector, e, it can easily be
shown that
S=A—KOe (12

Provided that MA-KC) < 0 then, as ¢ tends to infinity, the error vector, e, will tend to zero and the observer's vector,
xg, will correspond to the state vector, x, of the aircraft. To secure this desirable condition requires only that the
matrix, K, be determined.

As a first step, let K be chosen to be a stebilizing matrix. Imagine that the observer dynamics are defined by eq. (13)
rather than eq. (4), that is to say, that

x, = Fxg + Gu + Ky (13)
Letting G2 B (as before) results in
I-%, =Ax-Fx, - KCx= (A ~ KOx - Fx, (14)
If F is chosen to be (A-KC), and
a (15)
e X—Xx
then £
6=(A-KOye = De (16

Suppose that we have a system defined by an equation

e =Me + Nv (17)
then if we chose as a performance index
J=4 [ (e'Qe + viGuidt (18)
[
} then minimizing eq. (18) subject to eq. (17) will result in a control law
v=FHe (19
Hence
= (M+NHe (20)
If it can be arranged that
! MA—KC) = A (M+NH) = A (D) @

then the optimal closed loop observer will be the required observer provided that

M=A
N=C (22)
andH' = -K

A block diegram representing the optimal closed-loop observer is shown in Pigure 5.

The optimal observer provides an estimate, xyg, of the state vector; what is wanted !s the wind-shear vector, dye
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However, if a "model® equation is constructed with the following dynamics

;-=Dx‘+8u + Ky (23)

then
g — x,) = B, (24)

it eq. (1) was re-written in its elemental form it is evident from eq. (24) that

u.E—;_= —qu‘-waw' (25)
u.I' - l:)m = Z“u‘ - wa‘ (26)
It can easily be shown that:
- - . . . . (27)
Xw(wg—wu) - Zw(u‘ - um) = (Xuéw - Zulw)u‘
2 )X (g —w V=X 2 —Z L) (28)
uu‘—u“)— “(wg-wm—(uw- LWy

Equations (27) and (28) can be very easily synthesized and a suitable block diagram representation is shown as Figure 6.
In that figure the output signals have been denoted as §, and i, which ere identically equal to u, and w,, the required
wind-shear components, when the values of the stability derivatives used in the synthesis viz Z,, Z,, X,, X,, are exact;
otherwise 0, and &, are subject to error.

The effectiveness of the estimation scheme can be judged from PFigure 7, in which are shown the estimated horizonta!
and vertical components obtained from the simulation of a Jetstar aireraft landing when encountering the JFK wind-
shear of Figure 3.

FLYING IN WIND-SHEAR

A number of operational techniques have been recommended(?) for flying in hazardous wind-shear conditions. For
example, it Is considered by some that pilots should allow the airspeed to fall to stick shaker speed while gaining height
by pitching up, although the Airworthiness and Performance Committee of the ALPA considers that it is best to
achieve the speed for best angle of climb i.e. minimum drag speed. It is the view of that committee that sacrificing all
the available energy of the aircraft down to stick shaker speed while increasing at the same time the aircraft's drag
(thereby reducing the aircraft's climb capability) is unsafe. Whatever technique is adopted requires a recognition on
the part of the pilot that he is countering the effects of a wind-shear. The provision of an airborne detection system is

A udi

for a ber of r i

g g the fact that the aircraft does not depend on any ground-based system
at each airport. With such a system the pilot can monitor quantitatively how the longitudinal and vertical components
of the wind-shear are changing, and with that indication, even if it gives only a few seconds warning, will allow a pilot

to attempt to bank away or to go around.

The technique proposed in this paper avoids the need for an accurate measurement of ground speed and is particularly
suitable for general aviation aircraft, such as business jets. It will provide an indication on the runway if a wind-shear
is present if the aircraft ia in motion, but the accuracy of the estimation is not as great. Nevertheless, in common with
any measurement system, it has a disadvantage that in providing a measurement the aircraft must have entered the
wind-shear field. The use of automatic feedback control systems using the estimated wind-shear components to

acnieve a proper aut tie r y is teasible(8) in some situations, but in low speed regimes the need to aveid stall
would make the design of such control systems difficult and, since wind-shear encounters are likely to be rare, not
economlically attractive.
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HOW TO FLY WINDSHEAR
by

Paul Camus — Group Manager Flight Controls
Airbus Industrie
1 rond-point M.Bellonte
31707 Blagnac Cedex
France

Aviation safety history is a long fight against severe environmental constraint.
Modern aircraft are able to face safely most of them but one still remain a potential
killer, that is what is generally described as a windshear situation,

what can be done, necessarily fall either in how to timely detect such a situation in
order to avoid it or/and what tools could be given to the crew to better escape should
they are trapped in.

Latest gtate of build-in equipment, 3-D Navigation, Electronic displays and Flight
Control, provide now all necessary tools to develop an efficient in-board detection and
protection system. Such system will be described altogether with a review of some fun-
damental criteria to be considered when assessing their efficiency.

In the recent years a big emphasis has been put on windshear since a few fatal accidents
have focused the attention of the people on a very old phenomenum known by the flying
crews.

Due to the increasing air traffic leading to a higher exposure into bad weather condi-
tions the attention of the air transportation community has been driven to look more
carefully into the complexity of the "windshear" phenomenum and into the way to survive
it.

Thanks in particular to the work and publications of Professor T. T. FUJITA from the
University of Chicago, the Aviation Community is now able to better understand these
short, violent and almost unpredictable "Microbursts" which may end up in fatal
accident.

In general the term "Windshear" defines a variety of atmospheric conditions characteri-
zed by a sudden change in air mass direction and/or velocity. Amongst the shears an air-
plane may encounter, the microburst is one of the most threatening since this sudden
strong downdraft close to the ground induces outburst winds as high as 150 kt. All this
phenomenum is limited in a small horizontal scale leaving little room for a rapid ma-
noeuver where survival may be a matter of seconds. The case of Delta 191 in Dallas is a
typical example of this violent case where within one minute the burst developed to an
hazardous situation (ref. figure 1). A scan of the flight recorder shows the behaviour
of the main parameters in this case (ref. figure 2).

It is clear to everybody that the best to survive such cases is to AVOID it. Of course
the Airbus Industrie recommendation is to apply this very simple rule :
“AVOID, AVOID, AVOID".

However the avoidance procedure will be based on a reliable and quick information pro-
cess given to the crew to be in a position either to stay on ground before take off or
to initiate an early go-around during the approach. Despite strong efforts in the USa
to develop and install ground facilitles to detect the windshear, most of the places
where convective weather situations may be encountered leading to violent wind bursts
will remain for a long time with only visual information and pilot reports. This means
that for the time being the only available solution remains an equipment installed on
board of the aircraft.

One could consider to have an advisory airborne system to alert the crew in advance for
early avoidance.Unfortunately no simple system yet exists and the today on board weather
radar is not able uvn» do the job properly.

Therefore the only remaining possibility is to have a redundant and integrated airborne
system combined with operational procedures to help the crew in flying through the
windshear.

Since 1972, Airbus Industrie has considered as a necessity to implement on its newly
designed aircraft means to help the pilot in coping with the windshear. With the support
of the new technologies Airbus Industrie has been permanently improving or bringing
additional information to further enhance the capacity of the pilot to safely fly
through the burst (ref. fig. 3).

Based on the standard equation of flight, it is possible to work on two parameters :
THRUST and LIPT.
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It is clear that the use of the maximum rated thrust as soon as possible helps in reco-
very as well as pitch attitude increase in order to increase the lift, thus increasing
potential energy. Since the success is a matter of seconds, Airbus Industrie has imple-
mented :

- an automatic thrust increase which is available in automatic and manual modes

and

- a pitch guidance which will give a good cue to the pilot to maintain an attitude
avoiding to sacrifice altitude.

SPEED REFERENCE SYSTEM

This system has been developed to guide the pilot in pitch during take-off and go-
around. The system works basically as a speed control system however it includes protec-
tions which are activated in case of windshear.

The prevailing order is defined by increasing pitch toward 18° thus increasing the lift.
However, in case of extreme condition the pitch order may be superseded by the control
of the speed slightly above the stick shaker level by the pilot himself.

Simulation has shown that following the SRS order it was possible to maintain the alti-
tude for a fair period of time which should save the airplane in most of the shears.

The first point on which it was possible to eagily implement a solution was the automa-
tic increase of thrust in case of excessive angle of attack. This apply mainly during
the approach where the windshear will generally lead to an increase of angle of attack
and if it is severe enough the effect of full thrust as soon as possible will improve
the safety. The system reacts automatically when the angle of attack exceeds a predeter-
mined value. Should this occur, the recommended procedure during approach is to make
a go-around.

If the measured rate of change of airspeed and ground speed exceeds a preset threshold,
the system will react with a phase advance. The nose up change which accompanies the
power increase brings an additional safety factor by trending to higher angle of attack.

The system will not react to a pure vertical draft as quickly as to an horizontal shear.
However, it is worth noticing that at low level (below 500 ft) the probability of
getting a pure vertical draft is very low since the proximity of the ground will deviate
the flow and turn it to horizontal out draft. In the case of Delta 191, the main wind
component was a strong tailwind in the last 400 ft.

With the installation of the Cathod Ray Tube (CRT), Airbus Industrie has introduced
some information giving a clear synthesis of the situation such as the speed trend and
the position of the actual speed compared to reference speeds such as 1.3 Vs and
1.1 vs.

An important effort has been made in matter of rationalization of the information pre-
sented to the crew (ref. Figure 6).

SPEED TREND INFORMATION AND SPEED MARGIN

On the Cathod Ray Tube of the primary flight display, it has been possible to present
with an arrow where will be the speed in the next 10 seconds. Eventhough no rule has
been defined, one will notice by the jerk of the arrow and particularly its size that an
abnormality is raising which may on the ground lead naturally to the take-off abort.
In flight it will give a good indication and help in an early response.

In addition the permanent display of the stick shaker speed will give the pilot the best
support to fly the airplane at the maximum possible lift should the case occur.

FLIGHT PATH VECTOR

One important tool, which is not used as it should, is the flight path vector which
could be monitored by the non flying pilot. The "Bird" is generated by the inertial
reference system which is independent from the other parameters and shows the direction
of the flight path, It is obvious that, when the "Bird" is below the horizon, the path
is converging towards the ground. Such a synthesis from the basic parameters as presen-
ted on conventional aircraft is not easy in particular in critical phase.

On the A320 a further step will be implemented with the happening of the "fly thru
computer”.

The basic pitch control law is working up to a certain angle of attack where it is re-
placed by an angle of attack control law (ref. Figures 9 and 10) which covers the high
1ift zone : an increasingly positive stability is introduced so that a maximum angle of
attack corresponding to the stall protection is achieved with the full stick deflection.
At that point the wing is delivering all its 1lift allowing a fair margin to the stall
with good capability in roll. In the same zone the high angle of attack floor protec-
tion will activate automatically the thrust to the maximum rated level, where it will be
latched,
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In case of windshear ;

The pitch control law is based on load factor demand and therefore try to maintain the
flight under I1G condition, thus fighting the shear.

If the shear becomes too severe the maximum rated thrust will be automatically applied
in all phases of flight and the pitch demand will be somehow optimized.

In extreme condition, since the airplane will be stall protected, the procedure is to
pull the stick right back. This last action will demand the maximum possible lift from
the airplane while the pilot knows that the airplane will not stall.

Procedure

In addition to the airborne installation, Airbus Industrie insists on the following
procedures since a strong windshear can be considered as an emergency situation where
immediate and simple action is the only solution, Airbus Industrie believes that when
survival is a matter of seconds, there is no parameter to be precisely flown. Nothing
else but trading speed for altitude, which means pulling up, would help in a case such
as the one of CO 426 (ref. Figure 8).

1 - AVOID : if windshear ia expected or announced, delay take-off or landing.

2 - If caught in the shear : keep the nose up to at least maintain altitude, and trigger
the go levers in case of flexible thrust take-off or approach.

The information and displays available in the Airbus Industrie aircraft family will
help the crew in identification and guidance :

- maximum rated thrust is automatically applied through the GO AROUND lever or the
protection

- pitch guidance is provided through the Speed Reference System
- stick shaker speed is continuously displayed (valid from A310 on).
The recovery technique for the A320 is fu:cher simplified :

PULL the STICK FULL BACKWARDS which provides automatically the maximum rated thrust
and lift.

Airbus Industrie is presently working on training program to give the airlines informa-~
tion and recovery technics. This effort is consistent with the present program developed
by the FAA and Airbus Industrie participates at the FAA audit on this subject. 1In
addition we are developing information to be introduced in the Flight Crew Operating
Manual to give the crew the performance capability of the airplane under prevailing
weather conditions and weight.

In summary the Airbus Industrie goal is to give the crew information and guidances
{ref. Figure 11) which complement and do not supersede the data available fram the
ground and the crew experience in matter of weather knowledge. Our aim is to help in
cagse of recovery from severe windshear keeping in mind that avoidance is the target.
Airbus Industrie will continue to work on this essential objective which is
FLIGHT SAFETY.
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@ Airbus Industrie efforts against windshear since 1972
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A Lift

cp Spacific heat at constant pressure

€ Energy

F Thrust

] Sensor parameter

G Aircraft weight

'] Constant of gravitation

H Height, aititude

H Rate of climb

H vertical acceleration

He Energy height

Hpm Helght of the hill

AMg Energy height error

INS Inertial Navigation System

k Von Karman's constant

Lo Ly Integral scale for the longitudinal and vertical turbulence component
m Exponent of power law

m Mass of aircraft

n Load factor

P Static pressurs

q Dynamic pressure

q Angular velocity around the aircraft y-axis
r Angular velocity around the aircraft z-axis
[} Vector of the distance between flight log and inertial navigation system
R Gas constant, Radius

Ri Richardson number

Ry Roughness factor

S Reference wing area, Shape factor

sl Power spectrum

Te Time constant of the complementary filter
T Total temperature

u, v, w Components of flow

Ywg: Ywgr Wwg Wind components in the geographical coordinate system
Uwrep Reported wind at the aerodrome

u* Friction velocity

v Airspeed

Ve Flight path velocity

Vw Wind velocity

Vetan Stall speed

Wwg Vertical wind component

w Drag

x Spatial coordinate

Xgs Zg Earth fixed coordinates

Xge Zp Potential flow coordinates

2 Surface roughness height

s Alrcraft angle of attack

[ Flight log angle of attack

[ Reference angle of attack

[ ] Aircraft angle of sideslip

B Flight log angle of sidesiip

¥ Wind azimuth

1 4 Flight path angle

[ Standard deviation

x Ratio of specific heat

(-] Pitch attitude angle

[ Bank angle

4 True heading, Streamiine

] Spatial frequency, Speed of rotation

Ref Reference
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Variable wind conditions may considerably influence flight~path and speed of an aircraft. Especially strong wind
shear and downdraft may initiate flight path deviations, which may restrict flight safety during take-ofs,
go-around and landing approach.

Investigations of aircraft response on wind and turbulence by means of flight simulation require suitabie wind and
turbulence models. The specification of these models is a sufficient mathematical description of the wind velocity
field on one hand and a simple mathematical structure on the other hand to work at adequate expense under
condition of real time simulation.

There are a number of analytical and numerical dynamic wind models in the area of meteorology, describing the
temporal development of thunderstorm downburst, cold fronts and low leve! jet by extensive simulation programs.
Because of the mathematical expense and the unsufficient horizontal and vertical resolution, these models are
unsuitable for application in flight simulation, In take-off and landing approach of tranaport aircraft the essential
shear layer is passed in only a few minutes. Thus, the modeling task can concentrate on quasi-stationary
engineering models. In general the turbulent wind profiles are composed of large scale trend and turbulent
fluctuations with stationary mean (Fig. 1). In some cases gusts are considered as a third category of atmospheric
disturbances. The aircraft response on large scale wind variations is quite different compared with the response
on turbulence or short scale gusts, Variations of the mean wind influence the energy status of the aircraft
producing flight path and airspeed deviations. Atmospheric turbuience is effecting the acceleration therms of the
aircraft influencing airframe loads, structural fatigue, pilot's workload, passenger comfort and handling qualities
of the aircraft. Hence, for the prediction of the aircraft trajectories under wind influence the knowiedge of the
mean wind variations is sufficient for most of the problems. An essential prerequisit for the identification of the
model parameters is the availability of suitable wind measuring data which may originate from different measuring
systems.

3. Wind detecmination

The wind at a certain point can be regarded as a vector with a value, the wind speed, and a direction, the wind
direction. In this paper, the components of the wind vector are defined in the following earth fixed coordinate
system (see Fig. 2): a horizontal wind blowing from south to north represents a positive x ; -component u v ,
a horizontal wind from west to east a positive y ;, ~component v g and a downdraft indicates a positive vertical
wind component w wg (VORSMANN, 1984).

The influence of wind on aircraft trajectories can be investigated either in reality by flight tests or as mantioned
above by flight simulation with measured wind data or with wind data generated by a wind model. The advantages
of the simulation are the lower costs of the procedure, together with the ability to investigate even hazardous
flight situationz without a risc for the pilot and the aircraft. Furtheron the simulations can be repeated easily to
investigate for example the pilot's reaction on certain situations. The quality of the simulation with a wind model
essentially depends on the quality of the wind modsel in comparisen with real wind data.

So the determination of wind by measurement is necessary both for the design and valuation of wind models.
Concerning the principle of measurement there are basically two different kinds, the ground based systems,
measuring the wind from the surface and the on board determination, measuring the wind on board an aircraft.
.1 Princisies of wind measucement

1.1 Greusd based systems

The ground based systems can be separated into two different groups regarding the procedure of measurement:

systems to determine the wind locally at a certain point and systems to determine the wind in a greater distance
{(remote sensing systems).

The first group represents an easy way to measure the value and the direction of the wind by means of a relative
simple equipment like e.g. a cup anemometer or a propeller anemometer combined with a wind direction vane. The
system gives information about the mean horizontal wind at a certain point. A determination of the vertical wind
component as well as variations in the wind speed or direction over a horizontal or vertical distance is not
possible. Therefore the system is not gualified to carry out measurements of whole wind fieids as a basis for
wind models with wind variations, which are important espacially in the lower boundary layer. As a solution to this
problem the local wind speeds are to be measured at some certain points so that the wind field can be determined
by interpolating ‘betwesen the measured wind speeds. A typical example for this principle is the profile
measurement from towers, booms or mounts in the boundary layer. With the heip of the vertical stepwise
installed sensors changes in the wind speed and direction in different heights can be determined. Msasurements
over a longer time period can additionally give informations about the large scale wind variations in a constant
height. Using this principle of measurement it must be considersd, that the tower used for supporting the
sensors can interfere with the flow, thus introducing errors in the measured data. These errors may be reduced
to accertabie levels by calibrating the ement equip t (LENSCHOW, 1984}

The main virtues of the above described sensors are simplicity, ruggedness and dependability. The disadvantages
of the rotating devices are long respo times, so that they are not able to analyse turbulent phenomena of
higher frequencies. Better results are available with fast response wind sensors like the hot-wire anemometer.

To avoid the problems of interference betwesn the tower and the flow it is possible to employ systems basing on
the remote sensing technique, which allow additionally to carry out measurements in any direction within the
current range of the instrument without disturbing the variable being measured. The systems are based on the
principle of transmitting acoustic or electromagnetic radiation measuring the reflected radiation signals.
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Examples for developed instruments are the lidar, radar and sodar systems using light, radio and sound waves as
transmitting medium.

in general the remote sensing systems are able to determine the wind speed P ts in a li d range. For
the principle of measurement is based on averaging the wind speeds over a certain spatial volume it is not
possible to resolve higher freq ies in the ed wind speeds. The probl of resolution in connection
with the limited range of ement bined with ground based systems lead to another measuring principle
determining the wind on board an aircraft.

L.1.2 On-heard determination

The theory and realization of an on board system Id be presented at the example of the
DORNIER DO 28 research aircraft of the Technical University of Br hweig . For the investigation of the
influence of wind and wind shear on flight safety of aeroplanes the Institute of Flight Guidance and Control of the
TU Braunschweig developed and implemented an on-line wind measuring system on board a DO 28 aircraft. This
purpose was supported by the German Society for the Advancement of Scientific Research within the research
program “Sicherheit im Luftverkehr” {safety in air traffic).

h

Princisle of measurement

In contrast to the ground based systems the wind cannot be measured directly on board an aircraft. The indirect
way to determine the vector of the wind velocity Y \ is to take the difference between the flight path velocity Y
(the velocity of the aircraft relative to the earth) and the true airspeed Y (the velocity of the aeropl relative
to the air). For obtaining a high precision of the relative small wind vector compared to the large aircraft speeds
an accurate measurement of the flight path velocity and the true airspesd is necessary. The determination of the
wind vector components in the earth fixed coordinate system (see Fig. 2) is described by the following set of
equations (VORSMANN, SWOLINSKY, 1980, LENSCHOW, 1972). The general equation to determine the wind
vector is

Yw = ¥« - Y m

Written with the components in the earth fixed system eq. (1) leads to

Yw Uy
vw = YK - v (2)
W w, w

Wlig klg 9

In Fig. 3 the three velocities Yy, Yx and Y are illustrated together with different coordinate systems, which are
necessary to explain the relations between the velocities.

The flight path velocity ¥, can be measured in the flight path coordinate system (x, -axis) as well as in the earth
fixed system (xg-axis). The advantage of the earth fixed determination of the Yy is, that there is no coordinate
transformation necessary, while the flight path fixed Y, vector must be transformed in the earth fixed system
(angles x and ¥).

The true airspeed is defined in the aerodynamic coordinate system (x,-axis) (see Fig. 3). To get the components
of ¥ in the geographic coordinate system, a transformation from the aerodynamic into the aircraft fixed (xg¢-axis)
system (angles & and B) and from the aircraft fixed into the geographic system {angles @, ® and ¥) is necessary.
The complete transformation leads to the following three equations for the true airspeed components
(VORSMANN, 1984):

ug = V-[cosa-coab-coa&cos? + sinP-(sin®-sin@-cos¥ - cos® sin¥)

+ singt-cosP-(cos® -sin@ cos¥ + :In.~sln7)] (3)
vg = V'[cosl-colﬂ-costInY + sinp-{sin®-3in®-sin¥ + cos® cos?)

+ sina-cosP-(cos® sinO-sin¥ - :ln'~col')] (4)
wy = V-[—conl-cntﬂ-nne + ginB-sin® cos@ « s(nrcosl‘cotﬁcose] {5)

As an example the two dimensional problem in the aircraft symmetrical plane is given in ~ig. 4. For this case the
angles B, & and ¥ are equal zero, 30 that the components in the eq. 3-5 can be determined by

ug = V-{cosecos® + sina-3in@) (6)
o= 0 n
wg T V-(-cose-9in@ ¢ sinm:cos®) (8)
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The horizontal and vertical components (eq. 6 and 8) can also be written as

ug = Vcos(@-w) 9)

wg = Visinl@-a) , (10)

which corresponds to Fig. 4.

The calculation of the wlnd vector components according to equations 2-5 presumes that the required angles and

b are ed at the same position. In practice the flight path data (flight path velocity, EULER angles
9, & Y) can be determined by an INS or a laser navigation platform, which is positioned near the aircraft's
centre of gravity (see Fig. 5 ). The aerodynamic data (amount of the true airspeed, angle of attack, sideslip
angle) howaever have to be measured outside the aircraft influenced flow for exampie with a flight log on a nose
boom, as it can be seen in Fig. 5. In the case of angular movemsnt of the aircraft another velocity vector has to
bc conlldorod 1t is described by the aircraft's speed of rotation ] and the vector of the distance R between the

ion of the igation platform and the location of the sensor measuring the aerodynamic data.

With this correction the wind vector at the location of the platform Y\, can be determined by the flight path
velocity at the platform V. the true airspead at the location of the aerodynamic data sensor (flight log) ¥y and
the vector Ry from the flng log to the platform as well as teh aircraft’s rotation speed Q.

Ywe = Y~ ¥,* Q,XE, (1)

The correction of the additional velocity Q¢ X Ry induced by the aircraft’s rotation is most important, when for
exampie a Doppler Laser is used measuring the true airspeed nearly 100m before the aircraft. In this case a
rotation speed of ® = 0.1 rad/s would lead to an additional vertical velocity component of 10 m/s.

The principles of measurement concerning the true airspeed Y, are given by WUEST (WUEST, 1980). Detailed
investigations of the determination of the flight path velocity Y, by an INS are made by WINTER and STIELER
(WINTER et al., 1987).

Besides the correction of the true airspesd vector (ses eq. (11)) another correction has to be considersd
concerning the angle of attack and the angle of sideslip. In the case of an aircraft rotation the angles & and B in
the eq. 3 to 5 have to be determined by

@ = & +-\',La (12)
= _ LR
B = b v (13)

with & and B as the angles at the reference point (location at the INS), & ; and § ; as the angles measured with
the aerodynamic data sensor and R as the distance from the asrodynamic data sensor to the reference point,

The equations (3) to (5) determining the true airspeed components contain numerous noniinear SINE- and
COSINE functions, so that it is difficuit to estimate the sffects of sensor errors on the resuiting error of the
wind [ . As a simplification a linear error model is used to determine the wind component error caused

by a known sensor error. For sxample the measured wind speed p t Uwam ists of the true value uyg
and its error Auyy
Uwgm = Uwg *+ Auwg (14)
The linear error model for this case is
Suwg
Buwg * 3 .+ Af, (15)

with Suwg/5f; as the partial derivatives of the concerning signal inputs and Af, as the signal errors.
9 i

The complete equation for the total error Auyy reads as foliows:

du du du du 3u

Suyy ] Su du .
,_._ﬂ. AV ¢ -:‘.._l Bugg * -é_WI cBvig ¢ e . aph
Ykg SH

(16)

The equations for the v and w components correspond to eq. (16). The determination of the partial derivatives
lead to very complex expressions, which can however be approximated neglecting second ocrder terms. The
results are listed in Tab. 1. In this table the index R stands for values of the error free reference state.

On the basis of Tab. 1 the following general statements can be made (VURSMANN, 1984)
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1. The wind component errors, which are caused by angular parameters, are directly proportional to the trus
airspeed of the aircratft. Therefore errors in wind speed and wind direction increase with true airspesd

2. The errors of the hori | wind P Uyg and vy,g caused by errors in true airspeed and anguiar
parameters are a function of the SINE or the COSI of the true heading, while the error of the vertical wind
component is of course independent from the true heading.

3. For the errors depending on the true heading there is a $80° phase shift betwesn the uwg and vyg
component. However, the maximum amplitude of the error is the same for both components.

4. The wind component errors are not a function of the wind speed or wind direction.

The following two exampies illustrate these dependencies for level flight (Ya=®/=0°). As reference values an
angle of attack of @y=4.859 and a cruising speed of Vo=60m/s are assumed. As a function of true heading Fig. 6
shows the error in the uywg component, which results from sensor errors with an assumed magnitude of one
degree respectively im/s. 'For the same amount of sensor srrors Fig. 7 illustrates the error in the wy
component as a function of true airspeed. It can be seen that errors in the verticsl wind component are cauua
only by an error in the vertical spead and errors in the angle of attack and pitch. The other failure gradients are
equal zero because of the reference values for y and @,

Most of the parameters, which are required for the wind vector determination can be ed directly except
the true airspeed and the vertical speed of the aircraft. The vertical speed of the aircraft can be measured easily
with a variometer, which differentiates the static pressure. The problem of this method is the tong response time
of the instrument caused by the differentiation. A high frequent wind determination however needs a high
frequent vertical speed information. This real time signal information can be derived synthetically by means of a
complementary filter (see Fig. 8) (VORSMANN, 1984). The input for the high frequency information is the output
signal of the vertical accelerometer H,, which is integrated to get a vertical speed signal. This signal possesses
an excellent dynamic response but also a long term instability. Therefore the low frequency information is
gathered by the above mentioned differentiation of the barometric altimeter signal Hg. The determination of the
vertical speed is described by the equation

T

A= + ““.?‘—;‘0_1

s
Hg -Tc:—*l \u7)

In case of error-free sensor signals for Hg and Hy, this filter produces an ideal vertical speed signal. As already
mentioned above the determination of the true airspeed is not explained in this paper. Detailed informations are
given by WUEST (WUEST, 1980).

By knowledge of the accuracy of all parameters required for the calculation of the wind components the error of
the measured wind vector can be derived by using the GAUSSIAN law of error propagation. Some values are given
for a special research aircraft and a transportation aircraft in Tab. 2. The accuracies, which are available with
rch aircrafts reach values between 0.5 m/s and 0.7 m/s in the horizontal wind component. The
s achieved during tail~- or headwind situations while the higher value applies to wind measurements
during prevailing crosswinds. For the vertical wind component a precision of 0.3 m/s can be stated. The accuracy
of the calculated wind direction turns out to be a hyperbolic function of the horizontal wind speed {see Fig. 9).
The mentioned accuracies include offsets, which may be due to constant sensor biases. Higher frequency
variations of the wind speed and wind direction can be determined more precisely (factor 5 te 10).

To achieve these accuracies it is necessary to calibrate the equipment before a test flight. To control the
measurement system it is possible to compare the on board measured data with data determined by ground based
system (see chapt. 3.1.1), which additionally might decrease the offset failure.

During & wind t paign those parisons betwenn a research aircraft and a ground based system
were made in a tower fly-by. On the tower a platform was instaited supporting an ter on a slant lift to
measure the wind speed and direction. As an example Fig. 10 shows the wind profiles measured with the research
aircraft DO 28 and the tower. it can be seen that tower and aircraft data display a good correspondence. The
aircraft measured curves additionally show a high resolution of the signals. Deviations between the
measurements like difference in wind direction above 160m height are not necessarily system errors. They may
be caused by the time difference of the two measurements and the spatial difference of up to 4km between
aircraft and tower for the same altitude ple. In parison to the ement with a special research
aircraft, the accuracies which are available using the data coming from the s of a transportation aircraft
reach only half the vaiue, so that deviations of 1 m/s to 1.5 m/s in the horizontal wind component and 0.5 m/s to
0.7 m/s in the vertical wind component have to be considered (SWOLINSKY, KRAUSPE, 1984).
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The introduction of this paper has already mentioned the typical separation of wind and turbulence effscts. The
high frequency part of the wind vector, the turbulence, is characterized as a fluctuation with a stationary mean
value. The mean value itself is the deterministic low frequency part of the wind vecter. After discussion of the
wind determination it is helpful to characterize these two main parts of the wind vector. As demonstrated in
HAHN ot al., 1988, the influence of wind and turhulonco on the aircraft motion is completely different. The main
influence on the -ircn" trajectory is d by low freq y wind effects. The turbulent components are
producing only indirect effects due to the increased pilot's workload.

4.1 Shert ssale suets and turhulosse

A realistic aircraft flight simulation requires the consideration of the influence of atmospheric turbulence and
gust effects in the simulation model of an aircraft even if it is not the primary influence on aircraft trajectories.
The wind velocity in general means the deterministic mean wind velocity as well as stochastic effects like
turbulence and gu-n The proper definition of the boundary between the low frequency mean wind velocity and the
high freq turbul is not possible. To reply this questi to be a philosophical problem depending on
the actual upplienlon The same prnblom appears in the description of gusts. For a glider a special gust may be a
medium frequency disturbance. Encountering the same gust with a supsrsonic aircraft appears like a high
frequency shock. The first item in the short scale range of wind perturbations shall be the atmospheric
turbulence.

4.1.1 Atmesperis turbuionce

The atmospheric motion is always characterized by a typical mean wind direction, caused by the differences of
barometric pressure. This motion consists of the mean wind and an overlayed flow in all three geometric
directions. The reason of this turbulent flow components is the instability of the atmospheric flow. Phenomena
like

- wind gradients caused by surface friction

jet streams, frontal shear flows, lee-effects of hilis
- convection like thermic, convective cells, thunderstorm activities
- wake turbulence produced by trailing vorticies of aircrafts

and other effects are the source of wind shear m the phere. This changing of flow velocity with the location
and with time produces due to the friction turbul flow ts in three dimensions. The description of
these effects is given by the NAVIER-STOKES equations, but due the complexity, non-linearity and cross-coupling
of these differential squations there is no solution possible today. A lot of theoretical investigations
were made to understand the turbulence mechanism (HINZE, 1959). Some assumptions can be summarized for all
these madels:

- turbul is a three-di ional effect
- turbulence is based on friction effects

- turbulence can be described by vorticies of different scale

- there is an energy transfer ary to repl the dissipative energy in the small scale range of the
turbulence.

Man of the turbulence modoll are based on the assumption of isotropy and stationarity. The isotropy of the
phere can be d for altitudes above ca. 300-500 m. This altitude depends on the stability conditions
of the atmosphere, the ground roughness and other parameters. Below this height the influence of the boundary

layer and the restrictions in the vertical flow direction due to the ground causes anisotropic conditions.

KRAICHNAN, 1962, has developed a model for the energy transfer, using a cascade model. The energy is
transmitted from large scale to short scale vorticies and dissipates in the high frequency range in kind of heat.
This cascade model provides also the influence of the ground on the turbulence parameters. With decreasing
altitude, the maximum scale of the vorticies is limited to the actual height.

As demonstrated the characterization of turbulence depends on the scale, i.e. the freq y range. Esp lly the
power density spectrum description is a tool to separate different ranges of turbulence (Fig. 11). Based on theory
and measurement, the knowledge about the inertial subrange is sufficient. The power density depends on the
spatial frequency with a power coefficient of -5/3 in this range (KOLMOGOROW, 1941; ONSAGER, 1945;
WEIZSACKER, 1948). Measurements provided a power factor between 1.2 and 2.2 (PRITCHARD, 1965).

More problems appear in the high frequency range of the spectrum, when friction effects are increasing and the
negative slope of the power density spectrum is enhanced. HEISENBERG, 1948, calculated a power factor of -7
for this range. TM- large noqumo slope ensures that the derivatives of the turbulence velocities and the
vari of the turbul i are existing. In the low frequency range the power density spectrum
seems to be constant, but there must be a limitation, because the maximur. scale of turbulence fields in the
atmosphere is limited. Another limitation using the vortex model is given by ths altitude, as the maximum scale is
limited to the altitude.
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The purpose of the aircraft simulation deals with turbulence as a perturbation effect. The available computation
time for the turbulence model, for example in a reaitime aircraft simulation is only a few milliseconds. Therefore
several simplified theories are necessary to handle turbulence effects in aircraft simulation problems. One of
these simple approximations was given by DRYDEN, 1943. He proposed an exponential function for the
autocorrelation function of a turbulence companent:

-l
Rix) = 62 - o Lw (14)

Fig. 11 shows this autocorrelation function together with a measured one. The DRYDEN approximation has the
advantage that the realization and calculation in simulation purposes is very simple. Using the FOURIER
transformation it is possible to transfer between the autocorrelation function and the power density spectrum.

s = fnm o™i gy (15)

The equivalent power density spectrum of the DRYDEN approximation is

s = 2.82 ..

. ——— 16)
w W Tz o )

with the scale length Ly, the variance 0“2, and the spatial frequency D. This equation describes the power density
of the components along the flight-path. Investigations have shown, that there is a different spectrum for the
perpendicular direction.

sy = 62 .p M an
= 3
L w ('ﬂ_\z”, nz)z

The reason is the selection of a special direction of observing, if the turbulence component is measured along the
flight-path. This turbulence component is more correlated than the perpendicular ones.

Other spectra are proposed by v.KARMAN, 1938. These spectra are more complicated, as they connect the
haorizontal part of the power density spectrum in the large scale range with the -5/3 inertiai subrange. This
requires more complex computaticnal models. The difference between the v.KARMAN and the DRYDEN model is
small compared to the uncertainty of the turbulence models at all, so that the DRYDEN spectrum is the basis of
the following description of a simulation model for at pheric turbul .

This DRYDEN power spectrum is based on two important parameters:
- the variance of the turbulence velocity szv
- the scale length of the turbulence velocity Ly,.

In a simulation program, the time is the independant variabie. This requires a transformation between the time
and the spatial coordinates, because a parameter like the scale length is a spatial parameter which must be
transformed in a time coefficient. Using the TAYLOR Hypothesis (TAYLOR, 1938) of a frozen atmosphere the
DRYDEN power spectrum can be transformed in the following time dependent form:

1

2

= B s Tyt e 17
S(e) 2°w WL & uan

This DRYDEN power density spectrum can be used for simulation purposes. The valid range of frequencies is
limited. For low frequencies a DRYDEN power spectrum provides constant power density. Following our
assumption this low ferquency part of atmospheric motion shall be described by special low frequency models.
Other reasons for the low frequency limitations were discussed above. Due to this assumption the DRYDEN model
must be limited in the low frequency area. On the other hand the vory high frequency part of the DRYDEN model is
limited. The DRYDEN spectrum provides unrealistic infinite variance of the turbulence velocity derivatives. This
result is unrealistic. There must be a second crack in the high frequency part of the power density spectrum,
which pays regard to the dissipative effects. The di ion of the turbul description has demonstrated, that
the itabi deis have limitations in the valid range of frequencies and uncertainties in the question of
accuracy. An engineering mods! for aircraft simulation purposes shall be discussed in the following chapter,
based on the DRYDEN approximation, containing the uncertainties and limited accuracy.

4.1.2 Twhuissss medal for disital simalation

In a digital aircraft simulation program the simple DRYDEN powsr spectrum yields the basic requirements of a
tubulence simulation model. it is more important to use realistic values for the parameters scale length and
standard deviation. Fig. 13 shows the structure of a turbulence simulation model for calculation of vertical
turbulence velocities in earth-fixed axes. The turbulence velocities are generated in earth-fixed axes, because
the parameters standard deviation and scale length for horizontal and vertical turbulence are different in the
boundary layer of the ground.
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The i of the turbul iculation model are:

~ mean wind velocity
- stability of the atmosphere
- height above ground

- the terrain roughness

Tho mean wind volo:lty is provided by the low freq y wind dels, di d in chapt 4 2 and includes the

fation of the b dary fayer etc. This mean wind velocity the intensity of the turbul i
The second important influence is based on the atmospheric stability. If a test volume of air is elimbmg in tho
atmosphere, the atmospheric temperature change with altitude determines wether the climbing air volume is
warmer or colder than the surrounding atmosphere. Depending on this relative temperature, the test volume will
continue the climbing motion, if it is warmer or will fall down again, if it is colder than the surrounding
atmosphere. The RICHARDSON number Ri describes this sffect of atmospheric stability.

()
Ri = (18)

Ge)

with g as gravity constant, 3T,/73H as actual temperature gradient with altitude, cp as specific heat at constant
pressure and dVy/3H as vertical gradient of the mean wind velocity. The RICHARDSON number means:

Ri > O: stable at pheric diti

Ri = O: indifferent heric diti

Ri < 0: unstable nmosphoric condmom

Fig. 14 shows a typical ple of the infl of at pheric stability on the turbulence conditions. The figure

shows the altitude dependent profile of the wind velocity, the wind direction and the temperature , measured
during landing approach (SWOLINSKY, KRAUSPE, 1984). Close to the ground the turbulence effects are visible in
the wind velocity diagram. Above the temperature inversion, the turbul p ts are nearly disappearing
due to the damping effect of increased atmospheric stability.

The height above ground has influence on isotropy of the turbulence. Below altitudes of ca. 500m, the
atmospheric conditions are more anisotropic as the vortex scales are more and mors limited by the surface of
the earth. The terrain roughness has influence on the standard deviation of the turbulent motions.

The calculation of the standard deviation of the horizontal turbul ts depends on the mean wind
velocity, the atmospheric stability and the terrain roughness. Fig. 15 shows an approximation of this dependence,
based on measurements by HOUBOLD, 1973. The value of the standard deviation is corrected by the influence of
the terrain rough L using a h factor Ry:

GWrough = R‘l" GWurntor 19)

Some values of this factor are given in the following schedule:

terrain structure Ry

water

field

forest

flat mountains
high mountains

-
-
hum-o

The influence of the aititude is invoived by the mean wind velocity, which depends on the altitude. Other
information about estimation of nlndnrd deviation is given by PRITCHARD ot al., 1965. The standard deviation of
the vertical turbul ds on the altitude. Below 200- SOOm. a reduction of the vertical
component appears due to the limitation of vertical motions.

The othe: basic parameter of the turbulence spectrum is the scale length, which pays regard to the frequency
dependent influences. This scale length depends on the height above ground and the atmespheric stability ( Fig. 16,
PRITCHARD ot al.,1965). The atmospheric stability is again damping the turbul offects. Stable conditions
have large sc lenghts, i.e. low energy of high frequency components. The other important effect is the
reduction of scale length below ca. 300m. This means more energy in the high frequency components of the
turbulence close to the ground and has influence on the aircraft reaction, as the accelerstion due to the
turbulence is increasing close to the ground. On the other hand, the reduction of standard deviation is
compensating parts of these effects.

For -mau heights above ground it is necessary to pay regard te the differences between herizontal and vertical
p . Due to the influence of the ground the turbut in herizontal and vertical

P
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direction are different. Very close to the ground the vertical component is nearly zero. The parameters standard
deviation and scale length must be calculated depending on the horizontal parameters and the height above
ground. Fig. 17 shows the relation of scale length for horizontal and vertical turbul . The lculation of
standard deviation of vertical turbulence is based on a similar dependence.

After this calculutions both parameters standard deviation and scale length for horizontal and vertical turbulence
components are known and it is possible to use a normal distributed white noise random signal of a digital random
noise generator to produce the time stepped turbulence signa! with a DRYDEN power density spectrum. The
TAYLOR Hypothesis is used to transform the space dependent scale length in a time dependent parameter. The
velocity components are produced in earth-fixed axes b of the depend of the parameters standard
deviation and scale length an horizontal and vertical direction.

Y

Thw simulation modnl provides the basic effacts of ic turbul But there is stili a lot of lack in the
ledge about turbuf hanism and engineering models. The main sffect of the turbulence on the aircraft
motion shall be discussed in HAHN et al., 1988 .

4.1.3 Gusis.

The description of turbulence was solved using the tools for random processes. The definition of gusts is a
mixture of stochastic and deterministic items. The gust itself is a deterministic effect, but the appearance of a
discrete gust is a random pracess. The key to the engineering model of gusts is again the question about the
physical source.
A pheric turbul isar process which has no special alignment in horizontal or vertical direction, it
is spproximately an isotropic phenomen. The appearance of gusts on the other hand is caused for example by
thermic effects. If the sun heats the air close to the ground a bubble of warm air will separate and move through
the atmosphere in vertical direction. This is a deterministic effect. But if an aircraft encounters this bubbie of
climbing air, the appearance of the gust seams to be a stochastic effect. Other phenomena are wakes due to hills
or mountains or temperature inversions (ETKIN, 1980} .

d

A well known mathematical model of a gust is the 1-cas-model, which is the basis of the FAR Part 23 and the MIL
8785 specifications. Other models like the gust step or the short ramp gust are based on theoretical
considerations. The advantages in mathematical description, especially paying regard to the LAPLACE

dant

transf. tion, are evi t.

The mathematical description of these models is simple and shall not be discussed in detail. The gust models are
used in the structural design to calcul the maxi load of the wing for exampie. For the design of automatic
control system, the gust models represent the maximum perturbations. For more detailed modelling, there are
approximations for thermal effects, which are more complicated.

Concluding the short scale effects means, that the influence on aircraft trajectory is smalil due to the inertia of
the aircraft, which provides a lag effect in turbulence reactions.

4.2 larse asale wind variatiens

In the planetary boundary layer wind shear can exist under a broad variety of weather conditions. In addition to
the ordinary planetary boundary layer wind shear, shown in Fig. 1, there are three basic wind conditions which
may influence aircraft flight path during take-off and llndmg (Flg 18): downburst and microburst cells in
connection with thunderstorm activi , or high . fast moving cold or warm fronts, and the low
lovel jot.

4.2.1, Bevadary laver wind shoar

In general the planetary boundary layer is devided into two different horizontal iayers (Fig. 19). The surface layer
(the so cafled PRANDTL-layer) is the lawer portion of the atmospheric friction layer. The PRANDTL-layer extends
up to 50-100 m above the surface and describes a region of approximately constant shearing stress and only
small variation in wind direction. Above this layer there is a region of transition from the disturbed flow near the
surface to the frictionl free at phere. This height is idecably vaciable; it can go up to more than 1000
m. There are a number of modeis for the mean wind profile valid for the PRANDTL-layer.

The most widely used profile for this layer is the PRANDTL s logarithmic wind profile (Fig. 20, curve a). (n this
case the wind speed with respect of height is a function of roughness length 2, and friction velocity v o (eq.
(18)).

Ue
Vw * el In % (18)
As the logarithmic law s valid anly tor adiabatic at ph diti many other models have been developed

for the case of non-adisbatic conditions. Most of them are nppllullnn- of the MONIN~OBUKHOV similarity theory
with different universal functions. The well known logarithmic-linear profile is a simple 1orm of this approach. In
this case a linsar with height varying tarm is added to PRANDTL s adiabatic profile, depending on stability of the
atmosphere (Fig. 21).

One of the most simple and for flight simulation widely used empirical wind model is described by the power law
(Fig. 20, curve b). The sxpression Vu,, in eq. (19) refers to the wind speed at reference aititude Hpgs-




m
Vw = Vw.nu"u's._') (19)

The exponent m depends on surface roughness and stability of the atmosphere. Fig. 22 illustrates that the power
law gives a good approximation of measured wind profiles up to some hundred meters of height. Furthermors this
figure d ates that the neglection of wind directi hange, as idered for the PRANDTL-layer, is not
generally valid for the whole boundary layer. In principle the wind direction is changing clockwise on aorthera
hemisphere from the rotating surface of the sarth to the boundary layer. The change of dirsction is sxtremely
variable, making any q itative i igati rather difficult.

The first theoretical study of wind veering for laminar flow condition led to the well known EKMAN-spiral. But it
gives only a quantitative description of direction change with respect of height. A simple approximation for the
turbulent flow type has been published by PRANDTL (PRANDTL, 1965). This approach seems to be suitable for
application in flight simulation. In eq. {20) the deviation from the wind direction of free atmosphere depends on
thick of the boundary tayer H g and the difference betwsen direction of geostrophic and surface wind AX o
(see Fig. 23):

tanAX,, = (1 - ﬁ‘;) tanAlw.e (20)

The determination of the angle AXy q. given in eq. (21), is a function of the power law exponent m:
tandky o= * fm-(m*Z) 21

In the case of missing information about the direction of geostrophic wind and the height of the boundary iayer, a
simple derivation of PRANDTL's law (eq. (20)) can be made for fitting measured wind direction profiles:

Yy = Xyt nrcun(—:;_—:"—) - tanAlXy (22)
']

with

Aw = Ay = Ly, (22a)
AXyy is the veering angle between wind dirsction at height H, and H,.

Some examples for the comparison between model and measurement are illustrated in Fig. 22.

4.2.2 ishamesasity sffests sn the wind srefile

The shape of wind profiles can be influenced by meteorological and orographic conditions like inhomogenity of the
atmosphere and the terrain, which cannot be pointed out in detail in this paper. An illustration of the influence of
temperature inversion on wind speed and wind direction is given in Fig. 24. This sffects can be modeied by partial
variation of the parameter of the power law or by use of the low-leve|-jet model, described below. The second
example (Fig. 25) describes the influence of vortex-effects on boundary layer wind profiles. The vortices may be
caused by lee-effacts of obstacles like in ridges, buildings or by wake vortices of aircraft. A mathematical

description of the tangential velocity in a spreaded vortex { SCHLICHTING, 1982) is shown in eq. (23).

et = g (1- ) 2w

It depends on circulation Tg, the distance r from the core of vortex, the dynamic viscosity v and the time since
formation of the vortex. Superposing a velocity field of the vortex and a boundary layer wind speed profile the
wind velocity like the example of measurement in Fig. 25 cen be prduced (Fig. 28).

423 lemiaveliet

The term “low level jet™ is used to describe wind phenomena »f the lower part of the boundary layer,
characterizing jet like wind profiles with a low altitude wind . This kind of wind profiles has been
observed in tion with specific local terrains, thermal effects in in valley regi frontal activities,
and the nal boundary tayer. Usually the nocturnal low level jet is te be found in the time between late

afternoon and morning under clear nocturnal sky when a streng radiatien temperature iaversien develeds.
Because of the strong stability in the inversion layer friction disappears and the unbalanced CORIOLIS and
pressure gradient forces produce an acceleration of wind speed. BLACKEDAR (BLACKEDAR, 1957 ) describes the
svolution of iow level jet as a non-stationary precess, where the vecter difference >etwesn the actual wind and
the geostrophic wind is rotating nearly circular areund the geestrephic wind (inartial esciflation, see Fig. 27). In
the northern part of Germany the lew level jet can be found approximately in 10X of all nights. Fig. 20 shows a
typical low lovel jot sample recorded during a wind shear measuring preject by means of a LUFTHANSA AIRBUS A
300. investigations in the plains ef northern Germany, carried eut by twe 300 m high metesrelegical towers
(KOTTMEIER, 1982), show a cycle period of 14.5 hours fer the inertial escillation. During take-eff and landing
appreach the critical zene of wind shear is passed in enly ene or two minutes. In this case the temperal evelution
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is not relevant and deling can ate on quasi-stati y ing . Velocity profiles like low
(evei jot wind profiles have been observed in fluid dynamic research of free jet and w-ll jet (REICHARDT, 1951 ).
As a rough low level Jot approximation (SWOLINSKY, 1988) a superposition of a boundary layer profile and a plane
free jot velocity proﬂlo is used (see Fig. 29 and eq. (24)).

Describing the wind direction with respect of height a procesding similar to the magnitude of wind speed is used,
i.e. the superposition of a suitable function to the direction profile of the boundary layer (eq. (5)) is intended. The
principle procedure is itlustrated in Fig. 30 and eq. (25).

For a large number of data records & comparison of measured data with modeled low level jet has been carried
out (SWOLINSKY, 1986). The examples of tower (Fig. 31) and aircraft data (Fig. 32) are in good agreement with
the model.

4.2.4 Freatal wind shear

During the passage of fast moving cold or warm fronts considerable wind shears may develope due to changes of
wind direction ahsad and behind the frontal line. Especially strang fronts with sharp transition zones may effect
aircraft operation. Fig. 33 illustrates the principle development of meteorological parameters like wind speed,
wind direction, temperature, and atmospheric pressure during the passage of a frontal system (cyclone). In the
range of the warm front warm air displaces the cold air by sliding upon the cold air situated ahead the front line.
The maximal change of wind direction is about 90 degrees. In the following cold front zone cold air is flowing
beneath the warm air ahead to the front line. The wind direction changes of about 135 degrees. A wind speed
change of about 15 m/s and a vertical wind speed of 4 m/s (updraft) can be observed. In principle similar
conditions as described for cold fronts are to be found in gust fronts in connection with a thunderstorm outflow.

A mathematical description of the local velocity field in the front line region can be generated by superposition of
vortex induced flow velocities. The principle proceeding is shown in Fig. 34.

Another approach is based on a fluid dynamic description of streamsurface bifurcations. Local solutions in the
vincinity of stream surface bifurcation lines, obtained by HORNUNG et al., 1984, can be adapted and modified for
the problem of modeling frontal wind shear. An example for a simulated frontal velocity field is shown in Fig. 35.
The lower part of this figure illustrates magnitude and direction of the wind vector along a 3°-glide slope,
compared with measured data (ELLIS et al., 1978).

4.2.5 Thuadersterm eutflows

The thunderstorm, with typical effects like strong downdraft, flash lights, and hail showers, is well known to be
dangerous to aviation. Fig. 36 shows a typical thunderstorm outflow of cold air, the so called downburst. Near to
the ground the vertical air flow changes to a horizontal outflow with increasing distance to the cell. The outer
boundary of the horizontal wind shear can extend to a range of up to 20 km. A number of fatal and near-fatal
accidents in the last 20 years, which have bsen attributed to the thunderstorm wind phenomena, initiated world
wide research activities in hazard investigations and downburst modeling. As dynamic meteorological modols are
in general too extensive to be used in real time flight simulations more simple basic deling techniq are
used. One methad is the construction of wind components from measured data by interpolation ‘betwaen the grid
points (BARR et al.,1974 ). The second technique for the generation of downburst wind fields is based on
relatively simple fluid dynamic approaches. Some of them are presented below.

ETKIN and ZHU (SHANGXIANG et al., 1983) have developed a 3-di ional downburst model using circular
doublet sheets of variable intensity (Flg 37) while WOODFIELD and WOOD (WOODFIELD et al., 1983) suggest
two ring vortices (Fig. 38). Another 3-dimensional, axially symmetric downburst model, suggested by BRAY
(BRAY, 1985 ), is iHustrated Iin Fig. 39.

As the downburst produces a flow like a vertically downward directed jet, which spreads out horizontally as it
approaches the ground, KRAUSPE (KRAUSPE, 1983) uses steady jet flow toward a stagnation point.

Each of this models describes more or less the flow fiald of the pure core of the downburst. A critical point is
the flow field in the vincinity of the core because of the occurence of severe wind shear in this area. However,
there is unsufficient information about the flow fieid in this region. The stagnation point model, shown in a
vertical cross section through the centre of the downburst model in Fig. 40, has been complemented by zones of
vincinity and transition flow. Experimental results show that the flow field in these zones may be very complex,
which could not be taken in account in this model up to now.

For the mod of a d burst wind field including the mean flow of the gust front, Fig. 41 shows the result of
the :uporpumon of 24 spreaded vortices in combination to the same number of image vortices (SWOLINSKV
1988). The centre of vortices are positioned along a stream line of the d burst cell (2-di ional madel).
the case of a 3-dimensional mode, ring vortices are used instead of flat vo:tices (see Fig. 42 resp. BAUSCHAT,
1988). The real time capability for flight simulation was verified using a prier VAX-computer for the aircraft and
wind model with sample rate of 20 Hz.

Each model has its advantage for the approximation of measured wind fields and may be choosen with respect to
the specific problem.

4.2.8 Madel of the flaw aver a fiat hill

There are twe ial effects d by a hill:

1. The hill induces a downwind at its lee side. This fact leads to a reduced flight path angie compared




with the case of no obstacie infl on the at pheric flow ditions.

2. During a normal take-off in a boundary layer the headwind rises with the height above the ground.
While flying along a hill shape the ground level aiso ascends. Therefore the height rises more slowly
and so does the headwind. But a lier headwind leads to a smalier flight path angle.

An additional effect is caused by the change in surface roughness. Normally in the area surrounding a runway you
will find grass and fields. Therefore the surface roughness is smail. On hills normally there are woodlands and
forests with higher surface rough . This the windspeed near to the ground will slow down from runway
to hill. Thus the above described influence of a smaller headwind is intensified.

The model of flow over a flat hill is based on the potential flow around a symmetrical cylinder, on whi:» the
atmospheric boundary layer described by eq. (18] is superimposed 10 implement the effect of friction (HAHN, Nov.
1986). The friction velocity u® in eq. (18] is calculated by a given reference wind u_ , at a reference height H,o¢:

» k- ot

= " (24)
In (..-I.IL )
o

For the determination of the friction velocity the reported wind is chosen. The reported wind is defined as the
official measured wind at the asrodrome. It is an average of the horizontal wind which is normally determined
every fifteen minutes. So Uy, o = Uy ep 30d H y is the height, where the reported wind is measured.

The flow over a flat hill is represented by the potential flow around a symmetrical cylinder. Thus every streamline
can be taken as a solid wall devoid of any influence on the configuration of flow (see Fig. 43). So every streamline
can be chosen as a hili's shape. The flow stream function around a symmetrical cylinder is

2
R*.
¥ix,.2p) = upy - (z, - ;z—z%) (25}

p* Zp

In the above equation x, and z, define the coordinate system of the potential flow with its origin in the cyiinder
axis (ses Fig. 43). R is the radius of the cylinder and u,, is the undisturbed flow velocity far away of the
cylinder. For each position the velocity of the potential flow V, can be computed. Stipulating that the potential
flow at the position, where the reference wind profile is d.finnr. has to be equal to the boundary layer of eq. (18)
for each streamline a factor can be determined to describe the influence of the friction

Uw ('. cet:H)

1% 4]
"p('g r-ﬁ")

(28)

in the above equation u, is the horizontal component of the potential flow velocity. The factor f(¥) is assumed as
constant for each streamline. The velocity in consideration of the boundary layer is defined as the wind Vy,

Vwixg Hl = f(¥)- Vo(xg H). 27}
The inclination X of the streamline can be calculated by

wp (xg,H)
up(xg.H)

where w,, iz the vertical component of the potential flow velocity. The components of the wind over the flat hill
then become:

tan Xxg H) = (20)

horizontal wind:  uwg(xg,H) = Vyy(xg,H) cosX (29)
vertical wind: ww.(l,.H) = Vw(l'.H)'olnl (30)
For drawing comparisons computations with a finite difference technique are used to solve the equation of the

non compressible steady turb dary layer (KNORR, 1982). From Fig. 44 we can gather that the simple
model of the above described flow over & hill is a good approximation.

The shape of the hill madet can be described by a shape factor

Hpiy

S’R

(31)

{t can vary between 0 €S 5 1 (Fig. 45). For S=1 the hill has the shape of an arc .f a circle and for S=0 we have
s horizontal piane.

The change of surface roughness is reslized by a variation of the reference wind profile defined by eq. ??. As a
simplification it can be assumed that the surface roughness changes linearly from runway to hill. When a
discontinuity in surface roughness occurs, the wind will change its profils with a time delay to the shape
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belonging to the new roughness (FROST et al., 1977). This delay can be taken into account by choosing a higher
surface roughness for the area around the runway than it will be in reality. The resulting wind profiles and
streamlines simulated by the described model are shown in Fig. 46.

Summary

Wind shear, downdraft and turbul can end take-off and landing approach. The effects of wind results in
a modified dynamic response of the aircraft as well as in flight performance variation. In each case flight path
deviation can occur, more or less controlled by the pilot. For the analysis of the aircraft's behaviour in changing
wind field, a mathematical model of the aircraft is used including the wind effects. it can be said, that gusts and
turbulence will have more influence on the pilot’s work load and his reaction to this short scale wind
disturbances. Large scale wind variations can produce significant flight paths respectively safety problems. An
important aspect for the flight safety is the energy situation of an aircraft affected by wind. Therefore this is

chosen as a useful criterion for the determination of the infl of the wind and wind variation.
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AIRCRAFT TRAJECTORY — PREDICTION AND CONTROL
INTHE
AIR TRANSPORT FLIGHT MANAGEMENT COMPUTER SYSTEMS
by

Peter J.Howells
Senior Systems Design Engineer
Smith Industries
SLI Avionic Systems Corp
4141 Eastern Ave. S.E.
Grand Rapids, Michigan 49518-8727
United States

Summary

The declining cost of computing power and memory has enabled avionic manufacturers to develop sophisticated
airborne computing systems. One of the most complex aircraft systems on modern air transport aircraft 1s the Fiight
Management Computer System (FMCS). The FMCS has reduced pilot workioad by taking over the more mundane
but complex functions - such as calculating the most economical speed - and. together with improvements in cockpit
displays and monitoring systems, has allowed the transition from the three to two crew airline cockpit.

The FMCS can compute the most economical path from one airport to another and then fly the aircraft along that
path. To achieve this the computer must be able to select the most economicat speed schedules for each phase
of flight, then predict the complex vertical and horizontal profile that the aircraft would fiy and. when connected to
the aircraft's autopilot, control the aircraft along that three dimensional fight path. The forth dimension of time can
also be selected as a control criteria. and the FMCS will compute the speed schedules and flight path based on a
required time ot a arrival at a selected point along the fiight plan. In addition to reducing pilot workioad. air traffic
control efficiency is increased because the airborne navigation data base can be used to select and accurately fly
published arrival and departure procedures without supervision from the ground controllers.

This paper describes the algorithms used for the Smiths Industries 737 FMCS prediction and control functions. it
identifies the requirements for successful implementation and some of the difficulties that may be encountered.

1 Introduction

In the deregulated USA airline environment there was a need to reduce operating costs by improving fuel efficiency
and, where possible. by reducing the flight crew from three to two. This was the impetus for the aircraft manufacturers
to increase the avionic capability of new aircraft and thus decrease pilot workload. A completely new aircraft system
that was developed as a result of this cockpit revolution was the Flight Management Computer System (FMCS).

1.1 Operational Overview

The FMCS is composed of one or two Flight Management Computers (FMC) which contain the computing hargware
and software. One unit may be installed #f independent navigation is not required or if, as on the Boeing 737-300. an
alternate “back up” navigation system within the controt display unit is provided. A dual FMC system is installed on
long haul aircraft where the loss of the primary navigation system would be unacceptable. Two Control Display Units
(CDU) are also provided as an integral part of the FMCS and are used by the pilot and copilot to communicate.

This paper describes the FMCS installed on the 737-300/400/500 aircraft and represents one example of a unit
meeting ARINC specification 702. The FMCS on other aircraft have basically the same capabilities but may differ in
the way they are implemented. Also it is the nature of an FMCS development (and a tribute to fiexibility of the FMCS
design) that capabilities of the system tend to grow and evolve after the initial certification of a new aircraft mode!.
This description, therefore, should be considered a snapshot of a particular design at a certain paint in time.

1.2 System Capabilities

As its name suggests the FMC system is responsible for all aspects of flight management, these fall into one of the
following functional areas:

Navigation This function uses aircraft sensors such as the aircraft inertial reference system, etc. and the internal
FMCS navigation data base to generate an accurate estimats of aircraft position and velocity. This function also
autotunes the aircraft's navigation radios.

Flight Planning Accepts and interprets pilot entries of flight plan data using an alpha numneric keyboard and display
The pilot may enter any of the following to generate the desired flight plan:

« Waypoints - Predetermined or pilot entersd points on the ground, navaids, airports, stc. can be selected
by name and the position of these points are retrieved from the navigation data base. The piiot can aiso
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define his own waypoints using latitude and longitude and bearing/distance or bearing/bearing definitions
from other waypoints.
« Company Routes - Predefined lists of waypoints that correspond o normal airline routes.

o Departures and Arrivals - Single key selection of standard airport departure or arrival procedures, ap-
proaches, runways and transitions.

o Airways - Lists of waypoints on published airways.

All these entries are combined to form a complete airport to airport flight plan waypoint list. This list is used by
other functions in the FMCS but can be easily modified by the pilot at any time during the flight.

Display Support Data transmission to the electronic flight instrument system (EFIS) of navigation data base informa-
tion, flight plan and aircraft situation (position, track, wind, etc.).

Performance The FMCS contains a complete airframe and engine model. These models are used to generate the
following aircraft and engine specific data:
o Throttie limits.
« Thrust and drag for defined throttle settings and environmental conditions.
o Optimum speeds and altitudes
o Maximum and minimum speeds and aititudes

Predictions An accurate emulation of the aircraft's four dimensional track in space. it provides an estimation of:

o Fuel remaining at each waypoint and at the destination.
s Speed and altitude at each waypaoint.
« Estimated Time of Arrival (ETA) at each flight plan waypoint.

These dynamically updated predictions give a valuable indication of the effects of temporary or permanent
modifications made by the pilot (such as raising cruise altitude) or changing environmental conditions (such as
increasing headwind).

Control When connected to the aircraft's autopilot system the FMCS will automatically fly the predicted flight plan.
The FMCS will use vertical and horizontal steering commands and speed target commands to direct the aircraft
to the flight plan and to maintain predetermined profile from take-off to glideslope intercept at the destination.

1.3 Aircraft sensors

The FMCS relies on multiple aircralt sensors for the accuracy of its navigation and control. For this reason the
optimum sensor configuration for maximum accuracy should be avaiiable on the aircraft. This should include a mix
of long term and short term accurate position sensors for navigation and accurate attitude, altitude speed sensors for
control. A typical sensor suite would be as follows:

Position - Short term accuracy Most modern aircraft are equipped with dual or triple Inertial Reference Units (IRUs).
These units contain ring laser gyros which provide excellent attitude information and position information but
will tend to drift as the fight progresses at a rate of up to 2 Nautical miles per hour.

Postition - Long term accuracy An accurate position over the length of the flight is essential for correct operation.
This can be provided from any of the following, singularly or in combination:

+ Distance Measuring equipment (DME) - can be used in pairs to provide an accurate triangulated position.
Only available on flights within direct line of sight of the ground equipment.

o VHF Omnibearing Range (VOR) ~ can be used with a DME to provide a less accurate angle and distance
based position

+ Global Positioning System (GPS) - Uses satellites to provide a very accurate position. Available worldwide
when all sateflites are operational.

¢ Omega and LORAN - Less accurate but aimost worldwide radio based systems.

The relatively long time between recalcuiations of these iong term sensors means that they cannot normally

be used as the sole source of navigation data but the combination of fong and short term sensors provides a
balanced configuration.

Atttude The IRUs provide very accurate attitude information and the addition of a Air Data Computer (ADC) provides
the complementary long term altitude and speed data stability required for the FMCS control function.
1.4 PFMCS displays

The primary display and entry unit of the FMCS is the control digplay unit (CDU). Two CDUs are normally provided
in the cockpit and aflow independent acceas to the FMCS. A typical COU is shown in Figure 1 and is composed of
the following:
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Figure 1. FMCS Contro! Display Unit

* A multi-line display unit with multi-function fine select keys (LSKs) along each side. The display is used to
present alphanumeric data which can be selected and entered using the LSKs.

o Mode keys that are used to select different pages of information.

» An alphanumeric keyboard that is used to enter data.

In addition to the CDU. the EFIS provides a graphical presentation of the flight plan and the progress along the flight
plan and is, therefore, an important FMCS display interface to the pilot.

2 Predictions

An important function provided by the FMCS is the emulation of the entered flight plan profile and the prediction of
aircraft parameters at points along that profile. When the required minimum amount of information has been entered
about the proposed route. the predictions algorithm can “fly" the profile and predict the speed, altitude, fuel remaining.
etc. at fixed waypoints along the plan and at the destination airport. The predictions algorithm also generates the
courses to be flown between the waypoints using great circle path computations and identities additional “vertical”
waypaints such as top of climb, top of descent and deceleration points that are a function of aircraft pertormance and
selected speeds.

A complete set of data for each vertical and tateral waypoints in the flight plan is stored and updated periodically for
use by other functions in the FMCS such as display generation and aircratt control. In addition, predictions generates
messages to the pilot if hazardous situations are detected. Examples of this are a selected cruise altitude that is above
the maximum achievable altitude of the aircraft, or when the fuel on board is not enough to reach the clestination.

The accuracy or fideiity of the predictions in an airborne system such as the FMCS is a compromise between
spesd of the hardware and response time requirements. It is in the predictions software, which is generally the most
demanding on computer throughput, where innovative techniques and algorithms can be implurnented.

To initialize the FMCS the pilot i required to enter a basic lateral flight plan which would include an origin airport.
a destination airport and at least one in between waypoint. From this minimum entry a lateral profite can be generated
and lateral control (LNAV) is available. In addition to the flight plan, the minimum performance parameters (described
in section 2.1.3), as well as any known extra parameters that will improve the accuracy of the smuiation, such as cruise
wind and ISA deviation should be entered . From these entries and some default assumptions (such as standard
day atmospheric conditions) a complete vertical profile can be generated and displayed to the piiot. Vertical control
(VNAV) can then be engaged after take off and used to guide the aircratt through climb cruise and descent.
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There are two timing requirements that affect the operation of the prediction algorithm and may influence the type
of algorithms used. They are:

Response time The time between a major change to the flight plan by the pilot and the generation of whole new
profile. Obviously, it is important that this time be as short as possible. The required system throughput for the
whole FMCS can be estimated by calculating the processor throughput required to complete a tull predictions
run within the target response time.

Update rate The rate at which the predictions are rerun to account for changing environmental conditions. Predictions
updates are usually a background task.

The accuracy of predictions is limited by the amount of extra data that is entered by the pilot. if the pilot has
information on cruise winds or winds at a flight plan waypoint the predictions algorithm is able to refine the enroute
tiight times and fuel usage and generate a more realistic profile. However, predictions must also be able to adapt
to unexpected actual conditions, such as an unforecasted cruise wind. Actual conditions are measured and then
propagated along the flight plan in a realistic manner even i this confiicts with the pilot entered data.

2.1 Pilot Initialization

With the aircraft on the ground the pilot can enter data into the FMCS so that a lateral and vertical profile can be
constructed. In general these are divided into flight plan related parameters either lateral (horizontal plane) or vertical:
and performance related parameters such as aircraft weight, etc.. Although this data is entered on the ground all the
parameters can be moditied as required in the air to account for changing conditions or air traffic control requirerments.

2.1.1 Lateral Profile Definition

The Lateral profile generally consists of an origin airport, a destination airport and a number of enroute waypoints.
Normally the pilot is able to define this complete lateral flight plan {excluding the arrival procedure) on the ground
before take off. The kind of entries made are:

Company routes The navigation data base (NDB) internal to the FMCS can be customized by an airline to include
all its route structure. This means that a simple multi-character identifier can be used to automatically recalt a
stored airport pair flight plan. An example of this would be “SEASFQO” which would give the normal flight pian
from Seattle to San Francisco. This defauit flight plan can be easily modified through the CDU, if required.

Departures and Arrivals Once the flight plan between the airports has been defined the pilot can enter a departure
procedure and possibly an arrival procedure. The departure and arrivals (DEP/ARR) page contains a list of
the published runways, standard instrument departure (SID} and transitions for the origin airport and runways.
standard terminal arrival route (STAR) procedures and transitions for the destination airport. These are selected
by the pilot when allocated by air traffic control (ATC). These procedures contain all the necessary information
needed to fly the procedure as described by the governing agency. The pilot can also enter an arrival procedure
for the departure airport in case a return to origin is required.

Special leg types The departure and arrival procedures are composed of special legs and it is these that are the
most challenging for the predictions and control algorithms. Examples of some of these special leg types are:

» Heading to an altitude - This leg type, usually found as the first leg of a flight plan. directs the FMCS to
climb at constant heading until a defined altitude is reached. At that point the leg is terminated and a
transition to the next leg is initiated.

e Course to an intercept - For this leg type the FMCS constructs a great circle path, at a specified track
angle, from a waypoint to the point where the where the aircraft would intercept a specified radial into a
defined navigation aid.

In general, all legs are defined as a lateral profile control type - such as heading or track - followed by a
termination point - such as a waypoint, an aititude or an interception of a VOR radial or DME distance.

The tull "toolbox™ of leg types from which a procedure can be constructed is specified in the ARINC 424
spacification.

To include all leg types in the lateral fiight pian the predictions algorithm must be able to estimate where the
termination point of each leg would be. To be able to do this the algorithm must be able to accurately estimate
normal in flight acceleration or deceleration, rate of climb or descent and probable wind conditions. Some legs.
however, deliberately have no termination points (called manually terminated legs or vectors) and when one of
these legs are flown it is the responsibility of the pilot to “terminate” the leg and rejon the remainder of the flight
plan. The predictions aigorithm, however, uses a default expected path to complete the profile.

In addition to the leg types described above, the predictions algorithm requires special processing for some
standard tiight pian leg combinations which can be entered as a single unit. These include:

Holding patterns These ‘race track” shaped paths can be specified in a number of ways and have strictly
defined ruies on entry path and exit method. Holds can be “attached” to an existing flight pian waypoint
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or designated as present position (PPOS) holds that are inserted just ahead of the aircraft.

Procedure turns This standard combination of legs may be included as part of an approach procedure as a
way of reversing course.

Paraliel Oftset This single selection allows the pilot to fly parallel to the predefined lateral fight plan at a defined
distance to left or right. This feature allows ATC to aflocate fast and stow aircraft on the same basic flight
plan without ane over-running the other.

2.1.2 Vertical profile definition

The vertical profile definition will include the minimum entry of selected initial cruise altitude and continue with optional
manual entries such as speed or aititude constraints at waypoints. Speed and altitude constraints can also be
introduced automatically through the selection of arrival or departure procedures or as a defauit such as airport
restriction speeds (250 Kts below 10000 feet in the USA).

2.1.3 Performance initialization

Once the minimum lateral and vertical profile parameters have been entered, the performance predictions algorithm
must be initialized with the minimum set of parameters that will enable the algorithm to construct a basic vertical
profile. To these the pilot can add any refinements that may be available.

Cost Index The key to the vertical profile construction is a parameter called cost index (CI). This pilot-entered number
is @ function of current fuet price and crew costs. The Cl speed schedule algarithm reduces overall flight cost
by optimizing the requirerents of lowering fuel usage by flying slower or reducing crew air time by fiying faster
The Cl vaiue entered is a function of the current fuel cost and “cost” of time. In general, the lower the Cl number
the longer the flight will take, this would correspond to the high-fuel-cost, low-crew-cost operating environment.
A high number entry indicates crew costs are high and a relatively high speed schedule will be chosen.

Aircraft Weight The aircraft gross weight can be calculated from the entry of zero fuel weight, provided the fue!
weight is available from aircraft sensors. Or it can be entered directly.

Refinements If additional data is available then it can be entered into the system. These include:

» ISA Deviation or top of climb temp

» Anticipated average cruise wind

« Reported winds at waypoints in the flight plan

o Forecast descent winds - wind bearing and magnitude at designated altitudes
o Destination QNH

« Anti-ice on/off altitude

2.1.4 4D Navigation — Required Time of Arrival (RTA) Initialization

In FMC systems where the accuracy of predictions allows the precise calculation of estimated time of arrival (ETA) at
any waypoint, a control loop can be implemented that modities Cl to meet a specified ETA at a waypoint in the flight
plan. This form of four-dimensional navigation is called required time of arrival (RTA). To initiatize the RTA algonthm
the pifot needs to designate a waypoint in the flight plan and enter a required time of arrival.

2.2 Profite Prediction

With all initializations complete the predictions algorithm can begin. The algarithm is run differently if a completely
new profile is required or if the profile is just being updated. A completely new profile would be required the first time
ali the data is entered and anytime a major modification is made. In this case all the phases of the flight plan would
have to be identified and checks made on the reasonableness of the initialization entries, Predictions updates are run
as a background task and includes such tasks as updating estimated wind values as actual winds are encountered.

2.2.1 Basic aigorithm overview
A fuli predictions run on the Smiths Industries 737-300 FMCS contains the following steps:

Flight plan division The first task is to divide the lateral flight plan into approximate phases so that climb, cruise and
descent can be properly allocated. The current phase of flight is determined from the present aircraft position.
From that the remainder of the flight plan is broken up as follows:

« Determine the first restriction in descent (FRDS) and last restriction in climb (LRCL). This routine tries to
anticipate the pilots’ intention when altitude restrictions have been entered for flight plan waypoints. The
aigorithm first generates an approximete vertical profile that assumes the shallowsst rate of climb and
descent. The flight plan s then scanned for aititude constraints and these are labaeled as climb or descent
based on their position in the approximate profile. Particularly troublesome are high altitude restrictions -
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i.e. aircraft to be at or below 25000ft when the waypoint is sequenced - in a short flight plan under these
cases the routine has to determine whether the intention is t0 extend the climb phase or to descend early.
This routine allocates FRDS and LRCL to lateral waypoints and predictions then knows that top of climb
(T/C) and top of descent (T/D) are inside these points.

» Designated the end of descent (E/D) point as the last “hard” constraint in the flight plan. The point is
typically the final approach fix, a point just before the destination airport runway, which has a specified
speed and altitude allocated to it. This waypoint can then be used as a “pivot” point for descent; as the
speed schedule (and hence rate of descent) varies, the top of descent moves along the flight plan but the
E/D remains fixed.

Once these points have been allocated they will not change uniess the flight plan is modified.

Climb speeds The economy climb speed target is calculated using a polynomial expression, and is a function of
takeoff gross weight and cost index. The resulting Calibrated Airspeed (CAS) is checked against airframe limit
values and used as a target speed for the climb segment.

Initial Cruise speed A constant value of climb fuel burn is used to calculate the approximate fuel used to climb to
cruise altitude. The resultant T/C weight, cruise wind and cost index are then used in a polynomial expression to
calculate the initial cruise mach. The initial cruise mach and the previously calcutated climb CAS are then used
to calculate the crossover altitude. The crossover altitude is the aititude at which the equivalent mach of the
climb CAS (which decreases with altitude) matches the initial cruise mach. At this altitude in climb, the speed
target to the autothrottie changes from a constant CAS target to a constant mach target. Tests are made on
the cruise mach to ensure aircraft structural iimits are not exceeded. The algorithm generates a message to the
pilot it no target speed can be generated at the selected cruise altitude because of buffet limits etc.

Climb modelling Using the designated climb speed, the flight plan and a high fidelity aircraft performance model,
the climb segment can then be emulated. A predefined climb throttle setting is used, which can either be the
defauit maximurmn climb thrust or a pilot selected reduced climb thrust schedule to save engine wear or for noise
abatement. To model the climb it is divided into small altitude steps. The fuel burn from the previous step is
used to predict the gross weight at each altitude step. The available thrust is then calculated and hence the
climb rate needed to maintain the target speed. From this integration technique the time taken, the horizontal
distance traveled and the fuel used to climb to each altitude are calculated until the cruise altitude is reached.
This point is inserted into the flight plan and designated as the top of climb (T/C).

Cruise modelling The cruise portion of the profile is emulated and estimates of fuel burn, distance traveled and ETA
at each waypoint in the cruise phase are generated. The economy cruise mach speed target is calculated at
steps along the cruise using a cost index based polynornial which is a function of the expected aircraft weight
and predicted wind. The algorithm continues along the flight plan until the previously defined “shatiow profile”
top of descent point is reached.

Descent speeds The economy descent CAS target is a function of the entered cost index which. after limiting, is
used to calculate the descent crossover aftitude. As in climb, the final cruise mach target is used to calculate the
crossover altitude. Again, above the crossover aititude the mach target is used and from crossover to E/D the
constant descent CAS target is used. A constant descent fuet burn rate is then used to calculate the approximate
aircraft weight at E/D.

Descent modelling The emulation of the descent profile starts at the destination airport and moves backwards along
the flight plan. A fixed approach profile is used to calculate time, distance and weight increments from the runway
to the end of descent waypoint. The descent profile emulation then continues back up the flight plan recalculating
gross weight, thrust and lift at each waypoint. The emuiation recognizes waypoint and airport speed constraints
and modifies the descent rate accordingly. Idle thrust is used for the emulation. When the backward descent
reaches the cruise altitude this point is designated as the top of descent and a vertical waypoint is inserted in
the flight plan. The cruise emulation then continugs from the approximate top of descent to the more accurate
“backward descent” top of descent. A comiparison is then made between the top of descent fuel derived from
the backward descent (which used an approximate destination weight) and the actual top of descent fuel using
the cruise emulation. If a large discrepancy is found, that may affect the descent profile. the backward descent
emulation is run again using a revised estimate of destination weight.

Destination parameters When the difference in fuel is small (below 1000 pounds) the descent profite is assumed to
be stable and any difference in top of descent fuel is added or subtracted to all the waypoints in the descent to
give an accurate fuel at destination. Checks are made to ensure there is enough fuel to reach the destination
and messages are generated if required.

Alrport restriction A normal feature of the descent is the deceleration to the airport restriction speed at the airport
restriction aititude. The ATC requirement is that the aircraft be below the restriction speed when the restriction
altitude is reached. To accomplish this a “level off” is inserted in the flight plan where the aircraft will reduce the
rate of descent to a minimum value (usually 1000 ft/min) so that the aircraft can siow down. The length of the
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segment is calculated from aircraft performance parameters. The beginning and end of the deceleration points
are inserted in the flight plan and displayed to the pilot.
222 Special predictions processing

The predictions algorithm described above assumes a normat flight plan with reasonable initialization entries. Special
processing is required if these conditions are not met:

Short flight plan If the length of the flight plan is short and the entered cruise altitude can not be reached betore it
is time to descend (i.e. no cruise phase) a UNABLE CRUISE ALT message will be generated. The algorithm

detects this situation when the backwards descent routine reaches the top of climb waypaint before cruise
altitude.

No end of descent If no fixed altitude is provided at the destination airport then the descent segment of the profile
can not be built. This is usually a temporary situation that will be rectified when an arrival procedurs is provided
as the aircraft nears its destination. Under these conditions the algorithm will construct a default descent profile

and provide only the destination parameters (fuel, time, etc.). This default descent will not be displayed and the
descent path can not be flown.

Holding patterns The FMCS allows the pilot to attach a hoiding pattern to any flight plan waypoint. However. the
predictions algorithm assumes that if they are more than three minutes ahead that the holding patterns will
not be flown and therefore does not inciude the distance around the holding pattern as part of the dislance
calculation.. As a holding pattern is approached and the three minutes to go point is reached, it is assumed

that the aircraft will travel at least once around the hold and this is then included in the predictions distance
calculation.

Floating waypoints and special legs Where special leg types have been inserted in the flight plan, by an arrival
or departure procedure, predictions calculates the position of the termination point using the best information
available. The point is inserted in the flight plan but, knowing that the point will move as conditions change, it
is identified as a “fioating” waypoint.

Discontinuities If the flight plan has a gap in it due to the insertion of a “manual” leg, the pilot is expected 1o fly
the aircraft manually and predictions assurnes (in the absence of better informaiion) that the pilot will fly a great
circle path from the waypoint preceeding the manual leg to the waypoint that foliows the leg.

2.2.3 Parameters predicted

Predictions will generate the following waypoints that define the vertical profile:

« Top of climb

« Top of descent

o Bottom of descent

o Climb and descent crossover altitudes (if below cruise altitude)

« Transition altitude (above which altitudes are displayed in flight levels)

« Cabin repressurization altitude

« Anti-ice on and off altitudes

o Climb thrust revision altitude

s Speed change points - airport restriction deceleration point. etc..

« “Floating” and special leg type waypoints - estimate of the position of the leg terminators.
For each vertical and lateral waypoint in the flight plan the foliowing data will be generated:

o Curve path transitions - the path that the aircraft will follow when it passes a waypoint. The type of transition is
based on the angle of the turn and whether the aircraft is required to overfly the waypoint or not. The radius
of any tum ig based on the predicted ground speed and the shape of the transition can vary from a “cut the
comer” turn up to a 360° loop. Curve path transitions apply to lateral waypoints only.

« Fue! Remaining - Used for fuel planning and gross weight estimation.
» Estimated Time of Arrival ~ Used by RTA for time control.
o Altitude

o Speed
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2.3 RTA function predictions

The Required Time of Arrival (RTA) function is a 4D navigation (time control) performance mode. This function uses
the data provided by the cost index based economy predictions algorithm to estimate the time of flight for each of the
remaining phases of flight up to a specified waypoint. A deita time of flight algorithm is used to estimate the additional
time taken to travel to a specific waypoint for a different cost index. This “quick predictions” algorithm calculates the
new cost index average ground speed for each of the phases of flight and generates a new time of flight by assuming
that the time of flight in each phase is inversely proportional to the ratio of the flight plan average ground speed and
the new cost index average ground speed. The RTA function uses an iterative cost index search method and the
quick predictions aigorithm to find the cost index that produces an “estimated™ ETA that matches the piiot entered
required time of arrival. This matching cost index is then used by the predictions algorithm as if it had been entered
by the pilot.

3 FMCS Control

The FMCS is designed to be a fully integrated muilti-axis aircraft control. function. However, because of the size
and complexity of the software involved, the FMCS usually contains only outer-loop control. There is a deliberate
policy of segregating the flight critical functions such as inner-loop control and autoland in the relatively small (with
regard to software size) autopilot/flight controls system and the autothrottle system. This segregation simplifies initial
certification because the certification “critical” functions that require expensive dissimilar and redundant hardware.
paraliel software development and detailed documentation are concentrated in smaller units. This partitioning also was
chosen to separate the functions that will rarely change (inner-loop) from the more subjective convenience functions
which will evolve and build. This separation, therefore, means that the FMCS can be relatively easily re-certified when
new capabilities are added after initial certification.

3.1 Control Interface

The FMCS does not have direct access to the aircraft control functions but interfaces through a number of other
systems. This simplifies the FMCS control function and allows the pilot to over-rule the FMCS if manual flying is
required without modifying the original flight plan and calculated profile. The pilot can return to FMCS control following
an unforeseen excursion and continue with the original flight plan. The interface with the flight controls systems is
decided by the aircraft manufacturer and is a function of whether the FMCS is being fitted into an all new aircraft or
whether the FMCS is being retrofitted into an existing airframe with existing autopilot and autothrottie units. The aim
is to reduce duplication of functions wherever possible. For this paper the control interface of the 737-300 and later
derivatives is described. On this aircraft a roll command is used for the horizontal axis, the existing autopilot pitch axis
functions are used for vertical control and the autothrottle is controlied by speed targets. Other aircraft types could
use a different control interface (such as pitch targets in the vertica! axis). The 737-300 control interface is described
below:

Autopilot and Flight Director System (AFDS) This system provides interface to the aerodynamic control surfaces
of the aircraft. The pilot has direct input to the system for heading select, altitude hcld, vertical speed. etc..
modes. The pilot can operate the system without connecting it to the control surfaces by selecting the flight
director mode and following the displayed vertical and horizontal cue bars. The FMCS input can be selected as
an alternate vertical or horizontal control mode by selecting the LNAV or VNAV mode keys. With the FMCS in
control the autopilot monitors the FMC input for signals outside the FMCS control authority, and will autoratically
limit authority or disconnect if necessary. The pilot can arm other autopilot modes such as autoland and these
will become active, and the FMCS will be disconnected, if the required engagement conditions are met (e.g.
ILS glideslope valid).

Autothrottie This system provides automatic speed control and protection regardless of environmental conditions.
The autothrottle is closely coupled to the autopilot system and takes its speed control targets from the system
that is controlling the aircraft. If the FMCS VNAV mode is selected and engaged the autothrottle is being
controlled by the FMC.

3.2 FMC Control Modes

The FMTS has two major control modes; lateral navigation (LNAV) and vertical Navigation (VNAV). With both these
modes selected and engaged on the AFDE mode control panel, the FMCS controls the aircraft in two dimensions
horizontally, in altitude vertically and controls the speed target to give the forth control dimension, time. Within these
major modes are sub modes which are a function of flight plan phase and are controlled or monitored by the pitot
through the FMCS CDU. The FMCS uses a mode annunciator pane! to display to the pilot the current active mode
and submode at all times.

3.3 Lateral Navigation (LNAV) Control

The LNAV interface with the autopilot is a roll command. The FMCS has up to 30 degrees of command authority with
a nominal internal maximum of 25 degrees of bank.
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For aircraft control a reference path buffer (RPB) is constructed which describes the leg from one flight plan
waypoint to another. This leg is divided into segments that describe the actual path that will be flown over the ground.
The buffer may contain up to fifteen individual path segments which can be one nf four types, these are:

Straight segment This segment represents a great circle path with a constantly changing track angle. While flying
this segment the entire buffer is updated every 60 seconds to recalculate the termination of the current segment
and the attributes of any future segments (curve radius, etc.). For this type of segment, every 200 milliseconds
the control algorithm calculates a new desired track. To steer along this segment a roll command is generated
that is a function of the lateral abeam distance from the aircraft to the current segment of the reference path
calied the cross track error (XTK) and the Track angle error (TKE) which is the ditference between the current
aircraft track and the desired track.

Curve segment A curve segment is defined as a start point, end point and a constant radius curve between them.
This type of segment is used for curved path transitions, etc.. Once the aircraft sequences onto a curve segment
the curve radius is not updated. As in the straight segment, the desired track is constantly recalculated based
on a constant radius curve. The radius of curve is calculated using current aircraft speed and a nominal bank
angle. The resuiting TKE and XTK are used for steering control.

Heading segment Is a straight path that maintains a constant heading along the segment. This segment type is
updated every 60 seconds. The steering contro! for this type of segment is a simple function of the difference
between the current aircraft heading and the desired heading from the flight plan (heading error). This means
that the aircraft may drift laterally from the originally designated path and as this drift is propagated along the
remaining segments, the position of the flight plan waypoint at the end of the leg (always a fioating waypoint)
will be moved.

Track segment Is a straight path that maintains a constant desired track on the ground. Like the heading segment
the roll command is a function of TKE only. If there is no wind the heading segment and track segrment are
equivalent.

A reference path buffer is generated from the flight plan leg by translating the leg into a series of guidance segments.
The number of segments can vary from two (a straight and a curve) for a simple leg between two waypoints, to fifteen
for a holding pattern consisting of an entry path, the hold itself and the hold exit path.

A reference path buffer for the next leg in the fiight plan is also generated so that a new buffer will be available
when the waypoint is sequenced.

It the aircraft is off the flight plan when LNAV is first engaged the control aigorithm will attempt to construct a
capture path between present arrcraft position and the flight plan. The capture leg will be constructed only if one of
the following conditions are met:

1. The aircraft is within three nautical miles abeam of the current reference path segment, regardless of the present
aircraft heading or track.

2. The aircraft is beyond the 3 nautical mile capture band but present aircraft heading will cause the aircraft to
intercept the flight ptan between present abeam point and the waypoint that terminates that leg. In other words,
the aircraft is pointing back towards the flight ptan. Under these conditions the aircraft is allowed to maintain its
present track until it intercepts the path.

If the above capture criteria are not met, and LNAV engagement is attempted. a “NOT ON INTERCEPT HEADING"
message will be displayed on the CDU.

There are a number of special flight plan situations that require extra transiation processing when a reference path
buffer is generated. Some examples are described below:

Holding patterns A holding pattern can be entered into the flight plan at any existing waypoint or at present position
(PPOS). If the hold is rotated about the hold fix such that a special entry procedure is required, this is included
in the buffer. An example of the breakdown of the segments in a holding pattern is shown in figure 2. It shows
a hold with a "paraliel” entry.

Bypassed waypoints If two waypoints are close and in such a relative position that the aircraft can not turn quickly
enough to reach the second waypoirt, then that waypoint is designated a “bypass” and the RPB for the two
legs are combined into one and the aircraft is flown as close as possible to the second waypoint.

ILS localizer capture I the leg is designated as a localizer approach then the steering aigorithm enters a special
mode that allows it to sequence onto the glideslope early or late regardless of the path in the RPB. Once the
aircraft sequences onto the glideslope intercept leg and is within 3 degrees of the runway centerline or 17 NM
from the runway threshold (ILS coverage area) then the raw glideslope data is monitored. If the glideslope
centerling is reached before the predicted glidesiope intercept point. then steering will sequence the segment
early. i, however, the aircraft reaches the predicted intercept point before glidestope capture is confirmed by
the raw ILS beam data, a localizer capture path is generated which is a track segment with a track angle of
the runway ertended centerline plus or minus an appropriate intercept angle. This path is flown until the raw
glideslope centerline is reached or the aircraft flies outside the predicted glidesiope beam coverage boundaries.
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Figure 3: Reference path buffer segments of a holding pattern

3.4 Vertical Navigation (VNAV) Control

The VNAV mode of the FMCS uses existing modes of the autopilot wherever possible so that inner loop control laws
are not duplicated. The FMCS uses mode selection and targets to duplicate the pilot entered values for the selected
mode. Different modes are used in different phases and sub-phases and these are described in section 3.4.2

3.4.1 VNAV interfaces

When in VNAV mode the 737-300 FMCS interfaces with the autopilot and autothrottle using the following output
parameters:

» Autopilot mode requests - used to change the autopitot controt mode including the following:

- VNAV valid - Tells autopilot whether VNAV can be engaged or not
~ Vertical Speed mode request
- Speed on elevator mode request
- Altitude capture mode request
- Altitude hold mode request
- Level change mode request
¢ Vertical speed target - primary climb and descent controt parameter
o Alt*ude target - used for alititude capture and aititude hold modes.
o Autothrottle mode requests - changes autothrottle modes
- Speed mode request
- Idle mode request
- Level deceleration mode request
- Thrust limit mode request - for each phase

- T/O or Climb derate mode request
- Derate thrust cut back required
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- Engine-out mode request
- CAS or Mach identifier

o Speed target - either CAS or mach as appropriate
o Thrust limit values - for each flight phase

The FMCS receives back from the autopilot and autothrottie systems current active mode information and the current
setting of the Mode Control Panel (MCP) altitude select window. This MCP window value is used by the pilot to control
climb and descent by defining the altitude limit through which the aircraft must not pass. The pilot will set this window
to the next clearance altitude above the aircraft in climb and below the aircraft in descent.

3.4.2 VNAV phases

When engaged in the VNAV mode the FMCS uses different modes for different phases of flight. A description of the
interaction is described below:

Take off and Climb phase While on the ground the pilot can preselect, through the FMCS CDU. a derated take off
thrust and special climb thrust profile. This is desirable at certain airports if environmental conditions permit, so
full thrust is not used. If derate is selected, the FMCS will transmit reduced thrust limits to the autothrottle.

After takeoit the pilot selects desired climb performance option, which can be any off the following:

« Economy - The detauit performance option that uses the Cl to calculate the most economical target speeds.
o Maximum angle - The FMCS calculates a target CAS that causes the aircraft to climb at the steepest angle.

o Maximum rate - The FMCS calculates a target CAS that causes the aircraft to climb at the highest rate of
climb.

» Engine out - If an engine fails during climb the pilot can select an engine out climb with a speed target that
maximizes climb gradient.

o Selected speed - The pilot can enter a specific speed that the aircraft will fly.

» Required time of arrival - The FMCS caliculates the most fuet efficient speed target which meets a time
canstraint at a future waypoint

As soon as VNAV is engaged the FMCS selects the autopilot speed on elevator mode and sets the desired
speed output dependent on the performance option selected. In this mode the autopilot controls the rate of
climb so that the aircraft maintains the desired speed. The autothrottle is set to climb mode with a maximum
thrust value equal to the limit supplied by the FMC. If a derated climb profite has been preselected the FMCS
will modulate the limit in accordance with a predefined schedule. The FMCS will set the target altitude to the
cruise altitude or the next waypoint altitude constraint if one exists. As the aircraft approaches that aftitude the
autopilot will automatically transition into aititude capture mode and then altitude hold at the requested altitude.
The autothrottie will transition into speed mode at the FMCS target speed. If the level off is Jdue to a waypoint
constraint the aircraft will remain in altitude hold until the waypoint is sequenced and the FMCS will raise the
FMCS target altitude to the next constraint and change the autopilot mode back to speed on elevator to continue
the climb. I, however, the autopilot approaches the MCP window altitude the autopitot will capture that altitude
regardless of the current FMCS target. The pilot is then required to select a higher altitude and reselect VNAV
to continue the climb.

Cruise phase The cruise phase is flown in autapitot altitude hold mode and the autothrottie in speed tracking mode
using the FMCS target mach output. Ouring the cruise phase the pilot can climb to a higher altitude or descend
to a lower altitude using the cruise climb or cruise descent modes. This is simply accomplished by selecting
a new altitude in the MCP altitude window and then entering the new cruise altitude on the cruise page of the
CDU. A cruise climb reguest will result in an autopilot speed on elevator mode at FMCS target mach and climb
thrust on the autothrottle. A cruise descent request will cause the FMCS to request a vertical speed on elevator
mode at - 1000 ft/min and the autothrottle will maintain the FMCS target mach. The default FMCS target mach,
economy, is based on the C! derived optimum speed. The pilot can select an alternate long range cruise mode
or engine out mode if required and the FMCS will select the optimum mach target for those conditions. The
pilot can also manually select a mach target.

Descent phase Descent is the most difficult phase for the FMCS to control. To maximize fuel efficiency the engines
must be set to idle (minimum fuel flow). Slowing the aircratt down under these conditions requires the use of
speed brakes which normally can only be operated by the pilot. The pilot can preselect one of two descent
modes:

Path descent mode In this mode the FMCS controls the aircraft to a predefined profile constructed by predic-
tions. When the aircraft approaches the top of descent point the pilot can, after gaining clearance from
ATC, select a lower MCP window altitude. When the T/D point is reached the FMCS will set the aftitude
target to the first descent constraint and request a verticai speed on elevator mode for the autopilot. The
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autothrottie mode is set to idle (or high idle if anti-ice bleeds are being used). The FMCS then modulates
the target vertical speed to match the descent profile. The profile descent gradient is based on the speed
defined by the selected performance mode. The default mode is economy (from cost index), although the
pilot could have entered a manual speed while in cruise and flown the resulting gradient.

The profitle has built into it any level-off segments that are required to meet waypoint constraints or the
airport restriction speed; therefore under normal conditions the FMCS can control the aircraft along this
profile without deviating from the predefined vertical speed schedule. If, however, the aircraft dritts above or
below the path (due to unpredicted winds) the FMCS must compensate using the limited control available.
if the aircraft drifts above the path the FMCS will increase the vertical speed target and allow the airspeed
to build. As the speed exceeds an acceptable deviation the pilot is requested (via a CDU message) to
apply the speed brakes and slow the aircraft down. If the aircraft drifts below the path the FMCS will use
the vertical speed targst to return to the path which will cause the aircrafi to slow down. As soon as the
speed deviation exceeds an acceptable limit (15kts) the FMCS will request the autothrottie to temporarily
transition into speed control mode and return the aircraft to the speed target.

If the aircraft drifts too far above the target speed (as would happen if the pilot did not apply the speed
brakes) and approaches the aircraft structural limits the speed will be limited by the autopitot and the aircraft
will deviate from the path.

Speed descent mode If a predefined descent path is not availabie the FMC will revert to a fixed speed or
airmass descent mode. In this mode the FMC will control the descent using the autopilot “speed on
elevator” mode. The autopilot modulates the descent rate to match the FMCS generated target speed
without regard to the predictions profile. The pilot can also select this mode as an alternative to path
descent. The target speed used in this mode defaults to the economy speed from Ci although the pilot
can override this by manually entering a speed.

In speed descent the FMCS puts the autothrottle into idle mode.

3.4.3 Required Time of Arrival (RTA - 4D)

The RTA function allows the pilot to designate a time of arrival (the required time) at a specified waypoint in the flight
plan. The RTA function does not generate speeds directly but interfaces with the rest of the FMCS using the Cl. Wnen
the pilot enters a RTA time the RTA function selects a new ClI that will will result in an ETA at the designated waypoint
that meets the entered Required Time of Arrival.

In the air, the RTA function will recalculate the Cl whenever the predicted ETA from the tlight plan drifts outside a
control limit. In addition to the RTA time the RTA function provides the pilot with maximum and minimum achievable
times based on the maximum and minimum Cl values. These times are displayed to the pilot so that he knows the
FMCS time contro! authority limits.

On the ground the RTA function generates an advisory display page that identifies the earfiest and latest take off
times and also the most economical take off time based on the entered cost index. A time error display counts down
the time until the first take off time.

Figure 3 shows a typical on-ground and in-air RTA progress page.

A typical operational scenario for the RTA function would be for the pilot to be assigned, by ATC, a waypoint that
has been designated as the destination airport metering fix. This waypoint is used to control the flow of aircraft to the
airport and the aim is to have the aircraft arrive at that waypoint in the same sequence as they will land. The ATC
computer will assign a time at which each aircraft should arrive. An aircraft equipped with a RTA FMCS will be able
to enter that assigned time and teli ATC the exact time the aircraft should take off to achieve that time. In addition,
while flying in the RTA mode the pilot can tell ATC whether a revised RTA time is achievable or not.

4 Conclusion

The addition of powerful and flexible computing systems like the Flight Management Computer System to the cockpits
of latest generation air transport aircraft has reduced pilot workload and increased safety. in addition, the optimiza'ion
of flight profiles has increased tuel efficiency of the aircraft and increased the comfort level of the passengers. The
recent addition of the Required Time of Arrival function has the potential for reducing flight delays despite the current
air traffic build up. Studies aiso suggest that the addition of an RTA capability in only a limited number of aircraft
would reduce air traffic control workload.

In the future, increased miniaturization coupled with increased computational throughput will allow FMCS manu-
facturers to pack more ‘and more capabilities into smaller and smalier units. Concepts such as artificial intelligence
may make the system easier to operate. Direct satellite communications will increase the accuracy of the FMCS by
providing a way of trading information about environmental conditions such as wind and temperature, and flight plan
changes such as airport closures and alternative airports.

Just ag personal computers have revolutionized business and personal work habits so the FMCS and derivative
systems will revolutionize the cockpit of the future.
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SUMMARY

Since the early 1980's Airbus Industrie has conducted a progressive research programme
investigating the ergonomic, physiological and psychologicai factors affecting flight
crew in their working environment, and progressively refining the data acquisition and
analysis techniques.

This self-imposed commitment to a dedicated appreciation of man~-machine aspects was met
in two ways:

. Informally, by stringent application of human engineering principles,
although in short supply in as far as their explicit formulation is
concerned,

Formally, by continuous development of statistical methods and engineering
experiments, concentrating on pilot questionnaires, performance evaluations
and workload models.

Although the title of this paper may not seem to be directly related to the topic
addressed by this Agardograph a statistical workload calculation model will highlight
the insidious link that enables to correlate pilot performance parameters {and hence
aircraft trajectory) with estimates on the impact of new technology on the operational
interface. The purpose of this paper is to review the span between initial design aims
and subsequent flight evaluation and measurement.

Except for the general recommendations of Fitts, Wanner, Wiener and Curry, fow
fundamental design guidelines appear to be available in the scientific field of human
factors. A practical review is presented of the operatiocnal objectives and technological
modules that marked the outgrowth of the Airbus family of commercial aircraft.
Progressively integrated, several waves of innovations engineered an evolutionary
process that brought to bear growing functionality at the operatiocnal interface. The
emerging role of the pilot is becoming more that of a systems monitor than that of a
controls handler, devoting himself to overall intelligence functions which new
technology features were precisely aimed to support. Several contemporary human factors
views are mentioned in the paper suggesting that the pilot be brought back into a more
active role to avoid automation- or design-induced errors. What has been achieved with
the carly 1980's A310/A300-600 cockpit however is, in our view, still in the vicinity of
the Wiener and Curry philosophy on automation and cockpit design. In the step that was
to be taker in the latter 1980's A320/A330/A340 designs aims have been intended to cover
even more error-tolerance or -protection against incidents of the Wanner scheme.

Reviewing alrcrew comments on design aims and achievements from flight evaluation became
a practice in the early 1980's when soliciting crewmember opinions received considerable
impetus. Conclusions are presented from questionnaire surveys on new technology aircraft
conducted successively by Alrbus Industrie, Wiener, Curry and Lufthansa.

Commonly criticized on most new aircraft types are the autopilot/autothrottle
interactions and the PMS whose training definitely needs more emphasis on basic know-
how and practice. It appears that crews want automation even further developed to
improve system integration and crew interface, with no significant fear for the
possibilities of errors or potential loss of flying skill. But what also seems to be
requested is intuitive design allowing the pilot to understand more straightforwardly
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the automation systems at work and to monitor more casily their performance, limits and
crew errors. Measuring the impact of new technology on the operational interface could
precisely help setting up this human factors capability. Which in turn should eventually
influence on design guidelines and specifications.

The success of the questionnaire technique prompted Airbus Industrie to use it again for
its Fly-by-wire proof-of-concept experiment on the A300 testbed. The unanimous
enthusiasm of airline & authority pilots for the sidestick/fly-by-wire combination was
also confirmed by the fact that, as a group, they did not feel uncomfortable with the
idea of being primarily responsible for the management of system interfaces rather than
the direct operation of their aircraft. It would appear indirectly from these studies
that older technology aircraft can more often be discredited on the basis of human
factor principles than new ones. It is however with the coming of the latter that more
emphasis was gradually put on human factors by all those concerned, manufacturers,
airworthiness authorities, pilots and airlines. Even more systematic efforts on
man-machine interface analyses were put in the wake of the crew complement question
which triggered the development of several evaluation methods. One of these, the
Performance Criteria Methodology, was developed to statistically investigate the impact
of new technology features such as the EFIS, the FMS and Ply-by-Wire/ Sidestick. A brief
review is given of engineering experiments' results for the first two to conclude on the
contribution of this equipment towards improving smoothness of performance and
alleviating workload. The advantages of a FDW system over conventional controls are
operationally demonstrated with the third experiment. Performing analysis of variance on
basic flight parameter measures allows again to demonstrate marked smoothness and
stability improvements, flight efficiency, reduced task- and workload.

Our previous research suggested that workload ratings collected in minimum crew
certification campaigns might be modelled using data extraneous to the pilot {aircraft
flight performance parameters and flight status measures) and data intraneous to the
pilot (heart rate variability measures). The aim was to achieve an objective analysis of
an until-then subjective process (workload rating) which had received too 1little
scientific attention. A computer model was evolved from the A310-200 certification
process, which indeed conformed well with the subjective data. Certification of the
A310-300, a generally similar but sufficiently different aircraft, provided a further
check on the degree of objectivity attained, helped to simplify the model's formulation.
As part of the development program for the A320, the A300 FbW flying testbed had
numerous visiting pilots involved in extensive demonstrations as well as special
manceuvres such as simulated engine fallure at take-off and a demonstration of the
inherent stall protection of the control system. The model was again successfully
applied to these flights in order to determine if it could cope with the new control
system and the unusual proflles. Finally, the very first flight of the A320 also had
both pilots equipped with heart rate monitoring equipment so as to test the model.

Cleared for experimental use, the Airbus Workload Model was then used in January 1988
for the A320 Minimum Crew Certification to generate second-by-second estimates of
pilots' subjectively estimated workload. The purpose of this demonstration was to
provide a range of low to high workload situations by means of 12 scenarios which
provided varying flying problems. In all, 48 simulated line flights, which involved
different levels of automation, were flown. Crew errors were also recorded and
classified according to their severity and awareness. As a tool to investigate the
impact ¢of new technology, the Alirbus Workload Model presents a novel opportunity to
study workload and its relationship to both errors and automation. The findings are
descriptive in nature because the certification data base was not constructed to support
research on these issues. But they suggest that there is a relationship between the
severity and type of error and workload, and that automation and workload are inversely
related.
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1. INTRODUCTION

Recent breakthroughs in display and control avionics constitute one of those remarkable
technological milestones that from time to time will spur aircraft development and
airline operations. Whether in technical areas or operational functions trade-offs
between continuity and progress have steered the design and deployment of the Airbus
family of aircraft. ‘In particular, cockpit development has directly proceeded from a
permanent process of monitoring new technology availability and problems, and of
evaluating how best to improve the pilot's working environment within realistic airline
constraints {economics, maintenance, training, ATC, human resources etc.). The drive of
this adaptation and integration process through technology leaps and systems'
interfacing ambitionned the eventual inclusion of the human operators in the safety
loop, a goal long sought in the profession. While economic effectiveness and industrial
feasibility were most important factors to be considered between possible solutions, the
safety imperative has always been the prime parameter nonetheless.

In direct conjunction with this, Airbus Industrie has conducted an important research
programme from the early 1980's onwards, gradually investigating the ergonomic,
physiologic and operational factors affecting flight crew in their working environment,
and progressively refining the data acquisition and analysis techniques (Speyer J.-J.,
Fort A., October 1982).

Underscoring the necessity to consider human factors issues in a broader systemic
context was an early paper in 1977, titled "“Controlled Flight into Terrain:
system-Induced Errors" (Wiener E.L., 1977). The contradiction suggested in this title
aims to indicate the difficulty for integrating two levels of system management:
aircraft control (inner loop exercizing psycho-motor skills) and aircraft monitoring
{outer loop demanding cognitive abilities). The evolution of flight deck automation up
to front line aircraft types of that time period (B-747, DC-10, L-1011, A300 B2/B4) was
commented by Edwards (Edwards E., 1972 ; 1977) as owing much more to engineering and
economic analyses than te ergonomics and systematic development of policy concerning the
role of men in automated systems. Stressing the failure of the human factors profession
to play a more significant role in the design process Wiener and Curry addressed the
following operational interface aspects:

vigilance problems and crew overload/underload,

inadequate workplace design and extra-cockpit communication,
faulty pilot-controller communication and crew coordination,
unadapted, excessive or wrong automation,

unheard or cancelled warning devices and visual illusions,
confusing terminology and charts.

In the aviation transport area alcone, some 75 % of accidents are amorphously catalogued
as pilot error, the remainder being evenly split between purely technical and
environmental causes. Their point here is that a majority of these accidents are
design-induced referring to human engineering concepts {Wiener EB.L., 1977), air traffic
control (Wiener E.L., 1980) and automation (Wiener E.L., Curry R.E., 1980).

Few fundamental design guidelines are available in the scientific field of human
factors. They all appear to come "a posteriori" illustrating that this activity is an
art in infancy. Except for the general human factors guidelines of Fitts, Wanner,
Wiener, Curry and Nagel, we are short of standards sought by the industry since it is
still evolving at a rapid pace (Fitts P.M., 1951 ; wanner J.-€., 1969, 1984, 1989 ;
Wiener E.L. and Nagel D.C., 1988). It is not really feasible to apply these at the
technical design stage, but it was thought that the opposite approach, i.ec. "a
posteriori" evaluation and measurement of the human factors impact of new technology,
would eventually benefit future design conceptions. Bach new design should nonetheless
command its specific human factors approach & analysis the results of which guidelines
cannot dictate nor predict.

An "avant la lettre" human factors orientation gradually emerged from Airbus ‘partners
and customers' collective memory of Jjet aircraft design and operating experience to
date. Somehow, the systemic inclination that such an approach warrants mirrors the
evolution towards functional/organizational matrix organizations at partners' design
offices themselves. And by the same token it reflects Airbus' industrial marketing
approach, which traditionally keeps its customers involved from the start of the design
process through so-called task forces (Schmitt B., October 1984, Caesar H., November
1985). PFulfilling its role at thc heart of this process, Airbus Industrie was all set
for a Jjudicious assessment of needs, requirements and capabilities and for a proper
formulation of realistic design aims.
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2. TECHNOLOGY EVOLUTION AND DESIGN ATMS
The forward facing crew cockpit of the A3l0 and A300-600 stems from A300 B2/B4
experience which itself proceeds from that of the Caravelle, Trident, BAC 1-11, VFW-614
and Concorde. In fairness to all, it is also a direct result of multiple discipline
research programmes that included a human factors orientation such as the NASA Terminal
Configuration Vehicle, the French Persepolis project and the BAe Advanced Cockpit
Design.
Rarly consideration had been given to making the original A300 a 2-pilot crew aircraft.
The technology then available did not permit such an approach with the necessary degree
of confidence; the overall design goal being to ensure adherence to the "need to Xnow"
and “fail safe" principles which the 1970 to A300 cockpit did not fully satisfy:

side panel not fulfilling faill-safe criteria,

. number of dials and displays giving unnecessary information
during a large part of the flight,

necessity to scan in different places.
The innovations of this first wide-body proved a major credit to Airbus:
- automatic throttle (ATS) from brakes off to touchdown,

- automatic angle of attack protection and speed reference system (SRS),
both being instrumental against windshear incidents,

- automatic two and one-engine go-around;

- thrust computer (TCC) linked to autothrottle,
allowing derated engine operation/increased engine life.

The necessary evolution became possible in the early 1980's with the help of technology
leaps providing concentration, standardization and flexibility (Baud P. and Ivanoff D.,
1982). Design goals of the FFCC were then formulated as follows:
better crew integration and crossmonitoring,
better man-machine interface,
. lower risk of flight/system management error,

automation of routine actions,

. simplification of tactic actions in normal,
abnormal and emergency procedures,

. augmented availability for strategic flight actions,

. clear presentation of predigested information
fox easier and quicker diagnosis and correction,

reduction of crew workload.

A definite consolidation trend developed as from the late 1980's with A320 design aims
to be carried forward for A330/A340 projects (Z2iegler B. and Durandeau M., 1984):

. extension of pilot error-tolerance, -detection and -protection
Yy safeguarding functioning points and operating envelopes,

continuing developments in digital technology and data transmission focusing
on systems integration,

former FFPCC breakthroughs refined and kept as mainstays for the future.

Progressively integrated, three successive waves of adaptive innovations have engineered
a cascade evolutionary bprocess that brought to bear growing functionality at the
operational interface level (Speyer J.-3., September 1988).

The following modules were hercby successively introduced three by three:

-~ pushbuttons combining control, visual feedback and malfunction alert so as
to reorganize cockpit real estate and enable systens management from an
overhead-mounted panel, synoptically arranged (source to distribution)
according to frequency of use (normal, abnormal, emergency),

-~ advanced system automation to avoid repetitive actions in normal operation
or after a single fallure (electrical, APU, fuel, pressurization, avionics
cooling, air bleed, electronic engine control etc.),
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- digiral autoflight systems (AFS) with preselected functions, increased
integration of guidance modes with autothrust (ATS) and flight director,
clear and unambiguous operation, improved flight envelope protection and
automatic landing potential to Cat 1II,

~ cathode ray tubes for quantitative and qualitative monitoring of system's
status in coordination with flight phases (ECAM):

eliminating the need for frequent overhead panel scanning in normal
conditions,

applying a rigorous cockpit 1lights out philosophy, the absence of
visual warnings corresponding to normal conditions,

simplifying failure understanding ([System Display) and orientation of
corrective actions {Warning Display),

. reducing the number of discrete sounds to a bare minimum, basic
attensons drawing the attention of the crew to warning display
messages,

adapting warnings to flight phases with inhibitions where safety
mandates,

- electronic flight Jinstruments (EPIS) replacing electromechanical ADI's
for short term f£light path control (PFD) and replacing HSI's for medium term
navigation (ND) allowing direct access to predigested information by means
of situation-adapted symbology,

~ digital flight management systems (FMS) to command the autoflight system
for full horizontal and vertical navigation and guidance with bprofile
optimization for maximum economy,

~ fly-by-wire in conjunction with sidesticks 1replacing mechanical flight
controls to simplify conventional chains, extend flight envelope
protection to include stall, windshear, manoeuver or attitude
exceedances, transfer of command,

- full authority digital engine control to extend engine operational
protection and to provide a wide array of power management functions,

-~ digital radio management panels to manage the frequency selections for
all VHF, HF and SSR radio communications as well as ILS, VOR and DME
radio navigation aids in case of FMGS-failure.

The first three modules characterize the mutation of the A300 towards the A300FF, the
ensuing A310 being supplemented by the three following and the subsequent A320 being
supplied with all nine.

3. DESIGN GUIDELINES AND PILOT ROLE

One of the more established principles particularly insists that man and machine
should be used in complement to each other and according to respective areas of
specialization.

Fitts Lists (Fitts P.M., 1951) indeed provide tips for the differentiation of tasks
between man and machine recognizing human superiority with regard to overall
intelligence, decision-making, error-correction, inductive reasoning and gradual
overload.

Machines on the other hand would cope better with sudden overload, are much faster,
consistent and powerfull, good at deductive reasoning, better at complex computation
and short-term memory. They also do a better job at monitoring, having no problems
with concentration, motivation, vigilance, distraction and fatigue.

Developing his argumentation with regard to human factors and flight safety,

J.C. Wanner (Wanner J.-C., 1969, November 1984, August 1987, March 198%) considers three
classes of incidents that may be playing a pivotal role in aircraft mishaps:

. ilotabilit incidents whereby the <crew erroneocusly allowed the
functioning point outside the authorized envelope with d4ifficult or
impossible reversion,

. rturbation-sensitivity incidents whereby external (e.g. windshear) or
fnternai perturbations !e.g. fallures or fire) let the displaced functioning
points go beyond limits, whether 1limits after perturrations are new or
unchanged,

. manoeuv:gg%l;tx incidents whereby the execution of a procedure [e.g. to

Y trajectory or avold obstacle) and the displacement of the functioning

point as a result of incidents of the two preceding types brings the
resulting functioning point closeby or past its limits.
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wanner identifies 5 basic human attributes that allow to derive a set of 8 proposed
design rules covering pilotability incidents. Perturbation-sensitivity and
manoeuvrability rules are in his view more of a regulatory nature, do not implicate
the human operator as such but rather system redundancy and integrity and operational
knowledge of mission and environment.

wiener and Curry conclude their survey of cockpit automation and f£light safety by
proposing 15 recommendations for designing and using automated systems (Wiener E.L.,
Curry R.E., 1980). In need of a philosophy regarding automation they have
persistently advocated the respect of at least three principles (Wiener E.L., October
1985):

to allow the crew more freedom to fly the plane and use automation in the
manner it wishes, but surrounded by a multidimensional warning and
alerting system that informs the crew if they are approaching some limit;
as long as within the limits the crew would have £freedom to conduct the
flight according to its style; this concept of "an electronic coccoon" is

~alled flight management by exception,

to use forecasting models and trend warnings to predict a penetration of
the coccoon rather than waiting for it to happen and alarms to be
activated when the system reaches a critical point; in order for the crew
to have maximum control of the situation, values for the forecasting
parameters could be selected by the crew; this concept is called
exceptions by forecasting,

to allow the crew to inform the machine of its strategic goal or intent
which would allow the computer to check crew inputs and system outputs to
determine if they are logically consistent with the overall goal; if not
an exception message would Dbe issued; this concept is called

goal sharing.

The evolution of the pilot's role is inevitably linked to that of the aircraft and
its cockpit, triggered as it has been by economic and technological imperatives.
Persistently, the pilot's role is now being compared to that of a manager. It may
therefore be beneficial to reflect on what flight management entails from an
organizational point of view {(Speyer J.-J., October 1986).

Three levels can be considered as illustrated in Figure 1:

. the strategic management level, which is the process of deciding on goals
of the mission, on changes in these goals as a function of constraints,
on the resources used to attain these objectives (for example evaluate
and decide to perform a Cat 11 approach),

the tactical or functional management level, which is the process by
which functions assure that resources are programmed, sclected and used
effectively and efficiently in the accomplishment of mission goals (for
cxample planning and preparing a Cat II approach),

the operative or implementative control level is the process of assuming
that specific tasks are carried out effectively and efficiently (for example
execute and monitor a Cat II approach).

The task-related level is almost exclusively handled by computers and automation. No
longer is the pilot just a simple controller or monitor. Rather, he dialogues with
the aircraft, giving direction to the different systems and devoting himself to
overall intelligence and general direction of his flight. Presented in this way the
functional 1level is at crossroads between the crew and the aircraft, it is the
interface level. The pilot's enlarged role as flight manager, systems supervisor and
computer monitor centers around the four <cognitive functions of planning,
programming, maintaining and thrusting (Babcock G.L., Edwards W.W., Stone R.B.,
October 1982):

. planning is a dynamic function that is never completed fully accurately
and continuously involves mental representation and decision-making
{models/pattern-matching, strategic evaluation, forccasting, risk-
cvaluation). The Navigation and Profile modes of the FPMGS can be very
effective in assisting in the planning of an arrival, the advisory mode
of the ECAM is instrumental for forecasting,

. programming is an anticipatory set-up function allowing systems to be
instructed ahead of actual aircraft operation. Representative examples
exist with pressurization and FPMGS selections,

. maintaining is a control function to manage system and subsystem failures
nd t monitor necessary back-up whether manually or automatically
implemented. The overhead panel, its flight management by exception
through the cockpit 1lights out philosophy and the overall ECAM system
help to exercize this function,
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thrusting %s an active monitoring function requiring intelligence,
understanding, patience and confidence to allow automation to operate
without intervening. Goal sharing or the ability of the crew to communicate
with the machine on its strategic mission goal or intent is of particular
importance in thrusting. Monitoring navigation or approach progress through
EFIS and FMGS are typical examples of this function.

Tnteracting with task- and mission-related £light elements, the contemporary pilot
must be proficlent in quickly and efficiently managing all available resources within a
constrained working environment. New technology features were precisely aimed at
supporting the above-mentioned interface functions of planning, programming, monitoring
and thrusting.

Directing an automatic system rather than doing the job manually and coordinating
with the other crewmember commands skills supplementary to those required in
conventional cockpits. Supplementary since the skilled aviator still needs to remain
proficient in manual handling in spite of much more frequent reliance on automatic
modes. Alrlines do insist however that pilots make full use of the automation offered
in the modern cockpit. Manual flying for training purposes is being encouraged Aduring
routine operations. Mollet (Mollet C., Pebruary 1988) contends that “the laws
governing the whole behaviour of (new technology) flight guidance systems are so
complex that they are no longer (fully) transparent to the pilot". Not helping
cockpit management, manual flying definitely has to be supplemented by good systems
knowledge, by intuitive understanding of computers behaviour and limitations and by
strict crew-coordiration discipline when having to manage complex situations.

Any feeling of “being alocng for a ride", ideas of underlocad, 1lack of vigilance,
boredom and complacency, any sense of "being out of the loop" needs to be properly
addressed by means of cockpit management techniques that help to foster the attitude
that automation is Jjust another resource to manage (Speyer J.-J., Fort A., October
1987).

While at NASA, John Lauber (Lauber J.K., March 1980 and August 1982) emphasized that
the major impact of the inclusion of microprocessor and display technology in new
generation transport aircraft would be the quality and quantity of real-time
information available to the crew and the way this information would be manipulated
and used to conduct a flight. As a result of previous accidents with conventional
technology alrcraft attributable to shortcomings in crew communication and
coordination, the NISB A4id recommend that the FAA urge operators to indoctrinate
flightcrews in the principles of flightdeck resource management.

Pointing beyond the sterile cockpit, Wiener insists (Wiener E.L., 1985a) however that
the evolution whereby pilots gradually began to serve as monitors of automatic devices
must be reconsidered. In his view, shared by others, the pilot should be brought back
into a more active role in the control loop to sustain alertness especially in view of
very long range operations (Wiener E.L., August 1986). The vast literature on vigilance
has indeed shown that the human, after all, is not a very effective monitor, less likely
to detect system fault or wrong set-up, more likely to commit large blunders. For this
reason, the famous doer versus monitor doctrine~placing the pilot rather as a monitor
than as a doer- is being revisited. A recurrent theme, the implications with regard to
design philosophy for control and monitoring systems being (Wiener RE.L., Curry R.E.,
1980):

- that the designer must specify to what extent the human should be included
in the inner (aircraft control) and outer (aircraft monhitoring) control
loops and to what extent automation should assist him in multi~ attribute
decisions,

- that the designer must consider the single channel behaviour of the human
and the lntegration of the numerous devices, alerting and warning systems
and conditione to be wonitored.

Potentially weak vigilance of the pilot and vulnerable aircraft systems suggest a
growing need for the machine to monitor itself and the operator, diagnosing errors
performed by the human. This well-identified need to develop automatic systems that
monitor human operator performance rather than only the reverse has also been
suggested in the aerospace medical world (Mollard R., Ignazi, October 1986).

Pelegrin, on the other hand (Pelegrin M., October 1986 ; September 1988), advocates
increased automation, using new technology to include:

automatic reconfiqurations after fallures,
- ongoing malntenance and systems status back- and updating,

- pllot assistance in abnormal situations
not necessarily resulting from failures,

- orew error-tracking capabilities and crevw interrogation systems.

He concludes from a detailed analysis of 7 accidents that their catastrophic outcome
would have been avoided, should these (older technology) aircraft have been designed
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with only slightly more automation just compatible with the level of technology then
available. Pelegrin also advances that if automatized systems are going to enjoy further
development the ensuing frontier between man and machine and the resulting tasksharing
between both will imply the sharing of intelligence and knowledge of their interactions.
Increased automation will therefore only be successful if non-deterministic human
characteristics can be taken into account by means of Human Factors, [fuzzy-set)
Behaviocural Models and Artificial Intelligence.

In opposition to this, semi-automatic systems as they are known today: after a system
failure the aircraft remains partially automatic and according to the incident the
pilot may or may not have to take over, may or may not have to change operating
modes. Conflicts sparkling from this duality and the need to maintain a permanent man-
machine dialogue have led to the notion of operator assistance to better close the
information loop and complement both operator and machine intelligence.

The error-protection capabilities of map-displays and fly-by-wire flight controls
mentioned in the previous paragraph have somewhat paradoxically been accompanied by a
renewed linterest for error-tolerant systems as safety nets. Extensive analysis on
human factors has revealed (Gerbert K. and Kemmler R., 1986) that -whether systematic or
random- these can be interpreted as a four-dimensional structure: vigilance errors,
perception errors, information-processing errors and sensorimotor errors. In
particular, it was found that dete.minants and background variables of human factor
incidents and accidents provide a model of basic man~-machine system interaction which
are useful and predictive of human error occurrence.

Seifert and Brauser bhave proposed two strategies for future flight deck design
{Seifert R. and Brauser K., May 1983) equating the pilot's capabilities and needs:

- provision of sufficient feedback to allow the pilot to detect and correct
unintentional performance errors before they atfect system performance,

- introduction of fail safe and fail operational ergonomic design by means
of human error detection and correction functions into the man-machine
interface intelligence.

Models of human operator behaviour are also nceded for incorporation of such error
~tracking capability into automation themselves. This need for a better knowledge of
the man-machine relationship prompted Airbus Industrie in cooperation with Dunlap and
Associates and Cochin Paculty to develop and validate a predictive crew workload
rating model {(Speyer J.-J., Fort A., Blomberg R.D., Dr Fouillot J.-P., June 1987)
based on heart rate variability, aircraft performance parameters and situational
information (scenario, flight phase conditions, pilot role etc.). Section 6 presents
the latest results of this work as applied to a fly-by-wire aircraft (A320) with an
initial attempt to relate workload patterns with the level of automation, error
awareness and error severity (Blomberg R.D., Schwartz A.L., Speyer J.-J.,
Fouillot J.-P., September 1988). Further work is however necessary to investigate how
automation, workload, vigilance, performance and ervors all relate to each other.

Trying to automate error completely away may merely displace the problem of pilot
error, however. Being still the ultimate crosscheck and decision-maker, the piling up
of "operator assistant systems" would make the crew even more dependant.

What has been achieved with the early 1980's A310/A300-600 cockpit is, in our view,
still in the context of the Wiener and Curry philosophy on automation and cockpit
design. In the step that was to be taken in the latter 1980's A320/A330/A340 designs
have essentially been intended to cover moxe error-tolerance or protection against
incidents of the Wanner scheme.

In the end these "a posteriori" rules and philosophies are not too far from the
operational orientation that inspired the functional layout and organization of our
new cockpits and associated systems. Design being an inextricable exercise of
compromise, art and science, any “a la lettre" correspondence cannot be expected “a
priori" however. Design engineers and test pilots do not work from the isolation of
an ivory tower but have a very practical orientation to implement design concepts and
objectives. Bach new design is likely to command its own particular human factors
evaluation as part of a broader systems analysis aimed at integrating it all.

4 - QUESTICMNAIRES

The practice of systematically solliciting aircrew opinions received considerable
impetus in the early 1980's when subjective cvaluation of workload became a regular
practice in crew complement certification. Practical methods and statistical analyses
were devcloped, the only human factors issue that had to be formally examined at that
stage being workload nonetheless. In parallel to these flight test activities and as
carly as 1983, Airbus Industrie performed more detailed pilot surveys to further
investigate the quality of the man-machine interface itself, quite apart from its
focus on workload.

A campaign debriefing questionnaire was prepared to undertake an anonymous opinion
survey of those 17 pilots and observers that had participated to the flight and
simulator campaigns for the A310's minimum crew determination. As a group, they
covered an experience level corresponding to the operation of almost all commercial
jet aircraft introduced to then with the exception of the B-767. The purpose of this
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chapter is to review findings of surveys of this kind also performed by others, c.g.
by Wiener, Curry and Neumann {Lufthansa) as they all relate to the impact of new
technology on the operational interface.

4.1 - Initial field work at AIRBUS

The initial A310~survey of Airbus was composcd of more than 150 gquestions covering
the whole spectrum of aircraft design issues that pertain to human engineering and
ergonomics (Speyer J.-J., Fort A., 1983):

. functional grouping of instruments/controls,
general presentation of flight systems information,
crew comfort,
overhead panel layout,
PFD information presentation, speed scale, mode annunciators etec...,

. ND information presentation 1involving Arc Mode, Mapr Mode, Plan Mode,
Weather Radar etc...,

. ECAM informalion presentation involving Warning Display, System Display,
etc...,

. FMS Control & Display Unit, Manipulation,’ Pagination etc...,

AFS Flight Control Unit, Autothrottle operation, Thrust Rating Panel,
Autopilot/Flight Director Procedures etc...,

Checklists and Procedures,
. Outside appearance/mechanical ergonomy,
Tasksharing and worksharing,
. Workload and error-inducing potential,
Intelligibility of hardware, procedures and mental erqonomy.

In answering that questionnaire pilots were asked to compare the 4310 with the
reference aircraft they considered most representative of their experience. Answering
consisted in circling a number coryesponding %o their opinion on a 6-point agree-
disagree type attitude measurement scale. The absence of a middlemark was meant to
prevent participants from taking neutral and uncommitted positions.

More than 75 % of all questions received fairly high marks in the appreciation range
of 4 to 5, pilots and observers refraining from making extreme position judgements.
Where significant improvement was desirable for the future they felt free to rate in
this direction. As confirmed in the other surveys the suggested arcas for improvement
concerned pilot seating, system software, use of real estate on the overhead panel,
Flight Path Vector-information, attention-getting capability of some alarms on the PFD
and on the ECAM, procedures with the FMS and interpretation of error messages,
homogeneity of abnormal/emergency checklists with the ECAM Warning Display.

As in every certification exercize we took advantage of this opportunity to do
further homework having learnt throughout the years that more contact was going to be
necessary to understand the pilot community. A step in the right direction was
therefore prompted by the crew complement issue.

4.2 -~ Curry and Wiener Surveys

In several subsequent studies Curry and Wiener (Curry R.E., May 1985 ; Wiener E.L.,
July 1985b) respectively investigate the human factors of new technology and automation
as observed Aduring the service introductions of the B-767 and MD-80. Both author's
studies are based on questionnaires, interviews, discussion meetings and cockpit
observations. Questionnaire forms used 5-point agree-disagree Likert-type intensity
scales and matrix-type frequency-of-use tables.

On the positive side, these studies conclude that the new digital aircraft and their
automatic features are overall considered as well-designed, reliable and useful. Much
appreciation goes towards the automatic flight director systems and autothrottles,
the electronic £light instruments and flight management systems and the electronic
alrcraft systems' monitors (EICAS). All these systems meet pilot's general agreement as
for functions and implementation.

Pilots from airlines that did not use mechanical checklists felt they would be
useful, many thinking these s8hould be on BRICAS. Some confusion was reported
concerning the interaction of pitch autopilot and autothrottles, some other
criticisms prevailing with regard to the respective designs of the mode control panel
and control and display unit (CDU) of the flight guidance aygtem on the MD-80 and of
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the flight management system on the B-767. Many comments had also to do with the type
of training desirable. Both authors believe that a gap seems to be gradually widening
between system designers and airline pilots. The piecemeal introduction of new
technology and automation appears to have alienated the end users to the point that
an operational philosophy of aircraft utilization 1s not readily apparent at service
introduction.

The large performance differences that appear to exist between pilots in their
operation of the flight management and guidance systems may be related to computer
literacy. Pilots who perform better may have more experience with computers outside
their flying job, e.g. owning PC's and using them frequently. It would also appear
that the coherence of the user's own cognitive organization is instrumental in
achieving prime performance since functional knowledge is what best matches with the
design and operation of these digital systems (Leplat J., 1985 ; Roske-Hofstrand R.J.
and Paap K.R., 1986 ; Amalberti R., 1987).

Although automation was introduced as a means to reduce workload and eliminate human
error it does not seem to ralse unanimity however. After several years experience, it
was found that automation would change only the locus and type of human error (Nagel
D.C., 1988). Whereas small errors may be eliminated, Wiener and Curry point out that
gross blunders can creep in such as systematic procedural or decision-making errors.
From our observation of errors in the case of the A31l0 crew complement certification
campaign, it was concluded that their mere existence - most having been minor slips,
blunders, mishaps due to problems in resource management or insufficient familiarity
with the aircraft - also made possible to establish learning loops (Speyer J.-J., Fort
A., 1983). sSome of the recommended improvements therefore concerned operational
procedures and the training syllabus with particular emphasis on system knowledge and
functional insight.

Mixed feelings towards automation's reduction in workload are reported in Wiener's study
of B-757 pilots (Wiener B.L., 1988)., While some would strongly agree (11 %) or agree
{38 %) as to effective workload reduction, an equivalent proportion strongly disagrees
{7 %) or disagrees (37 %), leaving the remaining 7 % uncertain about the actual effect
of automation. Those who generally claim "workload reduction", would still add that new
technology and automation overall commands a proportionally higher monitoring load due
to the significant reallocation of workload from taskload into cognitive work. As Curry
observes {Curxy R.E., May 1985), performance with the new digital systems is less likely
to be determined by traditional psychomotor skills but more by cognitive abilities:
decision-making behaviour, systems knowledge, monitoring behaviour and crew
coordination. Several features of new technology were nonetheless found to minimize
mental operations or transformations: the speed trend, map display, altitude arc etc.

FPcar of skill-erosion due to automation has pilots practice preventive hand-flying. But
as Swissar's Meollet points out "if the basic training of the pilot has been sufficient
({scanning technique, basic flying and navigation) a normally gifted pilot should have
sufficient training to handle all normal and abnormal situations {Mollet C.,
February 1988)". The only relevant loss of performance seems to be attributable to
monitoring problems particularly as a result of distractions. When operating with a lot
of automation the effects of distraction do not manifest themselves as when practising
instrument flying. Instruments flying will wusually break down when the pilot
concentrates on one important piece of information to the detriment of the other
aspects. Feedback from improper monitoring of automatic equipment does not occur very
often: only in the fairly rare and simultaneous conditions that automation fails to
operate as intended and that the pilot is distracted.

Another tendency is that some pilots would program a recovery and not turn off
automation. This may be the result of simulator and line training where the emphasis
would be put on proper operation of automatic equipment.

In an attempt to widen his human factors principles of automation ({Curry R.B., May
1985), Curry estates the idea of displaying data, not commands. Removing the necessity
for the pilot and command generator to have common objectives, it would allow pilot
flexibility to modify his goals for existing conditions and would keep him in an active
role without threatening vigilance because of underload. Examples that go along this
idea are the flight path vector, the speed trend or the altitude arc prediction how all
introduced in the genuine glass-type cockpits discussed here.

Although the B-767 was the only aircraft in his study, Curry reports very similar
experiences in discussions with A310 operators. In this respect it is useful to '
review the A310-field study performed at Lufthansa (Neumann, Brandt N., May 1988).

4.3 - LUFTHANSA Fleet Surveys

This airline's policy is8 to establish a sound Vbasis Jor future aircraft
specifications from flight crews' experience. Feedback surveys were started to this
effect as early as in 1976 covering the whole fleet operated at that time, B-707,
B-727-200, B-737-100, B-747, DC-10, A300-B2 (Figure 2). Major technological innovations !
in store for new airplanes could already be expected and the gquestion was whether and

how to proceed with further automation than already available then. Another survey was

launched shortly after the A310-200 and 737-200 Advanced introductions to enquire about

pilot's acceptance of the new technologies.

—
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Answers to gquestionnaires were provided by means of a S-point evaluation scale
exhibiting a neutral position as the Likert-scheme adopted by Wiener and Curry. The
pilot questionnaire consisted of two main parts. The first dealt with overall cockpit
lay-out, general handling gqualities and airplane systems while the second was
cc cerned with the electronic interfaces to the crew (ECAM, EFIS, AFS, FMS).
Questions on the latter were divided into four man-machine interface areas:

- physical interface (reach and see): controls location, reach and
handling, display location, readability, colour and lighting, etc...,

- operational interface ({dialogue and understanding): operational rules,
display rules, amount of necessary learning & training, etc...,

- tool interface {application): modes, usefulness, adeguateness and
importance,
- organizational interface (fit into the environment): reliabilicy,

logistics, ATC constraints, procedures update & improvement.

Pilots with more than 500 hours on the A310 generally judged the aircraft more
positively than those with less.

- The ECAM's operating and display rules did not create any AQifficulties. Aural
warnings were however considered as too loud attention catchers. The 1976-survey
had on the other band indicated a rejection of these since being found too ...merous
for proper discrimination. The principle of computer-aided-guidance during n~rmat
and abnormal operations was generally welcomed. But the procedures themselves as
offered in the BECAM got rather limited pilot acceptance. They were criticised as
sticking still too much to the flight engineer concept of the A300 B2/B4,
containing too many unnecessary “monkey" switching actions. Because of missing
capacity and redundancy of the ECAM, switching from screen to paper checklist and
vice versa was also considered as potentially confusing. Overall it was claimed
that thorough training and skill was necessary to handle complex failure
situations. As the A310 is a fairly reliable aircraft, proficiency in dealing with
these difficult cases does not build up in routine line operations. So only the
simulator is left as an appropriate learning tool to develop the necessary
abilities. Almost no pilots had ever seen any serious ECAM failure at all.

-~ The transfer from electromechanical to electronic £light instruments (EFIS)
received overwhelming acceptance. It was clearly recognized that displaying on
CRT's of flight parameters in an easy and self-explanatory way was leaving
electro-mechanical technigues far behind. The primary flight display's (PFD)
speed scale, radar height indication and aural transmission on short finals are
much appreciated for instant situational awareness. The MAP-mode is considered
to be the most important navigation display's (ND) feature followed by the PLAN,
ROSE and ARC-modes. The drift angle presentation and flight path vector are not
being likened with regard to importance, flyability and utilization. The
location of the navigation display is found suboptimal since it is partly hidden
behind the control column. Knowledge and practice with the display's symbology
was found to be best acquired during simulator and line training.

Most pilots found it important to have the readout of the automatic flight system's
(AFS) f£light control unit [FCVU) repecated in the PFD or ND {e.g. altitude and V/S
values). The existing information contrent of the A310 flight mode annunciator (FMA)
is highly appreciated with regard to colour, quantity and arrangement. The amount
of modes for lateral & vertical navigation and for thrust control is considered
adequate. Most of the crews having more than 500 hours use virtually a)l
possibilities of the AFS.

t

As in the Curry & Wiener surveys on the B-767/MD-80 the coordination of AFS
{lateral/vertical) and ATS {autothrust) is not considered fully satisfactory
especially in altitude capture during descent or localizer capture in Land mode.
At the time of the Lufthansa survey vertical navigation with the PMS was still
in a fairly introcductory stage with OP++ I7~status stil)l far out. Most crews
would take off in Navigation (NAV) & Profile (PROF) modes with a very minor
portion relying solely on manual handling with flight director {FD). In descent
the PROF mode was usually not being used at the time of the enguiry. Slightly
more than half of the pilots would fly manual ILS approaches, a small proportion
would fly manual non-precision approaches. Most visual approaches were flown
manually with FD. Nearly all landings would be manual, without use of control
wheel steering.

The arrangement of the PMS's keys was fully accepted by the group having 500 hours,
false inputs being considered possible nonetheless due to close location of
parallel 1line-select keys. Fast slewing apparcently would lead to stepping past
pages, incorrect data format was often experienced. But the menu technique and
scratchpad were highly appreciated, learning being best accomplished "on the job".
Insertion of navaids not in the database and of waypoints by means of the
scratchpad was found to be an area for improvement., Some found that in rare
instances it was hard to get quickly by specific data such as runway-, route-,
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or way-point-changes or return to departure. As in the other surveys this one also
confirmed FMS response times to require improvements. Overall, there was still
satisfaction with the FMS, to the point of having aircraft control performed by
this system rather than through the AFS's PCU (except for approach and landing
because of the status of profile mode at the time of the questionnaire
distribution).

- In conclusion, it emerged from the Lufthansa project that crews indeed wanted
automation further developed in order to improve systems integration and crew
interface. In particular, automation was found in need for improvement in as far as
it would allow to become as good or better than manual operation. As Mollet reports
(Mollet C., Pebruary 1988) pilots are not always in a position to realize how much
better a safe and comfortable trajectory can be maintained using digital flight
guidance systems. By the same token it also appears that copilots would tend to
know more of their systems while captains would be less critical of them.
while the ECAM/FMS would need further development and periodic update, training
would require further adaptation and flexibility. In this respect the A320 should
provide a promising check as to the improvements effectively reached.

Similar to the Curry study on the 767, the A310 study of Lufthansa confirms the
preference of new technology aircraft (Figure 2), the absence of outright reluctance
with regard to automation regardless of the possibilities of errors or loss of flying
proficiency. This emerges particularly after having accumulated over 500 flying hours
equivalent to about one year's airline rostering. Copilots are usually eager to see even
more implementation functions than do captains who tend to accept systems as they are.
Both would welcome initial training putting more emphasis on basics and practical hints
to reinforce know how and general understanding.

wWhat definitely appears to be required is intuitive design which should allow the pilot
to understand more easily the automation systems at work to take over if necessary
{Klopfstein M., May 1987). This type of transparency would help to monitor more
straightforwardly automation performance and limits. Providing the pilot with such a
flight management information system should relieve him of monitoring and
decision-making since automation would serve as a watchdog, providing benchmarks &
alternatives, assisting the pilot with automation resources, possibly tracking workload
patterns and some day crew errors {Pelegrin M., October 1986 ; Speyer J.-J.,
October 1986 ; Wiener E.L., 1988 ; O'Donnell R.D., September 1988 ; Shingledecker C.A.,
September 1988).

4.4 - AIRBUS Sidestick/Fly-by-wire Survey

The Lufthansa study makes several hints at improving specifications of next generation
aircraft which incidentally were already implemented on the A320. Assertive of this
airline-oriented approach to new technology development, Airbus performed a first phase
“proof-of -concept™ experiment in the second part of 1983 also supported by a
questionnaire-interview approach.

A test installation of hybrid €ly-by-wire was placed in the Airbus Industrie A300
flying testbed (MSN 003) the objective being to evaluate the concept associated with
side-stick control. The conventional controls for the CM1 or left-seated pilot were
removed and replaced with a sidestick controller mounted on the pedestal to that
pilot's left. Inputs from the sidestick went to a computer which simulated the
functions and control laws of the EFCS (RBlectronic Flight Control System) and
controlled the elevator, ailerons and pitch trim tabs through the autopilot. Some 75
flying hours were achieved with 48 pilots from 5 airworthiness authorities, 12 airlines
and Airbus Industrie.

Here also qualitative assessment was made through a detailed questionnaire containing
42 questions £illed in by cach team of visiting aircrew; 25 such questiopnaires were
submitted the summary being available in Table 1 with as answering scale again the
6-point attitude scale that had been as exercized in the A310 survey.

The overall result was extremely positive and showed no difficulties of adaptation to
the side-stick, unanimous approval of the C* pitch law, unanimous enthusiasm for the
flight envelope protection especially at low speed and an unexpected necessity to
further develop lateral control, a positive contribution towards design of this type
of survey (Corps G.C., October 1986).

TABLE 1 ~ SIDESTICK/PLY-BY-WIRE EVALUATION A300 MSN 003

Summary of the Questionnaire Answers

Unacceptable Bxcellent
RATING SCALE 1 2 3 4 S 6
NUMBER OF ANSWERS 17 34 92 204 352 317
1.6 %] 3.2 % ] 8.8% | 19.4 % ) 33.6 % 30.2 %

- Unanswered questions 34 or 3.2 %
- Total number of answers 1050 from 25 questionnaires
- Note that 25 of the 51 answers in 1&2 were related to roll characteristics.
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Questions submitted pertained the whole range of issues at stake:

~ position architecture, range of movement of the controller and associated
armrest,

~ harmonization of pitch & roll control forces, operating forces and ease of
making control inputs,

- absence of mechanical coupling between left & right controllers,
- little or no need for trim change in pitch,

- ecase of precise control in pitch, effectiveness of f£flight control,
protection at high speed or high incidence approaching the stall,

- ability of precize control in roll, effectiveness of £flight control,
protection at high bank angles,

-~ ability to accurately control the bank angle close to the ground at take-off
& landing.

Pilots who participated were all well experienced in the operation of commercial jet
aircraft. Some, still copilots, had no difficulties at all to change hands for
switching from right to left hand seat. As a group they did not feel uncomfortable
with the idea of being primarily responsible for the management of system interfaces
rather than the direct operation of their aircraft.

4.5 - Concluding comment

Most crews interviewed in.field studies do indeed express high praise for the new “glass
cockpits". These would essentially provide a more dynamic source of information and
greater awareness of the aircraft with respect to the operating environment cffectively
making conventional electromechanical cockpits obsolete.

In fairness to all, Wiener also admits in a later paper (Wiener E.L., 1985a) that the
negative side of automation should not be overstated. The number of automation- or
design-induced incidents brought about by new technology has been very limited and their
conseguences very small. Most automation would scem to work with very high reliability
and pilots themselves are very satisfied with new control and monitoring interfaces
(Gannet J.R., October 1982 ; Nordwall B.D., November 1986) when compared to former
equipment. The "good old days" fallacy is even repeatedly discredited with recent
incidents and accidents having occurred on earlier technology aircraft (Machado F.,
1984 ; Bruggink G., 1983 ; Int. Journal of Aviation Safety 1985 ; NSTB -Aircraft
Accident Report- March 1986).

Caution with regard to the human factors impact of new technology will however remain to
be exercized and all aircraft manufacturers are well aware of the support this new
discipline will have to offer to aircraft design and systems integration if the industry
indends to maintain its commitments to safety and efficiency.

5. PERFORMANCE EVALUATION OF NEW TECHNOLOGY
5.1 - Principles of Engineering Experiments

Increased focus on man-machine interface analysis formally began in the aftermath of the
US Presidential Task Force on crew complement which had recommended more emphasis in
this area. Two experimental studies were performed in cooperation with DUNLAP &
ASSOCIATES {(Hartford, Connecticut, USA) to investigate the impact of new digital
equipment that was to be installed in the A310.

Although described in detail in Agardograph N° 282 on the Practical Assessment of
Pilot Workload it is useful to review the essentials in light of this paper's focus
on the impact of new technology. The Performance Criteria Methodology developed in
these engineering experiments (Lipson Ch., Narendra J.S., 1973) was also applied in a
third study to investigate the impact of side-stick/fly-by-wire that would eventually
equip the A320. This third application will be presented in more detail here.

The first two evaluation studies were undertaken to compare the overall performance
of the pilot/aircraft system between flights using conventional, electromechanical
primary flight instruments and those flown with the new, electronic flight
instruments {EFIS) and the flight management system (FMS). Data collection for the
EPIS experiment was undertaken in an A300 flight test & development aircraft
(MsN 003) which for this purpose was specifically cquipped with conventional
instruments installed in front of the left seat position and EFIS installed in the
right seat position. Data collection for the FMS experiment was undertaken in a
production A310 which had both the EFIS and FMS at both pilot positions.

Both aircraft had on-board computerized recording of all relevant flight parameters
at rates in excess of one per second. Both studies utilized a factorial experimental
design in which relevant parameters were systematically varied as the experimental
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subjects (senior Airbus test pilots who had never flown with BFIS nor FMS before)
repeatedly flew specifically designed circuits.

5.2 - EFIS Performance Criteria Anslysis

The pattern used in the EFIS experiment was a modified standard training circuit that
posed a variety of flying problems for the pilots,

Altitudes, airspeeds, flaps and slats positions, a holding turn, climb and descent rates
and bank angles were all precisely specified to ensure comparability of data from
circuit to circuit. Three conditions were chosen to provide a range of situations under
which the instruments would be compared and to vary workload for statistical comparison:
FD (Flight Director and Autothrottle system on), ILS (Flight Director and Auto Throttle
system off, raw data) and NDB {Flight Director, Autothrottle and ILS off, non-precision
configuration). The circuit was designed so that the flying pilot, who wore a
helmet-mounted hood, would have to utilize extensively the information on the primary
flight displays or flight instruments. In all, 24 circuits were manually flown with each
combination of two pilots, two displays / instruments and three conditions repeated
once. The major analytical technique chosen for the instrument comparison was
multi-dimensional analysis of variance: ANOVA (Lipson Ch., Narendra J.S., 1973)).

The results of this EFIS study implied some significant performance benefits from
flying with CRT displays. Significantly higher control reversal rates with associated
lower standard deviations of control positions when the test aircraft was flown from
the right seat with the EBFIS strongly suggest closer tracking of criterion values.
This is 1likely because the EFIS provided better information for manoeuvering,
particularly with respect to airspeed and pitch behaviour of the aircraft, than did
the conventional instruments. The observed high control reversal rates when flying
with the EFIS may be partially attributed to the total absence of 1lash in the
displays and the thinner indicator lines and bars which likely enable the pilots to
respond to changes they could not even detect reliably on the conventional, electro-
mechanical instruments.

It can therefore be concluded that pilot/aircraft system performance was equivalent
or better on all measures when the aircraft was flown using the EFIS than when
conventional instruments were used. Measures of smoothness and precision of flight
showed the greatest contrast between the EFIS and conventional instruments.

These findings must be interpreted with the understanding that neither pilot had
extensive experience flying with the EFIS. Both were familiar with its principles and
design, but neither pilot had amassed enough time with the instrument to be
comfortable with it. Certainly, their expericence with the EFIS was infinitesimal when
compared to the large number of hours they had flown with conventional instruments.
It is therefore reasonable to hypothesize that a greater level of pilot familiarity
with the EFIS would have shown an even larger EFIS performance benefit when flying in
the normal to moderately difficult €lying situations experienced during this
experiment.

5.3 - PMS Performance Criteria Analysis

The circuit for the FMS study consisted of a Standard Instrument Departure (SID) and
a Standard Arrival Route (STAR) with a single procedure turn as a holding pattern.
Altitude and airspeed changes were specified at prescribed points in the circuit to
increase pilot workload and exercise the combined information on the PFD and ND. The
total experiment consisted of flying the circuit 10 times in three different
conditions, i.e. NAV (once by each pilot, FMS coupled to Autopilot), STANDARD (twice
by each pilot, putopilot without FMS), MANUAL (twice by each pilor, FMS for ND-map
generation) without Autopilot.

Examination of the significant effects from the ANOVA's calculated from this
engineering experiment showed clear patterns of findings directly linked with
differences among the three studied conditions. The number of these differences and
their logical consistency indicated that they were real and not chance findings. It was,
therefore, particularly noteworthy that none of the significant findings indicated or
even suggested a performance problem related to the FMS. Regardless of whether it was
coupled with the autopilot or its information was used directly by the pilots, the FMS
produced extremely consistent and high quality performance.

The performance benefits of the NAV condition were clearly documented by this study.
The FMC appears capable of commanding the AP to navigate the aircraft in the
horizontal plane with great precision and repeatability. This frees the pilots to
attend to other tasks or simply reduces their workload and makes them more available
to respond to unexpected occurrences. It is also important to rcalige that the
performance benefits of the NAV condition were achieved without noticeably altering
the "style® in which the aircraft flew the clircuit. The tracks produced by the PMS
appeared "normal," i.e., not unlike the intended track or the tracks produced when
the pilots flew in the STANDARD condition. There was no apparent cause for concern
that flight tracks flown with the FPMS in command would differ materially from those
flown by aircraft not equipped with an FMS. Hence, it could be concluded that the
Alrbus A310 and similarly equipped aircraft should blend smoothly and easily into the
existing ATC environment regardless of the mode in which they are flowm.
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The results from the MANUAL condition led to several additional conclusions. First, the
information displayed on the ND by the FMC was obviously accurate and consistent from
trial-to-trial. Second, the pilots were clearly able to interpret the ND and use the
information to fly precise and repeatable tracks. Finally, the response style of the
pilots when flying manually suggests that they responded to smaller deviations from
nominal flight parameter values than did the autopilot. This resulted in soméewhat lower
parameter standard deviations when the autopilot was gaged and sc¢ hat higher control
reversals and rates through zero when the pilots flew manually. Which leads to the
logical conclusion that pilots can safely and accurately fly an FMS-equipped aircraft
even if both autopilots were to fail as long as the FMS were available to drive the map
mode of the ND. Moreover, the results lead to the strong implication that in critical
£flying situations in which track must be maintained with the greatest possible precision
for short periods of time, it would likely be better to disengage the autopilot and
allow the pilots to follow the ND display manually as they did in the MANUAL condition
of this experiment.

Finally, the performance gains observed for both the EFIS and FMS were not associated
with any increase in the workload perceived by the pilots in the experiments. In
fact, they rated (on a 10-point numeric interruption scale) flying with the EFIS as a
lower workload situation than flying with conventional instruments. Likewise, use of
the FMS was associated with lower rated workload than trials flown without it.
Although neither of these latter differences was statistically significant, the
results provided the clear implication that pilot workload would be positively
influenced by the introduction of these new, electronic flight instruments.

5.4 - Sidestick/Fly-by-wire Performance Criteria Analysis
5.4.1 - Experimental Design

With the experience gained in both preceding experiments it is quite obvious that a
comparative test could also be conceived for the sidestick/fly-by-wire combination
versus conventional controls. Since AIRBUS INDUSTRIE's flying testbed A300 (MSN 003) was
involved in a first phase proof-of-concept exercize whereby the conventional controls
for the CM1 (left) £lying position were removed and replaced with a sidestick,
arrangements were again made to perform an engineering experiment (Blomberg R.D.,
Speyer J.J., July 1988).

In order to assess the performance differences between flying with the sidestick/FBW
system and conventional, manual controls, 12 experimental circuits were £lown in
December 1983. All circuits were flown from the left seat using the sidestick
controller by two senior test pilots. These same pilots had previously flown
12 circuits from the same seat of the same aircraft with conventional controls. Since
the testbed aircraft is equipped with extensive instrumentation to record most
critical aircraft performance parameters, it was possible to undertake a detailed
statistical comparison of the conventional controls and the FBW system. The circuit
flown was the same as the one designed for the EFIS study with again the three
different combinations of aircraft and approach configurations used to vary pilot
workload (FD, ILS and NDB as detailed in 5.2). Go around was initiated at 100 feet
ratio altitude for the FD and ILS conditions and at 300 feet for the NDB approaches.

The same four measures {mean, standard deviation, transitions through zero, reversal
rates) were calculated as appropriate from the various flight parameters and used in an
analysis of variance {ANOVA) to determine if differences existed which could confidently
be attributed to the control system being used. Subjective ratings using the 10-point
interruption scale referred to in sections 5.2 and 5.3 were again collected at various
points to compare workload levels in either condition.

The results of this experiment, which are summarized in the following documented
several major performance benefits of the sidestick/FBW system.

5.4.2 ~ Smoothness and stability improvements

All measures of smoothness and stability favoured the sidestick/FBW system by a
considerable margin. The standard deviations of roll and pitch angles were reduced
significantly for the sidestick/FBW circuits as shown in Figure 3. This indicates
that, on average, there were significantly smaller departures from the mean value of
pitch and roll angle when the FBW system was used.

The standard deviations of roll, pitch and yaw rates (speeds) showed an even greater
improvement in smoothness as depicted in Pigure 4. At the same time, the number of
transitions through zero for these three rates, dropped dramatically as illustrated
in Figure 5. Together these results show that significantly more stable flight was
achieved with the sidestick/FBW than with conventional controls. It is interesting to
note that the benefits in roll and pitch, which are directly controlled by the FBW
system, also extended to yaw rate 1likely because the smoother flight performance
induced less yaw that had to be corrected by the yaw damper.

Accelerations on all three axes also showed a large benefit. 1In figure 6, which shows
acceleration measured through the center of gravity of the aircraft, a large
reduction in transitions through 2zero is readily apparent. This should relate
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directly to both smoother system performance and increased passenger comfort. PFurther
emphasizing the likely benefits in terms of passenger comfort was the sharp reduction
In the average lateral acceleration for the 12 circuits flown with the sidestick/FBW
system. Although lateral acceleration with either control system was small, the
sidestick/PBW managed to reduce the absolute magnitude of this undesirable parameter
by a factor of four from .004 g's to .001 g's.

5.4.3 - Fuel etfici

The improvements in smoothness and stability noted above suggest that the
aircraft/pilot system performs more efficiently when flown with the sidestick/FBW
controls. This in turn should yield lower fuel burn and reduced Btress on the
airframe. In fact, every parameter related to fuel burn showed significantly better
values for the circuits flown with the sidestick/FBW system. For example, the
standard deviation of rudder position was reduced significantly from 0.9 degrees for
conventional controls to 0.6 degrees for the sidestick. This means that the
excursions of the rudder from its mean value were much smaller with the sidestick
thereby reducing drag.

The improved efficiency of the sidestick/FBW was also evident in the vertical speed
parameter. The circuit flown by the pilots required them to establish and maintain
precise rates of climb and descent while simultaneously holding target airspeed. They
were able to accomplish their vertical speed tasks much more smoothly and with fewer
changes when they flew with the sidestick. Vertical speed standard deviation was
reduced from 362 feet per minute for the conventiocnal controls to 326 feet per minute
for the sidestick/FBW combination. At the same time, the rate of vertical speed
transitions through =zero fell dramatically from 8.7 per minute to 5.0 per minute.
These effects were established at the P < 0.001 1level i.e. there is less than 1
chance in a 1000 they are due to coincidence. Together these results clearly show the
improved efficiency possible with the new technology.

The increased efficiency resulting from the use of the FBW control system were
directly evident in the N1 parameter. Figure 7 shows a graph of the standard
deviation of this parameter separately for the two contrnl systceme ad the three
flight conditions. The results show several interesting cffects. The values are
clearly lower for the sidestick/FBW in all cases further confirming the efficiency
benefits of this system. However, with the sidestick the standard deviation is much
lower for the ILS and NDB conditions with the autothrottle system off than for the
Plight Director (FD) condition in which the autothrottle system was on. This suggests
that the pilots may have made many small corrections to ensure that the N1 did not
deviate very far from its mean value. This assumption is confirmed by Pigure 8 which
shows the reversal rate for N1. The pilots made many more throttle inputs resulting
in reversals of N1 when they flew with the sidestick and the autothrottle system off
{ILS and NDB conditions). This leads to the assumption that the pilots had more time
available to manage the throttle and input changes when they were flying with the
sidestick. These effects were again established at the p < 0.001 level.

5.4.4 - Pilot taskload

The suggestion that the taskload of the pilots was reduced was confirmed by analyzing
their inputs to the sidestick controller. The position of the sidestick was measured
in terms of its pitch and roll angles. However, a pilot using the sidestick is free
to move it in any direction to accomplish simultaneous control of pitch and roll.
Therefore, the most mneaningful measure of pilot inputs to the sldestick was a
composite reversal rate. This rate was calculated by counting a single reversal for
any second in which either or both pitch or roll angle reversed.

The comparison of the composite sidestick reversal rate for the sidestick-flown
circuits with the summed reversals of the ailerons, elevators and pitch trim tabs for
the circuits flown with the conventional controls provides a direct measure of any
reduction in pilot taskload for controlling the pitch and roll of the aircraft. Any
elevator, pitch trim or aileron surface movement in the conventional control trials
was associated by definition with a control movement since all flying was under the
manual control of the pilots. The results of comparing sidestick reversals with the
sum of reversals for pitch trim, elevator and aileron is shown in Figure 9. Pilots
achieved the smoother and more efficient performance described above with over a 50
percent reduction in control inputs. Considering a numeric filter to take away
sidestick vibrations not introduced by the pilot (less than 0.02°/minute) it was
possible to show even more allevation.

The benefits of this greatly reduced task loading on the pilots are obvious. Their
ability to cope with emergencies should clearly be enhanced. The accuracy associated
with non-control tasks such ag internal and external communications should be greatly
improved while workload is simultaneously reduced.

5.4.5 - Pilot workload

An examination of the table below shows a slightly lower mean workload for the
sidestick/fly-by-wire flights but this effect was not statistically significant the
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evperiment not having concentrated specifically on this issue. Alsc apparent is that
the expected ordering of conditions with respect to workload was again achieved.

These results show that the sidestick-FBW managed flights were not associated with
any higher workload even with pilots who were very inexperienced in the use of these
new flight controls at the time of the experiment.

Mean Standard Deviation
Conventional 6.7 2.3
Sidestick/FBW 6.4 2.2
Flight Director 5.7 1.8
1Ls 6.9 2.2
NDB 7.2 2,5

6. WORKLOAD MODELLING APPLICATIONS
6.1 - Programme Evolution

Because of the cost and time pressures associated with minimum crew demonstration,
Airbus Industrie decided to investigate the possibility of developing a mathematical
model capable of predicting pilot workload ratings in a valid and reliable manner. If
such a model could be validated, it would also have utility beyond the certification
of new aircraft. Another use would be during the development of new aircraft to
assess the potential implications of design decisions on workload. A valid model
would also find use as a measure of training proficiency. Figure 10 illustrates the
several steps that were already performed in view of this final goal and these are
described in the following.

6.1.1 - 1dentification of varlables

- The first step in this process was to determine if there was any statistical
relationship between the scale ratings given by pilots during flight and directly
measurable aircraft system performance measures. As part of the BFIS performance
criteria study performed with Dunlap & Associates Inc. in 1982 and referred to in
5.2, a number of multiple regression equations were developed providing a good fit
between workload ratings and various aircraft performance measures as the
independent variables. This work reported in Agardograph n° 282 (Speyer J.-J., Fort
A., Blomberg R.D., Fouillot J.-P., June 1987) effectively suggested that a valid
model could be built.

-~ Also included in thls first step was the use of physiological variables to assess

pilot workload. Since its inception in 1980 work in this field with the Cochin

Laboratory of Physiology is founded on the assumption that these measures reflect

the level of neurological arousal determined by the demands of flight performance.

Largely based on the study of ECG's, work was not limited to that of heart rate

average alone, modifications of which are well known since long for acute phases of

flight such as take-off, landing, delicate manoeuvers or flight incidents

(Dr Roscoe A.H., October 1986 ; November 1986 ; June 1987 ; September 1988 ; Tekaia

et al,, 1981 ; Poulllot J.-P. et al., September 1988). In this context, the

introduction of contemporary cockpit systems tends to reduce physical activity in
pilot workload and increased the utility of heart rate variability as a potential
indicator of mental workload and emotional stress.

Following the A310 Minimum Crew Demonstration Dr. J.-P. Pouillot of the Cochin

Laboratory of Physioclogy (Foulllot J.-P. et al., 1985 ; Tekaia et al., 198%)

demonstrated a significant correspondence between a set of Theart rate

variability indices and exponential heart rate averages (derived with Dunlap &

Associates) and the subjective Airbus Workload Scale.

Modelled after the Cooper-Harper scale, the Airbus Workload Scale was also adapted

from workload theories developed at MIT by Simpson and Sheridan (January 1979) and

in the ESAU by Wanner (Wanner J.-P., 1969). It consists of 7-points from 2 to 8 and
offers one rating choice for the low workload category (2), two rating
possibilities for the moderate (3, 4) and two for the high (5, 6) workload
categories. The two remaining rating alternatives concern extreme (7) and
supreme (8) workload cases that require cautious judgement during post-flight
assessment. As demonstrated by means of FPactorial Analysis of Correspondences

{Benzecri J.-P. F., 1980) in Agardograph n°® 282, higher pilot workload ratings

tend to correspond with higher heart rate and lower heart rate variability while

conversely lower ratings are associated with lower heart rate and higher
variability measures.

6.1.2 - Nodel development and calculation

- The second step was to choose a specific approach, collect enough data and
actually calculate a model. With the research results mentioned in the above it
was reasoned that workload ratings collected in minimum crew certification
campaigns might be modelled using not only data extraneous to the crew f{aircraft
flight performance parameters and flight status measures) but alsoc data
intraneous to the pilots (heart rate measures). That work was accomplished using
the data collected from the A310-200 crew complement demonstration held in early
1983, It provided an excellent basis for initial model development since the
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60 flights of this campaign contained an abundance of data including subjective
ratings, aircraft performance measures and heart rate recordings of the 14
participating pilots.

The flight scenarios used in this demonstration also covered a relatively wide
range of normal, abnormal and emergency flight conditions representative of the
range of situations that a useful model would be expected to predict. As
reported in Agardograph n* 282 the coordinated effort between Airbus Industrie,
punlap & Assocliates and Cochin Laboratory of Physiology resulted in the
calculation of over 50 Aifferent models of pilot workload. Stepwise Multiple
Regression and General Linear Modelling (Neter J., Wasserman W., 1974) were used to
by Blomberg derive these, the best of which was selected for application. Overall,
the following data entered the development model:

- 22 alrcraft performance measures (exponential averages, rates through zero,
reversal rates, number of AFC modes on),

- 14 heart rate measures (level, difference-baseline and overall mean,
trend~short & long term, variance-short & long term),

- 4 flight status variables (flight condition, flight phase, scenario group,
pilot duty).

The model f£fit quite well (R = 0.665) with actual pilot ratings and was
statistically significant (F = 8.71, p < 0.0001). However it used 107 degrees of
freedom and the coefficlents of some of the terms in the model were not
significantly different from zero. It also included some parameters, such as
tailplane deflection and scenario group, which might not be widely applicable to
other aircraft and flying situations.

6.1.3 - Model validation and simplification

- The third step was therefore intended to reduce the complexity of the model by

removing measures which are difficult to collect and those which might not have
widespread applicability across aircraft types. Another objective was also to
validate the revised model resulting from this simplification.
To accomplish this an independent set of data was needed which contained all of
the measures in the model and associated pilot ratings but which were not part
of the data the model was built from. Route proving flights of the A310-300 in
early 1986 provided the most reasonable way to attempt such a validation. It was
reasoned that this generally similar but sufficiently different model would
allow a fair initial test of the model while still providing an indication of
its ability to predict reliably across aircraft types. The avionics software is
for example a more advanced version than that used in the Dbasic A310-200. The
A310-300 also has a tail-mounted fuel tank which can be used to shift the
aircraft's center of gravity for improved fuel economy.

Additional validation was also smght by including at least one pilot who had not
participated in the A310-200 campaign. Two crews were consequently selected one of
which had flown extensively in the previous program and was well represented in the
data on which the model was built. The second crew was made of two airline pilots
who regularly fly both A310 variants. One of them had participated in the previous
campaign but contributed few ratings to the data the model was based on. The other
pilot had not participated in any previous work at all.

The four scenarios selected for the validation flights were chosen to represent
the full range of observed ratings during the initial campaign and involved
normal flight, flight without autothrottle, engine-out operation and f£light
without ECAM. Destinations, flight durations and routes were selected to be
representative and similar to those used with the A310-200. Each scenario was
flown twice, once by each crew, to accomplish a repeated-measures design for a
total of eight flights.

The first development effort had utilized a split-half design to calculate a
model and assess its validity. Under this approach, the data for the 1282
available ratings taken during the A310-200 certification flights were divided
arbitrarily into two halves. A model had been calculated on one half and
validated on the other. For the model simplification effort, an entirely new set
of 775 ratings from 8 flights in a slightly different type of aircraft was
avallable as validation data set. All of the 1282 data points in the development
data could therefore be used for model building with the new data reserved
solely for validation.

The task of revising and validating the model involved extensive data processing
and management using similar measures and statistical techniques as in the
initial development. Data management was again a major undertaking both because
of the slze of the data and because four different sets of information recorded
in completely different ways had to be integrated, e.g. rating data, aircraft
data, heart rate data and log data. The latter provided time-based references
with respect to flight phase, flight condition, type(s) of failure(s) and
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specifications cf pilot flying/nmon flying. In short, the following type of data
entered the revised model:

- 10 aircraft performance measures,

- 11 heart rate measurcs (rating pilot 4; non-rating pilot 7),

£light condition,

£light phase,

pilot role,
. number of ECAM displays available,
. number of FMS's available,
autothrottle available or not.

1
- 6 flight status variables, e.g.:

This represents a significant reduction in complexity from the original. The
ability of the simplified model to predict accurately the ratings given by the
pilots was not reduced meaningfully by the process of simplification. The multiple
R for the revised model was 0.664 as compared to 0.665 for the origimal version.
Also, the statistical properties of the revised model are superior to the original.
It uses only 63 of the available degrees of freedom compared with 107 for the
earlier version; its F-value is almost double that of the original (F = 15.21, p ¢
0.0001).

In addition to improved statistical properties, the revised model does not
contain any aircraft measures which are not normally available on present and
contemplated ject transport aircraft, It also, does not contain any flight status
measures which should present a data collection problem. The data for each of
the measures used is typically recorded on standard £flight 7recorders. The
revised model was used to calculate predicted values for the 775 ratings
collected during the eight A310-300 route proving flights. The calculated rating
values were then correlated with the actual ratings. The Pearson product woment
correlation coefficient between actual and calculated rating scores was 0.44
(significant with p < 0.0001)., Thus, it was possible to conclude that the model
as developed in the A310-200 was valid and 1likely applicable across an even
wider range of aircraft types and flying situations.

The successful validation of a workload calculation model meant that the model
could be used confidently 1in certification and as an aid to aircraft
development. There was stil)l no practical evidence however of the applicability
of the model to the next generation of Airbus aircraft which will all have
sidestick controllers and fly-by- wire control systems. The model had been
developed and validated in a conventional control environment. Since fly-by-wire
control can change the response of an aircraft under certaln flying conditions
efforts had to be devoted to determine if the model could make the tramsition to
fly-by-wire. Also, the output of the model can be considered as a pilot/
aircraft system performance measure which could €ind application for pilot
selection and training provided norms for pilot groups of interest can be
established. But similarly, there were no insights on how the model might react
in the various manoeuvers used in pilot training.

6.1.4 - Model application to_the fly-by-wire concept

- The fourth step in building a workload calculation system aimed therefore at
2xamining the model's performance with sidestick/fly-by-wire and in specific
manoeuvers more 1like training than any previous use of the model had allowed.
Referred to earlier as part of the development program for the A320,
demonstrations on flying testbed A300 n°® 3 provided an ideal platform for
further investigation. This aircraft was experimentally equipped with dual
sidestick controllers and a hybrid fly-by-wire control system.

Tye flight plan for demonstrations to airline and Airworthiness Authority guest
pilots involved extensive free flying as well as six special manoeuvers described
as follows:
simulated engine failure at take-off rotation,
. high ¢g demonstration up to a 2 g load,
. bank angle limiting demonstration with roll angle exceeding 35°,
.  low gpeed stall protection demonstration at high angle of attack,

. transfer of command input demonstration after erratic take-over
from the other pilot,

. over-yotation at take-off to demonstrate transfer of command
and flight envelope protection.
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An additional objective was to assess the rationality of model calculations in
the context of the type of flying conducted in these demonstrations. The nature
and organization of this demonstration flight program did not permit the
collection of actual ratings for which visiting pilots would have had to be
trained. Previous collection of workload ratings in the A310-300 could provide a
basis for determining if the model's operation was reasonable taking into
account the flying problems presented and the fact that the pilots were having
their first-ever fly-by-wire experience. Time pressure and other factors made it
also impossible to have all guest pilots equipped with heart rate sensing
equipment. So only a subset of the total number of flights was available for
analysis.

The pattern of estimates by flight phase appears quite reasonable and consistent
with both expectation and previous workload research. As depicted in figure 11
workload profiles are logically following what might be expected from flight
phases. Also, the values for CM2/PNF- Airbus test pilots, three of which
contributed to the data included -are below those of CM1/PF— experienced guest
pilots, eight of which had been instrumented. This ' is not surprising since these
eight flights were typically the first sidestick/fly-by-wire experiences for these
visitors and for some their first flying an A300.

Another pattern of results concerns the relationship among the four £light
conditions. Depending on the additive coefficients in the model, these
conditions logically ranked themselves as failure with associated checklist being
exercized, failure condition, normal situation with checklist being exercized or
normal condition, these four being in order of decreasing values. As shown in
Figure 11 the differences among flight conditions are greatest during the in-flight
phases and least for the relatively low workload taxi phases. The consequences of
diverting the attention of a crewmember to an emergency or checklist are certainly
greater when the aircraft is in the air than when it is on ground.

Assessing individual flight graphs with normal flight conditions in Pigure 11 also
provides a feeling for the role that heart rate variability data play in the model
since at any given time all other parameters are the same for CM1/PF and CM2/PNF
estimates. Moreover, the extent to which the model's estimates for CM1/PF and
CM2/PNF are equivalent in level and shape can be interpreted as a direct measure of
how well the crew is coordinating and sharing workload.

An examination of Figure 12 reveals an excellent correspondence between the Fbw
demonstration data and the A310-300 validation study data, either actual or
calculated. The actual and calculated values being highly correlated (r =
0.961), the normal flying data for the demonstration flights also correlate well
with these validation data (r = 0.759). The major differences are for take-off,
cruise and taxi before take-off and can easily be explained. The take-off data
for the FbWw demonstration flights are the guest pilots' first encounter with the
fly-by-wire system which certainly could be expected to increase workload. The
initial cruise phase in the FDW demonstration flights was relatively short
lasting only 30 seconds on average. It was only at an altitude of 10.000 ft,
with the guest pilot still unfamiliar with the aircraft and the autopilot not
engaged. The cruise phases of the A310 validation flights were sustained periods
of level flight at high flight levels usually involving the autopilot. The
relatively low estimates for taxi before take-off are also attributable to the
nature of the demonstration flights. There were no MEL items for pilots to deal
with as in the A310 validation flights, CM2 was taxiing and the presence of a
CM3-flight engineer further reduced any load on the pilots prior to take-off.

The flight program also included six special manoeuvers in order to demonstrate
various aspects of the fly-by-wire control system to these guest pilots. Five of
the six manoeuvers were essentially basic flying problems and were therefore
assuming the normal flight condition. The simulated engine failure at take-off,
however, was estimated as a failure flight condition. As graphically depicteqd,
Figure 13 shows that each special manoeuver was associated with an elevation in
workload estimates for both crewmembers except for the bank angle limiting. An
engine failure at take-off, a steep dive and pull up into a 2 g climb,
approaches to stall/high alpha and seemingly irrational control inputs at
critical points in the flight path (overrotation and transfer of command) would
all be expected to cause workload to elevate. The absence of an increase in
predicted workload for the bank angle limiting is not unexpected since it can be
assumed that guest pilots often had banked aircraft beyond 35 degrees especially
at safe altitude and airspeed. The purpose of this manoeuver was to demonstrate
the limiting properties of the control system and not to generate anything
extreme. The extent of the increase of CM1 versus CM2 is also orderly. Workload
for both pilots is highest for the engine failure at take-off. The overrotation
and transfer of command manoeuvers elevate the workload for CM2 more than for
CM1 because CM1 is flying the aircraft and making critical control inputs.
Similarly, the high alpha approach causes a much greater increare for CM1 than for
CM2. This is likely since contrary to the CM1 the CM2 is familiar with the fact
that the fly-by-wire will prevent a stall while the alpha floor will trigger
maximum thrust.

o
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Whether for the normal flight phases or for the special manoeuvers one of the
workload implications emerging from these demonstration flights is that absolute
vorkload levels for guest pllots were not as high relative to the Airbus test
pilots as might be expected for pilots just transitioning to sidestick/fly-by-
wire. This supports the notion that transition to this new flight control should
not present any major handling problems. Overall, the results clearly showed the
ability of the model to produce realistic estimates for the various phases of
flight and for the special manoeuvers even though these demonstrations departed
dramatically from conditions inherent in the model's development and validation.
Had there been any inherent problems in the model these would likely have been
unveiled during this fourth step.

6.1.5 - Model application to the first f£light of A320

Finally, the f£ifth development step was the application of the workload model vo the
very first flight of the A320 with both pilots equipped with heart rate monitoring
sensors. This was not a formal experiment but, rather, an exploratory effort and a
further chance to exercize the model under highly tnusual circumstances.

The internal consistency of the model's estimates for this first flight (Figure 14)
again strongly suggested that it is a valid tool even with a sidestick/fly-by-wire
aircraft. It was particularly noteworthy that the model was able to function acceptably
even though the heart rates of both pilots were fairly high.

These high rates were not unexpected in a situation with as much relative anxiety and
excitement as a maiden flight of a new aircraft. However, the model's ability to cope
with them, was a further indication of how robust it is to a wide range of flying
situations.

It was therefore concluded that the model was ready for operational use as part of
flight test and, in particular, as experimental tool for the A320 certification.

6.2 - Programme Application
6.2.1 - Objective of the Alrbus Calculation System

As the A320 approached certification it had, like all other commercial jet aircraft,
again to demonstrate its ability to operate in the rcal-world environment of crowded
airports and airways, flying a rigorous schedule covering the length and breath of
Europe (Speyer J.-J., Monteil C., February 1988).

The main objective of this particular demonstration was indeed to satisfy
certification requirements for the A320's minimum crew complement as laid out in FAR/
JAR 25.

This was achieved by using different means to comply with the regulation:

- reviews of procedures and checklists resulting from flight debriefings and
pilot comments,

- workload analyses of subjective workload rating evaluations as performed
carlier for the A300 FF/A310 certifications, with pilot and observer
assessments,

~ workload calculations by means of aircraft parameters, physiologic and
flight status measures as objective substantiation of pilot and observer
assessments.

The first phase of these intensive trials were run for 8 days in January 1988 and
involved a series of 50 real flights on a typical short/medium haul network flying up
to 7 sectors a day. Four different crews took part: three were composed of an airline
pilot (acting on behalf of the certification authorities) and of an Airbus Industrie
test pilot, while two airworthiness authority pilots made up the fourth crew. A short
campaign of 20 simulated flights took also place but is not being reviewed here since
the workload model has neither been validated nor yet adapted to simulator use.

Subjective rating by pilots may bring an undesirable intrusion on the flying duties
of the crew causing distractions particularly when workload is high and should be
avoided by the observers. For example, across all 50 flights of the flight campaign,
a total of only five ratings was requested during take-off and only twenty five were
asked for during landing, compared to a total of more than 2.200 rating reguests. Put
to practical test, the Airbus Calculation System was therefore used to provide
continuous estimates for each second of flight, an even wider and more valuable
application than had been performed before.

6.2.2 - Data collection procedures

Data collection included acquisition of heart rate data for both pilots using
portable recorders and aircraft data by using on-board recording equipment. Figure 15
schematizes the patent pending Airbus Workload Calculation system.
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Cardiac periods were recorded from the electrocardiogram of each pilot by means of a
portable microcomputer (VITALOG PMSB). A specific program enabled the identification
of the heart rate record, its synchronization to the flight parameters, the test of
each cardiac period and record. The resulting data was store@ in solid-state memory
for subsequent recovery and display by a personal computer acting as the Data Manager
and installed in the A320. Saved in binary format after each flight, the physiologic
data was subsequently converted in decimal format and transferred to a ground-based
personal computer when returning to base to be checked and processed into heart rate
variability indices. The aircraft data was also converted to a standard format, 9
track, 1.600 BPI magnetic tape for use by the calculation programs, all of which were
designed to run on the PC-system.

Logging of flight events and crew activities by qualified observers and from closed-
circuit video screems allowed to determine actual flight condition so as to have only
one rating calculation rather than the 4 parametric possibilities according to
normal/emergency or checklist/no checklist combinations. This observation was also
synchronized with ECG-recordings by means of an identification signal at the start of
observer logging.

Analysis included the determination of flight phases from the aircraft data followed
by the calculation of workload estimates and the preparation of output tables and
graphic presentations.

6.2.3 - Scenarios of the A320 Campaign

Having received somewhat limited training compared to genuine airline standards -not
an exception at that stage of aircraft development- all crews had to demonstrate the
necessary understanding and ability to handle problems and failures involved in
sometimes very demanding scenarios. Their purpose in the context of minimum crew
demonstration was to provide a range of low to high workload situations in order to
determine the suitability of the A320 for operations with a crew complement of two
pilots., Twelve different flight scenarios were drawn which each crew flew at least
once.

with newly introduced FBW technology, an integrated FMGS {AFS + ATS + FMS) and a
rearranged EIS architecture (EFIS + ECAM), the A320 exercize focused on simulated
provlems {flight and dispatch) pertaining to:

- Fly-by-wire computer failures {BLAC, SEC, FCDC) resulting in transitions to
alternate and direct control or manual flight,

- FPlight management and guidance failures resulting in manual £light,
conventional navigation and loss of automatic radio and navaid selections,

- Automatic thrust control fajlures resulting in manual throttle handling,

- Electronic failures concentrating on ECAM (complete loss, loss of aural
warnings, local warnings only, loss of red and amber cautions) or on EFIS,

- Electronic failures concentrating on BFIS (loss of display unit, electrical
problems, flight controls unit failures causing the loss of the EFIS control
panel and automatic selections on navigation displays).

Astutely combined, these cases were covered by the first seven flight scenarios, the
remainder concentrating on rather traditional themes also exercized in former
demonstrations:

- pressurization loss followed by emexrgency descent or by manual control,
- electrical AC or DC problems,

- hydraulic failure resulting in gravity gear extension,

- incapacitation of captain or first officer.

In principle, an efﬁg;t was made to limit the combined event probabilities to a
realistic level of 10 '/flying hour but in several cases it was necessary to go beyond
this objective in order to find the most judicious combinations of failures. The normal
flight scenario was maintained on purpose to evaluate the impact on workload in these
conditions. Weather was representative of winter operations, flights were routed through
heavy traffic areas.

6.2.4 - Statistical tests

Two main products are derived from the Airbus Workload Calculation System: statistics
and calculated timelines.

A series of analyses was undertaken to gradually determine the validity of using the
model on the A320:

-~ correlation coefficient between actual and calculated ratings on a
case-by-case basis,
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- correlation coefficient between actual and calculated ratings per flight
phase,

- correlation coefficient between actual and calculated mean ratings per
scenario type,

- calculated mean ratings by flight phase and for each crewmember on a
£flight-by-flight basis.

It should be clearly kept in mind that the model produces an estimate on the same
workload scale from two to eight as practised through dynamic worklocad rating by the
pilots. .

overall, of the 2382 ratings for which data for both the model and the pilot's actual
quotation were available, the correlation coefficient was 0.498. This is higher than for
the A310-300 limited validation (0.44) and 1s also associated with much less than one
chance in 10.000 that the finding is not real.

when the actual and calculated ratings for the in-flight-only phases (take-off, climb,
cruise, descent, rapid descent, approach and landing) are correlated, the coefficient
increases to 0.534. The correlation between actual and (predicted or processed)
calculated mean ratings for the in-flight phases reaches 0.729. As shown in figure 16
the correlation by scenario mean is also excellent at 0.772. These high correlations
leave virtually no doubt that the worklocad calculations stemming from the model are
valid and further support the applications of this technique.

6.2.5 - Timeline Plots

The validity of the workload model calculations having been shown, it became relevant
to use the calculated rating values to analyse each flight in more detail than was
possible with the number of actual ratings which yielded the calculated timelines.

Timelines were drawn for actual and calculated pilot ratings {(every 15 seconds from
the start of data acquisition) for all of the 50 £lights of the campaign further
providing graphical confirmation of good correspondences as exemplified by figure 17.
Planned, simulated failures as part of the test scenario are indicated by triangles.
when the failure was reset during flight, both a starting and ending triangle are shown.
If the failure continued throughout the flight, only a single triangle is shown.

The relative shapes and position of the curves for (M1 and CM2 provide an indication
of the workload imposed during the various phases of the flight by the scenario and
the regular task of flying that route on that very day with its prevailing weather
and ATC conditions. The curves also present a view of the degree to which the crew
shared the workload throughout the flight. The staggered appearance of some curves
(Figure 18) points to possibly pilot-induced lags in level, phase and tendency. It
should be remembered that the pilot rating interrogation process is strictly under
control of the observer and that the rating requests are sometimes delayed to avoid
possible intrusion especially when workload is higher than usual. Being required to
provide "an aggregate rating since last request" pilots may at times put more or less
weight than appropriate to account for past workload trends especially when they
asked for ratings soon enough after the onset of these workload increases or
decreases. Too frequent requests in the absence of any really significant workload
shifts can on the other hand induce serial dependencies. At some point here, the
pilot may rate one category higher or lower because he either thinks the observer
genulnely notices different workload from his side, either he decides to disrupt the
monotoneous pattern of always providing the same rating.

6.2.6 - Discussion

The calculated curves need to be assessed in the context of actual scenario progress.
Figure 16 depicts an ECAM/FAC situation type with logical concordances between
failure onset/cancellation and calculated model responses confirming workload trends
stemming from subjective ratings. For crews with apparent lack of knowledge, training
and experience some basic scenario combinations (as in Figure 19) appeared to add
difficulties to the extent that some kind of adverse synergism contributed to create
even higher workload than for each problem taken individually. Overall and in most
planned scenarios workload was low to moderate with a smaller proportion of higher
workload. Prolonged legs (Figure 20) with no technical failures nor operational
difficulties brought some crewmembers to very low workload levels only to be incremented
during descent and approach phases. This adds to the growing body of evidence that the
long debated issue of pilot overload may have overshadowed an equally appropriate focus
on Jjust the opposite concern which is underload (Clauzel J.S. and G. Stone,
November 1983).

Calculated ratings also provide additional information for those times and situations
during which there were not too many actual ratings to reach a workload assessment.
Special effects can be assessed such as FBW control law transitions from normal to
alternate and reverse or from alternate to direct law prior to 1landing as
respectively illustrated in Pigures 17 and 18. In no cases did any of these transitions
hamper pilots for landing. In a related way, an increased workload pattern for the PF in
one of these certification flights was explained by a windshear encounter just prior to
landing. Judgment and expertise need to be exercized to assess the calculated timelines
with regard to workload acceptability and variability.
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6.3 - Application to the atudy of errors and automation

one of the other advantages of calculating continuous measures of workload is that an
attempt can be made Lo relate spontaneous crew errors to the worklcad level at the
exact point in time that the error occurred. Crew workload is one of the most
important human factors parameters in aviation because high worklocad can lead to
crrocss. Sustained high workload levels will overtax the crew, limit spare capacity to
attend to anything but the task at hand and hereby increase the probability of error
and accident. Conversely, sustained low workload may also lead to errors since the
pilot may lose situational awareness and have difficulty getting back into the loop.

Blomberg and Schwartz took the unique opportunity offered by the A320 minimum crew
demonstration to investigate more fully the relationship between worklocad and errors. In
these certification flights crew errors had to be detected by the pilot observers,
recorded at the time they occurred and entered into the data collection system.

6.3.1 - General approach

Errors were categorized by their severity as (Speyer, Monteil, February 1988):
Minor (M) - Slips or procedural problems which could be fixed promptly,

Important {(I) - More serious deviations from proper procedures which were
ultimately corrected or errors not related to safety which went uncorrected
by the crew,

Safety-related (S) - Problems with the potential to degrade safety whether
corrected or not.

Only one of the 75 identified errors was deemed of the "Safety-related" type by the
observers. This error was one of the "“knowledge-representation" type with momentary
scenario interruption decided by the Flying Director subsequent to a complete loss of
radiocommunications wrongly suspected by the crew. For the purpose of these analyses
this error was combined with those in the "“Important" category for a total of 17 in
both categories. The remaining 58 errors were judged to be "Minor".

These same errors were also categorized as to the pilot's likely awareness of their
occurrence (Blomberg, Schwartz et al, September 1988):

. Unaware (U) - Errors not resulting in an alarm or any immediate or long term
change in the aircraft performance or flying task,

Aware (A) - Errors resulting in an alarm or the almost sure need for
remedial actions at some time relatively soon after the error had been
committed.

Examples of the "“Unaware errors" concern cases such as checklist omissions, slight
deviations from target £light 1levels, and incorrect barometer settings. Examples of
the "Aware-type" include failure to notice the autopilot was disconnected, lack of
speed holding in climb, or forgetting that both autothrottle systems were lost.

The underlying assumption of this categorization is that error awareness produces
different workload cffects due to remedial activities or emotional reactions than
errors that go unnoticed by the pilot.

Errors were located on the timecline plots of calculated workload ratings to assess:

. the relative workload level at the time or the error with respect to the
total workload profile, i.e. low, medium or high,

. the workload trends prior to and immcdiately following the time of the
error, i.e. increasing, decreasing or steady.

6.3.2 - Results and Discussion

Whereas the M errors were approximately evenly distributed among low, medium and high
relative workload segments, the "I1+S" errors on the other hand were most likely to be
observed during periods of medium and high prevailing workload and relatively
unlikely to occur with low workload.

While "M" errors were to be associated with decreasing workload, "I+S" errors
appeared to be rather 1linked with increasing workload. A significant statistical
indication prevailed for almost half of the "pilot aware"-errors tn happen in periods of
increasing workload and half of the “pilot unaware'-ones to take place when workload was
decreasing.
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Error awareness was however not systematically related to any of the three prevailing
workload levels themselves.

All of the "I+S" errors that occurred at a high workload level were associated with
increasing workload just prior to the time of error and usually with decreasing workload
thereafter. This suggests that when workload is high and increasing and an error occurs,
that error will be severe.

Any workload decrease after the peak may be the result of the pilot “giving up" and
shedding tasks, Jjust as it may simply be an artifact of the exercize since expert
assistance is always available from other specialists in the cockpit.

Conversely with workload decreasing before an "I+S" error, it was more likely to level
off or increase further on which is consistent with the possible generation of workload
by the higher severity errors.

workload data could also be used for a more molar analysis to investigate the
relationship between workload and automation.

In the A320 certification flights, scenarios were arranged to vary the flying problem
presented to the pilots. In the process of creating scenarios, the automation level was
not systematically varied. However, three of the 12 scenarios had different but
relatively constant levels of automation for the majority of their in-flight periods.
Aggregating both pilots' second-by-second model estimates by phase and for each of the
three scenarios considered helped to derive a potentially strong inverse relationship
between workload and automation level confirming practical experience. The lowest
automation scenario that required conventional navigation on standby instruments shows
the highest average workload. And the highest automation situation, which is normal
flight, provides the lowest workload. Finally, the moderate automation case, which
involved systems monitoring without the ECAM displays or cautions & warnings, lies in
between.

7 - CONCLUSION

As a tool to investigate the impact of new technology or the effect of human factors on
the operational interface, the Airbus Workload Model opens new avenues in the study of
workload and vigilance and their relationships to both errors and automation. One of the
great strengths of the model is its ability to offer continuous data, a unique
opportunity which no other documented workload technigue offers throughout the entire
duration of a real flight.

Much further work remains however to be done to evaluate the impact of aircraft
technology. Which should be performed more thoroughly by also investigating the impact
of the airline operational environment itself. The Airbus Workload Model will soon be
put to test in actual airline operations teaming up with medical research as to the
effect of monotony on vigilance and biomechanical behaviour (A. Coblentz, G. Ignazi, R.
Mollard, M. Sauvignon, October 1986). In this context, the upcoming trend towards ultra
long-haul opecrations will accentuate the issue due to low cruise workload and high
automation, circadian rhythms, sleep disturbance/deprivation, duty time and ensuing
fatigue (Wegmann H., Conrad B., Klein K., March 1983; Graeber C. et al, December 1986).
Due consideration will be needed to assist the crew in maintaining sufficient vigilance
by means of flight procedures or aircraft systems tailored around human performance and
cognitive engineering. Ensuring a safe response from pilots even in periods of diffused
arousal will need proper reactivation in order to bring them back into the informational
loop and maximize their situational awareness if necessary [(Nagano H, October 1985).

Inevitably, some of this work will some day have to focus on human performance
capabilities, i.e. on the characteristics of good airmanship. A number of studies from
Gopher (Copher D., 1982 ; Gopher D. and Kahneman, 1982) have indeed indicated that good
pilots significantly differentiated themselves from less well performing ones with
regard to their mental attention and concentration capabilities.

More understanding of pilot knowledge representation and of learning and cognitive
processes will also be required to better understand pilot behaviour with regard to new
technology airplanes. The existence of a technically stimulating environment (as for
test pilots), the pilot selection process, the training level of the airline, discipline
in operations, personality traits and the high degree of functionality in new technology
interfaces, all have brought to bear wide variations in perceptions and knowledge
representation of aircraft systems. A number of studies from Boy (Boy, 1988) have also
stressed on the organization of learned analytical knowledge and on its progressive
transfer into compiled situational knowledge and controled processes as a function of
the topic's structure or problem to be solved.

Airbus Industrie is fully committed to human factors analysis in flight test development
and operations engineering. But it has an even larger commitment to an informal human
factors orientation in cockpit/aircraft procedures' design and operational review. The
major cmphasis being on safety and design-induced error tolerance it will maintain put
an adapted emphasis on formal ergonomics studies. Research funds being limited Airbus
Industrie will nonetheless continue to apply itself towards selected topics in the
investigation of the impact of aircraft technology on the operational interface.




11-26

C*

EFCS
EFIS
BICAS
EIS
ELAC
ESAU

FAA

FAC
FADEC

FCC
FCDC
FCU
FFCC
FMC
FMGS
s

FWC

HSI
ILS
INS
iRs
JAR
MCDU
MIT
MSN
Nl
NASA
NAV
NSTB

op

REFERENCES

Alternative Current

Attitude Direction Indicator
Automatic Flight Coutrol
Automatic Flight Control System
Automatic Flight System
Analysis of Variance

Auxiliary Power Unit

Air Traffic Control
Autothrottle system

British Aerospace

C-star fly-by-wire control law
Category III/IIX

Control and Display Unit
Crewmember 1: left seated pilot
Crewmember 2: right seated pilot
Cathode Ray Tube

Direct Current
Direction Générale de 1‘'Aviation Civile

: Distance Measurement Equipment

Electronic Centralized Aircraft Monitor

: Electrocardiogram

o e ee s v sa

o se ae se se ae

Electronic Flight Control System

Electronic Flight Instruments

Engine Indicating Caution and Advisory System
Electronic Instrument System

Elevator and Aileron Computer

Federal Aviation aAgency

Flight Augmentation Computer

Full Authority Digital Engine Control
Federal Airworthiness Regulations
Fly-by-wire flight control system
Flight Control Compute

Flight Controls Data Concentrator
Flight Control Unit

Flight Director

Forward Facing Crew Cockpit

Flight Mode Annunciator

Flight Management Computer

Flight Management and Guidance System
Flight Management System

Flight Path Vector

Flight Warning Computer

High Frequency
Horizontal Situation Indicator

Instrument Landing System
Inertial Navigation System
Inertial Reference System

Joint Alrworthiness Regulations

Multipurpose Control and Display Unit
Massachussets Institute of Technology
Manufacturer's Serial Number

Engine fan speed thrust control parameter
National Aeronautics and Space Administration
Navigation: horlzontal mode of the FMS
Navigation Display

Non Directional Beacon

National Transportation Safety Board

: Open Profile
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TFD : Primary Flight Display
PROF : Profile: vertical mode of the FMS
RMP : Radio Management Panel
Sh : System Display
SEC : Spoiler and Elevator Computer
SID : Standard Instrument Departure
SPD : Speed Mode of AFS-ATS
SRS : Speed Reference System
SSR : Secondary Surveillance Radar
STAR : Standard Arrival Route
TCC : Thrust ControlComputer
VFW : Vereinigte Flugwerke
VHF : Very High Frequency
VOR : Very High Frequency Omni Directional Range
WD : Warning Display
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