i
o
8
\
v
|2
e
"

iq‘ 'ff"]H e EREOE @

13 A% T i"A"4 = . - Form Approved
REPORT D"?'CWNT;\AT?’ON PAGE OM8 No 0704-0138
"3 RIP0AT SEC_RY L A La ON =T 5 RESTRICT € MARKAGS
o eaars Y ELECTE:
SWCLASSITIED I Ay | Sl P Ay
T iie Ry CoAss FOSTRIBUTCN. AVALLABIL.TY CF REPORT

EOTT TR TDEC 0 7 1989 §

13 SfC_AsS s AT N JCWAGRADING scwg Q
5,
<4
Ll

4 283EC ANV NG CSRCANIZAT GN SEPORT NLAMBERS) S VIONITCRING CRGANIZAT.ON REPCART NUMBERLS)
e DL ! APCIR-TX- 9.1 5§06

ta NAME OF PERFORMING SRGANIZATION b OFFCE 3YMBOL 7a NAME OF MONI/TORING QRGANIZATION
(If applicable)

pproved for public release;
Istriouc:ion unlimiced.

—erican Instizute Of Aeronauti
LSRR S SRS Air Force Ofrice of Sciengiiic esasza
¢ 20C0ESS (ity, State, ang 2P Coae) 75 ADDRESS (City, State, and ZIP Coae)

AD-A215 481

1T L Znafant Promenade, 5. . Building 410
i D2C  20024-2313 Bolling AFB, DC 20332-6448
NG SPONSCR'NG 30 OFFCE SYMBOL 9 PROCUREMENT NSTRUMENT DENTIFICAT.ON NULMBER
(If applicavbie)
M AFOSR-87-0159
State, and 2IP Code) 10 SCURCE OF FUNDING NUMBERS
PROGRAM PROJECT TASK WORK LNIT
Ana - ELEMENT NO. NO. N . ACCESSIO!
0C 20332-6643 E o (e} Q CCESSION NO
61102F 2304 A7 ]
TITLZ linciuge Security Llassification) CAIAA-3T7-1633)

TND ALAA/NASA/USAT SYMPOSTIUM ON AUTOMATION, ROBOTICS AND ADVANCED COMPUTING ZOR THE
TONAL FPACT PROGRAM (Sub-ritles continued on reverse of this form.)
"2 PEISONAL A THOR(S) y

“3a. “/PE CF REPORT 13p. TME COVERED 14. JATE OF REPORT Year, Month, Day) }15. PAGE COUNT
TACM 1 _Ma - RTTO2R Teoh 3B

‘6 SUPOLEMENTARY NOTAT ON

'7 COSATI CODES '8 SUBLECT TERMS (Continue on reverse if necessary and dentify by block number)
FELD GROLP 5.8-GROLP =N . P U S o,
i S b N R P R '\_‘j ;o
"3 A357RACT Continue on reverse if necessary and :dentify by dlock number)
W) © 7 apolicaton areas, many of which are closely related ‘o

iavy mas a wce sgecirum of apphicatons 0 Civiian problems, Sut olen they exhibit a unique Tiutary

E
s™cn Al Zan o8 acD.ed. nciucing manufactunng and  '@vOr. Aophcations such as fault diagnosis. inspecticn,
353145, 2nC Soeralcnal aponcalons in surface snips,  P'@nMing aids and image analysis clearly have cicse

s.cmarnes. arcralt and space anplhicancns. The Navy, — countarparts in the commerctal worldi~ Target
. 5n tre Ofice of Naval Raesearcn (ONR), has ciassification, battle management, naval message
@ aruficiat 'meihgence research from its eartiest processing and enemy plan recognition are untike *Reir
ce 33 a 4isc:iphne, and continues !0 De an closest commarc:al countarparns in a nuymber of
' triSutor t0 univarsity-pased artficial respects, particularly wnen operational impact. -eat-tima
jercs -asearcn  Increasingly the Navy s operation and computing power limitations are
Sraucing acoeed research programs within ts own  considered. Navy projects in several of these areas
res win 178 Geal of ransitioning the technology rave matured to the degree that full scale uulization cf

'ca. Thgse programs cover a rangs of the technology could begin within thrae to five years.

S0 L5TAIBLTCN L AVALABILTY TF a33 280" 2% ABSTRACT “ECAUTY C_ASSIFCATION
TCAS RIS NLMTED TR sataE a5 90t T 57c .sz3s | UNGLASSIFIED
Ca AR DR OREIPONGBLE NDLL DL A 22b TELEPWCNE (Incluge Area Coge) | 22¢. QFFCE SYMBOL
DI A Y (202) 767- 2027
CDForm 1473, JUN 36 Bravious eqitions are obsolete e s 72T




Z @
=

DISCLATMER NOTICE

THIS DOCUMENT IS BEST
QUALITY AVAILABLE. THE COPY
FURNISHED TO DTIC CONTAINED
A SIGNIFICANT NUMBER OF
PAGES WHICH DO NOT
REPRODUCE LEGIBLY.




AIAA-37-1600
ATaA-3721661
\[AA-87-1665
\IAA—3T=1h67
\[AA-37-167
LTAA-37-167
LTAA-37-1678
ALAA-37-1682
ATAA-BT7-1685
AIAA-37-1586
ATAA-37-16837
AT3A-87-1688
ATAA-B7-1694

ALAA-37-16h9
ALAA-B37-16G7

o b

Applied Artifical Intelligence in Navy
[ssues and Themes in Information Science and Technology
Vision and Navigation for the Carnegie Mellon Navliab
The Connection Machine: A Fine Grained Multi-Processor
Computational Themes in aApplications of Visual Perception
NASA Svstems Autonomy Demonstration Project:
Develcpment of Space Station Automation Technology
Hierarchical Classification: Its Usefulness for
Diagnosis and Sensor Validation
Al Applications for Space Support and Satellite Autonomy
Validation of Knowledge-Based Systems
New Concepts in Tele-Autonomous Svstems
Software Architecture For Manufacturing and Space Robotics
Integrated Army Robotics Thrust
Design and Contrnl cf llcdulas Wiunemdrically-Kedundant Manipulators
MASA's Techneclogy Plans - Will Technology Be Ready When We Are
Computer Architecture for Future Spacecraft




@ nnsn({§

AlAA-87-1655
Second AIAA/NASA/USAF Symposium
on Automation, Robotics and Advanced
Computing for the National Space

Program
D. Myers, NASA Headquarters,
Washington, DC

Second AIAA/NASA/USAF Symposium on
Autornation, Robotics and Advanced Computing

APOSR - (K-

for the National Space Program
March 9-11, 1987/Arlington, VA

~9-1608

For permissinn tn cany or

1633 Broadway. New York. NY 10019

cr republish. cumact the American Institute of Aeronautics and Astronautics

_



P

SECOND AIAA/NASA USAF SYMPCSIUM ON AUTOMATION, ROBOTICS AND ADVANCED ICMPUTING FOR THE
NATIONAL SPACE PROGRAM

Dale Myers
Deputy Administrator
NASA Headquarters
Wasnington, DC

Tnanx you, Noel (Hinners), and good
moraing £o you all. On benhalf of all of
4s at NASA, I'm pleased to welcome you o
tnNis Most important symposium.

o]

Nearly 40 years ago, one of the fathers
of cybernetics, Norbert Weiner, described
automation as a "new development wnich
has unbounded possibilities for good and
for evil.”

Mr. Weiner was right, of course. New
technologies are, in themselves, neutral.
It is only in our capabilities and
intentions to apply them that tney take
on moral significance. The real
importance of advanced technology lies

in what we do with it. 1 am pleased thact
this Symposium will help us to focus on
applying some of mankind's most advanced
technologies to create unbounded
possibilities for good.

As we prepare to enter the Space Station
era, it is clearer than ever that the
Station’'s development will also drive

the development of automation, robotics
and advanced computing, both in space and
on Earth.

Advances 1n these technologies, to be
stimulated by the Space Station Program,
will benefit the United States in many
WwaYs.

Such advances will increase productivity
in space for commerce and science,

They will also increase productivity
thrcughout the United States economy,

33 the new technologies are transferred
back to industries on Earth. And they
will help to preserve United States'
leadership both in space and at the
cutting edge of technology on Earth.

NASA welcomes the challenge of developing
a highly automated and autonomous Space
Station,. Indeed, such a facility will

be essential, not only to the station's
development, but to its evolution and to
future space endeavors through the end of
the century and beyond.

The successful use of such technologies
will ensure that future space missions,
ho *hev manned or unmanned, will be
beneficial, productive ard costa
effective. NASA's goal in developing
t.ese technologies is to ensure that

we achieve the best mix of people and

machines to do our work effectively

and efficiently,

-

TTa5 tater 15 declared a work o6 ene

esernment and 15 not surjerse
DoThryriaht o nrotectisan in the

nited Trares,

If we can meet that gcal, we will ernance
5oth the productivity and =ne safaty 7

tne ploneers who wiil De 1iving, working
and learning in space permanently .7 3jus*®

a3 few short years. Indeed, the safety

of our people is NASA's nighest priority,
because people are our most precious
resource.

What is NASA doing to achieve that
balanced mix of people and machines
so essential to future progress?

We have developed a research program
designed to exploit automation and
robotics technology to the highest
degree possible consistent with our
resources. The research is carried
out by our Office of Aeronautics and
Space Technology, and its fruits are
tranaferred to tuiece other NASA program
offices; that of Space Flight, of the
Space Station and of Space Science and
Applications.

Our research program has three
objectives. First, we aim to
decrease the cost of ground rontrol,
and ground processing and checkout;
second. we want to increase the
capability and flexibility of space
operations. Finally, we want to
increase the probability of missicn
success.

Artificial Intelligence Technology will
be used to reduce the size of the ground
control contingent. Telerobotics will be
used to enable increased space assembly,
servicing and repair.

In the long run, we expect the program
will have extremely beneficial results.

Its goals are to decrease mission
operations manpc--~ h~y 75 per cent;

to replace half o1 extra-vehicular
activities with t- - oDotics; and to
enable remote asse. , servicing and

repair through telerobotics in both
geosynchronous Earth orbit and in peolar
orbit for the Space Shuttle, the Space
Station's Orbiting Maneuvering Vehicle
and Flight Telerobotics Servicer and
other orbiting facilities.

NASA's work is designed to complement
thae axtensive efforts of industry and
the military in special arcar *that
several study groups have identified
as requiring NASA leadership.
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For example, one area :1n whicn NASA
clearly has taken a leadership role (s
that >f traded zontrol. As you know,
tnis is tne ability =2 switch from human
td autonomous control of 3 macnine grace-
fully and smootnly - sometning Llixe using
rruise control in your 2ar, Another area
i3 that of sperator-machineg int2rfices.
NASA gain=d =his =xpertise cecause it
"33 2mpLoy=d adatomation aind robotics in
o271 mann=21 1nd unmianned nissions 3iace
~n2 2eglaning of tne spale program, Dur
inpinned Silanetiry 2xplorers and other
scientific spacecrart all have nad and
continue %o have highly automated
systeams. And, as we all know, the
planned Mercury flights were so automated
that the astronauts felt they would be
little more than passengers in their
capsules,

Qur heritage in robotics was highly
visible in the Viking Mars Lander,

and remains so in the Shuttle's Remote
Manipulator System. <Clearly, automation
and robotics are not new to NASA.

What 13 new is our increased focus on
advanced automation and robotigs tech-
nology in recent years. This new surge
of interest and activity has come about
because of two related government
initiatives.

The {irst is the Space Station program,
initiated by President Reagan in his 1984
State of the Union Address. The second
is high Congressional interest. This was
manifested in July 'Y84 when Congress
passed legislation, now known as Public
Law 98-371, which directed NASA to put
the best brains in the country to work

to identify and develop space station
systems which advance automation and
robotics technologies, not only on the
initial Space Station, but throughout

its evolution,

That same public law spawned the
formation of two groups. The first

is the NASA's Advanced Technology
Advisory Committee, a group of NASA
experts formed to make the reports the
law made mandatory. The second is the
Automation and Robotics Panel, composed
of non-NASA experts from industry govern-
ment and academia. Both of these groups
have made and continue to make valuable
contributions to the NASA program.

Their advice and assistance has been
invaluable in developing our agency-wide
focused and augmented automation and
robotics program.

We are developing the program, as we
develop any major program, hased on
strict assignments of roles and
responsibilities and careful planning
a33uap*  ~s5. Indeed, we had ten planning
assumptions, and they have served as our
Ten Commandments as the p=~g-am tilzz
<hape.

Because they are so importan~, 7 w>ild
like to summarize those plann:ing
3ssumptions now.

The first is thnat tner2 wll. o= “W&4d 520!

~2l2roootics and syst2m adlinomy, LU
2xpRrt systams,

Second, =aca ucus Wwill nave a3 series of
ground demonstrations of an evolutisnary
t2stbed to show increasing capability »f
integrated technologies.

Third, there will be a core technology
program to develop the capabilities
needed to enable the demonstration
sequences.

Fourth, the resources balance will be
2/3 for core technology and 1/5 for the
demonstration sequences.

Fifth, any flight demonstr_ticn3 will be
funded in conjunction with the NASA User
Offices, that is, the Office of the Space
Station and the Office of Space Fligat.

Sixth, each ¢f the two ground
demonstration sequences will take place
at a NASA Center, but not necessarily the
same center.

Seventh, the core technologies will be
developed at various sites.

Eighth, government, industry and
university research will be leveraged by
using 40 percent of the program funding
to sponsor research outside of NASA.

Ninth, for each focus, the technology
development will begin with an early
demonstration of current capabilities

and move forward in aggressive, but
reasonable increments, leading to the
development of a revolutionary technology
for both automation and robotics.

¥inally, arrangements will be made to
link research centers, user centers,
NASA program offices and appropriate
universities and industries into working
teams.

Using the approach I have just outlined,
NASA is moving vigorously to integrate
application of advanced automation and
robotics technology into the development
of the Space Station and into the Space
Transportation System as a whole. Our
most critical needs for those tech-
nologies for the Station will be in

the initial assembly and building phase;
for antnanomous operations, once it is
assembled and built; and in the efficicnt
servicing of the Station, payloads and
satellites.

It is obvious that our contractor's
cooperation is vital in this program.
That is why we have made it clear to
them bath in the Phase I deliaitiz. ==7
prelimiyary design phase ¢f the program,

slat ' ‘APUUIM
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and as we approacn the jevelopmental
onase, <nat 3dtczation and robotics
t23nn5l04y 15 r2quirad for the Space
3tation. Tndead, w2 Wwill =2valuate
2a1traznor praopesals for the Tinal Jdesign

3nd Taorication pnase of thn2 program for
ta2ir r2323nsiv2ness Lo automation and
2027123 TR2iLalr2mants.

I oam S.o23323 %"oit Judr coniraclors ar2
7 N

2sming Lnriagn 2y owWell. Tney
_o2nniT2d ind r=oommended aatomation
ind roodtias 3applicacions Jduring Phase B,

and have amplified those plans in
innovative and skillful ways as we
orepare for development in Phases C
and D.

“anding for NASA's autcomation and
robotics research and technology program
i3 growing incrementalily every year.

It has gone from $10.2 mililon &t the
orograa's inception in FY 1986 to a
poroposed $25.7 million for Fiscal 1988.

I am pleased to report that funds have
been committed and significant progress
nas seen made in developing a flight
telerabot servicer. This machine will
e available as the first element launch
5f the Space Station and will be used to
support assembly, maintenance, and
servicing of the station.

Research and development also is being
conducted throughout NASA and by its
contractors on expert systems to support
Space Station operations and scientific
research and manufacturing in space.

The university community is on board, as
well. NASA nas selected the University
~f Wisconsin to establish a Center for
the Commercial Development of Space,
specializing in space automation and
robotizs.

As we move forward with these activities
it is =lear that potential applications
»f this work will be important not only
for the Space Station program, but for
the Space Transportation System as a
whole and for industries on Earth.

Indeed, given the long-term benefits in
greater Space Station productivity and
in major productivity improvements that
would result from transfer of expert
systems to industries on Earth, many
pbelieve that NASA should make a greater
investment in automation and robotics
technology.

For example, the recent report of the
Automation and Robotlics Task Force
commissioned by NASA's Space Systems and
Technology Advisory Committee estimates
that the prograa is uuderfunded by a
factor of 2 to 4. The Task Force
asserted that to be successful, and to
do all that NASA should be doing in this
promising area, funding should be
_.creased substantially.

NASA agrees Wwitn Tnat assessment, AnzI D
2an only say tnat (¥ tne Congress will
Zive US ta2 £230Url2s, wWe wiil do ta=

< > t

zan oe l1one,

Our great adventure in gpace has hardly
begun, The Space Station and the
miszsions to follow will challenge our
ingenuity and skills to the fullest. 3ut
from this 2ffort will come new knowledge
and new technological bdreakthroughs we
can hardly imagine today.

Qur challenge is to make the most of our
opportunities to benefit ourselves and
future generations.

Last month, President Reagan spoke to the
NASA employees on the first anniversary
of the Challenger accident., He said:
"Whether it i3 the exploration of space
or the applications of space researcn
nere at home, the future to which you are
Leading us is bright, the challenge whizn
you are shouldering for all mankind is
one that we cannot tura cZway from."

NASA welcomes that challenge. We will
never turn away from it. We will
continue to push ahead, with dedication
and resolve, toward a brighter future faor
all manking,

Thank you very much.
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APPLIED ARTIFICIAL INTELLIGENCE IN NAVY

Randall P. Shumaker
Naval Research Laberatory
Washington, DC

Abstradt

Tre U.S i.avy has a wige spectrum of applications to
wnicn Al can be appied. :ncluging manufacturning and
ogistcs. and operational applications n surface ships,
supmarines. arrcraft and space applications. The Navy,
hrough the Office of Naval Research (ONR), has
supported artificial intelligence research from its earliest
amergence as a disciphine. and continues o be an
mportant contributor to university-based artificial
rteiligence research. Increasingly the Navy is
conducting applied research programs within its own
abcratones with the goal of transitioning the technology
.nto service. These programs cover a range of

Tris racer 1 declared 4 work of the
wsernment and |5 anr sabhiece
try ceovriaht crntesrian 1n the

"nmited jrates,

application areas, many of which are closely related to
civihan problems, but often they exhibit a unique miiitary
flavor. Applications such as fault diagnosis, inspection,
planning aids and 'mage analysis clearly have close
counterparts in the commercial world. Target
classification, battle management, naval message
processing and enemy plan recognition are unlike therr
closest commercial counterparts in a number ot
respects, panticularly when operational impact, real-time
operation and computing power hmitations are
considered. Navy projects in several of these areas
have matured to the degree that full scale utilization of
the technology could begin within three to five years.
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3 AND THEMES IN INFORMATION SCIFENCE AND TECHNILOGY

faul

Amarel

Tefense Adviarced Yesearah Protects Aadency
nfarmation Science and Technoloay Office

Ar.ingtaon,

meutind s an extremelv Iynamic tiela, and it
Wii o TTnricue S0 Mave mator 1rract on our snciety,
Trere are ceveril oxXJltind scrent:it:ic/technoloq: til
levaloprents in o the Yirel il swodavy chat rromise t o
1zrelerite furt=er the _mpact »f computing on

Te
‘ferense and Snour Cat:ional econeorry,
Tre technnlngv ~f erv large 5cale Intearzat_.on
LSIE and netwerking has spawned several novel
~ultipracessor architectures. These architectures
oromise to rrovide the vervy high performance
-avabilities that are needed in applications such
Sreech, Comoplex Svmbolic Processing
Tarcte 3clientific problems. DARPA has a major
2¥f~rt :n thls area as part of our Strategic
Torputing Program. Results so far are very
encouraqing. Much remians to be done, espec:ially
inoatening 3 hetter understanding of the
tamabiiities of new architectures and in
‘eveloring effective wavs of applving them to the
solution of various types of computatiorally-
:ntensive rroblems., Basically, we face the
challerge of developing avpronriate computational
raradigms for parallel computing. Another
tmoortant task 1s to establish better links
tetween devel.pments in conventional (primarily
numericallv-criented) supercomouters and the new
exnlnarations in highly parallel architectures.

15 Tision,
an?

vle are now at a voint where Artificial Intelligence
‘Al) is starting to have noticable impact on a
number »f industrial and defense problems. DARPA
has been the nrimary source of support for Al
research over the last twenty years. Scientific
levelopments in AI promise to elucidate the nature
~f intelligent action in man and machine: in
wddition, thev promise to bring about a new
qeneration of machine intelligence technology that
w11l extend considerably the scope and power of
computing that will be available to various
~lasses of users. The major thrust of the DARPA
Strategic Computing Program is to accelerate in a
substantial way the development of a machine
:ntelligence technology that can have a significant
impact on defense systems and that can strengthen
~ur industrial capabilities. Much work in AI is
now directed to the exploration of methods and
svstems for solving very complex “"real life”
oroblems. In parallel with these efforts, we need
ro pursue basic research on problems of repre-
sentation, reasoning, learning and discovery, and
»n frameworks for designing and implementing AI
svstems.

This country, and the DoD in particular, has an
ennrmous investment in software. This is an area
where better methodologies, tools and theories
are sorelv needed. We must develop much more
effective ways of designing, building and main-
taining software. AI methods and cost-effective,
massive, computer power will certainly help us in
this enterprise. In addition, we need to develop
better theoretical underpinnings and more powerful
automated processes to support the engineering of
complex, testable and reliable software.

‘Lpyriqght @)1987 by the American

institute of Aeronauticg and :

As*ronautics,
reserynd,

Ine. Al riahts

Yirainia 22209-2208

Ade have made enormous progress 1n ti.e area of
computer networking and distributed computing. wWe
must build on top of our experience with ARPANET
ind internetting to provide a more convenlent
network access to the national (and international)
scientific and engineering communities. We can
expect completely new patterns of collaborative
resesrch and engineering to develop because cof the
Jrowtn ind maturation of computer networking
technology. Experience to date suggests that these
developments will have significant impact »n the
productivity of professionals. More research 1is
needed on wide-band networks and on reconfiguratle
networks. Also, we are still facing difficult
problems in the design and use of distributed
computing systems.

In recent years there has been substantial progress
in the application of computers to design and
manufacturing. This is an enormously promising
area, and 1t has great significance for the
national economy. Most of the work so far has
concentrated on the use of computers to design
computers and their parts (e.g., VLSI design,
digital circuit design, system confiquration). It
1s becoming apparent that many of the current
techniques can be extended to other types of
design, including the design of mechanical parts
and processes. Computer science and technology 1is
now at a point where it can provide the intellec-
tual basis and the tools for the development of a
science of design. I believe that the entire area
of exploring computing as a basis for assisting
and amplifying industrial prodictivity is in
excellent candidate for a major national
initiative.

Even though the U.S. pioneered many of the early
developments in robotics, it is now lagging
(relative to Japan) in the production and use of
robotics. We now have many of the elements that
are needed for the construction of advarnced
robots, i.e., robots that can effectively
integrate perception, planning and action in the
pursuit of given goals. At DARPA we have a growing
program in this area, including the Autonamous
Land Vehicle project. This is another area that
may be re 3}y for a major national thrust.

There has been progress in ter-aided
instruction and training in the last decade but
much more needs to be done in this area. By
increasing the effectiveness of computer systems
as adjuncts to instruction we can improve the
human potential of the nation. This is an
extremely important objective. We need additional
research in this area, in particular work on
effective and adaptive man-machine interfaces.
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‘ We are moving to a1 point where the presence Hf
computers 1s influencing in 1 substantial way the

‘ ipproach ta many scientific and engineering
problems. Bas-c paradigms for :;?Q-ZHighVZLCS,
in mathemat:cs .iand 1n other ireas ire heing
reshaped hecause f the availabilitv «f vag=s[w
increased imcunts of compurer power as well s ot
mprroved meth. doloqgles Yor harnessing raw computer
power to the nceds of users. [t 15 important o1
crmputer scrence and technology to be aware -f
rhese developmerts ind to try to understand them.
rris has 1mplicat:ions »n education in -omputer
science and on the need for cross-disciplinary

research.

“Tomputer Science 1S continuing to suffer from a
manpower shortage. It 1s essential to build
qniversity environments that encourage an

increased production of graduate students in the
discipline. This has implications on the

continuity of research support and the availabil:itv
of up—to-date computational facilities in

icademia.

We need to maintain an adequate growth rate »f
computer science research funding in the nati-n.
At DARPA, -omputing 1s an area B? high prierity,
ind 1t 1s heing funded at a level which is

rouaghly one Tuarter of the agency's total budaget.

It would be desirable to develop a rnational pol: |

for computer science research. In order to mcve
towards such a1 policy, it is important to

increase the coordination of planning in computer
science among government agencles. The FCCSET
committee activities are a move in the right
direction. Also, 1t would be useful to establish
32 forum for the interchange of ideas on leng-
range planning ~ith participation from gaverrnment,
industry and academia. The creation of the
“omputer Science and Techrology Board bv th
National Research Council is an impoctant step in
that direction.

“rmputer science and technology are in a healthy
state »f development today. There are many
research and engineering challenges in the field;
there are alro many opportunities. Viewed 1in a
broader context, the computer field is in a
pivotal position of influence vis-a-vis all nther
areas of science and advanced technology in the
1J.5. It is essentlal that we maintain our
momentum in advanced computing in order to
maintain/increase the chances of national
leadership i1n other key areas of science and
rechnology, such as Space.
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Vision and Navigation
for the Camegle Mellon Naviab

Charies Thorpe
Steven Shater
Takeo Kanade
and the members of
the Strategic Computing Vision Lab

1. Introduction

Robotics Is where Artiticial Inteftigence meets the real world. Al
deals with symbols, rules, and abstractions. reasoning about concepts
and relationships.  The real word, in contrast. ts tangible. full of
sxceptions to the rules. and often stubbomly difficult to reduce to
logical expressions. Robots must span that gap They lve in the real
world. and must sense, move, and manipulate real objects. Yel to be
intefligent, they must aiso reason symbolicalty The gap is especiaty
pronounced K the case of outdoor mobile robots. The outdoors 18
constantty changing, due to wind in trees. changing sun positions,
aven due to a robot's own tracks from previous runs. And mobiiity
means that a robot s always encountering new and unexpected
avents. So static models or preloaded maps are inadequate to
represent the robot’s world

The toots a robot uses to bridge the chasm between the extemal
workd and Hfts inlemal representation Include sensors, image
urderstanding to imerpret sensed data, geometrical reasoning, and a
concept of time and of the vehicle's motion over time. We are
studying those issues by building a moblle robot, the CMU Naviab,
and giving it methods of understanding the wortdd. The Naviab has
perception routines for understanding color video images and for
nterpreting range data. CODGER, our ‘whiteboard®, which was
developed for the Naviab and Hs smaker cousin the Terregator,
handies much of the modeling of time and geometry. Our architecture
coordinates control and information flow between the high-level
symbolic processes running on general purpose computers, and the
lowardevel control ruming on dedicated real-time hardware. The
system but trom these tools 8 now capable of driving the Naviab
along narrow asphalt paths near campus while avolding trees and
pausing for joggers that get in its way

This repont describes the Naviab [11] and the software we have
built over the past year color vision, for finding and foflowing
roads [12]), 3D perception, for obslacle avoidance [4]; and the
CODGER whiteboard {10].

2. The Naviab

The Naviab (short for Navigation Laboratory) i3 a van converted into
a robot, capable ol being driven conventionally or under compuler
control (figure 1) It i3 self contained, carrying s own sensors,
processors, power, and even researchers.

Owr previous moblle robots, such as the Terregetor, have been

roflable workhorses for small-scale experiments. However, we have
started 1o oulgrow thelr capabllites. As we began to experiment with
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sensor tusion, smaler robots ran out of space and power for muttiple
sensors. When we wanted to expand owr test areas, communications
fo a remote computer in the lab became mora diticult And as the
experiments became more sophisticated, we found it more productive
for the experimenters to test or debug new programs near or in the
vehicle, instead in a remotely focated laboratory

Nedab Is based on a commercial van chassis, with hydraukc drive
and electric steering. Computers can steer and drive the van by
glectric and hydraufic servos, or a human driver can take over control
i necessary. It is even licensed in Pennsylvanta, 3o we can drive it by
hand to our remote test sites. Once thers, the driver pulls a switch
and an onboard microprocessor assumes control of the steering and
drive. The Naviab has room for researchers and computers on board,
and has enough power and space for al our existing and planned
sensors. This gets the researchers closs to the experiments, and
efiminates the need for video and digital communications with remote
computers.

Features of the Naviab include:

* Onboard computers. We have five computer racks. one
for low-level controflers and power smoothing, one for
video  distribution, VCRs, communications and
misceflangous equipment. two racks for general-purpose
processors (currentty Sun workstations), and one for a
Warp processor

+ Onboerd resesrchers. There is atways a safety driver in
the driver's seat. There i3 room lor four researchers in
the back, with a terminal or workstaticn tor each. An
overhead shelf holds video monitors and additional
teinals. The researchers can monftor both thew
programs and the vehicie’'s motion.

* Onboard power. The Naviab cames two 5500 Watt
generators, plus power conditfoning and battery backup
for critical components.

« Onbosrd sensors. Above the cab Is a pan mount
carrying our laser scanner and a mounting rak for a color
TV camera. There wilk aventually be a separate pan/itt
moumnt for stereo camerss.

« Evolving controfler. The first computer controfler for the
Naviab i8 adequate for our current needs. it will evolve to
do smoother motion control, and fo interface to an inertial
guidance system and possibly to GPS satefite
navigation. The controler will also watch vital signs such
as computer temperature and vehicle hydraulic pressure.

3. Color Vision

The Naviab uses color vision, specifically multi-class adapttve color
classification, to find and follow roads. Image points are ciassified into
*road" or “non-road® principally on the basis of their color. Since the
road s not a8 uniform color, color classification has to have morg than
one road model, or class, and more than one non-road class. And
since conditions changs from time to time and trom piace to piace
over the test course, the colors have to adapt. Once the image is
classified. the road is found with an area-based voting technique that
finds the most likely location for the road in the image.

3.1 Vision Principles for the Real Worid
We based the development of our vision on the following principles:
Assume veristion and change. On sunny days, there are

shadowed areas, suniit areas, and patches with dwmunlgm On
ralry days, there are dry patches and wet patches. days, there
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are wet and dry and sunny and shadowed af in the same image The
0ad has clean spots and other piaces covered with leaves or with
drips of our own hydraulic fluld  And as the sun goes behind a doud
or as the vehicle tums. lighting conditions change This means that
wa need 1o have more than one road color class and more than one
non-road class, that those classes need lo adapt 1o changing
condittons, and that we need to process images frequentty so the
change from one image to the naxt will be moderate

Use few geometric parameters. A complete description cf the
rrad’s shape mn an image can be quite comnlax The road can bend
Jently of tum abruptly. can vary in »ath. and can qo up or down hill
Howevar. the more parameters therg are. the greater the chance of
arror an finding those paramseters  Small misclassitications in an
mage could give risa to laidy large »rrors in percelved road geometry
Franthermore o all the road parametess Lan vary. there .. ambiguous
nterpretations  Joes the road actually nise, or does it instead get
widar as i goes’ Wa chose !o descnbe the road with only two free
parameters  its onentation and its distance from the vehicle. Road
width 1s fixed. we assume a #at world, and we decree that the road is
straight While none of those assumptions are true over a long stretch
of the road. they are nearly true within any one image. And the errors
n r3ad position hat come from those oversimplificalions are balanced
by less chance of bad interpretations. ! there are a few pixels
neorractly classitied as road. the worst our method will do is to find a
slightly incorrect road. A method thal tries to fit more parameters. on
the other hand. may come up with the perfect interpretation of part of
‘he road. but could find an abrupt turn or sudden slope near the bad
pixels.

Work in the image. The road can either be found by projecting the
road shape into the image and searching in image coordinates. or by
back projecting the image onto the ground and searching In world
coordinates. The problem with the latter approach comes in projecting
the image ontoc an eventy spaced grid in the world. The points on the
world grid close to the vehicle correspond to a big area in the lower
pant of the image. points farther away may correspond to one or a few
pixels near the top. So either there has to be a complex weighting
scheme. of some image pixels (those at the top, that project to distant
worid points) will have more welght than other (lower) points A few
noisy pixeis can have a big or a smafl etfect, depending on where in
the image they lle. On the other hand, working directly in the image
makes it much easier to weight all pixels eventy. ¥ve can directly
search for the road shape that has the greatest number of road pixeis
and the least non-road pixels Moreover, projecting a road shape is
much more effident than back projecting all the imayje pixeis.

Calibrate directty. A complete description of a camera has tc
include Hs posttion and orentation in space; its focal length and
aspect ratlo. lens eftects such as fish-eye distortion, and non-
lineartties in the optics or sensor. The general calibration problem of
irying to msasurg each of these variables Is very difficult. it is much
eagiar. and more accurate. to calibrate the whole system rather than
trying to tease apart the individual parameters. The easlest method 19
tn 1ake a picture of a known object and build a lookup table that
rolates each world point to an image pixel and vice versa. Projecting
and back projecting are simply done by tabie lookup, or table lookup
tor dose by vatses with simple Interpolations Such a table Is
straightforward to bufid and provides good accuracy. and there are no
nstablifties in the calculations.

Uoe vuiside constraints. Even without a map Jf our lest course
of an axpensfve inertial navigation systemn, we know approximately
whaere the road should be based on the previous image and on vehicle
motion  Our “whiteboard” can predict where the road should appesr it
the road were straight and the vehicle navigation werg perfect.
Adding a suitable margin for curved roads and sloppy navigation stif
gives useful limits on where In the image o look for the road.

Test. Wa triad to run our VCR every day we took the vehicle out, to
coflect images under as many conditfons as possible. We had sunny
days. cloudy days, rainv days, leaves on trees, leaves {uming color,
leaves falfing, early moming. noon, after dusk, even a partial solar
actipse  Strategies that worked well on one set of images did not
atways work on the others. Our philosophy was to collect the toughest
images from those sets. We ran our best algorithms and printed the
classification resuits, changed parameters or algorthms, reran the
data 3et. and compared resufts. This gave us the best chance of
being mathodical and of not introducing new bugs as we went. When
the ‘mage processing worked o our satistaction, we ran simuiations in
the lab that iInduded the whiteboard, range processing, path planning,

and 1 yetwcle simulatar with Lisica processirg stcred mages and
interacting with the rest of the sysiem When the simulations worked
n the 'ab, we moved them 1o the vehide Only after the simulations
worked on the vehicle's computers. and we were sure that af
nacessary software was on the van. did we Go Mo the faid for real
tasts  Even then, everything didnt work. but there were many lewer
bugs than there would have been without the simutations and tests

3.2 Road Following Aigorithm

Figure 2: Original image

Wg foflowed those principles in butlding and tuning adaptive color
classification for following roads. Our algorfihm involves three stages.
1 Classity each pixel.

2. Use the results of dassification o vote for the best-M
road posttion.

3. Collect new color statistics based on the detected road
and nonroad regions.

Plixet classification i3 done by standard pattem classificaton Each
class i3 renragented hy the means, veriances, and covarances of red,
green. and blue values, and by s a priorl Hkelthocd based on
expected fraction of pixels In that class. For each pixel, caiculating the
class to which it most likety belongs involves finding how far the pixel’s
values lie trom the mean of sach class. where distance is measured in
standard deviations of that class. Figures 3 and 4 show how sach
pixel is classiied and how well it matches.

Once each point has been classiied. we have to find the most kely
location of the road. We assume the road is locafly straight, and can
be described by two parameters (figure 5):

1. The image column of the road's "vanishing point*, where
the road intercepts the horzon. This gives the road's
dirgction relative to the vehicle.

2. The ortentation of the road in the image, which gives
now tfar the vehicle I3 to the right or left of the centeriine.
Wese(matwodmnsionﬂpamspacawnhlmwcoplasm
dimension and orlentation as the other. Each point dassified as road
votes for all road intercept / oflentation combinations to which it could
belong, as shown in figure 6. The orentation / intercept pair that
receives the most votes i3 the one that contains the most road points,
and is reported as the road (figures 7 and 8).

Once the road has been found In an image. the color statistics are
recalculated for each class (igure 9). The updated color statistics wit
gradually change as the vehicle moves info a different color road, or
as kghting conditions change, or as the color of the surrounding grass,
dnt, and trees vary. As long as the processing tme per image is low
encugh that there is a large overiap between images, the statistics
adapt as the vehicle moves. The road is picked out by hand in the
first )mage.  Thereafler, the process is automatic, using the
segmentation from each image to caiculate color statistics for the next.
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Figure 3: Segmented image. Color and texture cues are used lo
jabel points below the horizon into two road and two otfroad classes

Figure 4: Road probability image. The pixeis that best match
typical road colors are displayed brightest.
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Figure 5: Apolmdasalﬂodasroadcmldboapmdroedsmm
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There are several variations on this basic theme. One vartation (s
to smooth the images first. This throws out outliers, and tightens the
road and norwoad clusters. Ancther Is 10 have more than one class
!orroada-udlornon-road.1orlnstmoecm'orwotmadmdomlor

- Of one for shadows and one for sun. H we knew where the wet
'Mwa'yrowpmd\eswwo,weomjdooloasoparmcdor
tatatics for those two dlasses. Since we don't know where those
Hmm.mmmsmﬂabystﬂmmmdmmm
?Oooa'to!tfvvroadlmagemdomiovmbo«om. Using color
statistics from those regions, we reclassiy the road pixels in the same
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Figure 8: The point from figure 5 wouid vote for these orentation /
intercept values in the parameter space.

Figure 7: Votes for best road orlentation and intercept, and point
with most votes.

Figure 8: Detected roud.
mage, and recaiculate statistics based on this reclassification. We
bopttwwohlhodassl!y-wdatewdosemlmwsachmA
As long as the first two point sets have ditlerent distributions. the
resulting classes wilt move towards separate, tighter clusters.

Om«vmmmmmovoﬂngtwbestmw. Besides adding
vo(osbrmadplxob.msmavotosbfnon-madpohts. Votes are
wdghtodamordhgtohowmleed:po«ﬂmd&osroadornomoad
classes.

Themmohordueshmknaqabesldescobr.!oflmmvbud
texture. mnmmmmn.mm;nmtmwm
than grass of leaves, as shown In figure 10. Ouwr first texture algorithm
ran a Robert's gradient operator, threshoided the result, and counted
(henumerolplxebwovelhrasho‘dheamlsby 16 block. This
mhodluslododadeqmetymmshadowedoos.tomm's
mmmmssmm.mwmmmmmm,mm
the absokste vduooo(gmdonumsmdboenwoﬂnpudvm
are small, ﬂ\oshadowedqoptoblommbehmdodbydmme
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Figure 9- ''pdating rnad and nonrnead model colors teaving a
wat, zone around thy detected road region

The road

Znomed picturs of road-nonroad boundary
i a1 much 1999 taxtursd than the grass at right)

Figure 10

3 3 Implementation and Results
T hast ambination we have hund (S ta have two road Tiagses
11 twn Non-rmad 3asses and 10 smooth the image with a 16 by 16
y.uraging fftar Tha two road ciasses handle sunny and shaded road
nomAght 4ays 3r wet and dry PAtChas undgr overcast condiions
Tva rwn non road c1a5598 Sften convarge on trees and grass. of grass
g 1r laavas  Fllering the images by averaging reduces the etfect
1 racks i tha sidawalk and other scene anomales. and also
meothg Wi ok aberrations from misaligned camera guns and from
rigs mothe digrizans and Cokor spittter

“ha tarhyrg inlormaton coukd be ugad as a fourth atemant in the
ssitication Ajong with rad graan and bug  We found leriure used
g amy 1 ha lass rekabke than cnlor Instead we teat tarture As 3
aparata ‘ganira ~th Hegd siatisieg maan and vafiance {or 1oad andg
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2ot avery 1mage s classitied pertectty but almos!t alt are Jo0¢ ancugh
cur navigaton  We leave a S0 cicel “satety Ione’ about tan feat o
'ha ground near the «shide) along the road border that 1s not used
updatng color statistics. to keep trom being trawn oH by <maf
mIstakes of curving roads
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Figure 11: Low resoiution texture image The brighter tocks are
wnage areas with more visual texture
Tharg i3 no need lor compiets geomseliric ~ahtration  The ason

algorthms calculate the road's shape road width and incation ot the
honzon) from the first training image  We also take two calibraton
picturgs, with a meter stick placed perpendicular to the vahwkla 8 4
12 meters in front  Then. durng the run. given the canterdine > 3
4etected road in \/mage coordinates. 1 is sasy 10 g4t tha « position of
the road at 8 and 12 maeters, and then 1o calculale the vehicle s
positlon on the road

Thig algorithm rung in about 10 seconds par imaga o0 a Jedicated
Sun 3.160. using 430 by 512 pixel imagas reduced (0 30 rows by 32
columng  We currently process a new image svery 4 mataers. which
gives about three fourths of an image overlap between images Ten
seconds 13 1ast enough to batance the rast of the system. but is sicw
anough that douds can come and go and Highting ronditions changs
batween images Wa plan 1o pont this algonthm 1o the Narp. “MU g
gxpermental high-speed processor  We hope 10 Process an »mage
per second. and to use higher regohution

4. 3D Perception

Our obstade detection starts with direct range parcegtion using an
ERIM scanning laser rangefinder  Our ERIM proguces. every hai
second. an image coriaining 64 rows by 256 cotumns of ange vakmes
1300 figure 12) The scanner measures the phase ditferance between

an ampltude-moduiatad laser and fts ratiection from a target object
which in tum provides the distance between the target object and the
scanner The scanner produces a dense range image by using two
deflecting mirmors, one for the horizomtal scan #nes and one for vertical
motion between scans. Tha volume scanned i3 B0 degrees wide and
30 high  The range at each pixel Is discretized over 256 levets rom
zero to 64 feet.

Figure 12: Range image of two trees on flat terrain.  Gray levels
ancode distance. nearer points are painted darker




Our range processmg begns by smoothing the data and undoing
the pecultarities of the ranging guometry The “arnbiguity intervais®,
where range values wrap around trom 255 o 0. are detacted and
uiolded. Two other undersirable effects are removed by the same
algorithm  The first one is the presence of mixed points at the edge of
an object. The second is that a measurement from a surface such as
» 9f. glass, ur glossy phyments is meaningless. [n both cases. the
resulting points are in regions kmited by considerable jumps In range
and can theretore be removed by the same algorthm  We then
transtorm the values from angle-angle-range. in scanner coormnates.
to «-y-z locations  These 30 points are the basis for all turther
processing

We have two main processing modes cbstacle detection and
tarrain analysis  (bstacie detection starts by cailcutating surface
normals trom the <-y-2 points  Flat, raversable surtaces will have
«odical surtace normals  Obstacies will have sudace patches with
narmals pointed in other directions  Fhis analysis is relatively tast.
running n about 5 seconds on a Sun 3/75, and is adequate for
smooth terrain with discrete obstacies.

Simple obstacle maps are not suffident for detafled anatysis  For
qreater accuracy we do more careful terrain analysis and combline
sequences of images comesponding to overlapping parts of the
anvironment into an extended obstade map. The terrain analysis
algorithm first attempts to find groups of points that belong to the
same surface. and then uses these groups as seeds for the region
growing phase Each group is expanded nto a smooth connected
surface patch. The smoothness of a patch is evaluated by fitting a
surtace. plane or quadric In addition. surface discontinuities are used
1o limit the region growing pnase. The complete algorthm is

1 Edges: Extract surtace discontinuities, pixels with high
Jumps in x-y-z

2 Clustering:  Find dlusters in the space of surface
normais and identity the comresponding regions in the
original image

3 Region growing: Expand each region untit the fitting
error is larger than a given thweshold. The expansion
proceeds by feratively adding the pomnt of the region
boundary that adds the minimum fitting error.

The clustering step is designed so that other attibutes such as
calor or curvature can aiso be used to find potential regions on the
object. The primitive surface used to compute the fitting emmor can be
either a plane or a quadric surface. The decision is based on the size
of the ragion

Obstacle detection works at longer range than terrain analysis.
When the scanner is lookdng at distant objects, t has a very shallow
depression angle. Adjacent scaniines, separated by 1/2 degree In the
range image. can strike the ground at widely different points. And
since the grazing angle is shaflow, very Ktle of the emitted laser
anergy ratums to the sensos, producing noisy pixels. Noisy range
salues. widely spaced, make it difficult to do detalled anatysis of flat
terrain. But a vertical obstacle, such as a tree. shows up much better
in the range data. Pixels from neighboring scanfines fak more closety
together. and with a more neasty perpendicular surface the retumed
signal Is stronger and the data Is cleaner. So it I8 much easier for
obstacle detaction to find obstacisa than for terrain analysis to certify
that a patch of ground is smooth and level.

There are cases in which neither video nor range alone provide
enough information, where we have to do data fusion to determine
mobility or recognize an object One such example occurs in
navigating the smaller Temegator vehicle around campus sidewalks.
At one spol. a sidewalk goes up a fight of stairs and a bicycle path
curves around. Video alone has a tough time distinguishing between
the cement steirs and the cement bicycle path. Range data cannot
tell the ditference between the smooth rise of the grassy hill and the
smooth bicycle ramp. The only way o correctly identity the safe
«shicle path 18 to use both kinds of data.

Wa stant by tusing the data at the pixet levet. For each range point,
we find the corresponding pixel in the video image. We produce a
painted range image, in which each pixel is a {red, green, blue, x, y, z}
f-vactor. Then we can run our standerd range segmentation and
color segmentation programs, producing regions of smooth range or
congtant color  For the stairs in particular, we have a special-purpose
step detection program that knows about vertical and hortzomal
planes, and how they are related In typical stairs. It Is easy to

T

combine the regions trom these separate processes. smce they are al
in the same coordinates of the painted range image The final resut
s a smooth concrete region, in which i IS sate to drive. and a positive
igentification and 30 location of the stairs, lor updating the vehwcle
position

5. System Buliding

Besides the problems in buliding the various modutes for road
hinding, obctacis “~'climns, pamn planmng, and so forth, there are also
a >ut ol issues related to buikding a coherent system. We have built a
layered system, »#h CODGER providing tools and services. and an
architecture on top setting conventions for control and data tlow

5.1 Blackboards and Whiteboards

The program organization of the NAVLAB software is shown in
figure 13, Each of the major boxes represents a separately runnmg
program. The central database, called the Local Map, Is managed by
a program known as the Local Map Bullder (LMB). Each module
stores and retrleves information in the database through a set of
subroutines called the LMB Interface which handie all communication
and synchronization with the LMB. H a module reskies on a ditferent
processor than the LMB. the LMB and LMB interface will transparantly
handie the network communication. The Local Map, LMB. and LMB

interface  together comprise the CODGER (COmmunications
Database with GEometric Reasoning) system.
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Figure 13: Naviab sottware architecture

The overall system structure—a central database, a pool of
knowiedge-intensive modules, and a database manager that
synchronizes the modules—is characteristic of a traditional blackboard
system. Such a system is calfled ‘“heterarchical® because the
knowledge is scatiered among a set of modules that have access to
data at all levels of the database (.e., low-level perceptual processing
ranging up to high-level mission plans) and may post their findings on
any level of the database; in general, hewerarchical systems impose de
facto structuring of the information flow among the modules of the
system. in a traditional blackboard, there is a single flow of control
managed by the dalabase (or blackboard) manager. The modules are
subroutings, each with a pre-determined precondition (patiem of data)
that must be satisfled belfore that module can be executed. The
manager keeps a kst of which modules are ready to execute, and in its
central loop 1t selects one module, execnes R, and adds ‘o s ready-
st any new modules whose preconditions become satisfied by the
currently executing modute. The system is thus synchronous and the
maneger's function is to focus the attention of the system by selecting
the "best” moduie from the ready-iist on each cycle.

We cal CODGER a whiteboard because R also implements a
heterarchical system structure, but differs from a blackboard In several
key respects. in CODGER, each module is a separate,

module will be re-activated and the data will be
CODGER a module programmer thus has control

the
execution within his module and may implement real-time




demons, data flows among cooperating modutes, etc. CODGER aiso
nas nu pre-cownplled st of duia reweval spedications; each time a
module requests data. it provides a pattem for the data desired at that
tme. We call such a system a whiteboard—it is heterarctn al fke a
blackboard, but each module runs in paraflel with the module
programmer controfting the synchwonization and data retrieval
requests as best sulted for each module. Like other recent dictributed
Al architectres, whiteboards are suited to execution on multipie
Processors.

5.2 Data Storage and Retrieval

Data in the CODGER database (Local Map) is represented In
tokens consisting of classical attnbute-valuve pairs. The types ot
tokens are described In a temp/ate file that tefls the name and type of
each attribute in tokens of each type. The attributes themselves may
be the usual scalars (integers, floating-point values, strings,
enumerated types), arrays (of sets) of these types (including arrays of
arrays). or geomelric locations as described balow. CODGER
automaticafty maintaing certain attributes tor each token: the token
type and id number, the “generation number” as the token is modifled,
the tme at which the token was created and inserted into the
database, and the fime at which the sensor data was acquired that led
to the creation of this token. The LMB Interface provides facilities for
building and dissecting tokens and attrbutes within a module. Rapid
execution is supported by mapping the module programmer's names
for tokens and atiributes onto globasy used index vates at system

startup thme.
A module can store a token by calling a subroutine to send it to the

LMB. Tokens can be refrieved by constructing a pattem called a
specification and caing a routine to request that the LMB send back
tokens matching that specification. The specification is simply a
boolean expression n which the attributes of each token may be
substituted; if a loken's aftributes satisfy the boolean expression, then
the token is sent to the module that made the request. For example, a
module may spedity:
tokens with type equal 10 “Intersection” and trsffic-control equal
to “stop-sign”

This would retrieve all tokens whose type and traffic-control
attributes satisty the above conditions. The specification may indude
computations such as mathematical expressions, finding the minimum
value within an array attribute, comparisons among attributes, etc.
CODGER thus implements a general database. The module
programmer constructs a specification with a set of subroutines in the
CODGER gystem.

One of the kay leatures of CODGER Is the abifity to marnipulate
tric information. One of the attribute types provided by
CODGER s the location, which 8 a 2-0- or 3-D polygon and a
reference o a coordingte frame iIn which that polygon is described.
Every loken has a specific adribute that telis the location of that object
in the Local Map, # , and a specificaton can indude
geometric calcutations and expressions. For exampie, a specification
might be:
tokens with location within 5 units of (45,32) [in word coordinates|

or
tokens with locetion overlepping X

where X is a description of a rectangie on the ground in front of the
vehicle. The geometric primiives currently provided by CODGER
mchide caiculation ot centroid, aree, diameter, convex bull, orentation,
and minimum bounding rectangle of a location, and distance and
ntersection calcuiations between a pair of locations. We belleve that
this kind of geometric deta retrieval capebiity Is essental for
supporting spatial reaesoning in moblle robots with muitiple sersors.
We expect geometric specifications to be the most common type of
data retrieval request used in the NAVLAB.

CODGER also provides for automalic coordinate system
maintenance and ranstormetion for these geometric operations. in
the Local Map, all coordinales of location attributes are defined
relative to WORLD or VEHICLE coordinates; VEHICLE coordinates
are parameterized by $me, and the LMB meaintains a time-varying
transformation between WORLD and VEMICLE coordinates.
Whenever new information (l.e., a new VEHICLE-toWORLD
transform) becomes avallable, R is added to the “history® maintained in
the LMB; the LMB will Interpolats 0 provide intermediate
transformations aa needed. n addifon t0 these basic coordinate
systems, the LMB inerface allows a module prograrwmer to define

RS

local coordinates relative to 'he basic coxrfinates or relative o some
other local coordinates. Location aftrbutes dJefined =n 3 ‘ccal
coordinate system are automaticaty converted to (he appropnate
basic coordinate system when a token is slored in the database
CODGER provides the moduie programmer with a conversion routine
to convert any location to any speciled coordinate system
Al of the above tacifittes need to work togethetr 10 Suppon
asynchronous sensor fusion For exampie. SLPPOse we have a3 vsion
module A and a rangefinder module B whose resufts are 10 be merqged
by some modute C. The following sequence of actions mught occur
1 A receives an Image al time 10 and posts results on the
database at time 15. Aithough the calcuiations were
carried out in the camera coordinate system for time 10,
the resufts are automatically converted to the VEHICLE
system at time 10 when the loken I8 stored in the
database.

2. Meanwhile, B receives data at time 12 and posts results
at time 17 in a similar way .

w

- Attme 18, C receives A's and B's results  As dascribed
above. each such token will be tagged with the time at
which the sensor data was gathered. C decides to use
the vehicle coordinate system at time 12 (B's time) for
merging the data.

4. C requests that A’s result, which was stored in VEHICLE
time 10 coordinates, be transtormed into VEHICLE time
12 coordinates. if necessary, the LMB wil automatically
interpolate coordinate transformation data to accomplish
this. C can now merge A’s and B's results since they
are in the same coordinate system. At time 23, C stores
results in the database, with an indication that they are
stored in the coordinate system of time 12.

5.3 Synchronization Primitives

CODGER provides module synchronization through oplions
specified for each data retrieval request Every ime a module sends
a specification 10 the LMB to retrieve tokens, i also specifies options
that tel how the LMB should respond with the matching tokens:

 Immediate Request Tha module requests all tokens
Currently in the database that match this specification.
The module will block {i.e., the “request” subroutine in the
LMB Interface will not retum control) until the LMB has
responded. | there are no tokens that match the
specification, the action taken Is determined by an option
In the module’s request:

* Non-Blocking. The LMB wil answer that there are
no matching tokens, and the module can then
proceed. This would be used for fime-critical
maodules such vehicle conrol. Example: “Is
there a stop sign?”

* Blocking. The LMB will record this specification and




5.4 Architecture
There are several modutes that use the CODGER toots. and that fit
into a higher level architecture. The modutes are:

< Pilot. Looks at the map and at curres't vehicle position to
predict road location for Vision. Plars paths.

« Color Vision. Waits for 3 prediction from the Pilot. waits
until the vehicle is in the best position to take an image of
that section of the road. retums road iocation

« Obstacle Avoidance. Gets a requ2st trom the Pilot to
sheck a part Jf the road for obstacles. Returns a list of
ohstacles on or near that chunk of the road.

e Helm Gets planned path from Pilot. converts polyline
path into smooth arcs. steers vehicle

« Graphics and Monitor Draws or prints position of vehide.
obstacles, predicted and perceived road.
There are three other modules in our architecture but not yet
implemented
« Captain  Talks to the user anc provides high-level route
and mission constraints such as “avoid area A® or "go by
road B°

¢ Map Navigator. Maintains a map, does giobal path
planning, provides long-term direction to the Phot.

» Lookout. Looks for landmarks and objects of importance
to the nission

These modules use CODGER to pass information about “driving
units™ A driving unit is a short chunk of the road of terrain (in our
case 4 meters long) treated as 3 unit for perception and path pianning.
The Pilot gives driving unit predictions to Color Vision, which retums
an updated driving unit 'ocation. Obstacte Detection then sweeps a
driv.ing unit for oobstacies. Tne Pliol takes the driving unit and
obstacles. plans a path, and hands the path off to the Heim. The
whole process is set up as a pipeline. in which Color Vision is looking
ahead 3 driving units, Obstacle Detection is iocoking 2 driving units
ahead, and path planning at the next unit. It for any reason some
stage slows down, all following stages of the pipeline have to walft.
So. for instance, it Color Vision Is waiting for the vehicle to come
around a bend so it can see down the road, Obstacle Detection will
finish its current unit and will then have to wait for Color Vision to
proceed. In an extreme case, the vehide may have to come to a hait
until everything dears up. Afl pianned paths include a deceleration to
a stop at the end, so if no new path comes along to overwrite the
current path the vehicle wilt stop before driving into an area that has
not been seen or cleared of obstacles.

In our current system and test area, three driving units Is too far
ahead for Color Vision to look, so both Color Vision and Obstacle
Datection are looking at the same driving unit. Obstacle Detection
looks at an area enough lasger than the Pllot's predicted driving unit
location hat the actual road is guaranteed to be covered. Another
practical modffication is to have Obstacle Detection ook at the closest
driving unit also. so if a parson walks onto the road immediatety in
front of the vehicte he will be noticed. Our system will try to plan a
path around obstacies while remaining on the road. If that Is not
possible, it wilt come to a hait and wait for the obstacle to move before
continuing.

6. Conclusions and Future Work

The system described here works. Since quashing the last of our
tknown) bugs. R has successfully driven the Naviab many tens of
times, processing thousands of color and range images without
running off the road or hitting any obstacles. CODQER has proved to
be a uselul tool, handiing a lot of the detalls of communications and
geometry Module developers have been able to bulld and test their
routines in isolation, with (olatively Httle integration overhead. Yet
there are several areas that need much more work.

Speed. Wo drive the Naviab at 10 crmv/sec, a slow shuffle. Part of
the roason for this is because our test road is narrow and winding, and
part of the reason is that we deliberately concentrate on competence
rather than speed. But faster motion is always more interesting, so we
are pursuing several ways of increasing speed. One bottieneck is the
computing hardware. We are mounting a Warp, CMU's experimental

high speed processor, on the Naviab. The Warp will give us a factor
ol 100 more processing power than a Sun for color and range mage
processing. At the same time, we are looking at improvements to the
software architecture. We need a more sophisticated path planner,
and we need to process ‘mages that are more dosely spaced than the
length of a driving unit. Also, as the vehicle moves more quickly, our
simplitying assumption that steering is instantaneous and that the
vehicle moves along drcular arcs becomes more serously flawed
We are looking at other kinds of smooth arcs. such as clothoids.

Map. One particular reason for the slow speed is that the Pilot
assumes straight roads. We need 1o have a description that alows for
curved roads, with some constraints on maximum curvature. The next
steps will include building maps as we go, so that subsequent nuns
over the same coursa can be faster and easier.

Cross country travel. Travel on roads is only half the challenge.
The Navlab should be able to leave roads and venture cross country.
Our plans call for a fully integrated on-road/off-road capabilty.

Intersections. Current vision routines have a built in assumption
that there is one road in the scene. When the Na4ab comes to a fork
in the road. vision will report one or the other of the forks as the true
road depending on which looks bigger. It will be important to extend
the vision geometry to handle intersections as wel as straight roads.
We already have this abiiity on our sidewalk system, and will bring that
over to the Navlab.

Landmarks. Especially as we venture off roads, it wil become
increasingty impontant to be able to update owr position based on
sighting landmarks. This involves map and perception enhancements,
plus understanding how to share limited resources, such as the
camera, between path finding and landmark searches.

Software Development. Ouwr current blackboard system can
manipulate primitive data elements but has no concept of data
struciures made up of tokens on the blackboard. We need aggregate
data types for representing complex 3D geometric descriptions of
objects for recognition. We will aiso be imptementing a LISP interface
to our blackboard so that not al modutes need to be written in C.

integration with Work from Other Sites. There are other
universities and research groups cooperating with Camegie Mellon
through DARPA’s Strategic Computing Vsion program. We plan to
incorporate some of thek programs o the Naviab system in the
coming years as it evolves into the “New Generation Vision System®
which is that goal of that program.
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rrent  upper limit on  the
zapacity £ somput 1ng systems 18
derermined by 2ur  ability to design
somputers, not Dy Jemand. Advances in
Tlroult rabrication technology have
recently made possible the construction
2f a new type of Computing engine called
the Zonnecrt:ion Machine which contains
rens of thousands »f tiny processors.
fach processor 1S capable of computing
concurrently, so the machine is much
faster than a conventional computer,

3ackground

The first prototype of the Connection
Markinz gystem, with 65,536 processors,
was constructed by Thinking Machines
Corporation under contract from DARPA 1in
1985, Even this first prototype, the

M1, is one of the world's fastest
computers, ard it is currently Dbeing
applied to problems in fluid dynamics,
database retrieval, design automation,
image processing, simulation, and
artificial 1intelligence. A commercial

version of the CM]l was 1introduced in
spring of 1986, and 1is currently being
sold and manufactured by Thinking
Machines Corporation,

The key idea of the Connection Machine is
to combine memory and processing into a
single cell which can be replicated many
times. Most computers today are based on
a two-part design where the memory and
processing functions are performed by
separate units. This two-part design
made a great deal of sense in the days
~hen prncessing was realized by
relatively expensive and fast vacuum
tubes and memory was realized by
relatively slow and inexpensive delay
lines. Since the two functions of the
computer were implemented by essentially
different technologies, they were
implemented separately. The system was
programmed in such a way as to keep the
expensive vacuum tubes relatively busy.
Progyrammers were trained to break up a
problem into a series of sequential
nsperations, so that the data could be
processed one word at a time. For
example, to simulate that flow of a fluid
on a conventional machine the volume of

lopyriant <:) 1387 by the American

Instinute of Aernonautics and
Astronagtics, Inc.  All rights res-rved.
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the velocities of various polints in 3space
would be stored in the memory and =Tut up
into cells. To simulate the chanje in
fluid over a moment nf time, the
programmer must arrange &to seqguentially
shift the cells to the processing unit
one at a time for computation, Alrnough
the computation would Dbe modelling 3
system that 1is fundamentally parallail,
namely the flow of the fluid, the
programmer would realize this by a series
of sequential operations.

This sequential method of solving
problems made a great deal of sense in
the 1940's, since it allowed only one
processing unit for a large amount of
memory., The economics of the technology
at the time were such that the single
processing unit was as large and
expensive as many thousands of words of
memory. Today we still use
word-at-a-time processing 1in almost aill
our computers even though the technical
reasons for using it have largely
vanished. Both memory and processing
elements today are built of the same
fundamental material; wusually silicon.
They can be fabricated on the same
integrated circuit, In spite of this, a
modern single chip computer is
essentially just a scaled-down version of
the roomful of vacuum tubes and mercury
delay lines that represented a computer
in the 1950's. The organization of
programs in terms of streaming memory

past a single processor, although
originally developed for reasons of
efficiency, has become a serious

performance handicap. Today most of the
silicon in a computer is in the memory,
and most of this is idle.

One way to speed up a computer 1is to
increase the speed of the primitive
operations. This is difficult to do
beyond a certain point. The fastest
conventional machines already have
operation times comparable to the time
required for light to travel from one
side of the processor to the other.
While some improvement can be made by
mak ing the processing components
physically smaller, the operation times
of processors are getting close to their
practical limits. It is becoming
increasingly difficult to improve the
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process the larna
advantage Ot the
nemory and processing
rhnenrs are fahrirated on the same
iels} anD and produce a simple
SSOr memory anit that can be
ated rens of thousands of times.
w= 23n also rake advantage of a more
Sam2ral mapping »f the problem into the
mataine Dy e2liminating the need to
arringe =he computatisns in serial order,

:n%:ruﬂrlon of a3 machine with
e nnousands OL processors 1is
sible Hy the avallability of very
caie integrated circuits with
~isands of transistors on a

But  Just having many

s >rs 1s 1ot suffictient. Very few
Ltme=resting appilcations decompose  into
ally independent subproblems; most
1ra communicatlion between the
essing elements, For example, 1in a
e-Jdimensional fluid flow problem each

n:t 5t volume must communicate with its
mmediar2 neijndors Ln three-dimensional
spate. In oSther prnoblems, such as a
.ar;2 lata bhase problem, the pattern of
e zommunication can  be much more
somplizcated, depending entirely upon the
Soyatent H»f rhe data., In fact, many

prabiers rejulre dynamically changing
sattarns St Tommunication that rearrange
furing the course of oomputation,

fm1s lests =o> the second 1mportant
l2ment o f rhe “onnection Machine
irchirecrura: the connections. Each
Lrocessonr/memcry  cell 1s  linked by a
coymmanicatlons network to all other cells
117 tne Mmacnine, This arrangement 1is
simiiar £ 3iving each cell a telephone
41%n «~hizn 1t tan call up any other cell
it needs to communicate. The

Yacee t swit-h communication network
2rves the role of the telephone system.
jeilc can :2ommunicate whenever they know
e an@ther‘s "telephone numbers.” In a
rnree-dlimensional problem, such as
1;dnll..; the flow of fluid over an
1rrplane wing, each cell is given the
aumbers »f the cell representing its
“iaree-d1mensional neilghbors. Cells do
a7t hive a physical three-dimensional
patrnern of wiring, hbut many applications

tnvolve a more complex pattern of
sonnections., For an example of an
applicarion that requires a more complex
carrt2rn of communications, consider the

simulatinn »f an electronic circuit with
1 nundred rthogsand transistors. Such
simulations are <oommon and commercially
tmportant during the design of integrated

Tircuits., In such an applizat:ion o=
natural to use 2ne processing mem
D represent the state >f 2a:ch

hundred thousand transistors. Tha
natural pattern 5f communilatldn degends
an the exact wlring pattern € the
transistors. If two processor cells
s1mulate Lwo transistors whi1ch ire
Tonnected n the ji1ajram, then tne
processor cells must communicate. WNhen

the wvoltage level on one transistor
changes, this change is propagated to the
other transilstor through the connection.
In such an application the processing
cells are assigned £ transistnars
arbiltrarily, and each processing cell :s
given the telephone numbers of the
transistors to which 1t 1s conrnected,
Thus the communications structure of the
processing <=lements exactly matches the
natural structure of the problem.

In more compliex algorithms, such as
those that nccur in the study bR 4
artificral 1intelligence, the connection
pattern may actually change during rthe
course of a computation, For example,
fach processor may represent a simple
concept, with the connections between the
processors representing the relationsn:ips
between the concepts. One processor may
represent the concept "Socrates," another
"man," and another “mortal.” A
connection between the processor
representing "Socrates” and the processor
representing "man" represents the concept
that "Socrates is a man." and,
similarly, a connection between man and
mortal may represent the statement that
"all men are mortal." Such a machine
would be able to deduce the concept that
Socrates was mortal by following the
chain of connections, The example 1is
simple and contrived. But 1n a real
artificial 1intelligence application, a
simple common-sense knowledge base might
consist of hundreds of thousands of such
assertions; for example, assertions like
“dogs are animals" and "apples are often
red.," From such a knowlege base a
program may be required to make hundreds
of common-sense inferences per second.
Each time a new fact 1s learned, a new
connection must be formed.

The implementation of the
communication network is the most
difficult technical problem in
constructing a Connection Machine system.
For example, in the first 65,536 of the
machine, new connections are formed at a
rate of about one hundred million each
second, This is comparable to the
switching capacity of the entire
telephone exchange for the city of New
York.

The key component that makes this all
work is an integrated <circult that
integrates 16 simple processing units and
a communications router. Each of the
processinc units is a very simple
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c~omputer with 4,000 bdits of memory. The peak rares JF ypea
. di1ff1icult part 1s the router. There are LASEruzr1ons per second,

4,096 <cnhips  in the 65,336 processor

system., Packaging Zonsiderations make 1t

tmpractical t> hava 31 Jdirect cornnection

nDetween all pailrs of chips. Instead,

2ach router 1s connected directly to only

12 others in the system. TwO processors

within a single <chip may communicate

directly, o2uat processors o~n Jdi1fferent

snips may need to communicate through
intermedlaries., This is the function of

a router. It 1s the responsibility of a
roudter to forward an i1ncoming message
from one chip to another, The pattern of

wiring 1s such that six such forwarding
steps, ©on the average, are required to
communicate between two chips. Even with
all the forwarding steps, the
transmission o0f a message from one
orocessor to another requlires less than
190 microseconds. Each packet is
transmitted as a stream of bits that are
f>rwarded through the system 1n such 2
#ay that the beginning of tne stream 1s
asually delivered before the end is e en
transmicted.,

The entire 65,536 processor M1
tncluding processor/memory unlts and th
communication networks, flts 1ntn a cudhe
approximately five feetr 5n a side. It :s
contronlled by a conventinnal host
computer SO that the operating system and
Juser interface seen by tne user are those
o€ the host. In fact, the Connection
Machline connects to the host computer in
much the same way as a conventional
memory unit, The processor/memory cells
can be accessed simply as memory cells by
the host. Thils arrangement allows simple
integration of parallel computing and
existing software, since data structures
may be shared by both the Connection
Machine and the conventional <on Neumann
nost.

The design of the 65,536 processor
machine was 72ptimized for simplicity and
r2lianility rather than speed. It runs
at a relatively slow clock rate »of 250
nranoseconds, as compared to, say, 25
nanoseconds for a typical supercomputer.
There are no exntic technologies to the
machine. The custom chip is built with a
simple integrated circult process similar
tn» that used 1in personal computers and
pncket calculators. The circuilt doard's
cooling, packaging, and power systems are

all similar to those found in
~conventinnal computers. Even with this
conservalve technology, the Connection

Machine is able to achieve computing
rates of jreater than 1000 million
instructions per second, more than 100
times the speed »f a typical large
computer. The instruction set of the
machine 1is optimized for operating on
problems that 1involve images and words
rather than just numbevrs. For this type
2f problem the machine is able to achieve
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abstract

The paper summarizes the current researcn in the Computer
Vision Research Laboratory at the University of Michigan.
The laboratory concentrates on developing generic vi: on
algorithms for industrial applications. Generic vision algo-
rithms can be applied to a wide variety of inspection prob-
lems. The paper includes a discussion of the current state
of the machine vision industry and provides recommenda-
tions for improving the transfer of vision technology from
research to practice.

1 Introduction

The University of Michigan recently formed a laboratory,
called the Computer Vision Research Laboratory, within the
Department of Electrical Engineering and Computer Sci-
ence for research in computer vision. The Computer Vision
Research Laboratory will evolve through interaction among
the researchers of varicus related disciplines and through
inductrial and government contacts.

The research program in the Computer Vision Labora-
tory concentrates on the development of generic vision algo-
rithms that can be applied to a variety of situations. Generic
perception algorithma are simple, reliable modules that hide
the details of perception in a packaged hardware or software
component that can be used by applications specialists who
are not themselves expert vision researchers. Generic vi-
sion algorithms are not developed for specific applications,
but are designed to solve a vision task that is part of many
different inspection problems that occur in different appli
cations in differen: industries. In developing generic vision
algorithms, researchers leverage their efforts by providing
solutions to classes of vision tasks while removing the details
of the application from the research efforis. This insulates
the vision researchers from the details of the application
and allows them to concentrate on understanding the vision
problems.

Ano’ her aspect of research on generic vision algorithms
is that the algorithms are classified according to properties
that are meaningful in the context of the emerging knowl-
edge of vision fundamentals, as opposed to classification
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according to applications areas. There are no automotive
vision algorithms or aerospace vision algorithms; vision al-
gorithms are not specific to any one inlustry. Vision algo-
rithms are defined by the p-operties of the vision processing
task; that is, in terms that depend on the vision processing
itself, rather than on some intended use for the algorithm.

The nature of the problems of applying vision to spe-
cific applications has not been widely perceived The cur-
rent macroeconomic system of machine vision is ‘nappro-
priate. The solution is to place machine vision technology
in the hands of the end users who are f>miliar with the re-
quirements of their environment. Vision technology should
be like any other instrumentation: plug it in and use it to
make measurements. It is not practical for the developers of
machin~ vision applications to perform the development spe-
cific to the aprlication and to develop the “instrumentation”
required for the development at the same time. To change
the current, untenable system, vision researchers must pro-
duce generic vision algorithms that can be used by vision
systems developers in a variety of applications.

Researchers are currently addressing problems related
to vision engineering but without much, if any, concern for
designing machine vision systems. The focus of the Com-
puter Vision Research Laboratory on vision algorithms that
are generic, rather than applications specific, mests needs
not addressed by other research institutions. The Com-
puter Vision Research Labcratory provides a focus for the
synergistic interaction of researchers aided by interactions
with industry. The goal of research in the laboratory is to
addrees fundamental probler.s blocking advances in the de-
sign of machine vision systems for various applications. The
research addresses basic issu>s in coraputational vision re-
search and the design of systems that can perform vision
tasks in real time for a given application. New engineering
techniquea for designing systems are being developed that
can perform tasks in an unstructured environment. The
research may also advance the understanding of biological
vision systems.




2 Research Problems

Visual perception is the process of interpreting measure-
ments such as light intensity and range that relate to the
projection of surfaces in a scene onto the image plane. The
central problem in vision is the reconstruction of surface
structure and properties from the projection onto the image
plane. This paper outlines some of the research problems
currently being explored in the Computer Vision Research
[.aboratory.

e Dynamic vision

¢ Range images

o Knowledge-based perception svsterns

e Computer architectures for vision algorithms
¢ Sensor integration

¢ Bridging the gap between research resuits and appli-
cations

3 Dynamic Vision

Motion provides valuable clues to surface structure. Al-
gorithms for interpreting sequences of images can provide
measurements that are very useful for applications. Image
flow research has many applications including passive sens-
ing systems for autonomous mobility, machine inspection of
surface structure, passive sensors for aircraft and sateliite
4ncking systems, and image compression.

3.1 Background

The last few years have seen increasing interest in dynamic
scene analysis. The input to a dynamic scene analysis sys-
temn is a sequence of images. A major problem in a computer
vision system is to recover the information about objects in
a scene from images. This problem cannot be solved without
some assumptions about the world. A sequence of frames
provides the additional dimension of time for recovering the
information about a 3-dimensional world that is lost in the
projection process. Muitiple views of a moving object ac-
quired using a stationary camera may allow recovery of the
structure of the object [45]. A mobile camera may be used
to acquire information about the structure of the stationary
objects in a scene using optical flow |11}, ax1al motion siereo
125,32|, and other methods [21].

Many researchers in the psychology of vision support the
recovery of information from image sequences, rather than
from a single image [11,31]. Gibson {11] argued in support
of active information pick-up by the observer in an environ-
ment. Neisser {31} proposed a model in which the perceptual
processes continually interact with the incoming informa-
tion to verify expectations formed on the basis of available
information. In computer vision systems, the power of ex-
ploiting motion, even with such noise sensitive approaches
as difference pictures and accumulated difference pictures,
has been demonstrated on complex, real world scenes (20].
Many researchers are addressing the problem of recovering

information in dynamic scenes; but due to the legacy of
static scenes, most researchers are approaching the recovery
problem using just two or three frames of a sequence. This
restricts the results to quasi-dynamic scene analysis, rather
than true dynamic scene analysis. The information recovery
process requires constraints about the scene. The analysis
based on small numbers of frames rests on assumptions that
ignore the most important information in dvnamic scenes.

The viewpoint of the Computer Vision Research Lab-
oratory is that image understanding is a dynamic process.
Dvnamic vision algorithms cope with the error-filled visual
world by exploiting redundant information in the image se-
quence. Current research efforts are developing a qualitative
approach to vision that uses only relative information avail-
able in a sequence to infer relationships between objects in
a scene.

3.2 Segmentation

In many dynamic scene analysis systems, the goal is to rec-
ognize moving objects and to find their motion characteris-
tics. If the scene is acquired using a stationary camera, then
segmentation generally refers to the separation of moving
components {rom stationary components in the scene and
identification of individual moving objects based on veloc-
ity or some other characteristic. For the case of a moving
camera, the segmentation task may be the same as above
or may involve further segmentation of the stationary com-
ponents of the scene by exploiting the motion of the cam-
era. Most research efforts for the segmentation of dynamic
scenes have been concerned with the extraction of the im-
ages of the moving objects observed by a stationary camera.
It has long been argued by researchers in perception {11,45]
that motion cues aid the segmentation process. Computer
vision techniques for segmenting dynamic scenes perform
well in comparison to those for the segmentation of station-
ary scenes. The segmentation of moving camera scenes into
their stationary and nonstationary components has received
attention only recently {22]. The major problem in the seg-
mentation of moving observer scenes is that every surface
in the scene shows motion in the image. For separation
of moving object images, the motion component assigned
to various surfaces in the images due to the motion of the
camera must be removed. The fact that the image motion
of a surface depends on its distance from the camera and
the surface structure complicates the situation.

Jain developed techniques for the segmentation of dy-
namic scenes {19,20,22]. These techniques have been used
in many applications. Sandia Laboratories is developing
systems for tracking objects for Army applications using
techniques based on differencing using a likelihond ratio.
Recently research led to a new approach for segmentation
using accumulative difference pictures that may be imple-
mented easily on sper -1 hardware |23].

3.3 Image Flow

Image flow is the velocity field in the image plane that arises
due to the projection of moving patterns in the scene onto
the image plane. The motion of patterns in the image plane




may be due to the motion of the observer, the motion of
objects in the scene, or both. The motion may also be zp-
parent motion where a change in the image between frames
gives the illusion of motion [36].

The intent of this research is to discover new models
for image flow that will yield new algorithms for image flow
estimation and analysis. Constraint equations that better
model the interactions between changes in object position
and the illumination and surface reflectance characteristics
will naturally result in better algorithms and better under-
standing of existing algorithms.

Prior image flow research developed an image flow equa-
tion for smooth patterns of image irradiance and smooth ve-
locity fields '27]. The equation was extended first to image
irradiance patterns with discontinuities and then to veloc-
ity fields with discontinuities [55,56,60]. Future research in
image flow constraint equations will aim to increase our un-
derstanding of image flow characteristics. This will lead to
new algorithms for image flow estimation that incorporate
the new continuity equations. Restrictions on the situations
in which existing continuity equation? can be used will be
discovered and these insights will improve the performance
of existing image flow estimation algorithms by pin pointing
the situations where the algorithms cannot be used.

3.4 Motion Stereo

Depth determination is 2 continuing problem in computer
vision. Research in this area is motivated by the need for
target tracking, autonomous vehicles control, visual pros-
theses for the blind, realistic flight trainers, and models of
the human visual system. There is a plethora of dep... de-
termination techniques. Many different stereo systems for
depth determination have been developed just in the last
few years.

Stereo information can also be obtained using a single
moving camera. Jain and O’Brien [25,32] map images into a
complex log space where the movement of the objects in two
dimensions due to the camera motion becomes a transiation
along one axis in the new space. Given this phenomenon,
the motion correspondence problem is greatly reduced, since
only a small strip of the new space needs to be searched
[18l. This constraint is similar to the epipolar constraint
in stereo. In addition, the transform is scale and rotation
invariant. It also has an analog in the human visual system:
the mapping of the retinal space into the striate cortex is
very closely approximated by the CLM. Figure 1 shows an
image and it8 mapping.

Optical flow has been studied with the aim of recover-
ing information about the environment and the motion of
the observer. The egomotion complez logarithmic mapping
(ECLM) exploits some characteristics of optical flow with-
out computing it. The mapping combines scale, projection,
and rotation invariances of complex log mapping with the
characteristics of opticz] low. This mapping is useful in seg-
mentation of image sequences to recover images of moving
objects. The distance to stationary objects can also be com-
puted from the egomotion complex logarithmic mapping.
Using this mapping, motion stereo and segmentation can
be achieved in one step. The feasibility of the approach has

Figure 1: An image and its complex log mapping are shown
in this figure. The mapping is similar to the retino-striate
mapping in primate visual systems. This mapping is very
useful in segmentation and depth recovery in dynamic vi-
sion.

been demonstated. The next step is to study its application
in dynamic scenes. This research should yield important
results for the navigation of mobile robots.

3.5 Motion Trajectories

Iterative algorithms for determining trajectories of points in
an extended frame sequence using path coherence are being
developed. The emphasis in this approach is to exploit mo-
tion characteristics for establishing correapondence without
assuming rigidity of objects. A greedy exchange algorithm
has been developed to implement this idea {41]. The results
of applying this algorithm to a sequence from the Superman
movie are shown in Fig. 2.




Figure 2: Three frames from the Superman sequence are
shown in this figure. Points on the head and belt of the three
soidiers running towards the camera were tracked using a
greedy exchange algorithm. The trajectories are also shown
here.

Figure 3: This figure shows results of our road edge detec-

tion algorithm. For the road shown in the top it corner,

the road edges are shown in the right bottom corner.

Another approach to finding trajectories that will deter-
mine motion events is being studied. In this approach, mo-
tion parameters are recovered using constraints imposed by
the equations for the motion of points {15]. The algorithm
uses successive refinement to determine the trajectories of
points. A very attractive feature of this approach is that it
determines discontinuities and tries to uce smoothness only
for the known smooth path in establishing correspondence.

The determination and role of events in dynamic scenes
is being studied. A motion event may occur due to a change
in the motion parameters or due to occlusion. A major
thrust of other research is to develop techniques that will
recover qualitative information about depth and motion of
objects using constrain. propagation.

3.6 Navigation

Techniques for the guidance of autonomous mobile robots
or vehicles are being developed. This requires techniques to
recover information about the environment using vision and
then to use knowledge based techniques to control the navi-
gation. The obeervation that the location of road vanishing
points does not change significantly from frame to frame
is used to develop an algorithm for finding road boundaries
[29]. The algorithm uses the hypothesize and test paradigm.
Results of this approach are shown in Fig. 3.




4 Range Images

The long term goal of this project is to develop techniques
that will be useful in object recognition and navigation using
range information.

The last few years have seen increasing attention to the
analysis of range images. Range images may be obtained
with passive methods, such as binocular stereo, or with
range sensors. Range images contain explicit information
about surfaces. This explicit information facilitates recog-
nition and location tasks in many applications. The goal in
range imuge understanding is to find robust symbolic surface
descriptions that are independent of viewpoint. Techniques
to characterize surfaces in range images are being developed
'5,4,24].

Surfaces are segmented using local features, such as Gaus-
sian and mean curvatures and related differential geometric
measures. The signs of the curvatures at each point in the
image are used to assign one of eight basic surface types to
each point in the image. The nex: step is to develop tech-
niques to identify surfaces by grouping points using the sur-
face type, spatial proximity, and other criteria. All grouping
processes must conform to the sensed information since the
ultimate truth is in the sensed data. This stimulus bound
approach uses symbolic surface descriptions in the <:gmen-
tation of images. Figure 4 shows a result of tlis segmenta-
tion approach. The symbolic surface -escriptions will play
important role in many applic~tions.

4.1 Recoruition Methods

Object recognition is a major motivation in most image-
understanding systems. Despite strenuous efforts, only lim-
ited success has been achieved.

The object recognition task can be classified based on
difficultv in several ways. One way is based on the degree of
uncertainty allowed in the object’s position and orientation.
This can range from no uncertainty, to uncertainty only in
its 2-D position, through uncertainty in both its 2-D posi-
tion and rotation, up to uncertainty in its 3-D poeition and
orientation.

The task can be further classified based on the complex-
ity of interactions allowed between objects. In the simplest
case, each object to be recognized must be completely visi-
ble and surrounded by background. In a more complex case,
objects are allowed to touch but not overlap. In tne most
general case, objects are allowed to partially occlude one
another.

Most work on the occluded-objects problem has concen-
trated on the case where there is only one object type in the
scene. Algorithms developed for this problem can be ex-
tended to cases of multiple objects types, simply by running
the algorithm multiple times, once for each possible object
type. This ia not ideal, as it does not consider or take ad-
vantage of the similarities and differences among possible
objects. Also the recognition time increases linearly with
the number of possible objects, after a fixed time for pre-
processing. This can become a problem as the number of
possible object types increases.

A new method for object recognition called the feature
indezed hypotheses method is being developed. This method
breaks the recognition process into two phases: hypothe-
ses generation and hypothesis verification. By using fea-
tures that occur multiple times in the possible object set,
the number of features in the search can be greatly reduced
generating a small number of false hypotheses that are easily
rejected. By carefully selecting the features, the recognition
time growth rate can be reduced to the square root of the
number of possible objects. This method also has the advan-
tage that unique features which are difficult or impossible to
find if the possible object set contains many similar objects
are not required. The method’s feasibility is demonstrated
by the results of a prototype two-dimensional occluded-parts
recognition system.

5 Knowledge-Based Perception Sys-
tems

Most complex tasks require specialized knowledge, image
understanding is no exception. The last few years have seen
an inc:casing application of knowledge in computer vision
systems. The application of knowledge at different levels in
a vigsion system is being studied.

5.1 Knowledge-Based Algorithms

An image interpretation system is a program that derives a
scene description from a time-varying image. The input sig-
nal is a rectangular grid of signal samples taken at regular
time intervals I(z,y,t). The sample can be taken in several
frequency ranges (for example, red, green, and blue) and
combined into a time-varying vector field C(z,y,t). There
is wide agreement that this characterizes the environmental
data used by such a system {9,17]. On the other hand, it is
much more difficult to formulate a descriptior of the output
of an interpretation system. In this project, the output of
an interpretation system is a network representing the scene
being viewed, an approach common to other interpretation
systems. The nodes of such a network are groups of objects
within the scene: individual objects, object parts, or refer-
ences to clusters of image events. Arcs in the network are
labeled with relations between the objects. Since primitive
object parts are usually depicted as geometric solids or cok
lections of joined surface patches [10], these representations
are included in the representation used in this work.

However, there is no need to limit ourselves to only that

type of representation. In fact, the study of which types of
primitives are useful and how they relate to the processing
of the image is part of our current research. The issues of
which relations to use, how to vary those relations with time,
and how to incorporate the variations in object descriptions
that occur over time are also being studied.

The image sequence is not the only source of data used

by an interpretation system. A large database of relational
and descriptive information, including information about
processes and procedures, is also necessary for image inter-




pretation {13,30]. These data are a symbolic representation
of knowledge about the world, especially as that knowledge
pertaina to the interpretation problem; thus, the database is
usually referred to as a knowledge base. For example, if it is
known that the camera is upright, level, and outdoors, then
it can reasonably be expected that the bright area at the top
of the image is the sky. Such simple rules and other more
complex inferences form the greater part of knowledge for in-
terpreiation. The problem of selecting and representing the
appropriate knowledge is a difficult one. Understanding of
image interpretation must be achieved by building systems
of processes that work in restricted domains. In building
such systems, the rules and processes which can eventually
be incorporated into a knowledge base are learned. The
problem then is to organize the information about the ob-
ject and *he nrocedurer for using thes waioimaetica so thatl
they can work in situations where the answers are less than
certain.
The issues are basically these:

e Organization must be imposed on the information used
for image interpretation, because that information is
richly detailed and complex, and because large amounts
of information are required.

Varied types of information (for example, relations,
procedures, and structural descriptions) need to be
made easily accessible at many levels of abstraction.

e There must be a way to control the selection of which
information is considered, which programs are acti-
vated, and what information is passed among pro-
grams.

o Interpretation processes need to deal with errors from
image data and introduced by processes producing
partial interpretation.

e All components of the interpretation system should be
able to deal with the changing nature of dynamic data
and the reorganization of interpretations that occur
when a process creates new hypotheses.

68 Vision Computer Architecture
The real-time application of image understanding algorithmse
requires computer hardware that allows the algorithms to be
executed at high speed. The NCUBE machine is being used
to study hypercube architectures for the implementation of
vision algorithms.

This research is concerned with developing techniques
to perform computer vision computations on loosely and
tightly coupled parallel processors. The size of data sets
and the speed at which they can be created in current prob-
lems cwamp even the fastest computers. The processing
power required to keep up with the input is greater than
100 MIPS. This level of processing power is possible only
with some degree of parallelism. However, a rule of thumb is
that parallel processors can rarely sustain an efficiency level
of greater than 20% [38]; thus the machine needs to have
a peak power of about 500 MIPS. Normally the number of

-

operations far exceeds this and the size of Lhe input data
set is often much greater than 512 times 512 bytes, either
because multiple views are required, or because the sensor
has a higher resolution (4096 times 4096, for example), or
more than one modality is in use.

in the past, vision researchers have been forced to use
SIMD meshes (such as the Goodyear MPP or pyramids) to
achieve this rate of computation. Hypercubes offer a better
alternative than SIMD meshes for several reasons.

o They can efficiently simulate these SIMD machines

e Their interconnections are better for operations such
as image rotation, that are inefficient on meshes or
pyramids

¢ The hypercube is better suited to higher level symbolic
tasks since it is an MIMD machine, the nodes have far
more memory, the interconnections are much better
for the more random information exchange, and the
node processors have a better instruction set

As an example of efficiency in vision tasks, a hypercube
with p processors can rotate an n times n image 90° in
0O(n? log p/p) time, versus O (n?/,/p) for a mesh or pyramid.

Hypercube architectures for MIMD organizations are
better than architectures with SIMD organizations for oper-
ations at the intermediate levels of vision processing where
the sequence of operations for different regions in an im-
age are usually different because the sequence is governed
by properties of the region. For this type of processing, a
loosely coupled multiprocessor system is ideal. If dynamic
scenes are involved, then massive parallelism is essential [1].

7 Sensor Integration

Representations and techniques for combining vision, range,
tactile, and other sensory information are being studied.
Representations that will allow easy inference using multi-
sensors are not known. Representations that will facilitate
combining multi-sensor information for planning and recog-
nition tasks using partial information obtained from each
source are key to the success of sensor fusion. Techniques to
combine uncertain and imprecise information are being de-
veloped using nonmonotonic and probabilistic approaches.
Methods that try to combine beliefs and disbeliefs using un-
certainty calculus for solving problems in distributed prob-
lem solving systems are being studied.

Computer vision and knowledge-based systems have to
deal with uncertain and imprecise data in almost all phases
of reasoning. Many approaches, such as Bayesian methods,
fuzzy logic, Dempster-Schaefer theory, and qualitative ap-
proaches, have been proposed for d:aling with uncertainty.
All of these approaches have their problems and advan-
tages. Unfortunately, it is not clear which method is best
for which types of applications. With the aim to under-
stand the strenghts and weaknesses of each approach, a lan-
guage called ULOG is being developed that will implement
uncertain variables in a PROLOG type environment. The
ULOG language allows a user to change the algorithm used




Figure 4: A range image and its segmentation using Besl’s
and Jain's algorithm are shown in the top-feft and bot-
tom-right corners respectively. Using the polynomial de-
scriptors of the segmented surfaces, the original image is
reconstructed. This is shown at top-right.

Figure 5: This figure shows an image showing the classifi-
cation of solder joints by our algorithm.

Figure 6: This figure shows an image showing two SEM
images of a section of a wafer and the 3-D surface structure
as reconstructed using our sem stereo algorithm.,




for uncertainty management to experiment with different
approaches in order to find the best approach for a given
problem.

8 Applications

Several research projects are closely applied with specific ap-
plications. Normally, the research projects are focussed on
the development of generic algorithms that can be applied
to a wide variety of applications. All of the research work
on generic algorithm can lead to applications. However,
occasionally some application is investigated in the Com-
puter Vision Research Laboratory because the application
provides a focus for learning about some class of vision al-
gorithms. Research projects that are closely associated with
applications are discussed in the foilowing sections.

8.1 Solder Joint Inspection

This project is for improving the reliability of solder joints
and to reduce the cost of manufacturing by reducing the
fault rate. Techniques are being developed for inspectien of
solder joints to identify not only good/bad joints but also to
identify the nature of defects. By identifying the nature of
defects and using trend analysis, the system may be able to
indentify the process parameters that may result in defective
joints [7]. An algorithm based on surface characteristics
classifies the joints. The performance of the current version
of the algorithm is 97-98% correct results. A knowledge
based approach to the task is being implemented to improve
the performance of the classifier still further and to identify
process parameters [3]. Some results from this project are
shown in Figure 5. Recent extensions to this research project
include inspection algorithms for circuit boards with surface
mounted components.

8.2 Semiconductor Wafer Inspection

This project is a part of the center of excellence in semi-
conductor manufacturing. The project is concerned with
the in-process inspection of semiconductor wafers to iden-
tify defects. The objective is to identify defects to control
subsequent processes; if possible, the system will take cor-
rective action and adjust the defective process parameters
at the stage that is be responsible for the defect. The cor-
rective actions are avtomatically performed by an expert
system that controls the processes. The inspection is done
with scanning electron microscopy (SEM) and optical mi-
croscopy. Current activities include the study of SEM im-
ages to implement stereo approaches for those images to per-
form analysis of those images to inspect the nature of edges
and other features on a wafer. A model-based stereo algo-
rithm has been implemented to reconatruct the 3-D struc-
ture of a wafer section. Figure 6 shows 3-d surface structure
recovered by our algorithm. Knowledge-based controls are
being developed for the interface between the vision sys-
tem and the expert system in the automated semiconductor
manufacturing project.
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NASA SYSTEMS AUTONOMY DEMONSTRATION PROJECT:

OEVELOPMENT OF

. SPACE STATION AUTOMATION TECHNOLOGY

John S. Bull,* Richard Brown,** Peter Frxedland,r Carla M. Hong.t

William Bates,?¥

Abstract

Congress has dispiayed substantial interest
in accelerating the dissemination of advanced
automation technology throughout United States
industries. The Space Station was selected as the
high-technology program to serve as a highly visi-
ble demonstration of advanced automation, and spur
dissemination of the technology to the private
sector. NASA has recently initiated an Automation
and Robotics Program to serve as the principal
Research and Technology program contributing to
Space Station automation.

The potential benefits of autonomy in terms
of increased capability, safety, reliability,
2fficiency, and cost savings for operational sys-
tems on the Space _tation has given strong impetus
to the development of a Project for feasibility
demonstrations of automation technology. Addi-
tional strong motivation was given by the report
and recommendations to Congress by the Advanced
Technology Advisory Committee (ATAC): "The devel-
opment of the Space Station offers a ~hance, both
to advance the technology of automat: and robot-
ics as proposed by Congress and to put the tech-
nology to use. The use of advanced automation and
robotics technology in the Space Station would
thereby provide a logical driving force for a new
generation of machine intelligence, rcbotics,
computer science, and microelectronics.”

The NASA Systems Autonomy Demonstration Proj-
ect has been initiated in response to this Con-
gressional interest and ATAC recommendations for
Space Station automation technology demonstra-
tions. The demonstrations will begin with the
testbed for the Space Statior Tharwmal Control
System (TCS) in 1988. Additional demonstrations
are scheduled for 1990, 1993, and 1996. The 1990
demonstration will involve coordinated control of
two Space Station subsystems through cooperating
expert systems, the 1993 demonstration will
involve hierarchical automation of multiple sub-
systems, and the 1996 demonstration will involve
distributed automation of multiple subsystems.

The 1988 TCS Demonstration will be a joint
cooperative effort between NASA Ames Research
Center {ARC) and NASA Johnson Space Center
(JSC). Knowledge-engineering and operator-
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interface technologies for Systems Automation w:ill
be developed by knowledge engineers, Al research-
ers, and human factors researchers at ARC by reiy-
ing on a close working relationship with the
domain experts, knowledge and integration engi-
neers, and mission operations personnel at JSC.

This paper provides an overview of the NASA
Systems Autonomy Demonstration Project, and
describes general details of the 1988 TCS Demon-
stration including expert system functional objec-
tives, system concept, and development plans.

In keeping with the mandates of the Nationa.
Aeronautics and Space Act of 1958 and the Nationa:
Space Strategy approved by the President and Con-
gress in 1984, NASA has set for itself a major
goal of "conducting effective and productive space
applications and technology programs which con-
tribute materially toward U.S. leadership and
security."”

The Report of the National Commission on
Space (May 1986) in its vision of the next
50 years on space strongly recommends an integra-
tion of humans and machines through automation and
robotics. Specifically it is recommended that
"NASA explore the limits of expert systems, and
tele-presence or tele-science for remote opera-
tions, including ties to spacecraft and ground
laboratories."

Congress has displayed substantial interest
in accelerating the dissemination of advanced
automation technology within United States indus-
tries. Space Station was selected as the high-
technology program to serve as a highly visible
demonstration of advanced automation, and spur
dissemination of the technology to the private
sector. NASA has recently initiated an Automation
and Robotics Program to serve as the principal
Research and Technology program contributing to
Space Station automation.

The potential benefits of autonomy in terms
of increased capability, safety, reliability,
efficiency, and cost savings for operational sys-
tems on the Space Station has given strong impetus
to the development of a Project for feasibility
demonstrations of automation technology. Addi-
tional strong motivation was given by the report
and recommendations to Congress by the Advanced
Technology Advisory Committee (ATAC): "The devel-
opment of the Space Station offers a chance, both
to advance the technology of automation and robot-
ics as proposed by Congress and to put the
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invoive hierarchical automation of multiple sub-
systems, and the 1996 demonstration will involve
distributed automation of multiple subsystems.

The '338 TCS Demonstration will be a joint
cooparative affort between NASA Ames Research
Center (ARC) and NASA Johnson Space Center
(JSC). Knowledge-engineering and operator-
.nterface technologies for Systems Automation will
be developed by knowledge engineers, Al research-
er3s, and human factors researchers at ARC by rely-
ing on 31 close working relationship with the
domain experts, knowledge and integration engi-
neers, and mission operations personnel at JSC.

The TCS Automation involves the implementa-
tion of current Al technology into the real-time
dynamic environment of a complex electrical-
mechanical Space Station system. The TCS includes
reai-time nominal control, fault diagnosis and
correction of real-time problems, design and
reconfiguration advice on the thermal testbed
(TTB), and an inteiligent interface to both novice
and expert users. The TCS Demonstration will
accelerate the transfer of Systems Autonomy
research technologies to user applications in a
real-time operational environment, and increase
user confidence in the new technologies.

Systems Autonomy Demonstratton (SADP)
Project

Obfectives

The objectives of the Systems Autonomy Demon-
stration Project are to provide:

t. Technical base of in-house personnel and
development tools to facilitate Al tech-
no.ogy transfer

2. Technology focus for Automation Research
and Development in support of NASA's
Space Programs

3. Means for validation and demonstration of
Automation Technology prior to transfer
to Agency programs

4. Credibility of Automation Technology
within NASA

5. Creadibiilty o NASA Al —oxperi s 1o tno

sutside Al community

droad Approach

The Systems Autonomy Uemonsirifion (Jil.
«“1ll be a joint, cocperitive »risrt tetweon
res2arch and operationa. NASA Tenters The
required Al technologi=s wiil be Zevelopec und

implemented by knowledge eng:ineers, and Al ang
human factors researchers at ARC; while relying
upon the domain experts, KnNow.edga ind niegral.on

engineers, and mission operations personnel ras. i-
Ing at operational NASA Centers.

The SADP project approach will invoive a
multidisciplinary integration of krnowledge engi-
neering, man/machine interfaces, and systems
architecture to enhance automation of the Space
Station.

fach project demonstration will proceeg

through a phased knowledge engineering methodology
consisting of: prototype knowiedge base deveiop-
ment, incremental knowledge base expansion, parai-
lel operator interface development, and .mp.emen-
tation in a realistic environment. Initial Al
system development will be carried out 1n-fhouse s0
as to develop a strong tecnnical base within NASA.

Demonstrations will 1nvolve interaction wWith
both experts and novice personnel represent:iung
mission operations, automated flight subsystems,
and automated sciences. This interaction with
astronauts and ground crew is a critical component
of the project to ensure that the human interface
(man-machine) issues are properly addressed.

SADP Demonstration Seiection Criteria

The following criteria will be used in
selecting demonstrations:

1. Provide maximum use of existing Al
technologies

2. Illustrate gains in human productivity
and reductions in manpower requirements
resulting from automation

3. Have access to domain experts

4. Requires no unattainable personnel and
equipment resources

5. Leave a framework of people and tools
which will facilitate future technology
transfer

6. Transfer developed technology to the
Space Station

SADP Management

The information Sciences and Human Factors
Division of NASA's Office of Aeronautics and Space
Technology provides overall direction, funding,
and evaluation of the Systems Autonomy Demonstra-
tion Project being managed by the Systems Autonomy
Demonstration Project Office in the Information
Sciences Office at ARC.
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5. Design advice on 773
6. Training assistance

Technology Thrusts

The ma or tecnnology thrusts of the TCS
Jemonstration Are:

‘. Integration of knowledge base systems
into a real-time environment

2. Causal modeling of complex components and
elements

3. Combining model-based and experiential
knowledge for diagnosis
Trend analysis heuristic rules

5. Al validation methodologies

TCS Automation Benefits

The ma jor benefits of TCS Automation are:

1. Reduces need for crew and ground monitor-
ing of TC3S

2. Increases crew safety through improved
systems monitoring

3. Provides TCS design assistance

4. Simplifies novice- and expert-user
training

TC5 Management Organization

The Thermal Control System (TCS) Demonstra-
“ion Project is managed by the SADP Office at ARC
in 31 close working relationship with Aerospace
Human Factors Division at ARC, the Crew and Ther-
mal Systems Division at JS5C, the Systems

S22 00ment 4 S omuiation [lv.3ian a0 e
tne Mission Jdperitions Lar=ctorate 1t
Y olerneryl Arnroacn

The Space Stat:ion ITH tsooory el reer
tre Irew oand Thermal 3Systems L3030 1T 1D el
wrhich the domain expectlse s oRi7g proviled,  The
xnowledge engineering ancd demonstrat.on orotntyre
Jdevelopment are ba2ing done oy Ine Sal?
tne Artific:al I[nteiligence besearcn
suppert from the Jderospace suman ~3ot
1t ARC.  The Systems Deveiopment .2

Sivision at JSC provides support ang Lpate
with the SADP Office at ARC 1n the «now.23ge ongi-
reering ard expert system develop 5
tne TCS project and provides testze:l
tion. The Mission Operations Directorite :f
provides consultation ang alv:ice on rezent
ind technology advancements
tion and the application of these 2
current mission operations' ghilosophy o tne
TCS. The general TCS approach is srown on

Facilities

JSC. The TTB includes the following subs:
1) Thermal System Test Articles (pumps.
2vaporators, condensers, busses), and Z) 1
Acgquisition and Control Ssytem.

A facility is located at ARC for developmert
of the Thermal Expert System (TEXSYS). This
facility wili consist of 1) AT HW/SW develocment

tools and 2) a simulation HW. model of the T72
for TEXSYS development and va.idation.

TCS Schedule

The broad overall TCS Demanstration Prolect
Schedule is showr in Fig. 2

Success Criteria

Programmatic success criteria, although more
difficult to define than technical success cri-
teria (meeting system specifications), is of equal
importance. These criteria are the incorporation
of systems autonomy technology (developed as a
result of and demonstrated during the TCS Demon-
stration) in various Space Station subsystems and
systems. This criteria does not imply direct
incorporation of TEXSYS, or any part thereof.
Rather, it implies an influence on Space Station
Project Offices, measured by the incorporation of
autonomy requirements in subsystem reguirements
documents and the inclusion of automation in the
design and development of those subsystems.

Discussion
This section discusses the TCS System Con-

cept, Specific Technical Objectives, Development
Plan, and Status.
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1ilure rrevention Through
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nt Interface to Novice and

:5 and Fault Correction Advice. The
failts in three major categories:

control malfunctions, and sensor mal-

nctions. The TCS demeonstration wiil show

cert-ievel 30illty to diagrose and suggest cor-

rective 3ctions on approximately 25 to 30 common
S fiults, reprasenting essentlally all major

—adp s e T
modes o U0S raLiures.

re Prevention. Human beings
siow and careful anal-
EEE . ta prevent iow frequency
lyramic anoma. .23 from escalating into problems.

v sovertial strengin of a knowledge-based systems
Lproacrn hermal management is the use of trend
nal : e t iong-term degradation and

oA

15 required to prevent system
:1rameters from exceeding operational limits. The
i1 exhibit "nffline"” (i{.e., during
times) analysis of trends to detect
123 *2 make corrections to the ther-
mal system ofore serious probiems result,

PTmonstration 4L

Orary s

Hes ] and Fauit Correction. The
emornstration Wil 2xhibit real-time nominal con-
.. 15 W@l 13 reai-time correction of at least
five major failure classes of the thermal
. in tne context 2f the thermal system,
“e3l-time (303 matter of seconds. The TCS expert
ystem Wil oanacyze actual sensor data, notice and
f.adnose probiems, and correct (or bypass) prob-
cemsony sending 2ontrol signais to the thermal

caronr

system.,

-ntelliigent Interfice.  Tne 12monsioalon

plitty of tne arowi=sise-tases T,
2¥pert system to 2xplain 1ts 21301118 to Lsers.
The operator intertice Wil. iliow 1se:

imtaormation on testbed schematics, il stages of

Y reasoning, tisic phys:icia.

lyirg component ard TS system oehavior, and pro-
vide guirdance (n making 1ec.si0ons invoaving tner-
TAl management. The intertfice ~ill 2e 3 "direct

manipulation” style interface,
based pointing 1nd meru seleat:nn 15 1520 input)

1na the interface Wil!l show some drgree of uncer-

stinding of the skiul level of (L3 user.

Training Assistance. A beneficlai side

2i'rect of knowledge-based systems {3 that the

owledge bases have substantial atility for
future training purposes wWwith the system. The
information display capabi:ities will Jdemonstrate
now the knowledge-based TCS eupert s3ystam can be
Lsed for purposes of crew and grouns operitor
training in the context of Space Silition
Traiinees will be able to examine data and simulate
the effects of all known faults

Design 1ssistance. The expart Lysieon
mocdeling and simulation knowiedge sase trovides i
substantial capacity for inteliligent issistance t:
the design engineer using the TTB. The informa-
rion and display capabilities will Jemonstrate the
ability to automatically retflect new physical
realities resulting from design changes during
system configuraction change investigatiors

TEXSYS Conceptual Configuration with the T7B

The conceptual configuration of TEXSYS with:n
the TTB is shown in Fig. 4.

ndividual test articles are directly conr-
nected to control computers {microVAXes) which
then connect to an Ethernet. A D S computer (a
larger microVAX IT) acts as a system controller,
central data router, and command queuer for the
TTB. The TEXSYS initially running on a special-
ized LISP machine will be connected via standard
DECnet protocols to the Ethernet. The machine may
receive data from the DACS system and pass com-
mands to the DACS system. If this routing strat-
egy 1s not sufficiently fast or powerful, data
will be received from and commands passed directly
to the test article controllers.

Another possibility for increasing speed
would be the use of a cunventional computer 1is a
front-end processor (FEP) along with a LISP
machine. Such an arrangement could be useful 1f
the ma jor speed bottleneck turns out to be in
handling the raw data from DACS. The FEP could
handle preprocessing tasiks to reduce the raw data
to a compressed amount of information that can be
handled by the expert system. [t might be possi-
ble that the DACS itself could provide this data
reduction. Further investigation of this area
will be necessary.
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testing various models 1n many Sirfe T3 tua-

tions and determining the rele.ant sp2ed iccur ey’
cost tradeoffs that apply.

ieneral Development Plan

In any knowledge engineering proisct the work
proceeds by incremental refinement of a relatively
simple system, adding knowledge and ccnsequently
ability for increased performan~e; anc¢ oy carry:ing
out research in how to better combine types ol
knowledge and reasoning methodologies.

As one of the largest knowledge engineer:ng
orojects yet attempted, this demonstration w:i..
use the previously described approacn, ang w~i1. .
also proceed along traditional project devel:spment
methods: definition of tne problem, sprc:iiiicg:
of system requirements, Jefinition of 3;
cifications, development, validation, n
checkout, and demonstration.

Specific Develonment Flan

The development and demonstratiorn of the
TEXSYS system will be accomplished through six
ma jJor stages, most of which are = parated by ma »r
project reviews. Those stages l.clude:

Prototype Development Stage
Requirements Definition Stage
System Specification Stage

. Initial-System Development Stage
. “inal-System Development Stage
Jemonstration Stage

o oo

o N

Prototype Development Stage. As a first step
1n the problem definition and incremental engi-
neering process, a small but significant prototype
was constructed in June and July of 1986. The
objectives of the prototype development were:

1. To learn significantly more, directly
from an expert, about the TTB environment
and about thermal engineering, especially
as related to two-phase thermal systems
on Space Station

2. To provide knowledge engineering training
for ARC RI SADP personnel in a practical,
problem~oriented environment

3. T build a working prototype system that
would serve as a starting point for
future work

An analysis was mace or probable TEXSYS func-
tional and performance requircments, -“vailable
hardware, software, expert-system building tools,
and training and engineering csupport. Based on
this analysis, a selection was mad. as to the
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System Reguirements Definition Stage. The
next step in the Jdevelopment and demorstration o
“XS5YS system 15 the formal and specific d»: -
altion of requirements.  Particular care wili D2
pa:d to intertaces to the operator, to the TCS
Testhed computers, to real-time data collection
ind TEXSYS performance reguirements, and to the
itructure of the TEXSYS knowiedge
Yeytures Will be documented in tne
smoEeprtrements Definition and wioo T
tre TEXSYS System Requirements ey,

wne

architecturi.

Jystem Specitfication Stage. Foilowing “he
sPul accemp.ishment of the SRR, work «
0 tne gerneration of 1 system design,
cesidn of the knowledee base arch:itac-

e interfaces with recessary util.-
T3, ;tems, and the human operator or
1ser of the TEXSYS, and the structure and fornat
ot data to be used as real-time Input and out-

put. This stage will be documented in the TEXSYS

System Design Specification which will also spec-

1fy the dPILVP”j nhardware and software. This
ta

Initial Svstem Development Stage. The in:-
r1ai TEA3YS development activities will consist of
procurement of test and demonstration hardware ind
software, and include two major phases of knowl-
edge base development. The development activitlies
at ARC will concentrate on development of TEXSYS
«nowledge bases and the human interface to TEXSYS,
whiie JSC will take the lead in developing the
software needed to integrate and interact with the
reaj-time systems with which the TEXSYS will
interface.

Phase one of the knowledge base development
Wwill consist of the acquisition and organization
of knowledge about the TCS Testbed components and
vopology, and the development of rules for detect-
ing and diagnos.ing probiems. During thris phase a
statlic knowiedge base will be used for testing
purposes.

Phase two wili 1nclude the modification of
the system to successfully accommodate real-time
operation and the provision of simulated dynamic
data to test this major enhancement. This stage
15 compiete at CDR.

Final System Development. After completion

nf the COR and delivery, installation, and check-
ot of the TCS Demonstration software at JSC, the
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ily, the verification and wvalidation

. be perrormed on the final demonstri-
ion 772 configuration jointly by ARC and JSi <o
in.t the expert-system krow.iecge b
:ne correct.  Aftler passing thes
nall be considered ready for the
stration phase.

i3 phase of the TEXSYS development will
conc'!ude with the TCS Operational Readiness Heview
(ORP) The ORR will examine all TMS Demonstratior
C 2s to determine the readiness of the sys-
tem, the procedures and documentation, and tne
ersonnel tor the conduct of the operatlonal phase
f the TCS Demonstration.

I'CS Demonstration Stage. After successfuil
completion of the ORR, the final phase, the Demon-
stration Phase, will begin. This stage, conducted
jointly by ARC and JSC, will include the demon-
stration cperations, and the post demonstration
analysis and review.

The operations stage will 1nvolve the actual
conduct and documentation of the TEXSYS in manage-
ment and control of the TCS Testbed. The analysis
and review phase will provide an integrated retrc-
spective nalysis of the system capabilities, and
the development process, to provide insight into
the effectiveness of the TEXSYS in management and
control of the TCS Testbed anc to identify
improvements that can be made in later phases of
the SADP project activities.
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Corcluding Remarks

Zongrass nas displayed substantiai interest
in zccel~rating the dissemination cf advanced
jitemation teochnology to and in United States

Industry.

n oinitiated In response to this desire
nd Wii: ecnduct Space Station automa-
/ demonstrations in 1988, 1390,

KNOWLEDGE
BASE

KNOWLEDGE
\ ENGINEERING

The o initial demonstrition in C388 invelves
wtomation of tne Space Station Therma. [t
System.  An initlal expert system prototyde 7is
oee=n deve _oped 1t ARC and the development .5 pro-
Jressing on scnoedule for 3 demonstration 2notne

normal Testbed at JSC in August '983.
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Abstract

A aumosr f siews for the devciapment ot probiem
solving systems have emerged over the last decade n
Al This paper will examine one such view, the concept
of the generic task. one of a small set of ubiquitous
cogmtive tasks that together account for some part of
human cognition [n partucular, we will show how
hwerarchical classification 1s one such generic task and
how 1t is useful for diagnosis. We will also show that a
diagnostic system based on hierarchical classification
naturally lends itself to solving a number of issues
traditionally associated with sensor validation

1. Introduction

The current generation of expert system languages — —~ those
+hat are based on rules, frames, or logic — - do not distinguish
netween diferent tyvpes of knowledge —based reasoning For
»xampie. one would expect that the task of designing a car would
require significantly different reasoning strategies than the task
of diagnosing a malfunction in a car However, these
methodaiogies apply the same strategy fire the rules whose
conditions match, run resolution engine on all propositions etc )
-0 both design and diagnosis, as well as any other task. Because
of this. .t has been argued that these methodologies, although
iseful, are rather low level with respect to modeling the needed
a3k —.evel behavior In essence, these systems resemble an
assembly language for writing expert systems. While obviously
iseful, clearly approaches that more directly address the higher
‘evei ssues of knowledge —based reasoning are needed for the
next generatton of Al development

One example of a higher level approach is the generic task 6]
The aim here is to identify "building blocks” of reasoning types
such that each of the types is both generic and widely useful as
components of complex reasoning tasks We have identified to
date six such generic strategies, which together account for a very
iarge portion of current expert system capabilities. Zach generic
task is characterized by’

I The kinds of information required as input for the
task and the information produced as a result of
performing the task

2 A way torepresent and organize the knowledge that
is needed to perform the generic task.

3 The process falgorithm, control, problem solving)
that the task uses

As each task and 1ts associated structure is identified,
languages are developed that encode both the problem solving
strategy and knowledge that is appropriate for solving problems
of that type. These languages facilitate expert system
development by giving the knowledge engineer access to tools
which work at the level of the problem, not the level of the
machine Below is a list of the generic tasks that have already
been identified and the tools that correspond to them:

lCopyn'ght (C) 1987 B Chandrasekaran and W F Punch (1]

H:erarchical Classification s finding 'he categories
i a classification hierarchy that apply o the
situation being analyzed The ool for classification
is CSRL 4] (Conceptual Structures Representation
Language) A significant portion of expert systems
such as MYCIN[16] and PROSPECTOR {9l can be

2
viewed as classification®

[

Plan Selection and Refinement s designing an object
using hierarchical planning  DSPL(2] Design
Specialists and Plans Language! is the tool for this
generic task The task performed by the expert
system MOLGEN (10} and R1{12! can be viewed in
this way

w2

Knowledge - Directed  [nformation  Passing 5
determining the attribute of some datum based un
the attributes of conceptuaily —related data The
tool for this generic task 1s [DABLE - [ntelligent
DAta Base Languagk) This task 15 often used in
support of other tusks such as classification or

design

4 Hypothesis Matching 1s matching hypotheses to a
situation using an hierarchical representation of
evidence abstractions The tool for this task is
HYPER (HYPothesis matchER)  Expert system
PIP (19] can be viewed as performing this task at
some stage in its reasoning

5. Hypothesis Assembly s constructing composite
hypotheses in order to account for some set of data
PEIRCE[13] s the ool for this ‘task
INTERNIST (1] and DENDRAL (3] systems largely
perform this task.

As an example of the generic task concept. this paper will
address the problem of diagnosis and how hierarchical
classification solves some part of that problem Furthermore. we
will discuss how the problem of sensor validation naturally
integrates into a hierarchical classification of diagnosis In such
an integration, a level of abstraction is provided that goes one
step beyond traditional approaches that rely strictly on hardware
redundancy

2. Classificatory Problem Solving

Diagnosis as a classification probiem solving task is a matching
of the data of the problem against a set of malfunctions (ie
diseases, system failures etc). If the present data is classified as a
known maifunction, then the diagnosis is completed. Note that
this is a compiled approach to diagnosis as it requires that the
possible malfunctions of the particular domain be pre—
enumerated. Other less well defined problems require a deeper
model that relies on first principles (physic, chemistry etc.) and

2In faet, Clancey [7) has specifically analyzed MYCIN and
shown it to be a kind of clagsification problem solving
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2.2. Knowledge Required and its Organization

The ciassifier requires a pre —enumerated Hst of the categories
Furtnermore, these categnr:es must be
rranized nto o herarchy in which the hddren c1e the
<ibnodes: of 4 node represent subhvpotheses ol the parentti e the
sperior noder Frgure ©iilustrates o fragment of o tree {rom a
mrerarchical ctassification system for the diagnosis of Fuel
Nystem maltunctions in g car #ngine

‘nat o wiil be using

Fuel System Problems

B8ad Fuyel Problems Fuel Mixture Probiems

Low Octane  Water In Fuel Dirtin Fuel

Figure I; Fragment ,f Fuei System classification tree

Note that as the hierarchy 15 traversed rom the top down. the
categories or in this particular case. nypotheses about the tadlure
S rhe fuel sy<temi become more <pecific Thus the chiidren of the
nvputhes:s Bad Fuel Problems can be broken into more specitic
~wputheses ol Low Octane, Water in Fuel and Dirt in Fuel

Fach node in the nierarchy s responsible for calculdating the
“degree of fit" or confidence calue of the hypotheses that the node
For exampie, the Bad Fuel Problems node is
~esponsibie for determining :f there is a bad fuel problem and the
asgree of confidence 1t has in that deawston  Each node can be
*hought of a3 an 2xpert in determining if the hypothesis it
menresents 5 present  For this reason, each node is termed a
weecialist im0 siwaed) domain To create each specialist,
<nowiledge must be provided to make this confidence value
leciston  [he zeneraidea 15 that each specialist specifies a tist of
ratures that are mportant in determining whether the
nvpothesis it represents is present and a {ist of patterns that map
ymbinatwns of features o confidence values In the Fuel System
Pronlems ~peciaist. such features might include gas mileage
greblems, poor performance, difficulty in starting the engine ete
1ine pattern might be that if all the features are present, then the
Fuel System Problems hy pothesisas hikely

represents

}Space and time limitations 'imit this paper to the compiled
avstem (ssues, see reference 14 for a detailed discussion of the
Adeep model 1ssues and computational strategies

2.3. The Control Strategy of Hierarchicai
Classification

Goven that the kpowiedge of the ~varem oy

specialists 1N g Nerarchy. Nuw can e noer g

sraversed” This process s primariy woomon g “nro

£ nvpothesis refinement cailed vsvtanitin ~ores Simp g

specralist that vsrabitshes 05 hvoaothesia a4 = 11 or
caget ertnes lsell By ogctivating it nets hetgled wgn —
spectabints N speciabist that rules it o ety s muger e -
ha~ o ow confidence vainer does 0ot wend 0t e s 5
sabsprcidiists, ThUs weolding TRAt et padt 0 T

The s dson for this hecoties by opus wnen one "furie- o2 00
“ne spectabists are grzanized  The suphvporbeses ot b <o
Probiems, for exampie, are sunply mote detutied ny potreses il
there is no evidence for Fuel System Problems iit s ruied outy,
*hen there is no pownt in examining more detatied hupothesis
about failures ot the fuel system

The process of establish—refine cuntinues untti no
retfinements can take pidce [his can aoccur vither by reacring
tip jevel hypotheses of the hierarchy e by o ;
nierarchy hvpotheses

3. CSRL, a Language Tool for Hierarchical
Classification Systems
CSRL Conceptual Structure Representation {anginese
‘anguage for wriung Rierarchical ciu~siffeation expers < <ems
\s <uch, it allows a knowliedge engineer 'o do three tning-

1 Create a hierarchy of maifunction hvpotheses in o
particular domain

2. Encode the pattern matching knowledge for wuch
hypothesis into a specialist

3 Control the process of establish—~refine srabiem
solving

3.1. Encoding the Hierarchy of Malfunctions

[n CSRL, a hierarchical classification svstem 1~ cnplemented by
ndividually defining a specialist for cuch maifunction
hvpothesis. The super — and sub -~ <pecialists of a4 <peciaitst are
declared within the definition  Figure | 13 4 sweleton of 4
~pecialist definition for the Bad Fuel node trom Figure | The
declare section specifies its relationships 'o other specialists
The other sections of the speciaitst will be exam:ned later

(Specialist BadFuel
(declare (superspecialist FuelSystem)
(subspecialists LowOctane WaterInFuel
DirtInfuel))
(kgs ...)
(messages ...))

Figure 2: Skeleton specialist for 3adfuel

Designing a classification hierarchy s an important part of
building a CSRL expert system, but the exact structure ol the
final system is a pragmatic decision rather than a search for the
rerfect  hierarchy The main criterion for evaluating a
classification hierarchy is whether enough evidence s normally
available to make confident decisions To decompose a specialist
into 1ts subspecialists, the simplest method is to ask the domain
expert what subhypotheses should be considered next. Ti.e
subhypotheses should be subtypes of the specialist’s hvpothes:s,
and will usually differ from one another based on a single
attribute (e g , location, cause)




3.2. Encoding Pattern - Match Knowledge

The knowiedge groups (n the xZS -eclion contain anowiedge
‘hat matches the features of a specialist against the case datd
Facn knowledge group is used to determine a confidence vaiue tor
some subset of features used by the spectalist As such. 4
wnowledge Jroup becomes an  abstraction ol evidence.
representing an euidential abstraction of a particular et o
“eatures smportant to establishing the speciaiist .\ knowledue
Zroup sampiemented as a cluster of production rules that maps
‘re aatues of 1 fist of expressions  hoolean and arithmetic
nercons on odata values of other knowleddge Iroups) o ~ame

Cnetueion on g dascrete symbaolie scale

\s an example, Fogure 3 s the reevant anowledge group o
the BadFuel specialist menttoned above [t determines whether
-he symptoms of the automobile are consistent with bad fuel
sroblems  The expressions in the match part queries the user
who acts as the database for this case) concerning whether the
car 1s slow to respond, starts hard, has knocking or pinging
sounds. or has the problem when accelerating AskYNU? is a LISP
“unction which asks the user for a Y, N, or U (unknown) answer
‘rom the user. and translates the answer into T. F, or U. the
values of CSRL's three—valued logic (Note that any LISP
“unction may be used herel The results of the match expressions
are then compared to a condition list in the with part of the
knowledge group. For example, the first pattern T 2 7" in the
figure tests whether the first match expression (AskYNU? "Is
~ne car slow 20 respond") is true ithe 7 means doesn’t

If 50, then —73% becomes the value of the knowledge
" T Moar "7 7 T"are

matter)
group Otherwise, <ubsequent patterns
evaluated The value of the knowledge group will be t if no rule
matches This knowledge group ercodes the following matching
knowledge

[f the car is slow to respond or if the car starts hard,
then BadFuel is not relevant in this case Otherwise, if
rhere are knocking or pinging sounds and if the problem
sccurs while accelerating, then BadFuel is highly
relevant [n all other cases. BadFuel is only mildly
refevant

(relevant Table
(match
(AskYNU? "“Is the car slow to respond™)
(AskYNU? "Does the car start hard")
(And (AskYNU? "Do you hear knocking or
pinging sounds")
(AskYNU? "Does the problem cccur while
accelerating”"))
with (if T 7 ?
then -3
elseif ? T ?
then -3
elseif 7 72 T
then 3
else 1)))

Figure 3: reievant knowledge group of BadFuel

Figure 4 is the summary knowledge group of BadFuel Its
match expressions are the values of the relevant and gas
xnowledge group tthe latter queries the user about the temporal
relationship between the onset of the problem and when gas was
‘ast bought). Inthis case, if the value of the relevant knowledge

*[n this case, the values assigned are on a discrete scale from
-3 to 3, -3 representing ruled—out and 3 representing
confirmed

STOND A 3 and the Laiue ol T 235 ATow vl
*hen orf equdl 'o ') tRen tne sqeae of tThe S
group 'and consequently the contidence «aiue ot 2 .o~

indicating that a had fuel problem 1~ very Likeiy

(summary Table
(match relevant gas
with (if 3 (GE 0)
then 3
elseif 1 (GE 0)
then 2
elseif 7 (LT 0)
then -3)))

Figure 4: summary knowledge group of BagF a2l

This method of evidence combination atlows the calculation of
the contidence value to be hierarchically nrgamized That is. the
results of any number of knowiedge grnups can be further
abstracted by a knowledge group that can combine their vaiues
into a single confidence value

3.3. Encoding of Establish ~ Refine Strategy

The messages section of a specialist contains g List of Messade
procedures which specify how the speciaiist wiil respond v
different messages from its superspecialist Istablisn and
fefine are the predefine messages in CSRL though wthers may
be created by the user. The establish message procedure of a
specialist determines the confidence value (i e the degree of fit) of
the specialist’s hypothesis. Figure 5 illustrates the establish
message procedure of the BadFuel specialist relevant and
summary are names of knowledge groups of BadFuel isee
previous section). self is a keyword which refers to the name of
the specialist. This procedure first tests the value of the
relevant knowledge group. (If this knowledge group has not
already been evaluated, 1t is automatically evaluated at this
point) If it is greater than or equal to 0, then BadfFuel's
confidence value is set to the value of the summary knowledge
group, else it is set to the value of the relevant knowledge
group. A value of +2 or +3 indicates that the specialist 1s
wstablished. In this case, the procedure corresponds to the
following strategy

Cirst perform a preliminary check to make sure that
BadFuel is a relevant hypothesis to hold I[f it is not
(the relevant knowledge group is less than 0), then set
BadFuel's confidence value to the degree of relevance
Otherwise, perform more complicated reasoning (the
summary knowledge group combines the values of other
knowledge groups) to determine BadFuel's confidence
value.

(Establish (if (GE relevant 0)
then (SetConfidence self summary)
else (SetConfidence self relevant)))

Figure 5: Establish procedure of BadFuel

The refine message procedure determines what subspecialists
should be invoked and the messages they are sent. Figure 6
shows a refine procedure which is a simplified version of the one
that BadFuel uses. subspecialistsis a keyword which refers
to the subspecialists of the current specialist. The procedure calls
each subspecialist with an establish message [f the
subspecialist establishes itself (+7 tests if the confidence value s
+20r +3), thenitissentarefine message




(Refine (for specialist in subspecialists
do (Call specialist with Establish)
(if (+? specialist)
then (Call specialist
with Refine))))

Figure 8: Fxamoe ret'ae orocedure

t. The Computational Advantages of
Hierarchical Classification
Vhe muger adsantoge o o aterarchical ofasification svetem s
‘ne urganization of both the nierarchy of malfunctions and the
knowledge groups within a specialist This organization allows an
officient examination of the knowledge of the system based on
need

Consider again the hierarchy of Figure | The problem solving
pegins by evaluation of the specialist Fuel System Problems I
that specialist establishes. then the two sub —speciaiists Bad Fuel
Problems and Fuel Mixture Problems are invoked [however, the
Bad Fuel Specialist does not establish, *hen none of its sub-—
~peciaitsts ~iil be invoked Thus. f a <peciaiist rules out i e does
not establish). then none of the knowledge of the sub - <peciaiists
need be oun

The <ame 1< true of the knowledge groups in the specralist Only
rhat xnowiedge necessdary to cotirm or deny the kriowiedge group
s run I a row of the knowledge group matches, then none ot the
<ubsequent rows are evaluated AgZain. this resulls in runming
anly the knowledige necessary tor the problem at hand

Compare this with other ;0 -called hierarchical approaches to
diagnosis The fault tree 1s a sequence ot causally related events
that leads to an observable symptom in the system. Given an
inttial maifunction, ail possible causal results of the event are
‘raced out, terminating with the symptoms that would be
observed by a human diagnostician When applied to an entire
~vstem, the result is a network of events that represent all the
causal relationships of the system's constituent parts. While
aseful 1n design tasks, application of fault trees to diagnosis has a
number of problems

I The combinatorial fan~out from an (nitial event
can he very targe This makes the jobolcreating and
‘raversing the network ditficuit Compare this with
the abstraction of hyvpotheses :n  hierarchical
classification systems. Each node in the hierarchy
represents a maifunction hypothesis that is listed in
more detail through 1ts sub—specialists  [f many
sub - spectalists  occur  in the  hierarchical
decomposition of the domain, more leveis of
abstraction can be introduced to iimit the fan —out
Such abstraction does not exist in fault tree
representations

o

Fault rrees make no attempt to limit the number of
nodes of the network that must be evaiuated Given
4 significant event, ail possibilities are examined
However, hierarchical classifiers muake use of the
abstraction of maifunction hvpotheses to limit the,
number of nodes that must be examined based on the
data ot the case

5. Practical Applications of Hierarchical
Classification
A number of diagnostic systems have been built using the
hierarchical classification approach provided by the CSRL tool
This section enumerates some the these applications and their
domains

[t should be noted *hat of the o lowing v ~termie Yty - Mevcn s
strictly a pedagogical svstem. the Nuciear Power ing Chemcu:
Engineering systems dre initial oxoiorulans o et o e
developed systems and Red, WELDEX ind ROMAD ire meiny
developed to be used in real world situations

Auto - Mech {20]

Auto — Mech 15 an expert system which diagnos<es fuel problem-
in automobile engines The purpose of the fuel ~vstem .5 *»
debiver a mixture of tuel and air to the air evlinders ot the vnyine
[t can be divided into major ~ubsvstems fuei actisery, s atane
carbuertor, vacuum muanifoidl which corrcspond o e
hy potheses about fuel »v~tem tauit-

Auto - Mech consists of 34 CSRL specialists in a hierarcny
which varies from four to six levels deep. Before running. Auto -
Mech collects some initial data from the user This .ncludes the
major symptom that the user notices tsuch as stailing) and the
situation when this occurs (e g, acceierating and coid ergine
temperature). Any additional questions are asked whnile Auto -
Mech's specialists are running The diagnosis continues until tne
user is satisfied that the diagnosis 1s complete

A major part of Auto — Mech's development was determuining the
assumptions that would be made about the design ot tne
automobile engine and the data that the program would use
Different automobile engine designs have a signiticant «tfect n
the hypotheses that are considered A carburcted engine. tor
example, will have a different set of problems thun a "Let injecied
engine (the former can have a broken carburetorr The duta was
assumed to come from commoniy available resources. The variety
of computer analysis information that s available to mechanics
today was not considered in order to simpiify building Auto-—
Mech.

Red [18]

Red is an expert system whose domain is red blood ce!l antibody
identification. An everyday problem that a blood bank contends
with is the selection of units of blood for transfusion during major
surgery. The primary difficulty is that antibodies in the patient's
blood may attack the transfused blood, rendering the new blood
useless as well as presenting additional danger to the patient
Thus identifying the patient's antibodies and selecting blood
which will not react with them 15 a critical task for nearlv all red
blood transfusions

The Red expert system 1s composed of three major subsystems.
one of which is implemented in CSRL  The non-CSRL
subsystems are a data base which maintains and answers
questions about reaction records reactions of the patient's blood
in selected blood samples under a variety of conditions), and a
overview system, which assembles o composite hypothesis of the
antibodies that wouid best explain the reaction record. CSRL is
used to implement specialists corresponding to the common blood
antibodies and to each antibody subtype (different ways that the
antibody can react)

The major function of the specialists is to rule out antibodies
and their subtypes whenever possible, thus simplifving the job of
the overview subsystem, and to assign confidence values,
informing overview of which antibodies appear to be more
plausible. The specialists query the data base for information
about the lab test results and other patient information. and also
tell the data base to perform certain operations on reaction
records.

Complex Mechanical Systems

CSRL has been used in creating expert systems that do
diagnosis of faults both in the domain of Nuclear Power Plants
and in the domain of Chemical Engineering

The Nuclear Power Industry must be very carsful in the




maintenance of running power piants s.nce mistakes cun prove
costly notoniy in terms of power piant damage but also ir terms of
radtation leakaye and broad environmenta! damage Nuclear
Power Plants are therefore heavily monitorad 1n manv dreds, so
heavily tn fact that .t 5 difficuit - not .mpossiblet for the
operator to maintain an understanding of just what exactly s
soing on The Nuclear Power Plant expert svstern i 111 designed
to take in larve gmounts of data and classdv them into one of
wproxvimatery 25 ditferent tadures  One advantage of the CSRILL

pprogcn s tnat the gperator can be ntoemed of a nuzh level view
Srrhe probbem Uno specidc aiure canne doseovered
e peobiems o the Cheneal Fogineering Plant are ~imidag

Hut (b does have a4 number ot dutferences While satety 15 also of
concern, there is also the problem of product quality in a
Chemical Engineering Plant. If a malfunction occurs that
produces an unusable product. the operation must be brought
quickly back into line nr large amounts of material will be wasted
The Chemical Engineering expert system [17] does diagnosis of a
tvpical reactor producing a solid product as a result of the
reaction of liquid product and oxygen [t consists of approximately
30 specialists that represent hypotheses about failures of the
various physical parts of the plant [n addition to data that
monitors the state of the reactor, these specialists also use data
about product quality to make the confidence value decision

Other Real World Uses of CSRL

CSRL is being used to deveiop two commercial ~vstems by the
Krowiedge Based Systems group at the Battelle Columbus
Institute  WELDEX and ROMAD are diagnostic svstems for,
respectively, detecting weiding defects and evaluating
machinery A briefdescriptionof WELDEX follows

WELDEX identifies possible defects in a weld from
radiograpnic data »f the weld. Industry standards and
regulations require careful inspection of the entire weld and a
very high level of quality controi. Thus for industries which rely
on welding technology, such as the gas pipeline industry.
radiograph inspection is a tedious. time-consuming, and
expensive part of their nperations

This problem can be decomposed into two tasks visual
processing ol the radiograph to extract relevant features of the
weld, and mapping rthese visual features to the welding defects
wnich give rise to them. WELDEX is intended to perform the
second task The current prototype consists of 25 CSRL
specialists that are organized around different regions of the
weid, taking advantage of the fact that each class of defects tends
to occur in a particular region. The knowledge groups in these
specialists concentrate on optical contrast, shape, size and
location of the radiograph features. A customer version of
WELDEX is currently being developed. Future work is
anticipated on developing a visual processing system whose
nutput would be processed by WELDEX, thus automating both
parts of the radiograph inspection problem

6. Data Validation in Hierarchical Classification

We have woxamined in some detail how hierarchical
classification lends itself to performing diagnosis. However, there
4re a number of 155ues that exist n real - world systems that
must yet be addressed. For example, most of the work in Al in
dlagnosis assumes the observations given to an expert system are
reliabie In fact, it has always been understood that in real —
world situations data can be unreliable and that human experts
can still reach reliable diagnostic conclusions despite this
unreliable data

As an example, examine the domain of complex mechanical
systems like Nuclear Power Plants or Chemical Processing
Plants FEven before the advent of Al, system monitoring aids
were designed that provided the operator with automatically

validated data These designs centered in mon:turing edch
important system datum (pressure, temperature ctc #ith 4
number of hardware sensors. This muitiplicity of -ensors
provided a redundancy of information from which 4 more reliable
value was extracted Based on this hardware redundancy, a
number of techniques were developed to validate a datum’s value

1 Providing more than one sensor of the same kind to
monitor some datum. Loss of one sensor therefore
does not preclude data gathering uand any
disagreements among the -ensors cun be resolved
statistically  tor the overall datum satue  For
cxample, to measure the temperature o 4 chemical
reaction, mulitiple temperature ~eosors could e
used 1n the reactor and thetr statistical averageé
given as the overall temperature value.

[

Providing different kinds of sensors to monitor a
datum. This situation provides the same redundancy
as 1) as well as minimizing the possibility of some
kinds of common fault problems. That is. certain
events that inactivate a particular sensor type may
not affect sensors of a different type Continuing
with the exampie of 1) above, half of the sensors
might be thermocouples while the other haif might
be mechanical temperature sensors.

3 Using sensors in several different lncations to infer
a datum value. [n this situation, datum values are
monitored not only directly but also inferred from
other system data based on well-established
relationships. For example, while the temperature
of a closed vessel may be directly monitored, it can
be inferred from the measurement of the pressure
using the PV = nrT equation.

While hardware redundancy allows some data validation, it has
a number of drawbacks.

t. The expense of installing and maintaining multiple
sensors for each important datum greatly increases
the cost of the system.

2 Common fauit failures still happen, especially as the
resuit of severe operating failures

3 Human operators and engineers resolve many such
diagnostic probiems using conflicting and even
absent data. In other words, human experts are
more tolerant of bad data whether it has been
validated or not.

The following simple example will help in examining point 3)
and other ideas®. Consider the mechanical system diagrammed
in Figure 7 with data values indicated in Figure 8. [t is a closed
vessel with two subsystems, a cooling system and a pressure relief
system. The vessel is a reactor which contains some process
(nuclear fission, chemical reactions etc.) that produces both heat
and pressure. The data values of Figure 8 indicate that the
temperature of the reactor vessel, as determined by sensor
hardware, is above acceptable limits. Assume that there are two
possible causes of the high reactor temperature: either the
cooling system has failed or the pressure relief system has failed
and the added heat has overpowered the functioning cooling
system. Given the sensor readings, what would be the diagnostic
conclusion? The data conflict is the normal pressure and cooling
system readings and the abnormal pressure relief system
readings. The failure of the pressure relief system is plausible,
data indicates its failure and no other system failure, but such a
failure expects the pressure to be high! The step to take is to
assume both the pressure relief system to have failed and the
pressure sensor to be incorrect.

SNote that the ideas presented here have been used on more
complicated real—world systems (8,17, 151. This example has
been condensed from them for expository clarity




The process shown above demonstrates data validation at 4
nigher tevel than that of simple sensor hardware validation In
the example, the pressure system has failed despite the lack of a
hgh pressure datum However, there 15 other strong evidence®
that the pressure system has indeed failed The human reasoner
expects the pressure datum to be high since the preponderance of
other data indicate a maifunction That is, the human reasoner in
pursuing likely diagnostic conclusions discovers a plausibie
diagnostic conclusion that meets all but tin this casel one
expectation. The important points to note are that

I A diagnostic conclusion cun and ~houid be made
ba~ed on the preponderance of uther evidence

- The datum svaiue 'hat does not mceet expectatiun
should be questioned and further investigation of its
true value made

This is not to say that hardware redundancy ts not useful for
solving problems of conflicting sensor reports. The point is that
hardware redundancy 1s made more useful in service of the higher
level of redundancy provided by diagnostic expectations.

Also note that this process involves redundancy, not at the level
of sensor hardware, but at the level of diagnostic expectation This
s a redundancy of information that allows questioning fand
subsequent validation) of data based on multiple expectations of
diagnostic conclusions If a conclusion is l'kely, but net all of its
expectations are met, then those now questionable values are
investigated by more computationally expensive techniques.
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Figure 7: An Example Mechanical System

While space limitations restrict the scope of our discussion, the
following section present the basic ideas concerning how the
expectations of data can be naturally encoded in a hierarchical
classification system. For further detail, please see [5].

6.1. Establishing a Questionable Datum

The process of establishing a questionable datum involves two
steps. First, establish some expectations, using loca! knowledge
or the context of other nodes. Second, use those expectations to
flag some particular data value as questionable

The expectations of a malfunction are embodied in the
knowledge group. The knowledge group mechanism was designed
to give a rating of pattern fit to data [f the fil is not perfect, those
data values not meeting expectations are identified as
questionable. In the example of Pressure Relief Valve Failure,

f1n the example, this evidence is that there is a failure of the
relief valve system which i3 part of the pressure system

f

Vanable Status
Tempersature High
Pressure Normal
Condenser All sensors
Normal
Cooling Water All Seasors
Flow System Normal

Relief Valve Sensors indicate
Malfunction
Valve Cantrol All sensors
System Normal

Figure 8: Sensor Values for the Example

evidence exists that the valve has failed even though the pressure
is normal. The lack of perfect fit between data and pattern ailow
the pressure value to be identified as questionable Diagnosis
continues despite apparent data conflict since enough evidence
exists for establishing the malfunction hypothesis

{n establishing all the ancestors of any one node, a context of
problem solving s created which provides a set of :mphcit
expectations Examine the example hierarchy of Figure 7 [n
order to establish the malfunction hypothesis Relief Value
Failure, the malfunction hypothesis Pressure System Failure
must have established. [n the context of considering the Valve
Failure, one can assume that some expectations were created
based on the establishment of the Pressure System Failure node
and other ancestors Since these expectations always exist when
considering Valve Failure i.e, you can't get to Valve Failure
without establishing Pressure System Failure, they can be hard —
coded into the Valve Failure Node.

How expectations are used for the Pressure Relief System
Failure node is shown in Figure 9. A modification is made to the
standard knowledge group first seen in Figures 3 and 4 that
allows the expert to indicate both a match value for the group and
a set of data that do not meet the expectations established at this
stage of the problem solving. This is done by adding the keyword
Data-To-Question to any pattern of the knowledge group,
followed by a list of those data values that are considered
questionable by the expert. Thus, Pressure Relief Failure
establishes (based on other data features) despite the lack of a
change of pressure. However, in establishing the node, one should
question why the pressure did not change as expected. This is
done by associating with the first pattern (the one that matches
when the knowledge group establishes) the pressure datum by use
of the Data-To-Question keyword. [f that pattern is matched,
then the match value is returned but the indicated data value is
placed in a list of questionable data values will be later in detail.
If the match value is high enough, the node establishes itself
despite the existence of conflicting data. That is, if there is
enough evidence to show a malfunction despite a conflicting
value, the problem solving may continue. However, it may be the
case that the value being questioned is of vital importance to
establishing the node. The match value will reflect this, the node
will not establish, but the data will still be placed on the
questionable data list. After an initial run of the problem solver,
the questionable data list will consist of datum values that did not
meet the expectations of some node.




(pressure Table
(match
(ASKYNU? "15 the Pressure Alarm on?")
(AskYNU? "Is the Condenser Pressure High?")
(ASKYNU? "Is the Temperature Alarm
activated?™)
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Data- ’o-Question (pressure)
mnen
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7. Conclusion

Hierarchical cla~<itication 5 an approacn to doing diagnosis for
systems with complied anow. edge about the tvpes of maifunctions
*hat oeear I8 organizes this hnowledge hierarchically ard
prevides and eTieent contral srrategy ‘or examining those
maifurcrion n.porheses dased on “he data of the problem .t nund
Furthermore. the process of <ensor vandation nas been shown to
be 4 natural part ¢ hierarchical classitication By auding a
sumpie change o the knowliedge group. data vaiues that do not
meet  expectations can nhe dentficd and more  powertul
compttational methods aophied to resoive the contlict
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Al APPLLITATIONS FCR SPACE SUPPORT AND SATELLITE AUTCONCMY

Constance J. Golden*
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Sunnyvale, CA

ABSTRACT rhat the vehicle automaticaliy shad 117s
power 10ad a4and rucned otf rthe arr:tude
“nocwiedge hased  systanms (KB3) nave control subsystem. The tu=mbilny venicie
not o yet  met axpectations. Situations was detected and placed a1 a1 safe., sun
"natl naven't heea anticipated or planned pointing, spunup configuration. Analys:s
t3r ~ust be handled by KBSs 1f they are of telemetry data showed the cause of the
> be useful for complex space support locked solar array to be a spurious blt
ipplications. This requirement 1implies change. This bit <change was corrected
that "deep knowledge” about the domaln and the procedure for returning to a
~ust be modeled so the KBS can "reason"” stable earth pointing artitude was
ibour the situation and generate and started. The approved procedure, when
Lmplement a plan for recovery or action. implemented, failed to resuit in “he
Domains mnay be represented using several expected earth polnting attitude.
schemes, each having limitations that Factory experts were consulted and it was
prevent them from meeting expectations decided that the thrusters ..2d 1a the
for KBS's. Ford Aerospace has developed maneuver impinged on the solar array
3 representation approach that is a panels, 1imparting forces that prevented
nybrid of other schemes. Because this normal earth acquisition. A second earth
appreach represents knowledge in a acquisition maneuver was planned using 2
complete, consistent and unambiguous different set of thrusters, Xnown tOo be
nanner, generic approaches to processing directed away from the solar panel as
domain information can be developed. and oriented. This procedure was 4 success
anpianned situations can be analyzed and and the satellite was returned to 1ts
"reasoned” about. This approach promises finctional earth pointing attitude.
to meet most, and possibly all, of the
space support requirements for KBSs. Another example involves an R&D
Ford Aerospace's KBS architecture has satellite which lost earth lock shortly
been applied to several space support after initial earth pointing attitude
activities in an effort to test 1its full control had been established. There Jas
capabllitlies in Dbeing able 10 ™reason no apparent reason (e.g., sun/moon 1nter-
about” and "analyze" new situatlons. ference, eclipse, power decrease, etc.)
S5atellite autcnomy, equipment maintenance for the problem. A close 1look at the
and network control applications are telemetry data. just prior ¢to start of
among those discussed. vehicle tumbling, showed that the earth
sensor data being used by the on-board
software was not the expected data.
1. Space Support rurther research revealed that che
Application Requirements installed earth sensor design character-
istic- were different from those written
Knowledge Based Systems (KBS) have in the control software. A corrected
been successfully applied to automate version of the control software was
some space support functions, but the uploaded to the satellite. The earth
expectations have usually exceeded the acquisition procedure was repeated and
implenented capability. In some areas of the attitude control system maintained
satallite control 1t is acknowledged that earthlock. While we may not expect KBSs
no existing KBS could replace the expert to automatically <correct the on-board
facing an unforeseen event. For example, softwire we do expect KBSs to diagnose
4 solar storm caused a bit chanqge in the the problem immediately upon receipt of
snolar array adapter control of a satel- the first unexpected earth sensor data
t1te wnich locked the sclar array track- and recommend a solution to the
1ng mechanism. (see Figure 1.) As the operatour. This requirement implies that

satellite proqgressed along its orbit, the orbital (flight) information must be
30l4r energy impinging on the panels available and "~deep knowledge™ about the

jecreased because the panel could not satellite must be modeled so that the KBS
malntain its normal perpendicular posi- can "reason™ about the situation a4nd
risn to the sun's rays. Eventually the generate and implement a plan for
power from the 5014ar arcray was soO low recovery or action.

'ﬁanager, Advanced Programs
Seninr Member AILAA




IT. Alternat:ive KBS 3% the reassning nodules. X
Approaches represented within rules or Tetnols

only wused during actual execut:isn,

Oomains may be represented using only the result of the execution

frames, networxs or other available for reasoning; the 1nformart.
schemes. S5ome of the mnore common repre- contalned within rules or methods
sentation alternatives are conmpared on indccessible to a problem solving module.
L. They aii fall short of meeting
expecrations listed in Figure 2 for Major inadequacies of all
1n space support applications. For systems mneant to be used for real
exanple, jeneric processing 1is provided support applications are presented
inference engire in rule-based Figure 2 and 1include: the need
systems. but this processing is limited expertise during system development,
pattern n~atching between situational 1napility to handle situations
and data referenced within rules. haven't been explicitly entered
allow for nore powerful generic knowledge base, the lack of a fornal
processing. rhe knhowledge must have a approach, and the 1inability to
defined structure than that cur- real-time solutions to a complex
used for rules. The structure ation.
includes 1nformation that can then
be used by processing modules to perform Ford Aerospace has developed
specific functions than pattern approach, called PARAGON, that
matching. In addition, the flexibility hybrid of other approaches. It
lack of structure) of rule-based to meet most, 1f not all,
systems, makes system Verification and characteristics of a space supnorr
Validation (V&V) nearly impossible The domain 1is modeled using a
it is difficult to isolate a part network approach where the

system for test: Any rule that (e.qg., physical or non-physical objects;.
may generate unexpected side appropriate characteristics of the
effects within other parts of the system. cepts (e.qg., height, weight,
interaction or relationships with
a KBS to reason about or adapt to domain concepts (e.g., electrically
events or situations for which it was not nected, heat supplied by, etc.).

preprogrammed, deep or causal knowledge behavior of the concept (e.g., states

:JUIV

the domain must be represented in may be in such as on, off, or idle:
an explicit manner that can be accessed events occur while in each
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Figure 1. Example - Satellite Anomaly
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‘ Table 1. Comparison of Representation Alternatives
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causes transition from one state
are described via a graphic

and what
to another)

interface and menus. Typing caa be
limrited to assigning names to concepts,
states, etc.

As “he model is belng Jdeveloped,
PARAGCN collects the information and

translates it to A4 machine
inferencing and

qutomaticaliy
representation useful for

oropLew solving. Characteristics,
relationships and behavior must be
lafined precisely and within constratnts
to avold the probitem of ambiguous defini-
tisrn found in most semantic networks and
to allow formal V&V. The approach allows

automatically generate LISP
code so a4 simulator for the domain is
avaiiable to test behavior and display
characrerlstics for verification by the

PARAGON toO

system developer. Some minor modifi-
cations would allow generation of other
types 0of code such as C, PASCAL. FORTRAN,
etc., s0 the tesultant model of the know-

ledge base could be used as a stand-alone
simulator running cn a non-LISP machine.

During development of this portion of

PARAGON. rwo guiding principles were
followed: that the model be declarative
ind consistent. We wanted the model to
be declarative so all control knowledge
{(or algorithms tor processing knowledge)
would be eliminated from the knowledge

base and all knowledge describing each
concept would be 1nternal to the data
structura 1rself. Semantic networks
allow representation of a domain with no
conrr-~! or processing of knowledge
required. Also the representation
elements are easy for engineers to work
Jith, Therefore this was our starting
poinrt. However, any type of relationship
is allowed in a "pure” semantic network
which czan lead to inconsistencies.
Therefore. constraints had to be imposed
5n the way concepts and relationships are
defined and the way relationships incer-
act to ensure consistency. Other aspects
of representation schemes such as frames.
rules and blackboard were used to con-
strain the knowledge base representa-

tion. Since many different systems and
uysers may want to access the same know-
ledge base for a variety of purposes and

since two ot¢ more knowledge bases mMmay
have to interact to find a solution for a
user, consistency was absolutely an
essentlial requirement for space support
applications.

model in PARAGON
processing Xknow-

Since the domain
contalins no control or
ledge, reasoning modules have been and
are being developed to perform their
function on the domain model, independent
of specific domain information. cogni-
tive psychologists, Artificial Intelii-
jence (AL) researchers and knowledge

engineers have identified the following
most commonly used processes or
strategies:

L. Monitoring (data interpreta-

tion): comparing observations
(desired) situation

to planned

2. Interpretation (situation assess-
ment): inferring situation description
from sensor data

3. Diagnosis: infercring cause of
system malfunctions from observables

4. Debtugging: prescribing remedies
for malfunctions
5. Prediction: inferring likely

consequences of given situations/actions

6. Design: configuring or modifying
ts undecr constraints, such as availl-
resources

7. Goal Determination: debugging,
prediction, design and resource alloca:
tion (knowing desired situation)
actions to

8. Planning: designing

achieve goal

9. Repair (corrective actlionj:
executing a plan to administer a rre-
scribed remedy

10. Instruction: diagnosing,
debugging and repairing student behavior

The reasoning
each of the basic
programmed into a
builder of an

process followed for
strategies above 1is
separate module. The
expert system takes the
model of the domain, adds the reasoning
modules appropriate for the application
and then builds the operator/system
interface needed with the outside world
to run the system.
Figure 3 illustrates the overall
development process.

IIT. SggceﬁSupport
Applications

Ford Aerospace's
system architecture has

knowledge-based
been applied to

automate several functions in an effort
to test its full capabilities in being
able to "reason about®™ and "analyze" new

situations. Illustrative examples and
lessons learned are presented below:

Satellite Autonomy: The first step
in achieving satellite autonomy 1is to
automate the satellite control function
on the ground. In many ways this step 1is
more difficult than the final step in
space, because the ground station doesn't
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always have conatinuous ccatact wWwith the
satellite and hence must reason Wwith
incomplete Knowledge about what happened
between passes. our version of an auto-
mated satellite control system is called
STARPLAN. Figure 4 1lllustrates some of
the user 1nterface screens. It has been
developed '1stng several archlitectures:
3!l rule-based, frame-based and PARAGON
Tepresentatlons. To date GPS and DSCS
supsystems nave been msdeled and known
nomalous siftuations have been presented
as input and handled by the system.
Based on our experience, there are three
areas where further work is necessary at
this time on this application.

1. ‘he satellite design englneers
fina that time <critical feedback loops
can only be represented accurately 1f
precise definitions of the concepts
tnvoived and their relationships are
provided. These are needed to take full
advanrtage of the simulation capability
within PARAGON. We are considering
provision of a set of preprogrammed con-
cepts and relationships for this situa-
Tion so the user can choose the one that
f1ts his design characteristics most
closely. This approach to aiding the
design engineer 1is non-trivial, because
aach feedback loop 1s 1inter-related to
sthet unique domain knowledge being
entered by the engineer.

2. our generic causal diagnosis
processing module sometimes stops at the
wrong level 1in finding the cause of a
problem. I'll use an example to explain
what [ mean. When you get 11n your car
and turn the key, you expect the engine
to start. If it doesn't, you note that
~hys nformation deviates from what was
expected and reason about possible causes
for the discrepancy. A likely cause 1is a
lead battery, so you turn on the light
switch and note that the 1lights don't
wOrK. The result of this test makes a
dead battery even more likely as a cause,
50 you put 1in a new battery. What if the
enqgine st1ll doesn't start, or it starts
for a4 short ¢time and then repeats the
anomtalous behavior? The cause could be a
short in the system which causes the
batrery to go dead or the engine and
Lights ro be 1inoperable. For an auto-
mobile, rhere are approaches that can be
raken to test for malfunctions that would
be at the next level beyond an apparent
cause. Also. since batteries don't cost
much 4and the risk 1s low, because the
system probably won't be harmed if a new
battery 1s 1nstalled., the KBS should make
this recommendation and only look for
another level of malfunction if that
recommendation fails. However, satel-
lites operate 1n a completely different
environment . The most likely cause of a
4iscrepancy shouldn't be fixed with a
replacement until the risks and next

4]

level of causes have Dbeen evaluated.
Therefore, our causal diagnosis, goal
determination, planning and corcective
action modules must all work Ttogether
iteratively to provide the most appro-
priate correction recommendation for an
orbiting satellite. Different domains
will require different levels of cause
ldentification. How hest to 1incorporate
this information 1is still being investl-
gated.

3. Real-time operation 1s still to
be demonstrated. Until reasoning issues
and domain expert interface issues are
resolved, it doesn't make sense to con-
centrate on real-time considerations.
Also, parallel hardware systems are
becoming more powerful every day. This
medium will be a major tactor in achiev-
ing real-time operations.

Remote Maintenance of Electronic
Equipment: The systems we have demon-
strated have used distributed knowledge
bases, since the information available at
the remote location is restricted to the
site, while the information at the
central «control center includes global
information that 1impacts priorities and
constrains corrective acrion alternatives.

Digital Design: A system that
performs fault isolation on a digital
board has been prototyped. Chips aund tne
wires connecting them were modeled as
well as individual behavior (Note: wires
have individual bdbehavior patteris such as
propagation time, delay time, resistance,
etc.). The major problem encountered was
timing, similar to the feedback loop
timing problem discussed under satellite
autonomy.

Network control: A system that
models a communication satellite with its
individual transponders and the ground
stations that make up its network has
been prototyped. If a communication link
isn't working as planned, the system
decides whether weather, jamming, loading
or equipment failure 1is the cause and
then recommends a solution. If weather
is the cause, using an alternative ground
station and a connecting ground link
might be the recommended solution. Time
synchronization 1is a <consideration 1in
this application. PARAGON currently
models timing as a continuous behavior.
Further enhancements to the development
interface will make it easier tc describe
delay times and cyclic processes.

Manufacturing Plant Process Control:
PARAGON is being used by Ford Motor
Company to model one of their manufactur-
ing plants and simulate the process (from
the top down). Used only as a simulation
tool, the sensitivity of material in
process and inventory to schedule can be




evaluated. Once the "reasoning”™ modules
are added. 1inefficient situations can be
detected, the cause of the problem
identified and recommendations for
improvement made. At first we considered

using existing domain simulators that
represent many years of development
effort, but the knowledge 1is not appro-
priately represented for a reasoning

module to use. Translation may be feas-
ible for some small, simple domains, but
not for large, complex domains. The
lesson learned 1is: build the domain

model wusing the PARAGON representation
scheme, test and V&V the knowledge base
using the model as a simulator, add
generic (or domain specific if necessary)
reasoning modules that have been tested
and V&Vd separately, build an interface
with the external world (operator,
telemetry stream, etc.) and you have a
powerful simulator within an even more
powerful KBS that will meet most of the
desired space support requirements for
KBSs.

PARAGON currently is being used in an
R&D and staff consultant environment.
Extensions need to be made to the system
to increase 1ts reasoning capability.
Real-time applications will be pursued to
test 1its parallel reasoning structure on
parallel processing hardware. Maybe next
year we can demonstrate an even further
narrowing of the KBS expectation gap!
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Validation of Knowledge-Based Systems

Rolf A. Stachowitz, Jacqueline B. Combs and Chin L. Chang
Lockheed Missiles & Space Company, Inc.
Al Center - Aust'n. O 90-06. B,30E
Austin, Texas

Abstract

Work on providing a comprensive vaidation capabrty for knowledge-based systems
has been progressing successiully at the Lockheed Al Center--Austin for more than a
year. The Expert Systems Valdaton Associate (EVA) already extends and comple-
ments the validation capability provided by existing commercial or academic expen
system sheils. In this paper we outline the architecture. theoretical basis. and func-
tionahty of EVA and describe its existing and future features. The existing features are
currently implemented for knowledge-based systems develcped in ART (Automated

Reasoning Tool, Inference Corporation).

INTRODUCTION

Knowiledge-based system (KBS) technology has now
emerged from appled artificial inteligence (Al) as a vi-
tal technology for modeling compiex systems in
defense, industry, business, and science.

The growing reliance on KBSs requires the develop-
ment of appropriate methods for validating such sys-
tems. The objective of the Expent System Validation
Associate (EVA) -- under development at the Lockheed
Al Center at Austin, TX -- i1s to define and develop
automated tools to validate the structural’, logical, and
semantic integrity of KBSs. In this paper, which is a
revised and expanded version of a previous paper!, we
define KBS validation as the verification, validation, and
testing of a KBS. Our definition does not include the
evaluation of the quality of a system by a group of ex-
pens.

Litgrature on validating traditional software abounds
{for a condensed bibliography, see Miller?). The valida-
tion of KBSs, however, has received considerably less
attention in the Al literature. Exceptions are Nguyen et
ai.3 and Suwa et al .

Validation methods for traditional software are difficult,
time-consuming, and not necessanly correct. We have
learned to use the expression correct with respect to
specifications rather than plain, unrestricted correct.
Traditional validation -- represented by the waterfall
modeP -- involves the complete software development
itg-cycle and is not oriented towards the incremental
development method typical of knowledge-based sys-
tems.

During the construction of typical KBSs, requirements

‘pertaining 1o "syntactic” properties of rules, clauses, and facts
in a knowledge base
weprvant Q1337 by
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are most of the time not as precise as the requirements
for a conventional software development project. Thus
the system designer needs validation tcols (0 assist
him/her in clantying the requirements and obtainirg a
precise specification. This is typically obtained through
rapid prototyping of a partial, incomplete specification
Based on the output obtained, the specificaton s
modified (corrected, deleted, or extended), unti the
problery appears to be sufficiently well formulated and
understood. An appropriate model for the developmaent
of such systems, the spiral model, has recently been
developed by Boehm®.

A second reason for the difficulty of applying conven-
tional validation methodology to a KBS is that a KBS
does not exhibit the functional characteristic of stan-
dard procedural software modules where given input(s)
are mapped into specified output(s). A KBS is mostly
nonprocedural, and it normally does not contain com-
ponents analogous to standard software modules
amenable to validation by conventional tools.

It is our conjecture that software validation can be more
easily performed in a KBS environment. In such an en-
vironment the number of life cycle steps is reduced
from the traditional four (requirements development,
specification development, design development, code
development) to just the first two, resulting in a con-
siderable reduction in the amount of validation work to
be performed. In addition, KBSs can be regarded as
logic-based systems, consisting of a declarative
{(application) and control component (inference engine).
The logic-based languages used to implement the ap-
plications are more amenable to validation using logic
and mechanical theorem proving. Finally, the
availability of metaknowledge with semantic information
and integrity constraints permits (a) the fermulation of
conditions (knowledge base des‘~ner's specifications)
that the rules and facts of a KBS nave to meet and (b)




e automatic check:ing cf ne valiaity cf the underlying
aophcaton.

KBS DEVELOPMENT AND VALIDATION

The rcremental development precess used in building
KBSs s represented in gure ' adapted from Bcehm's
3piral moael.

T-e spral begins with a set of i~tal requirements,
cescriping the problem to be soived The requirements
onase s followed by the specification phase, in which
e axgert’s xnowledge about the demain in gquestion 1$
trarsiated into rules and facts. Because of the clear
separation between declarative and control component,
trese spectications can be executed immedately.
resulting 'n an initial operational capability (10C), a first
orototype. The expert or knowledge engineer repeats
s process (goes through the spiralj, expanding of
-evising the requirements and specifications until after
many terations (with many ntenm operational
capabilities) the final operational capability (FOC), the
and product, has been obtained.

It should be chvious that the number of iterations could
ne reduced considerably given the availability of an
automated valdation tool.

FOC  IoC,

EVA GCAL

The goal of EVA 1s to provice autcraleg :20s 0
validate the logical, structural, and semantc ~tegry '
KBSs. In additon, EVA aiso aadresses the qeai of ™-
oroving the valdation process by fincing mistakes ard
cmissions - the knowledge Dase, proposing
xnowledge base extensions, restnctons, ard
generalizations. In other words. EVA addresses nct
only the question of "Is a KBS applicaticn correct?* ot
also the question of "Is the know!edge usec by ~e ex-
pert for the appiication correct?”

EVA ARCHITECTURE

To permit the addition of future functicnalty EVA s
designed to be a metaknowledge-based system sreil
whose architecture is shown in Figure 2

Standard commercial expert system shells, also cailed
object shells, provide the following basic constructs:
objects, classes of objects (object schemas),

generalization hierarchies among the classes of co-
jects, attnbutes (slots) of objects, property inhentance.
relation schemas, facts, rules, and so on. Applications
are written in the object shells by application program-
mers or knowiedge engineers.

REQUIREMENTS

PROTOTYPE,

Figure 1. Boehm's spiral model
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Figure 2. EVA architecture

n contrast to the knowledge base of an object shell,
£VA provides a metashell with a metaknowledge base
that supports higher order constructs to represent
<nowiadge, propertigs. and constraints about the lower
evel objects. object schemas, relation schemas, the or-
denng of rules, and so on, of an application.

EVA FUNCTIONALITY

The purpose of cur research effort 1s to design and im-
p.ement a very expressive matashell based upon
~ gher-order constructs. For example, it can be used to
represert that a relation 1s symmetn¢, nonsymmetric,
‘fransitive, nontransitive,  intransitive,
-ef'exive. rrefiexive, connected, mandatory, crtical,
syronymous 0 some other relation, and others. The
—etashail can be u-ed to represent validation state-
ments on constraints and control strategias for the ap-
£ :caton by an apphcation system designer.

asymmetrc,

Tre ‘unctcrality of EVA. represented by means of a
da‘a flow diagram s depicted in Figure 3.

EVA -ontains two kinds of functional components:
modules specific to a parnticular object shell (i.e.. con-
version algonthms used by the analyzer) and modules
specific to EVA, the validation tools.

The analyzer uses conversion algonthms to translate
the application (represented by rules, ‘facts, and
schemas of the cbject shell) and the vaiidaton state-
ments into the EVA format to be used by the validation
modules.

These validation modules are the fogic checker, struc-
ture checker, semantics checker, omission checker,
rule proposer, behawior venfier, and control checker.
The logic checker, structure checker, and behavior
venfier addrass the question "Is the application wntten
in the object shell correct?”, while the semantics
checker, omission checkar, ruie proposer, and controt
checker address the question "Is the knowledge used
by the expert (knowledge engineer) for the application
correct?” For example, the sentence "An automobile
does not need motor o1 1S grammaticaily correct, but it
conveys incorrect intormation.
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We have implemented considerable portions of the
EVA functionality for ART-based’ expert systems. Our
efforts, so far, have concentrated on the implemen-
tations of the logic checker, the structure checker and
the semantics checker.

LOGIC CHECKER

The purpose of the logic checker is to check whether

the rule base of an application 1s consistent and
"numancally complete.”

Consistency

The logic checker checks for two types of inconsis-
tency: direct and indirect. Two rules are directly incon-
sistent «f they contain mutually exclusive nght-hand
sides (RHSs) and the left-hand sides (LHSs) are equiv-
alent (identical, or one LHS subsumes the other). In-
direct inconsistency occurs when two rules whose
LHSs are equivalent derive contradictory RHSs after
rewnting i1.termediate RHSs.

In the following examples, rules 1 and 2, and rules 3, 4,
and 5 are inconsistent and ara reported by EVA.

"Automated Reasoning Tool, Inference Corporation

Direct Inconsistancy
Rulg t: STUDENT(x)ASTAFF(x)
— UNIVERSITY_MEMBER(x)

Rule 2: STUDENT(x) » -UNIVERSITY_MEMBER(x)

Indirect Inconsistency
Rule 3: TEACHING_ASSISTANT(x) - TENURED(x)

Rule 4: TEACHING_ASSISTANT(x) » STUDENT(x)
Rule 5: STUDENT(x} = — TENURED(x)

Numaeric Completeness

in checking for numeric completeness the logic checker
will issue a warning when gaps in a specified numeric
range occur. [f the rule base contains only rules 6 and
7 (dealing with the number of items in a discounted
order),
Rule 6: DIS-ORDER(x) A <(NUM-ITEMS(x),50)
— MIN-DISCOUNT{xj
Rule 7: DIS-ORDER(x) A 2(NUM-ITEMS(x),75)
- MAX-DISCOUNT(x)

then the logic checker will propose the rule o to com-
cleta the numenc range.

Rule a: DIS-ORDER(x) A > {(NUM-ITEMS(x),50)
A <(Num-ttems(x),75) — ??




EXTENCED LOGIC CHECKER

Tre purpose of the extended iogic checker 1S t0 check
for inconsistencies and conticts caused by generaliza-
non hierarchy, incompatibility, or synonymy. !f the ap-
plication contains ruigs that can denve contradict~ry
conciusions ‘from the same set of facts and from the
properties cf gareraizaton hierarchy. incompatibtiity,
Of Synonymy . then tne apphcal:on 1s inconsisient.

Inconsistency Under Generaiizaton Hierarchy

Given the metafact that a submanne 1s a subclass of
ship, rules 8 and 9 are inccnsistent.

Rule 8: E+F - —send-ship.
Rule 9. E~F —serd-submanne.

Inconsistency Under {ncompatibiiity

Given the metafact that boy and girl are incompat:ble,
rules 10 and 11 are inconsistent.

Rule 10: AAB —1s-boy
Rule 11: AABAC —is-girl.

Inconsistercy Urder Synonymy

Given the metafact that submarnne and sub are
syncrymous, rules 12 and 13 are inconsistent.

Rule 12: EAF - send-submanne.
Rule 13 EAF -» —send-sub.

In each of the above examples, the conditions in each
ctire rule pairs are exactly the same or one condition
s a preper subset of another. However, the inconsis-
‘ency can Cccur in a more general case. The examples
below are 10 condlict «f all of the conditions A, B8, C,
and D are met in the knowledge base at the same
time.

Confiict Under Generaiization Hierarchy

Gi en the metafact that submarine i1s a subclass of
ship, rules 14 and 15 are in conflict.

Frle 14: AAB — —send-ship.
Rule 15 CAD — send-submarnne.

Contlict Under Incompatibility

Tiven the metafact that boy and gl are incompatibie,
"u€s 16 and 17 are in conflict.

Rule 16: A»B —+:3-hoy
Ryte 17 CrD —is-qirt

Contlict Under Synonymy

Given the metatact trat submarne ard sub are
synonymous rules, 18 and 19 are in confhict.

# -

Rule 18: AAB — —~send-sub
Rule 18: CAD - send-supmanne

if the conditions A, B, C, and D can be satistied by ‘fu-
ture facts in the application (recognized from assertons
.n the RHS of rules), the logic checker warns of
potential conflict.

STRUCTURE CHECKER

The kernel module of the structure checker 1S an
analyzer which takes in the facts and rules of a
knowledge-based application and builds a rule graph.
An arc in the rule graph denotes a match between a
relation in the LHS of a rule and a relation in the RHS
of a ruie. Other structure checker modules anaiyze the
rule graph to locate all the structural errors :n the
knowleoge base, such as nonreachabuity, redundant
rules, irrelevant rule clauses, and rule cycles.

Reachabiiity

The purpose of reachability checking is to determine if
the rule graph has any missing subgraphs or discon-
nected subgraphs.

fn checking for reachability, EVA looks for dead-end
nodes and unreachable nodes. A node here means an
atomic formula in a rule. A "dead end” cccurs when a
node in the LHS of a rule does not match any fact,
goal, schema, or RHS rule node in the know!edge
base. An unreachable node is a fact, goal. schema, or
RHS rule node that cannot be matched by any LHS
rute node in the knowledge base.

Redundancy

A rule is redundant if it is duplicated or subsumed by
another rule. Two rules duplicate one another if they
have the same LHS and RHS clauses, possibly in dif-
ferent order or with different vanable names. Sub-
sumption occurs when two rules have duplicate RHSs
and the LHS of one is a subset af the LHS of the other,
or when two rules have duplicate LHSs and the RHS of
one is a subset of the RHS of the otiter, 9r a mixture of
both.

Duplication:

Rule 20: MALE(x)A PARENT(x) - FATHER(x)

Rule 21: PARENT(y)A MALE(y) —» FATHER(y)

Subsumption:

Rule 22: TENURED(x}A - STAFF(x)

- UNIVERSITY _MEMBER(x)
Rule 23: TENURED(x) —+ UNIVERSITY_MEMBER(x)




Relevance

Two rules cortain .relgvant or supertf'Lcus causes f
they are duglicates except that .n one LHS a clause o)
is affirmed, in the other denied.

The structure checker repcrs that the hrst clause n
rules 24 ang 25 1s irrelevant.
Rule 24. TEACHING ASSISTANT!x)ASTAFF{x)
~UNIVERSITY MEMBER(x)
Rule 25: ~TEACHING_ASSISTANT(x)~STAFF(x)
— UNIVERSITY_MEMBERx)

Cycles

EVA checks for direct and indirect cycles n the rule
base. A direct cycie exists when the same clause oc-
curs on both the LH3 and RHS of a rule. This may
cause the ruie to fire repeatedly -- that is, result in an
nfinite joop. In the case of an indirect ¢ycle the infinite
‘0Cp involies two or more rules.

Lirect Cycle:

Rule 26: ANCESTOR(y x)APARENT(x 2}

—~ANCESTORI(y.z)

Indirect Cycle:

Rule 27: HUMAN({x) — PERSON(x}

Rule 26: PERSON(x) —» HUMAN(x)

EXTENDED STRUCTURE CHECKER

The extended structura checker checks for duplicaton,
subsumption, relevance, and cycles caused Dby
generalizatior, hierarchy or synonymy.

Duplication

Given the metafact that sub and submarine are
synonymous. rules 29 and 30 are duplicates of one
another

Ruie 28: SUB(x; — DIVE(x]

Rule 30: SUBMARINE(x; — DIVE(x)

Subsumption

Givan the metafact that submanne s a subclass of
ship, ruig 3115 subsumed by rule 32: 1.e., whenever 31
s applied. 22 will also be applied.

Ruie 31" SUBMARINE(x} — LAUNCH x)

Ruie 32 SHIPIx) — LAUNCH(x)

Ralavance

Given thg maetafact that sub and submanne are
synonymous, the first clausa in rules 33 and 34 1s -
ralavant

Rue 33 SUBMARINE x i ~F x; —E x:
Ruie 34 —SUBixi~F x1 —E:x)

i~direct Cycle

Giver. the metatact that sub and supmanne are
synonymous. rules 35 and 36 create an :r.direct cycie

Rule 35: SUBMARINE(x) — Gix)
Ruie 16: G(x) — SUB(x)

SEMANTICS CHECKER

The semantics checker has two major functiens: check-
‘ng the appiication wotten in the object shell for viola-
tons of the semantic constraints., and checking tre
semantic constraints themselves for internal consis-
tency and agreement with other metaconstrairts
represented in the metashell.

EVA’'c metarelations take object. class. slo* and rela-
tion names in the object shell as argumer:s. ‘hey per-
mit ine knowledge base designer 0 spectfy semanic
ccnstraints (conditions) that must be met by the urcer-
'ying appiication. Facts violating the semanuc fact con-
straints are either incarrect tacts or show that the
metaconstraint itself is not correct, wh.e ruies violating
the semantic rule constraints are either incorrect rules
or show that the metaconstraint 1s not correct

In particutar, the semantics checker checks facts in the
application for wviolation of range constraints, ™mini-
mum/maximum cardinality constraints, legal value ccn-
straints. value compatibility constraints, ang for other
semantic constraints such as subrelations, inverses,
and data types.

The semantic constraints that have been implemented
in an ART-based prototype are explained helov. More
semantic constraints -- circular ranges (Sunday,
Monday....; 00:00-24:00 hours; Jan... Dec; and so on),
and nonnumenc ranges (cold, warm, hot; Private, Cor-
poral, Sergeant....; and so on), as well as relations be-
tween relations/attnbutes/sets such as inverse,
synonymous, antonymous (male/female, i.e., not male
implies femzle and vice versa), contrary (yourg/old. i.e.
not young does not imply old), compatible, incom-
patible, and others -- will be implemented in 1987.

lower_upper(siot, class, lower, upper)

This metarelation defines the legal rang of numencal
values: the values for the <siot> of the <class> must
be betwesn <lower> and <upper>. EVA discovers and
flags values that exceed these bounds




EVA -0t criy checxs ‘2.ts aganst semartic con-
straints, put @'so crhecks that tne semantc constraints
‘nemseives are consistent. Since a CHILD is a PER-
SCON. tre age rarge of CHILD must fail within the age
range of PERSON  Thus 'he ‘0 icwing semantic con-
trairts would De mCons. stent

is_a CH'LD PERSCN.

lower_upper AGE PFRSOM. ' 110}

lower_upper:AGE. CHILD 0. '2)

legal_value(sliot, class, values)

Th:s matareiation defines the legal values of a slot: the
values for the <slot> of the <class> must be listed in
<values>

For exampie. the fciiowing semarntic constraint
legal value:GENDER STUDENT,
imaie,female hermaphrodite]}
states that students’ genders must be maie, female. or

hermaphredite. EVA flags any STUDENT record
where GENDER has a nonlegal value.

relation(rel,domain-1,...,domain-n)

This metarelation defines both the number of legal ar-
guments of a relation <rel> and the legal data type of
each argument: <docmain-1> is either a class of objects
or a set of values fori=1,....n.

This xind of semantic constraint is used to permit EVA
to enforce strong data-type checking for relations.

For example, given the two facts
PERSON(chariie)
and
DOG(snoopy)
and the metafact
relation(MURDERER_OF PERSON,PERSON)
EVA fiags as erroneous the fact
MURDERER_OF(charlie,snoopy).

compatible_arg_types(rel,argument_value_list)

This metarelation defines the legal value combinations
‘or individual argument types. Thus the metafact

compatible _arg_types(ENROLL,
{{arg1 (FRESHMAN)
arg2 (Math101 English101, )]
‘arg1 (SOPHOMORE)
arg2 (Math201 Art201,...)]

3'ates rat a FRESHMAN czan cory ENRCLL 0
Math101, Engish101.  that a SCPHOMORE can only
ENROLL :\n Math201_An201, . and soon

EVA also checks the defined inverse A’ of a re:ation R

for agreement with argument data type specifications
and ‘egaitly of argurrent value combinations ysing the
metarules stated for R

min_max_rel(relation, domain, min, max)

Tris metarelation specifies the mimmum and max:imum
number of tuples (records) of a relaton: the number of
records of <relation> with object in <domain> must be
between <min> and <max>.

For example, the following semantic constraint
min_max_rel(ENROLL, STUDENT, 0, 5000)

means that up to 5000 student enrollments are allowed
'n the data base at any one time. The enroliments are
represented by records or tup'es of the relation EN-
ROLL.

min_max_role(relation, domain, min, max)

This metarelation defines that each object in <domain>
must have at least <min> and at most <max> objects
for the reiation <relation>.

Thus the semantic constraint
min_max_role(ENROLL, SOPHOMORE, 3. 4)

states that each SOPHOMORE must ENROLL in at
least 3 and at most 4 courses. EVA discovers any
sophomore who enrolls in tewer than three or more
than four courses.

incompatible(slot, class, values)

This metarelation defines illegal value combinations:
the mutivaiue <sot> of <class> must not have the
combinations listed in <values>.

For example, the semantic constraint
incompatible(TITLE, UNIVERSITY_MEMBER
[(Tenured,Untenured),
(Tenured,Student),
(Tenured,Staff)])
means that no UNIVERSITY_MEMBER can have both
the TITLE Tenured and Untenured, Tenured and Stu-
dent, or Tenured and Staff.

compatible(slot, class, values)

This metarelation defines legal value combinations:
the multivalue <slot> of <class> may contain the com-
binations fisted in <values>.




For example, the semantic constraint

compatible(TITLE, UNIVERSITY _MEMBER
(Untenured, Student, Statf])
means that a UNIVERSITY_MEMBER may have up to
three TITLES from the list Untenured, Student, or Staff.
[This metarelation complements the previous cre and
'S t0 be used when the number of illegal combinations
waieA he too tedious 1o hist.]

subrelation(relation1, relation2)

This metarelation defines that <relation1> is a subrela-
non of <relation2>. EVA checks that the number of ar-
guments for <relationi> and <relation2> are the same,
and that the data types of the arguments of <relationt>
are subclasses of the corresponding arguments of
<relation2>

For exampie. EVA determines that the semantc con-
straints
relation(KILLER_OF,
ANIMATE_OBJ, ANIMATE _OBJ)
relationftMURDERER_OF,
PERSON, THING)
subrelation(MURDERER_OF, KILLER_OF)
are inconsistent since the second argument (THING) of
MURDERER_OF is not a subset of the second ar-
gumenrt (ANIMATE_OB8J) of KILLER_OF.
EVA also checks that the inverse of <relationi> is a
subrelation of the inverse of <relation2>. EVA also
creates the missing inverse of a subrelation, if cne
does not ex:st.

FUTURE EVA FUNCTIONALITY

The tunctional components descrined below are part of
aur current research and will pe implemented in future
EVA prototypes.

QOmission Checker

Very often an appiication wntten in the object shell is
incomplete. This means there are omissions in the ap-
piication knowledge base. The omissions may be re-
‘ated to the structural rule graph, e.g., omission of rules
for missing cases or omission of terminating rules.
These are similar to missing some case or terminating
statements in a conventional programming language.

The othar facet of the omission checker is related to in-
duction or machina learning. Through the recognition of
structural information contained in facts and rules in the
apphcation and semantic information contained in the
metaknowiedge base, the omission checker may idsn-
ufy some relations "1t are not defined by the user, or

‘earn rules to associate cenain Concitiors a1~ ce~a -
classes of objects.

For example, if the following information 1s krown

Class of objects: person, man. woman;
Generalization hierarchy:

man 1sa person, woman i1sa person;
Metafact:

person is union ot man and woman;
Relation schema:

PARENT-OF (person.person);
Relation schema:

FATHER-OF(man.person);
Metafact:

FATHER-OF is subrelation of PARENT-CF .

then the omission checker can prompt ‘he w.ser
whether there should be a relatior that relates woman
~nd person, in analogy to FATHER_OF whicn relates
man and person, (namely, MOTHER-QOF).

Rule Proposer

There are two ways to use the rule proposer. Tre Lser
can use 1o simpiity a collection of rules througn rauc-
tion. That is, some conditions appeanng in a ccliection
of rules may be abstracted by induction nto a mcre
general condition, and thus the collection of rules can
be simplified into a single rule. For example, \n rules
37,38, and 39,
Rule 37: LOSS_CANOPY(x)AALTITUDE(x)> 20000
— REDUCE-ALTITUDE(x).
Rule 38: LOSS_OXYGEN(x)AALTITUDE(x) > 20000
— REDUCE-ALTITUDE(x).
Rule 33: LOSS_ENGINE(x)AALTITUDE (x) > 20000
— REDUCE-ALTITUDE(x).

the relations dealing with the "loss” of a system part are
abstracted into a more general relation, e.g., CRIPPLE,
Rule a: LOSS_CANOPY(x) = CRIPPLE(x)
Rule B: LOSS_OXYGEN(x} = CRIPPLE(x)
Rule v LOSS_ENGINE(x) - CRIPPLE(x)

and the three rules (37, 38, 39) are reduced to one
general rule.
Rule p: CRIPPLE(x)AALTITUDE(x)> 20000
— REDUCE-ALTITUDE(x).

On the other hand, the rule proposer can be used in an
intelligent debugger to adjust rules to fit test cases.
When the application programmers run the application
on the test cases, they may find errors in the applica-
tion caused by incorrect rules. Conditions in the LHS
ot a rule usuaily define a class. In the case of an incor-
rect rule, the rule proposer may apply the restnction or
generalization operation on the rule to deiine a more




specific of more general class, respectively. The
modified rule may allow the apphcation 1o pass the test
cases successfully

Behavior Ventier

A system may be decomposed into many subsystems.
A subsystem may De represented by a coliection of
facts and ru'es in the object sheil. However. the sub-
system must have external input/output interfaces to
communicate with the outside world. For exampie, in
the space shuttle flight software system, the navigation
controller is a subsystem that sits in a control loop, col-
lects and analyzes data, and then sends control signals
10 the vehicle manipulator.

The behavior of the subsystem is a description of
relationships among the external input/output interfaces
and internal states of the subsystem. The subsystems
are connected together to make the system. The
venfier 's to prove that the intended behavior of the
system can be derved from the behaviors of the sub-
systems and the connection descriptions.

Control Checker

Ail existing object shells provide some control con-
structs to seguence the firing of rules in the application.
For example, in ART, facts acting as permitting con-
ations and salience (pnority instructions) can be used
to control the rule finng sequence.

In EVA_ if the system designers want to impose order-
‘ng constraints on some actions, they can specify them
n the metashell, and the control checker will verify i
the order specified in the application rules corresponds
‘¢ or violaies the ordenng constraints specified in
EVA's metacomponents For example, in an office sys-
tem, an ordenng constraint is that a paper must be
"cleared” before it is "published.”

CONCLUSION

The first prototype of EVA has been implemented in
ART and LISP ART-based systems being developed
at Lockneed such as the Sotivare Project Management
system’ have been used as test cases. Other
Lockheed companies are using our prototype for their
xnowledge-based applications.

It 's evident that EVA provides a powerful means for
reprasanting knowledge about an application domain
and for ventying that the knowledge 1s correct and com-
oiete. EVA increases the reliability of knowledge-
hased systems, speeds up their development. and as-
sists in thair continuing modification. The necessity for

such validation tools will continue to grow as ‘uture
knowledge-based systems pilay a more cntical rcie :in
business, industry, government, and the sciences
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NEW CONCEPTS IN TELE-AUTONOMOUS SYSTEMS-

Lynn Conway, Richard Volz and Michael Walker
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University of Michigan, Ann Arbor, MI 48109

ABSTRACT

We have taken up the challenge of integrating
telemanipulation technology and autonomous system
technology. We are seeking methods for integration
at a fundamental rather than an ad-hoc level. We
believe that success in this effort can open up new
space and defense applications now beyond reach of
either technology alone.

In our presentation at this symposium, we
introduce a senes of concepts for "tele-autonomous”
systems. The concepts involve new system
architecture; and associawd new system interface
controls including “"time clutches”, "position
clutches” and "time brakes".

Taken together, the concepts enable effective,
efficient intermingling of real-time cognition and
manipulation tasks performed by either humans or
machines. The concepts also yield simple mechanisms
and protocols for handoffs of such tasks between
multiple agents.

In this presentation we focus primarily on the
tutorial introduction of the basic tele-automation
concepts. We then briefly describe our environment
for exploring this new technology and the results of
our initial experiments. Further details conceming
tele-autonomous syste . architecture and our initial
expernimental results can be found in an attached
reference [CONS7).

* This presentation is based on recent work described in a
paper [CON8T] to be published in the Proceedings of the IEEE
Internauonal Conference on Robotics and Automation, March
30, 1987. A preprint of that paper is included with this
AIAA/NASA/USAF Symposium preprint. Our presentation is
further supplemented with a University of Michigan Robotics
Research Laboratory video-report {CON87al.
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INTRODUCTION

We are seeking simple, generic methods for
intermingling and integrating telemanipulation and
autonomous sysiems technology. Now, you might
ask, why would we want to do that?

First, we wish to provide more effective systems
for autonomous environmental manipulation.
Consider an Al cognition system embedded within an
overall perception-cognition-action system. Many
tasks of interest will involve perception- cognition-
action computing delays on the order of fractions of a
second or seconds. How can we deal with suzh
delays, when the basic behavioral acts to be done to
complete a manipulation task themselves require only
on the order of fractions of a second or seconds?

Presently we require substantial environmental
knowledge and then piece together preprogrammed
forms of interactions to cope with such delays. When
that isn't possible, we fall back on a rather haiting,
stumbling form of perceive-think-act cycling, where
the perception to action delays are contained in each
basic behavioral act. Could we get around this
somehow?  After all, animals often perform
manipulations with the aid of visualizations out just in
front of their real time actions. Could we mechanize
something like that?

The second challenge is to provide protocols for
the interaction between multiple autonomous
manipulation agents. Consider an ALV driving down
a remote road. It suddenly encounters uncertain
footing, and doesn't have sufficient exploratory
behaviors and learning capabilities to get itself out of
trouble. We know that Al will not soon be able to
handle all the cognitive tasks and especially not all the
manipulation tasks to get an ALV out of this kind of
trouble. But how can we enable a human to easily
“slip into the cockpit” and take over in mid-manuever




in such situations? How dre they to percetve the local
task goals and judge whether they are making
progress towards them? And how are they to hand
the task back to the machine?

This intriguing example llustrates the need to
bridge the gap between direct human control and Al
control of manipulation systems. and the need for
handotf protocols between autonomous agents,
whether human or machine. [t 1s suggestive of the
farger space of such examples, many of which are
emerging :n the machine intelligence research
programs now underway under DARPA's Strategic
Computing Initiative [DAR83], and emerging as a
result of NASA space station automation acuvities.

The basic challenge in such examples 1s how to
structure the actions and interactions of intelligent,
goal-seeking systems when their activities are at least
in part based on their physical manipulatons of their
environment rather than simply on symbolic
communication. The challenge is how to mediate the
interactions of cognitive agents that are embedded in
perception-cognition-action systems.

Certainly there are a lot of ad-hoc, task-specific
systems being built that do interact effectively in very
narrow contexts. But such ad-hoc systems, while
individually useful, do not readily generalize to
provide a basis for others to build upon. Could we
find some simple, general ways to think about the
prcblem? Could there be some basic, generic
protocols on top of which we could construct more
uniform svstems? We think the answer to these
questions is yes.

BASIC TELE-AUTOMATION CONTROLS

We now present a sequence of interface control
concepts that collectively enable efficient control of
manipulation tasks and that enable simple protocols
for exchange of such tasks between control agents.
This paper focusses on tutorial development of the
basic functional ideas. For details on architectures to
mechanize these concepts, see (CONS87].

We begin by looking via video link over the
shoulder of a telerobotic manipulator, and
controlling the manipulator via a joystick as shown in
Figure 1. We are to perform the simple task of
touching in sequence each of a series of boxes. This
task’s difficulty 1s some function of the ratio of the
distance between consecutive boxes and the sizes of
the bo.es. The difficulty can be varied easily, and we
can undertake vanous trials of performance as a
function of system parameters. For example, we
could do some simple trials to see if the time to
complete the task is a loganithmic function of D/S, as
in Fitt's Law [CARS831
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Figure 1. Visualizing a remote manipulation task

Coping with Time Delay

Because of our interest in remote space and
defense systems, we visualize trying the same
manipulation with a time delay inserted into the
return video path. We find that the telerobot's
motions then tend to be rather slow and jerky. The
operator must move a little and then wait through the
time delay to see what hanpened. As an illustration of
this point, observe in the video-report the telerobot
performing the manipulation task with no delay and
then with a 2.0 second delay. The difficulties
introduced by the time delay are quite noticeable.
The time to complete the task is greatly extended.
(Note that for convenience, we display a model of the
telerobot using a Silicon Graphics IRIS workstation.
The model is driven by the actual joint angles of the
telerobat, and is thus equivalent to observing video of
the real telerobot for our purposes here).

To overcome the time delay problem, Noyes and
Sheridan [NOY84] have suggested that the operator
control a local simulation of the telerobot, with the
control signals then sent in parallel to the simulation
and the remote telerobot. The simulation is then
displayed superimposed over the return video. In this
way the operator can "see” the effects of the control
immediately without having to fully wait for the
return signal from the telerobot. As a result, task
time is reduc:d to nearly that of the no-delay case.
(Noyes's and Sheridan's concept is further sketched
in figures 2.1. and 2.2 in {CON87Y).




Figure 2 presents a visualization of telerobotic
manipulagon using a forward simulation to cope with
the ume delay, as does the next segment in the
video-report. The wire frame is the forward
simulation that directly responds to operator cantrol,
and the solid frame represents the time delayed tmage
of the real telerobot. Much faster and smoother
control is achieved, as is evident in the videotape.
This is a first step towards evolving machine
manipulation visualization, since the visualization
could help cope not only with communication delays,
but also with computational delays within a
self-contained autonomous agent.

15

Start

control action:

Figure 2. Visualizing manipulation through
a ume delay using forward simulation.

The Time Clutch

But, this first exploitagion of real-time forward
simulation is only the tegimning. Forward simulation
can also be exploited even if we don't have a
communications time delay. Yo do this, we introduce
the concept of 2 "time clutch’ to disengage synchrony
between operator specification time and telerobot
manipulation time during path specification. OQur
hypothesis is that operators can often think of and
generate a path segment more quickly than the
telerobot can follow it. Once generated, such a path

segment can then be followed more quickly bv the
robot than would be the case if the robot were
ume-synchronized to the specification process: aith
time synchrony disengaged, the robot can steadily
proceed dfnearly its maximum rate, subject of course
to error litlits and hard constraints.

An overall diagram of the basic system
architecture including the time clutch is contained in
figure 3.1 in (CON87]. Figure 3 in this presentation
shows a path being generated well out in advance of
the actual robot by an operator using forward
simulation with time clutch disengaged. The
associated video-report also demonstrates the effects
of disengaging the time clutch; if you put a stop watch
on the action, you will measure a significant speed up
of the real telerobot's motion from that obtained
using forward simulation alone.

This step in the evolution of machine
manipulation visualization enables the cogmitive agent
to "look and think ahead" of the manipulation under
control, with the look-ahead time being elastic, and
not just a fixed internal or external system time delay.
The implementation of this new capability requires
only a simple mutation of the forward simulation
previously used for coping with a time delay.

Figure 3. Rapid manipulation path generation using
forward simulation with time clutch. '




The Pesitiea Clutch

We next inrroduce the concept of a "posinon
clutch” which enables a disengagement of position
synchronry between simulator and manipulator path
(see figure 3.1 in {CONB7] for systemn diagram), We
hypothesize that faster. shorter, cleaner paths can be
generated on difficult tasks using thus control. This
1dea is illustrated 10 Figure 4, which shows the use of
the position clutch to disengage from path generation
during a close approach to a difficut manipalanon
{(in this case, wuchmg a small object).

alizh

Figure 4. Using the position clutch o0 cope with
a more difficuit manipulaton.

Suppose, for example, that the operator had
armived (in the simulation) at point A abead of time
by using the ume clutch. The position clutch can then
be disengaged, stopping the output from the operator
control from guing to the real telerobot - - it will
only go to the simulation. When the forward
stmulator is in good position, the position clmach will
be reengaged, causing a short, smooth path to be
inserted that links to the earlier path. This avoids
inclusion of jittery prepositioning movements in the
final path to be followed. Further, the time spent by
the operator i achieving the proper position will not
be incurred by the real telerobot since these motians
were "clipped” out of the path sent 1o the telerobot.

The operator has thes gsed up same of the time
saved through nge of the tme chnch, with the resul
that the overall task tme of the welerobot is rednce
stll further. The next segment m the video-report
Ulostrates tns poant. Thulcvclofmmpnlmon
visualization corresponds o quick " visumahzations and
vispalized trials of mmitiple altematives” priar to
commiltment to achom, and its implemenration
requires only another simple mutanom of the basic
forward simuiation capatufity.

The Timme Brake

To handle contingencies and ersars we mtrodunce
the concepe of a time brake.  This cantral can be used
t0 deal with simatons such as sometiing falling over
a previously generated path, a5 ifmstrated by the X"
m Figme 5. In Figmre 5 we see the tme brake being
applicd and the forward-simalaed mantpulator
backing dowa the path (m 2 mce © get on the other
side of the obstacle befare the real system gets there).
See figure 3.1 and the text m [CONS87] for the
associated system architectieal concepts. The next
segment of the video-report demonstrates the
application of the tine brake.

I

Figure 5. Using time brake 0 handle a contingency.




This aspect of visnalizaon correspords to seeing
somethmg about to happen that will interrupt an
&cnmpmmuslyvmualmdbmnotyctmdcrway If
it had goaen underway, or is allowed to get
underway, the system will have to deal with it
drough local reflex action or crash. But if visualized
in ume, the cognitive agent can withdraw the action
using the tme brake.

TASK HANDOFFS AND RENDEZVQOUS

These basic tele-autonomcus system interface
controls enable us to greatly improve
telemamipulation performances, as we'll see in the
discussion of our mitial experimental resalts. Bus the
controls do meore than that They also provide the
basts for 2 simple, elegaut protocol for hand-offs and
rendezvous of tasks betweesn different control agents.

Imagine two operators, one m control of the
telerobat and the othes about to take over in relief of
the firseg. Each operator would be m control of a
simulation of dhe the telerobot, bet anly the controls
signals of the first would be sent o the real telerobot.
The relief operator would, with position clutch
disengaged, guide Mis/her sizmutanion as close to the
first operator’s as possibie (or 2s close as reqoired, as
a fuectiom of the interpolation and smoothing
methods to be ased v the readezvous). The firs
operator then disengages thewr positiom clatch,
leavimg the path "haoging”. Figuwre 6 shows this
moment iz the mteraction.

clutch, rendezvousing with the path and taking
contral of future path generation. When the actoal
mamipulator passes over this path segsnent, it will do
so smoothly and will not notice that a change of
control agent has occurred ip mid-manuever. We
can again find interesting biological analogies to this
visualization siruation. For example, consider the
interactions among basketball players as they
previsualize fast-paced multiplayer interactions.

We believe that this simple protocol can be built
upon to mechanize quite a wide range of
manipulation interactious between autonomous
agenrs. See for example the discussions in [CONS87]
concerning the various scenarios of “student pilot and
instructor pilot”, where we consider handoffs of
manipulation and cognition tasks among humans,
between mumans and machines, and among machines.

Figure 6. Using e and position clutches to
handoff task 0 another forward stmulation agent.

INITIAL EXPERIMENTS AND RESULTS

trials consisied of having the telerobot touch a series
of boxes of size S, each separated by a distance D. By
varying D and S we produced tasks over a range of
diffficaities. Our goals were 10 test our bypotheses
that the time and position clhuiches can improve the
overall manipulation performance, and also to study
the detailed functional relationship of task time vs
task difficulty over a range of system parameter
values. Analyses of such relationships may lead to
principles for the design of future tele-autonomous
manipulator systems.

We can take a closer look at our experimental
setup in the video-report. You'll notice the solid
robot image on the Silicon Graphics IRIS display
corresponds to the real robot. To simulate the effects
of communication delays, we insert a time delay m
transmissions of iuformation between the user
control and the real telerobot. The user controls the
telerobot through a joystick. The time and position




clutches and the brake are toot pedals on the floor.
While either of the clutches is depressed, the
corresponding synchrony 1s disengaged. and while
the brake 1s depressed. the simulation backs up In
time toward the real telerobot’s position.

Each square block to be touched 1s placed a fixed
distance D from s predecessor, but at a randomly
Jetermined angle. The tests were pertormed across a
a number of subjects, each performing each test a
number of times wth different random placements of
the blocks. Results were tirst obtained with and
without time delays for direct tele-manipulation
(with no forward simulation), providing baselines
for the remaining trials of the different modes of
operation over a range of system paran.eters. The
principle system parameters varied during these
tnals were:

(1)  Difficulty ratio D/S,
* {i1) Manipulation size scale D,
(1i1) Communicatign delay time,
tiv) Mode of operation (with/wo cluiches),
{v) Robot joint angular velocity limits.

The resulting data on operator task specification
times and robotic manipulation times are summarized
graphicalty in figures 5.2 and 5.3 in {CON87]. In
those figures we see that the times for manipulation in
presence of delays are substantially reduced by
forward simulation and then again substantially
reduced by use of the new tele-automation controls.
(Substantially means a time improvement of at least a
factor of two). For some parameter values the use of
the ume clutch enabled operators to move out far
ahead of the following telerobot. The use of the
position clutch enabled. operators to produce shorter
manipulation path lengths on complex tasks.
Demonsirations of these triais and also of handoffs
using the position clutch are shown in. the
video-report. Refer to (CONS87] for a detailed
presentation and analysis of our experunental results.

RESEARCH PLANS AND ISSUES

We are augmenting our experimental
environment to enable tnals using additional forms
of telerobotic manipulators and manipulation
interface controls. We are further analyzing the
sensory-cognitive-motor dynamics of the
human -machine combination in efforts to generate
additionat testable hypotheses regarding factors
affecting performance. We are also planning trials of
simple autonomous activity, with the mantpulations
and han+*.ffs being done under the controt of Al
plannming programs.

This early tele-automation work suggests many
opportunities for new interdisciplinary interactions

imong those nterested in human-compuizr
interaction, robotics. and arnficual ntetligence
There are also challenges and opportunities
concemng provision of appropriate experimental
environments for such work in the larger research
community. The provision of shared access to
remote telemanipulation facilities might enable more
researchers to collaborate on the evolutior of such
new technologies [CON87).

SUMMARY

We have begun to explore the integration of
telemanipulation and autonomous system technology.
We have created new concepts that enable substantial
telemanipulation task performance improvements.
These improvements are applicable to manipulations
controlled by humans or by machines. Our initial
hypotheses concerning performance improvements
are well supported by our initial experiments. We
have also demonstrated that the new concepts also
enable simple, elegant protocols for handoffs of
mampulation tasks between autonomous agents. We
believe that a number of useful new space and defense
applications can be based upon these concepts.
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FOR INTERMINGLING AUTONOMOUS AND TELEROBOTIC TECHNOLOGY

Lynn Conway. Richard Volz and Michae! Walker

Robotics Research Laboratory
Department of Electrical Engineerning and Computer Science
University of Michigan, Ann Arbor, Michigan 48109

ABSTRACT

As a result of recent advances in arufici~! intelligence,
syman cognitive modelling, autonomous systems and
«elerobotics. there 1s an opportunity o broaden our concepts of
.echnology for projecang actdon at a distance. We draw on
these advances to develop a conceptual and architectural
framework that enables efficient projection in dme and space ¢*
.atermungled manipulanon and cognition tasks.

Where Al-based autonomous systems have previcusly
neen concermed with human supervisory wnterventon primanly
1t a cognitive level, we add methods for rendezvous, capture
jad rehandoff of embedded manipulation tasks. Where
.elerobotics has been concerned with the projection of
-ensory-motor manipulztion, we add the projection of cogniuve
processing. Thus extended, the two technologies mirror one
inother and merge into one of “tele-autonomous systems .

We introduce notons of how the sensory, cognitive and
motor functions of tele-autonomous systems can be factored
and wransferred back and forth berween human and machine.
We illustrate how the times to complete tele-autonomous tasks
-an be reduced through time and space constraint relaxations
cffected through simple controls: We employ the concepts of
forward simulation and predictor display, augmented by “time
and position clutches”, “time ratio controls” and “ume brakes”,
10 control the resulting manipulation paths and event
ransitions. We sketch some generic architectural and human
interface implications of these methods. Firally, we describe
our environment for explioring these methods and the results of
some recent experiments.

' INTRODUCTION

In this paper we draw on recent research advances in
autonomous systems and telerobotics, and develop a
framework for an integrated technology that enables efficient
srojecuon in ume and space of intermingled manipulative and
cognitive tasks. The technology builds a bndge between
:elerobotics and intelligent autonomous systems by providing
methods for controiling real-ume transitons between human
and machine control of remote events.

In this introductory section we reflect on the paradigms of
‘he telerobotics and autonomous systems research
communities. We illustrate gaps in the two paradigms, and
»portunines for technology integration, by describing practical
'as«s humans can do that would be hard to implement with
ather echnology alone.

[n the later sections of the paper we introduce functional
concepts and terminology for “tele-autonomous’ or
“tele-automaton” technology. We present architectural and
conmol methods for implemenung these concepts, discuss our
expenmental environment for exploring these concepts, and
finally present the results of some recent expeniments.

1.1. Paradigms of Telerobodcs

Up till now the concerns of the teleroboucs community
have been pnmanly those of the roboticist and contol theonist,
dealing with sensing the physical environment, measuning
positions, forces, and acceleratons, and responding with
movements and forces to directly manipulate the paysical
environment. The human provides the cognitive power of the
system, with the human’s sensory-motor processing
mniermediated and projected at a distance by the macthune.

The coin of the telerobotics realm is manipulation.
Support for telerobodcs has come primarily from DOE for
projection of manipulation capability into hazardous
environments. Support has also come from NASA for
projection of .nanipulaton into the space environment, and
from DoD for undersea applicatons. When teleroboticists
discuss the projection of “autonomous intelligence” to remote
mechanisms, the projected capabilities are usually envisioned
as programs that can be invoked to independently carry out
physical manipulation tasks while the hurnan remains 1n contact
and control at a supervisory level [SHES6].

A common goal of telerobatics research is the production
of as realistic a sense of remote telepresence and telecontrol for
the human operator as possible, given physical constraints such
as communication delay times [NOY84, SHE86]. The goal is
10 enable operators to do as nearly as well at manipulation tasks
as they could do if physically present at the remote locaton.

1.2 Paradigms of Autonomous Systems

Within the past few years, the U. S. Department of
Defense has been supporting a rapidly growing autor.omous
syste ns research community [DARS3, DAVSS]. This
community's concerns are those of computer scienfists and
artificial intelligence researchers working to produce self
contained, mobile platforms, such ar the Autonomous Land
Vehicle (ALV) [MARS6] and various autonomous undersea
vehicles, that can maneuver around and em--. >y machine
cognition to seek high-level goals in their envir_uments. The
focus is on mechanization of sufficient cognitive power o
achieve interesting goals, such as compiex route planning and
replanning to effect reconnaisance or force projection nussions,
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and on providing sufficient percepuon and maneuvenng
capability to do things like tollow roads. avoiud obstacles, and
find things 1n the enviuoament [DARS3, MARS6].

Given present Limutations and computanonal complexity of
setf-contained machine percepution (such as machine vision),
the sensory-motor aspects of autonomous systems technology
are curtendy rather crude when compared 1o telerobouncs.
which can exploit human percepuon. The community thus
tends to focus on widening the exploitauon of machine
cognition on tasks that are feasible given the envelope of
available percepuon technology, conducang a parallel efturt on
incremental enhancement of percepuon technology erformance
[MARS6]. The cown of this realm is cogmtion, and cogniuve
interacton with the 2nvironment at a symbolic level.

A common goal of autonomous systems research 1s the
mechanization of cogmiton and the associated task-dependent
knowledge systems so that the remote machine is as smart.
robust, knowledgeable and persistent as a human mught btz in
aitempang o carry ou* its mission. Since the focus of the work
s on autonomy, human supervision or interaction is seldom
stressed.  When the notion of supervisory control appears in
antonomous systems. it usually is concerned with having the
human intervene if the system is “not smart enough” to
cognitively handie a given sicuanon [MARB6].

I 3. Nlusrative task examples.

The following task examples shed light on our problem
space, and suggest opportunities and methods for blending
teleroboucs and actonomous systems. Consider text editing on
a workstation. A human operator can often envision and
g:nzrate the command sequence w achieve a local goal much
faster than the workstation can effect the screen manipulation.
Thus the human may quickly "type or mouse ahead” (assuming
the congol stream can be buffered), then shift their cognitive or
manipulanon anention to the task to be done when the machine
catches up [CAR.83). In contrast, .n teleoperation systerr the
operator is often "slaved in real-ume" to th. local \nd remote
sensory-motor apparatus. Can we imagine a telerobouc
“nalogy to type-ahead?

An extension of “type anead” xccurs when the operator
has constructed their own, pernaps intelligent, high-level
commands such as “sort this list”, or "send a message to X o
get the address of Y. The cperator may hen type 2head at a
rather high level, with each command in the sequence
performing not just physical manipulanons but also elaborate
symbolic manipulations of the envircnment 10 eventually
produce the text Again, can we imagine a ieierobotc analogy?

Or, imagine that you are learning to fly in aircraft that has
dual contols. On a given flight your cognition may be just
fine, but you suddenly faii to manage a manipuiation task, and
the instru .tor takes over. By analogy, an autonomous system
mught be doing fine in tts cognitive tasks, but might n-ed
occasional human help in its "lower-level” manipulaton tasks.
For exampie, an ALV might run off the road and get stuck. and
require a skilled “teledriver” to free it; this is quite a different
‘orm of intervennon than the “mental” supervisory intervenuon
usually envisioned by ALV'ers.

Intervention intd an ongoing autonomous manipulation
task may not be easy, since taking over in md-maneuver may
involve smoothly effecting a multidimensional conuol
rendezvous. You can study a simple form of this situation by
s uwracting with the cruise . ontrol of your automobile.

—_

The dual<onoolled aircraft story yields several scenanos
that have interesung autonomous system anajogues. The
sructor can coach the student on vanous sen_ory-motor
manipulanon tasks, and on vanous cognitive tasks such as
interpreuing 1insoumen: reacungs. Visualize the pilonng coach
s 1 human supervisor, and the student as a remote
autonomous system: The coach can take nver either cogninon
fcorrecting an :nswumentation interpetation) or take over
lower-level marupulation (prevent an unwanted stall). There is
a mauix of possible division of responsibilities. Sensing,
thinking, and acting can be separately assigned and reassigned
at 3any moment (o either the supETVISCr o the sysiem.

But what are the embedded protocols that make such
human pracuces feasible? What shared knowledge is involved?
How are the ransitions performed? How do both student and
coach know who's doing what at any momen:? To make the
picture even more interestung, consider the fact that the overall
system has full duality: the role of coach and student :s
reversible under some situatdons. Could such insights have
architectural implicadons for general autonomous systems?

1.4. Merging the auginented paradigins

Can we somehow build a solid bridge berween these two
technologies so as to merge them? We believe the answer s
yes, as discussed in following secnons. We also suggest that
qualitagvely new kinds of functnons and new opporturutes for
performance improvement appear as a result.

2. BASIC TELE-AUTONOMOUS SYSTEM CONCEPTS

Consider either a teleoperator or a supervised autonomous
system consisting of (i) a hurnan, and (1) a machine that is
partly local to the human and partly at the remote site of
intended projected activity. Among the concerns of architects
of such systems are: [n specific sit . Sons. whai is the human
best a1? Worst at? What is the machine best at? Worst a1? How
can we shift control between human and machine to explou
these capabilities? Are there generic architectural principles o
draw on? What are the constraints on ultimate performance?
What tragitional constraints can we find ways around? In this
sectuon we will explore these questons to develop step-by-steg
some basic functonal concepts for tele-autonotiious sysiems.

2.1. Expanding the functions of telerobotics

Let's first reexamine some of the architect's gquesuons
from the “tele-autonomous” point of view. One important
onstraint on performance in certain key applicatons s the tne
delay for communications between the local and remote
system. Noyes and Sheridan [NOY84] have innovated and
demonstrated a very novel way to cope with such a delay, by
using a locally situated forward-in-time iclerobot simulator, and
a graphical “predictor display” overlay of the forward
simulation onto the fixe i-delay return video of remote
teleoperation (Fig. 2.1). Such forward simulaton enables an
operator t0 move the controls and immediately visualize the
effect of conmrol action without wa'ting for the retum wideo.
Their experiments show that the time to perform manipulation
tasks in the presence of communicaton delays can be reduced
by exploiting sucn predictor displays (Fig. 2.2).

But instead of just finding ways to better cope with
constraints, can we also find ways to relax some constraints?
Suppose we had a forward ssmulator and predictor display, but
were not operating through a large time delay. Although we
needn't enter commands prior to the observed time of their
remote execution, we still might want w do so, and we couid
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"o cope with ume delay (after Noyes and Shendan).

use a modified version of forward simulation to do so. For
example, we mught be able w enter commands a ot faster than
the telerobot could carry them out, as 1n "type ahead”.
Graphical overlay of accelerated forward sumulation enables us
0 do tus, and to then manage the cognitive limitations of short
term memory when commanding 1o advance of observed
effects. Such simulanon can be augmented by including
kinemaac and/or dynamic forward simulation of portions of the
environment. The - :sult is a sort of coordinated "faster thar
real-time recording, and then real-tme playback™ form of
manipulatcn contol.

There appear 10 be a number of ways that displays of
simulanon overfain onto telerobot video can relax telerobotc
ume-synchrony corstraints, yielding possibuiges for
umprovements 1n manipulaton time performance. We also
hypothesize that freeing the operator from the "time-slaving”
and anenton constraimning aspects of drme-synchronized control
may make a qualitanve difference in the subjective “feel of the
controls™ of such systems, making them more like the
controlling of one’s own limbs. This hypothesis may
eventually be made teswable by defining new measurements of
performance and fangue in new forms of elerobotic simations.

We can also visuaiize telerobotic manipulation as
analogous to text editing, 1n that it is a series of sensory-motor
amuted @.xs interuxed with cogmuvely-limited tasks. Thus in
>Ome situatons we may o¢ able to project intelligent cogrutive
‘uncuons into the manipulanon world (analogous to the "go
find the address” command during text editing) while
conunung direct edinng manipulations. Methods that relax the
constrawnt of command-to-manipulanon tae-synchrony might
2nable operatars o better intermix such tasks.

2 2. Expanding the functions of autonomous systems

The transfer of cognitive tasks between supervising
human and' remote machine is already a part of tre autonomous
systens paradigm, being based on past artificial intelligence
work on human machine cooperation in areas iike diagnostics,
design, advising and coaching [HAY83]. Shifts between
machine and human manipulaton while the machine retains
cogriave control have not usually been considered. However,
these can now be seen as just 2 muror image, role-reversed
version of the augn. ted telerobotics described above. Any
“ywward simulanon. ume manpulation and control methods that
work there wall apply here also. In buth cases we must deal
with control and wuman interfacing of rendezvous, carture and
rehandoff of marmpuianon asks between hurmnan and machine.

Figure 22: Manipulation ume as a funcuon of
tone delay, Tc. [HAS86, NOYBY, SHER6]

As we discover control and human interface methods for
such manipulagon task transfers, perhaps we can also gain
insights into how to better structure the methads for cogniuve
task transfer between bumar supervisor and autonom. us
system. Those methods are presently rather ad-hoc, being
based on diverse applications experiences in AL Finally, there
1s the human intzctace challenge of presenung "who has
control, of whai, and at what ume and positdon?” The hur.an
may set goals into the autonomous system. and then later be
called on to enter tasks to nelp the system reach either cognive
or manipulation subgoals. Can we use some sort of task lamice
or wee, {0 represent and interface the distmbuted tasks
underway towards goals and subgoals? New human computer
interacoon knowledge and iechnology must be developed to
suppart these new possibilinies for autonomous systems.

2.3. "aegration of tele-2uionomous function.

The distinctions between ielerobotics and autonoraous
systems blur when the technologies are cach expanded as
discussed above. But we don't just get the sum of the two
technologies. We get a technology with some new dimensions
for enabling action at a distance. This leads us to wonder if
we should revise the goal of telerobotcs. Could it be possible
o project macipulation capabilities to a distance that are better
in time performance than those of the unaided human?
Considerable research will be required to generawe and test
hypotheses 10 determine feasible performance improvements
ard limits of such an extz.\ded tele-manipulation technoloyy.
In addition to examining new aspects of robotics and control
methods, this tesearch will also enter previously unexplored
areas in the psychology of human-computer interfacing

3. TELE-AUTONOMOUS SYSTEM ARCHITECTURE
AND CONTROL METHODS.

In this section we describe methods for relaxing the
operator 10 manipuiator ame-synchrony coastraints usuaily
found in telerobotics. The first key dea is the use of a
“time-clutch” to enable disengagemeat of tme synchreny
dunng path planmng. We extend this idea by adding a
"position clatch” that allows forward simnlation manipulation
and positioning trials without generating path plans. We
include a "time-ratic control”, to enable wriations in the ratio of
simulation time to real ime. We introduce the concepr of a
“time brake” to allow the forward simulation to be “braked”
back in ume to avoid unfu.seen coatingencies. We ihen




provide scenanos of how these new conwols mught enable
operators of the augmented systems (o achueve considerable
ume \mprovements in certain manmpuladon tasks. We also
suggest how the augmented architectures enable easy
ransitions of control of cogminon and man:pulaton tasks
hetween hurnan and machine, thus enabling integranons and
uurronngs of teleroboac and intelligent autonomous funcoons.

3.1. Disengaging ume-conmol synchrony using a Time-Clutch

We biild upon the forward simuladon and predictor
display concept of Noyes and Sheridan as follows. Suppose
we are using a telerobotic system as in Fig. 2.1. We rugment
the system wath a control that we call 2 "Time Clutch”. This
control enables us to disengage the "direct gearing” or tune-rate
ibut not absolute time) svnchrony of simulated time and
real-ume, ana move the forward simulator ahead as fast as skiil
and judgement will allow. The predictor display presents a
forward path as a goal, that is as a sequence of pouwnt positons
to be followed by the system as fast as is feasible. Note that
the path could be generated subject to some s:ttable mean error
parameter, for example as a "tube” of given radius [SUH87].

The ume clutch cnables an operator to disengage from
real-time, and manipulate ahead of the displayed video of the
real marupulator by working the overlay wire-frame figure of
the marupulator on the predictor display. Example situatons
where this would have benefit would be dunng slow
movements of large space structures and in slow undersea
vehicle manipulanons. The operator ¢an thus do the telerobouc
equivalent of “type-ahead” and then perhaps slow down and
carefully positon for some tricky maneuver. We hypothesize
rhat in many manipulation task sequences such time saving
accumulations and later exploitanons will be possible, thus
reducing overal! manipulation sk umes and a'so the fracuon
of the task nme that requires onerator involvemnesit.

How can we implement the ime clutch control? How is
the system to determmine the path as a function of dme when the
clutch is disengaged? The ume clutch can be thought of as a
sumple switch used © make or break the connections within the
kinemanc/dynamic robot simulation ihat would normally
constrain the rate at which the forward simulator could be

s.ewed around n space. When the Ciutch s engaged. ne
position (or rate) joysuck contol of the simulator is sampled
and directly controls the movements of a simuiator mcdel
which 1s constrauned n s movement rates and accelcranons 4s
. 1t were a real robot. A buffer 1s inseried between the
simulator and the elerobonc manipulatwor. o hold the sgeam of
sampled position increments as incremental ‘move 0
commands (see Fig. 3.1).

With the nme clutch i1s engaged, the command buffer
presents a stream of posituon pownts at a fixed sample rate, and
the telerobot can simply increment tts posigon accordingly.
But when the ume clutch is disengaged, the distance between
successive path positons may be greater than the telerobot can
move in a ume sample, and an interpolator 1s used to generate
interrmediate points along the path. This interpolator can
aiways be azuve, with the only aifference in func:ion upon
disengaging the ume clutch teing the breakica of simutator
contraints on simulator velocities and acceleranons. In
sophistcated systems where telemanipulator touch sensing and
force-sensing during interacthons with the environment are
reflected back to the mantpulatoi operator, disengagement of
the ume -clutch must also disengage these reflected forces and
substitute simulated forces gererated by the sunulator

3.2 Disengaging posigor synchrony using a Postnon Clutch

In some cases, we may want 1o move the forward
simulator in space without actually sampling the path. for
sxample to pre-positon for a complex manipujanon. Thus we
may wish to disengage the simulator from recording any
positioning commands. To do this w. disengage a
“Position-Clutch” wiat allows forward simulaoon without path
planning. This provides a positioning-synchrony constraint
relaxaton analogous to the earlier ime-synchrony relaxatuon.
In this case no position information 1s entered into the
command buffer ural the position clutch is reengaged, at which
time the reengagement position is entered into the contol
buffer, and later used by the actual robot in path interpolation
from the previous path position. [f the real sysiem catches up
with a positon<cluwch disengagement point, it hits an "empty
mark” in the command buffer and must wait for furtner path
data t enter the buffer (see Fig. 3.1).
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Note that the tume-clutch can be disengaged while the
postaon clutch 1s engaged. But disengaging the posmon cluich
averndes any acaons of the time clutch. Reengaging the
ume-clutch after an interval of ume-saving places the forward
vimulator and predictor display 1n much the same refatonship
‘0 the remote unit as when operanng through a ame delay, with
the operator directly generaung a synchronized nme and
s0sinon wajectory in advance of the return video. [n all these
zases. use of ume ana positior clutches can be superimposed
wer me delavs in the commumicanons berween the local and
memote machines assurming adequate butfer capacity).

The command butfer can be constructed to hold more
Jompiex commands in parallel) than just simple moves,
enabling the operatar 10 mark certain path positions as places
where an cmbedded task is to be done. For example, suppose a
swiich must be pushed at some pouwnt along a patis, and thart the
manipulaton program for switch pushing resides in the remote
conwroller. The operator might just mark the spot on the path
when the forward simulator reached the switch (momentanly
Jisengaging the ome and position clutches and manipulaung a
screen menu entry signifying switch nushing). The telerobot
mantpulator (or remote vehicle, etc.) would then execute the
task when 1t arrived at that point on the real path, 1., when
that path infermaaon emerged from the command butfer.

3 3 Scenario showing use of the Time and Position Clutches

A shont scenario for using the two clutches follows: We
perform a complex maneuver with cluiches engaged. We then
disengage the ume-clutch to quickly hop over a series of simple
manipulation mcvements, such as pushing a series of switches.
A faint “smoketrail” superimposes the forward simulaoon path
over the return video display, helping us visualize our progress
along the chosen path. Having saved some ume. we then
disengage the posinon cluich, and by mial and error movements
posHion our manipalater ia simulation to be at the right place o
begin a complex maneuver. Buring this phase, the
sunulanon-generated manipulator image moves on the display,
but leaves no "smokegml” of a committed path.  Upon
reaching the correct position and orientation to begin the next
maneuver, we reengage botff clutches (the "smoketrail will now
display the new interpolated path segment) and wait fot the
remote systemn to catch ap. We then begin the maneuver. I[n
this way we (i) save some tme, (ii) use the tiroe saved to later
preposition for another action, (iii) avoid taking the actual
remote svsiermn through comnplex, manrpuladvely unnecessary
oreposinoning movements, and (V) do this alt i a nawral way
““rough simple cc Jols.

Note that the following of paths generated during
ime-clutch disengagements can be done by crude mcthods
such as simpie mterpolations while keeping movements slow
znough 0 avoid robot rate limirs. Or it could be done by
sopnisucated methods that take into account the full dynamics
of the situanon and drive the remote telerobot at nearly its
maximum feasible rate along the path, given specific actuator
<muts and desired mean-error limits. This defines a large
radeof{ space 1n the computational complexity of trajectory
generanon vs the time-performance and robustness of the
resuitngz mampulaoon.

14 Time-Rauo Control.

So far we have inplied a i} ratio of forward simulation
ame (o real ame when & tele-autonomous system is operated in
nme-synchronized mode (tme clutch engaged). This needn't
he the case. For example, we mrght be able to operate the
simulator much faster than the telerobot can follow, and wish

10 plan the path sequence in a synchromized, but wiied. .ine
30 instead of using the ume-clutch to Jdisengage ume
wynchrony, we might want 10 =stablish a low ume-ratio
retween simulated and real ume. But there also gught be asks
that the telerobot can do far mose rapidly than we vouid
srescribe with the simutator. In those situanons, if we had
saved up’ some ume, we could establish a high uow-rato of
simulated nme to real ume and slowly pertorm a maneuver o0
be later done very rapidly by the telerobat (whea it catches up
w0 that secuon of the path).

These "time-rauo” scalings relating real-ume 0 sumulated
ame can be casily implemented and then contoiled by allowing
a change of ume-rato while the ame<lutch s disengaged
tanalogous to changing the gear-rano of a vehicle while the
clutch 1s disergaged). The time-rano then holds its new value
untl changed again dunng a later time-clutch disengagement.
Time-ratio scaling should not be confused with operaung while
the time clutch is disengaged (where no fixed relaoonship 1s
specified between simulator Ume to generate a path anc
telerobot ume to follow the path).

1 3 Handling of contingencies by using Time Brakes

What are we 10 do if we are forward simulanung way out
in front of the telemanipulator and suddenly see (in retumn
video) something intrude into the planned path of the
mampulator? To handle suck simple contingencies, we
uroduce a mechanism we call a "Time Brake™. Depression of
the ume brake disengages the clutches and "decelerates
simulated ame” by incrementaily extmactng (LIFQ) previously
generated posidon commands from the command buffer. The
forward sumulator is correspondingly moved in reverse back
down the path. This allows the of zrator to move (as quickly as
desired) back in time along the forward simulation path unal
located in space on the earlier side of the obstacle. We also
provide an "emergency brake” that "immediately” empues the
commangd buffer and halts the telemanipulator (subject, of
course, to overshoots due to manipulator compliance and/or
dynamic consraint management, and to races against 1/2 Te).

1.6. Manipulaten and cogniton control-transioons and ther
murrorings n telerobotc and supervised autonomous systems

The control methods described in this paper enable simple
and smooth handoffs from local human teleoperation conuol w
and from -~smote machine manipulation control (using
downloaded manipulation commands). But they also provide a
base-level protocol that enables easy mechanizations of the
other types of wansidoos from local-control by human or
machine of cognition-or-manipulation, 0 local-or-remote
machine control of manipulation-or-cognition. Seen this way,
the augmented teleoperation and autonomous systems muTor
into one another to become tele-autonomous systems. Human
or machine agents on "cither side of the mmror” can exploit
similar forward simulation and control handoff methods.

We hypothesize that human of this technology
can leam to accomplish graceful and efficient hand-offs,
rendezvous and recaptures of real-ume thinking and
mantpulation tasks, and that human-or-machine
cognitdon-or-manipylation operators ca. also explou the
forward simulation constraini relaxations to improve
performance 1n many situatons. Humans could thus
supervise, or be dynamically embedded :into, ccmplex
hurnan-machine task lamices, taking and releasing conwol of
subtasks at appropriare times ar piaces.
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framewark thar emables us to mmc the
SIndemt-iASTOCor SCenmTe, Wath uma'smdﬂxtcrmmcnr
being macttine or buman, each undertalang sequences of
copmtion and’ manipulation masks. Connder for exampie the
armatian in Figare 3.2, where we see-a elerobet, R, followang
a patlr spexafied by a forward simulation, $, thar is proeceding
with its ume cluch disengaged. The -of smulamr §
then disengages the pomdon clutch and moves $ dowar and' to
the nght. $ is now essentially disengaged from sy connectior
with the telerobot. At the same ume, some other
(human or armficial) is maneuvermg ancther amulsmr, §,
down owards the forward plarmed paty (§F is also operanng
with its posiion clurch disengaged). Whenr ¥ gets “close
enough” to the point where § left off pmbr planming, § car therr
mgagcxsmnnmdummmmmafﬂzmim
(subject 10 acquisition imermediation by arbiter or collision
deect roechamism 2t the telerobor). The imeraction commis car
be factored from the actual throw,. ‘12 small, but
ioTportant;, tme incremext  The twa “players” can formulare
and imteract using shared visnalizatons and rapid cueing
methods, much as skilled sports players leamm w do. This
cimple example is suggestive of a oumber of more elaberate
orwoscols and scenamios the can be constructed an wp of the
low-{ievel hand-off and rendezvous prosocol.

S, PC diseng.

'['Cdmmg;

§, PC diseng:

— = path of acmnat robet ()
"""" = path planned by forward simulatian ()

Figure 3.2: Using tme and position clutches or
“hand-off” and 10 “rendezvous” with & mempulstion sk

4. INITIAL RESEARCH SSUES ANIT HYPOTHESES

Ounr minal appwoach © tele-sutonomous syssem resexrch is.
10 form hypotheses concerming the overall human-machine
systemn much as current interaction wark
Wﬂsu&nssghs:dhumnpaucpmcognmvc.mdmcx
svsems. We test these ideas by experiment. Far example,
='s law {CARE3] predicts thas the ttme for the eye-mind-hand
taw. of touching an object of linesr size $ at a distance D is
given by T = Klog(D/3 + 0.5), whae K ~ 108 msec/bic.
Therefore, simple tasks based on varying the relative sizes of
objects, and the distances between objects, might produce
meamngful tals of the various modes of tele-antonomous
operation. Could performance operate under some sort of
scaled Fitt's law in some modes? Or is it wore - mplex thry
that? We couid find out, and perhaps develon w. e insights
and principles on how w best design such systems,

A ampie 2-dimenmonal testhed car accomadate 2 wude
range of such performance wats, soch as the mempuisoon omi
seeichedt un igure 41 [ that Bguoe. we see 2 aumber of
“swches” of nesr uzr ¥ lovast mr sequence at own
positony 1 the mampuiaor wodcspece. Each swuch v
distance "D" from its. predecessor @ the saquence. The
objectrve 18 m wRch eacir swach m the sequence as rapidly as
pussible  mreasng te ano VS comesponds W mcoeanng
tsk mampulagion complexiry, passbly reqoring more ome for
M pulaton comvergence, as ahsracted: oy Far's laws.

Figure 4 [ Simple westhed snd exemple omipulancr mal.

Wcmuﬁmm&mmm s
sm:p{eu:dnt thtmdhﬁnmmnlﬁxmaf!ﬁ:mdxmmm

How e dese funcnions et toes affecred: ir the presence of
axnnnnncmmsckiqd’ Hizw. gre tne dmes affecred by de
difficulty of te targeting tasis (Iarger memr waines
of IVS). What are the effecty of ather syatent parameters, such
as joystick force constanrs and: rabor velosiry inns? Whaee
deterrmines the percentsge off the st execution omee thee dee
Systeny aperator needn't b i the control. [omg, se tat tey car
be aveilahie for performing adier functions?

The quantitstive rew:{iw of sich xials cer yield imporsnr
carly measures of the foons and dimensions. of performance
improvements pessihie with the: eie-smonomous controls. The
results can thews help goide planming of finther mials and the
explaratry evolution of the techmology.

5. EXPERIMENTAL ENVIRONMENT AND RESULTS

We are building a general experimentsl enviroament i
which w crexte and evolve ele-auronomous echnology. In tis
section we describe our winsl facility and some early
experiments with the different comtrol methods. These early
expeiments are being done on ransinons viewed from the
teierobotic poiot of view, and provide the basis for planming
later experiments in which we will smdy tranyitions from the
various mixed ierobotic/sutonomous systems points of view.

Qur iminal facility consists of a Unimation "UMA 567

usext 28 a telerobot, controlled by cither & DEC YAX 11/750
computer or an Apnllo DSP90 compurrr (both modes are




omailabie) A force snd maemer snainve joysnok & umed as an
p device  provode a rare o for the wlerchot To
suMuime a varery of Teal robows typical of thoee used m space
Of undeTves operinons, appropriar velpciry lrms are placed
o each . To smpulawr emoeness of the wlembeor from the
opcmmr a vanable delay can e msenexd besween a farward
compul soeam and the PUMA, usmy
Hrr“umholdmcmpcmry sampie stream.

A mgh-performance Silicon Graphics RIS worksmtion .
used o generme and oox the display of the forwand smuls
and the wlerobot, with the mierobu seen erther m retum video
or as a graphics model (he later can be useful snce 1 s both
camier 10 obtam comespondence between the ovexiay and the
somujation and easier o madify the viewpoin of the sywem).

Snopke tirne andd posiron clutches heve Been mplemerred
m the sysem. The lepical opemtior of the clurches is
puroEyed x5 a siare diagram m Figoee 5.1, which shows the
allowable combinanons of tme and/or position synchrony and
the wansinons erween thermn. There are three alboeaiile contool

states from the eleoperation poirt of view: 1) T8yn & P8yn —

cluch m an amomebilke. The jysnck movis the smulbas m
all three siates, but the smate derermmnes the effect of simular-
mrvement on path planming and path buffer encading.

Figure 5.1: Diagram of forward simuizws saws and
the ransitions causexd by ume and position cluches.

pressed (i) disengages both clutches, causing an ovemiding
uansinon to NoSyn, and (ii) begins Ing entrivs m the
commmand buffer (LIFO), thus running the forward simulator
back down the previously generated path.

'n the ume and position synchronized staze (TSyn &
PSyn), the force and moment outpums of the joystick mre
sampled at the mput rate required by the PUMA. The fomes
mdrmmzsobmnndmcrumduvecnnaf:bmd

twffer sre nput  the PUMA syseem, which treats each sampie

as a goal o reach m 115 smpée peraad, by ewmg any or all of
115 ux jomts. When we wish © somuiare sinmgons where de
actions can be visuglized and simulared much faster than they
can te mantpulated. such as when moving large smacaures in
space [INASS1] or underwarer, we place a selected moular
vetactty lomit W) < Wimax(i) on cach sz, ¢ of the PUM 2

When the tme clutch is disengaged and the positem
svncronized (PByn) state is eniered, the rolot-muodel phyysical
constramts on imulation distance covered per tme- sample wre
emved, and the uwual joystiok foree and mrque constants xre
muttiplied by a gain comsmm, Gs, ermbling the operatwor
rapudly siew the umulenor. Path samples may 5S¢ generared &
varymgly wider path miepals than is possibie when conmrol &
synchronizerd m tme. Values remwoved from te buffer msy
this request incremenml mowves larger than can be
aconmplished m one PUMA sample penod. given seleceed
constraints on the sngular velacites of the PUMA jomss.
When this eccurs, the commeanded move is interpolared and
spresd acToss naxe than one PUMA sampling interval, wuh the
actual PUMIA rare of mntion coustrained as above by the
selected i anguiar velacity constrams. Thus, the smulared
u:k:mhnumhmwuiunthgnpthuﬂdndofdrml
ekerotet, and we can “swee up sonx tome”. In addition, the
real : ahninlbwsmswhurwtymmnnmnmmfmn
given ant of wlues of Wimmx (i). Thus we predict tmr the
overnl]l manipuidion tme, Tm, will umily be smaller usng
this mede than if there veere 2 fooed Tato betweens simulanon
tme and real-ume (as for exarnpie m tows-rato control).

H a memmition s made from PSyn o the unsynchron reed
(NaSyn) smar, the opexanor Secomes free trmove the soubased
teierobot without values being placed m the commuend buffer.
Then, when a mansition is made back o PSyn, the current
position of the simulated ®kerobot s phced m e buffer,
When this value is sooracted foom the huffer, the teleToio
makes imerpoisted ncremensl moves directly twards thar
mmmmmmm’mmmm
Mmummw “saved
up” time  he med ® a‘ln'nmmn-nlmmmdp-m

N uscd, for exemple, for compiex prepositioning.
51. Experimentsl Pasneeeers Foslks snd Results

@ ﬁmdﬁmuﬂm&?,l}ahpzﬁrnniam
of mmnipulation el uxing the wexibed. Two times were
xconded for each mwinl: The swbyect's time w specify tee
manipalstion, (Ts), md the sysem's time © complete de
manspulztioc. (Tm). We ales reconied the actumi
Toemipaiation peth dergth, Lom. Phe mtio of Lm © the
maoem path ~ 5D) provides & measure of oo
dimeemsion of opcraser siill).

(1)) The s=rnies of switch-anaching tesles veriex! from sirple ©
difficult by mnging foxn low valwes of DR — hdlvtlns
of DS (D=500m.; § =25,50, 75 L)

(i) Communication delays, Tc, of 0, - wm. - sex. wor used.

(iv) Tasks over the ange of difficulty and the musge of
comympunication delays were performed by each subyect
using: (a) direct wcleoperstion (TOP), (b) welcoper 1w
assisted by forward simulation (TOP+FS), and (o)
wleoperation assisted by farward sinmlation and time
claxching (TOP+FS+TO).




Duning these arst mals, other key system parameters were heic! .

constant as follows:
(1)  Workspace 1o morutor-screen length-rano = 8:1.
iu) Joysuck sample penod = 0.017 sec.

1) Joystick force constant = 0.01 mm per oz per sample
peniod = 1.6 mm per sec. per oz

itv) Joysuack .orque constant = 0.0012 rad. per oz-in per sec..
tv) Joysuck gain constant, Gs, in (TOP+FS+TC) = 4.0.

1) Angular velocities of all 6 PUMA joints were limited

Wj < Wimax = 0.5 radians per sec. (but see also below).

Other comments on our methods: The chosen constant
values yield moderately responsive controls when moderate
loysuck forces and torques are applied. The angular velocuy
limuts yield a moderately fast robok (slower than the PUMA can
20 at its fastest, but very, very much faster than a scaled shunle

arm). All subject.s engaged w0 prelimunary learming mais. Al

used the joysuck "one-handed”. Trials began afier a period of
preliminary learning. Comparable power-law of practice
performance levels [CAR83] were recorded far each mode.

Results of some of these ininal tnals for one subject are

plotted 1n Figures 5.2, which shows the specificanon ame (Ts) -

and manipuladon nmes (Tm) for tasks over the range of D/S
difficulty holding D = S00mm. Included are resulis:for
communicanon delays, Tc, of 0.0, 2.0 and 4.0 seconds. The:
results are displayed for the three relevant modalities of comarol, .
a) TOP, (b) (TOP+FS), and (c) (TOP+FS+TC).

We note that a comparison of TOP and (TOP+FS) repeats
experiments of Sheridan, et. al. [HAS86, SHE86}, confirming ’
the results of that work. We see that (TOP+FS) gives a

significant gain in both Ts and Tm over TOP alone. Theh we

notice that (TOP+FS+TC) gives another sigmficant gain in T«

| : |
| e Tc=0 \
T _L
'
9T vl ‘:Tcxo.z.?~ |
20+ -9 " \

A Te=2
J Wmax = 10,05 A:Tc=0,24

0+ +—+ +— &
0 5 67 10 20

Task difficulty ratio, D/S

over (TOP+FS). [n the uiual mals, we found that W;max =
1 0 rad/sec. was high enough for the robot s Tm ame w keep
up_wuh even the shorest (TOP+FS+TC) Ts umes (see Fig
5 2). We then found that Winax = 0.5 rad./sec. constmuned
T'm so that subjects could easudy outpace the robot and save up
ume (see Fig. 5.2). Many of the inally hypothesized forms of
results were demonstrated using these parametes ranges.

We then noticed that Ts and Tm grew less rapidly 1n D/S
than anucipated. We hypothesized that D = S00mm was large
enough. given the joysuck coastants and W) values, o produce
dynamic constraints related to D and not just D/S. So we
repeated scaled versions of these trials as smaller values of D.

Figure 5.3 shows the results for D = 250 mm and S = 50,
37.5,25and 12.5 mm. (with work to screen scale = 16:1. and
Wimax = 0.5). It also includes results using D = 125mm and
S =25, 18.7, 12.5 and 6.2 mm (with work to screea scale =
32:1. and Wjmax = 0.5). These results are interesung, because
for all three modes the data per mode at D = 250mm and D =
125 mm essenaally fall oa top of one another. The 250mm and
125mm curves for each mode lie well below those for D =
500mm. Refer Fig. 5.2 for the ume-ciuich mode data for D =
500mm (it would pardy overly the Fig. 5.3 ume-clutch dasa).

At thus scale the system operates i a “Fitt's [aw-like”
region, with Ts and Tm being functions of D/S (but not D),
with the values in most cases at DfS = 20 about twice those at
D/S = 5. Foar Wjmax = 0.5, the robot's Tm at this scale couid
stay up with the subjects Ts. We varied Wjmax and fournd
values of 0.35 (for D = 250) and 0.25 (for D = 125) that
yielded demos of significant ume differences between Tm and
Ts for (TOP+FS+TC) mode on the easier tasks (see Fig. 5.”

For T¢ = 2 sec: ¢ TOP |
2 TOP+FS '
& TOP+FS+TC I

AN e 125,25

-s"
-

o+ —— — : +
o 5 67 B [ : ' 20
E Task difficuity rato, D/S

Figure 5.2: [nidal mal results, showing Ts, Tm as functions
of system and task parameters for three modes of control.

Figure 5.3: Trials showing T, Tim 15 functions of sysiern
and task paramcters, for severa} values of task size scale D.
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On further scaling-down of D. the system enters :t-
Heisenberg® region on the harder asks iS < I to Imm
Pasition sample-sizes, interpolator discrenzanon and operator
Luters cause large increases and vanances in Tmand Ts tiik-

Tving W poke at tungs with a needle under 3 mucroscope:.

Throughout the mals, subjects nouced smking dilference
v the feel’ of the different control modes. and deselope
.pecidl 1acncs for coping with each mode. Most weated TOP .
e presence of delays hike hiung 3 senes of “successivel,
saomer golf shots”, mving to get closer each ume. Subjects
conTolled "TOP+FS) aggressively, fimmly driving the simulator
20 each switch. The iTOP+FS+TC) mode was usually handled
with finesse, o as to drive it fast, but not so fast as to yield a
wild path and thus large Trm and large Lav5D.

[n addition 10 these preliminary quantitauve resulis. we
have demonstrated the use of rhe positon ciuich to enable
gracefui handoffs of conmol by one agent and rendevous of
control by another agent. This is done by simply having two
auman operators swap use of the controls following
disengagement of the position clutch once the forward
stmuianon is out well ahead of the telcrobot We have compiled
1 v:deo report showing the above expenments, demOnsTaucns
ard congol erfects {CONET].

5 2. Plans for further experiments and concept demonstragons

We are continuing the above series of mals, varyine
additional system parameters. We are also preparing additonal
tvpes of expenments and demos. The ume brake and position
clutch will be used ic detarmine their effects on specifi-ation
and manipulation umes. and manipulation path lengths
iSkilled operators can use the time brake to "erase” poor path
sections, and the position clutch to mnake and “jump across”
gaps during overshoots). The ume brake will be tested n
conungencies (example: an obstacle falls across the planncy
path behind the forward simulator). Transitions involving
cogninve/manipulatve task-nestng will be explored. We wiil
1dd the command buffer and interpolator modifications.and
HCI contols. to implement and demonswrate time-ratio conrol
dunng ume-synchromzed forward simulaoon,

We also plan to attempt demos of simple forms of
role-reversal by having the teie-automaton do the path
planning, and letung the human rendezvous 1o i¢lemanipulate
along selected poruons of the projecied path. In the role
reversal demo a route planner uses Al techniques to plan a path
through a maze. The planner then places the path into the
forward simulator and, when necessary, calls upon the human
1o take over and man:pulate through certain path segments. The
human then just drives the manipulator along the displayed path
segment. This mimics a human taking over the dnving of an
ALV while the ALV remains under machine cognitve conol.
This environment will also enable demos ot human intervention
:n cogninve tasks, for example to assist in planning the route 1f
‘ne machine gets stuck in that high-level planning task.

We found basic principles such as Fitt's law very useful
in thinking about forms of testbeds and hypotheses for our
carly mals. We need to consider additional system parameten
and also the dynamics of the human/machine combinanon,
generate further hvpotheses regarding fa tors affecting
rerformance, and thea design expenments to test these 1deas.
Such work may eventually produce pnnciples and design rules
{or icie-auwnomous manipulaton systems.

& FUTURE RESEARCH CHALLENGES

This iminal tele-automauon work suggests O7pom .t
‘or coordination of research in several speciaized Teids i
T115€S 1SSUES concetning research equipment inrrastu il

Tele-autonomous technology presents new chaileng2s in
human computer interaction. We have proposed 1 set ot
:nterface controls that are conceptually simple and easy o
mechanize. The conuols are genenc ones that may be
applicable 1n many different specialized situauons. They are
wso cogniuvely and manipulanvely accessibie to the uminiuated
by analogy. But many other new human interface aspects
havent been pinned down at all. How is the operator 10
visualize where they are, who has conuol of what, and whao
they give control to next as they enter or leave some subtask
within a complex task lartice? What measwaes can we provide
concerning operator performance. and what feedback can we
provide? And what about the analysis and design of cogniuve
ind manipulation tasks themselves? Research can perhaps
provide bsrrer measures of joint human-machine
cognitve-manipulative performance. Analyses sutular to those
in {CARB83] may then lead us to design intermuxings of human
and machine activity that yield substanual improvemenis in
overall performance.

Research challenges arise in roboucs, such as the eventual
need to perceive, model and forward simulate not only the
remote tele-automaton, but also portions of the remote
environment itself. Forward simulanon will work fine when
interacting with static objects, but what about interactions with
moving objects? Even if we knew how to specify interactions
with moving objects, such work would be severely conszuned
by the high computatonal complexity of present methods for
representing and simulating mechanical systems. Further basic
work, such as that of Hopcroft, on efficient representauon and
simulation of mechanical systems is required .0 we are o
nanle problems of really interesung complexity {HOPR™!

More work is needed on methods for path-error
specification and associated methods for the ume opumization
of path following, such as in (SUHB7]. Addioonal work 1s
also needed on autonomous “reflex” actons that the remote
robot can perforn when encountering unceriunaes (parucularly
those involving contact) not modelled in the forward
simulation. We also need augmented Al programming
environments that interface in such a way with real-time
programming envisonments as to easily enable ranid estmanon
of ume available for short-term Al planning tasks (enabling us
1o select among Al methods as a function of available ume).

We believe that fundamental work can be done in these
areas with modest robotic laboratory equipment. Al
techniques [WIN84] and expert system technology [HAYS3)
have matured so that roboticists can now mechamze
knowledge-intensive cognitve functions weil beyond their
reach just a few years ago, *nd can run these systems on
accessible workstations. Thus mixings of manipulanon and
cogruton technologies are now ripe for research exploranon.

However, some experiments will benefit from
multi-dimensional teleoperators or high-tech automaunon or
autonomous system technology. One way to gain access to
such expensive equipm.ent is O reat remoteness as a fearure:
For example, we are negotiating connection of our
tele-autonomous congol equipment via satellite links with
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automanon systems at several remote sites.  As such effons
provide useful testbeds, others muight exploit shared access w
the same remote facilives. Shared access to capital equipment
has obvious costs benefits, but in addition can stimulate
standards, collaboranons and healthy direct compeutions
among rescarchers. Shared access to silicon foundries gready
increased the productvity of the VLSI research communiry
[CONS81]; a remote tele-automation facility could play an
analogous role in tele-autonomous systems research.

7. SUMMARY

We have intoduced basic functonal concepts for
tele-autonomous technology and an aschitectural framework for
impiemennng the technology. using controls over tme and
position synchrony that enable simple structuring of control
transitions. We have proposed hypotheses concerning
capabilities of the technology, described our environment for
investigating these phenomena, and discussed the results of
carly tests of some of the hypotheses. The results indicate how
telerobotics can be extended w include projectdon of cognitive
activity and autonomous systems extended to accomodate
smooth ransinons of cognitive or manipulative responsibility
between machine and human operator. Through such
:xtensions, the two technologies merge into one of
“tele-autonomous systems”. Finally, we have also sketched
some further lines of research suggested by this initial work.

We believe that tcle-autonomous systems research can
yield methods and systems for improved projection of
intelligent, manipulanive actioa at a distance in ime and space.
This interdiscipline presents interesting new research
opportunities t0 teams having expertise in robotics and
automaton, artficial intelligence, and the psychology of
human-computer interaction. We envision many possible
applications for the resulting technology, not only in space and
defense systems, but also in design and production systems,
and evenmally in personal and recrearional environments.
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SOFTWARE ARCHITECTURE FOR MANUFACTURING AND 5FACE RCBCTICC
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National Bureau of Standards

Gaithersburg,

A nierarchical archltectu: 2 is
described which supports space station
“elerobots (n a variety of nodes. The
system is divided into three hierarchies:
“ask decomposition, world model, and
senscry processing. Goals at each level
of <the task decomposition hierarchy are
iivided both spat:ialiy and temporally into
simpler commands for the next lower level.
This decomposition 1s repeated until, at
tne lowest level, the drive signals to the
robot actuators are generated. To
accomplish 1ts goals, task decomposition
modules must often use information stored
in +*he wor.d model. The purpose of the
sensory system 1is to wupdate the world
model as rapidiy as possible to keep the
2odel in registration with the physical
world. This paper describes the
arci.itectur cf the entire control systenm
hierarchy and how it can be applied to
space <telerchot applications.

1. INTRODUCTION

ne of <he maor directions on which
~he robot research community has
concentrated its efforts is concerned with

planning ard controlling motion. Given a
specific *task, a motion plan must be
calculated which meets the task
requirements. Then, the plan must be

executed; there must be sufficient control
for the robot to adequately effect the

desired motion.
planned as

space [1l].
resolvaed

Trajectories are often
straight lines 1in Cartesian
Whitney 2,3} developed the
motion rate control methcd for Cartesian
straight line motions. raul [4,5,6]
used homogeneous coordinate
transformations %to describe a trajectory
as a function of time, and Taylor [7] used
coordinated ioint contrel over small
segments to keep the trajectory within a

specified deviation of the desired
straight line trajectory.

While the research described above
employs a "kinematic" approach to robot
control, another direction of research
takes the manipulator "“dynamics" into
account in the description of robot
motion. The dynamic equations of motion
are described either by the Lagrangian
formulation '8)] or by the Naewton-Euler

equations [3]. Algorithms and computer
architectures have been 8suggested which
promise real-time dynamic robot control
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Another aspect of motion control s
concerned with the variables being
controlled. The research described <o
this point was concerned primarily with
positicn ccntrol. The robot moved from an
initial position to a goal position.
While this 1s perhaps the most common
mode, there are many applicatiorns for
robots whlich suggest that other variables
should be contrciled. For example, force
control would be desired for assembly
operations. Ra.bert and Craig L2
suggest a method for hybrid position/fcrce
control of manipulators.

These examples point %to <the =xo
general problem ©f sensory process:in
For a great deal of robot motion research,
sensory processing has been limited <o
ioint positicns, velocities, and
accelerations. However, other sensors are
often required to accomplish tasks. Tre
control community has concentrated on the
contrcl aspects of the robot and as
result, little emphasis has been placed cn
sophisticated sensory processing.

Machine vision,
processing
associated
applications.
directions in
concerned
Operating

an offshoot of .mnage
research, has recently been
with advanced robot
One of the most interesting

this research area is
with sensor controlled robots.
with the constraints imposed by
real-time robot control, early methods
used structured light and binary images
f13,14,15,16". These approcaches, though
developed at different institutions,
shared many concepts. One of the
importanc subsequent research efforts went
toward the development of model-based
image processing. Bolles and Cain 717]
used models of objects to guide the
algorithms in a hypothesis/verification
scheme known as the local feature focus
method. The concept has recently been
extended from two dimensional (i.e. nearly
flat) objects to three dimensicnal objects
(187]. Although the approaches described
here have led to a better understanding of
real-time vision processing, the systenms
lacked a sophisticated interconnection
with the robot control systen.

The Automated Manufacturing Research
Facility (AMRF), developed at the National
Bureau of Standards, 1is a hierarchically
organized small-batch metal machining shop

(19]. It separates senscry processing and
robot control by a sophisticated world
model. The world model has three
complementary data representations. Lumia

{20] describes the CAD-like section of the
model . Shneier, Kent, and Mansbach [21)]
describe the octree and table




represertaticns suggcrted oy tne model
-ne model Jenerates hypctheses for the
ceatures which are either verified or
refuted by empir:ical evidence. The
sensory system's <isK 1s tO spdate <the
appropriate parts of the world model with
rew cr revised data as vrapidly as
~~55'ble. The contrcl system accesses the
~or.d model as desired £o obtain the
Jurrent fpest guess concerning an aspect
zt =he wor.d. Shneter, Lumia, and Kent
22 descrike the sensory system and 1ts
crerat:.cn 1n greater deta:l. The AMRF was
~he f:rst deliberate attempt to Tie
~2gether sensocry processing, world
mcdeling, and robot control i1n a generic
fashicn, The system developed for the
AMRF 1s applicable to more than
manufacturing. This paper describes 1its

2se 1n space telerobotics.

2. A FUNCTICNAL SYSTEM ARCHITECTURE

Th fundamental paradigm is shown in
figure 1. The control system architecture
13 2a three legged hierarchy of computing
ncdules, serviced by a communications
sysTem and a common ntemory. The task
iecomposition modules perform real-time
olanning and task wmonitoring functions,

and decompose task gecals both spatially

and temporally. The sensory processing
modules filter, <correlate, detect, and
integrate sensory information over both
space and time in order to recognize and
neasure patterns, features, cbjects,
events, and relationships 1in the external
world. The world modeling modules answer
Jueries, maxe predictions, and compute

evaluiation functions
defined by the
common memory.

on the state space
information stored in
Common memory is a gloubal

database which contains the system's best
estimate of the state of the external
world. The world modeling modules Keep

the common current and

nsistent.

memory database

2.1. Task Decomposition - H medules
(Plan, Execute)
The first leg of <the hierarchy
zonsists of task decomposition B modules
which plan and execute the decomposition
high level goals into low level

of

actions. Task decomposition involves both
a ‘temporal decomposition (into sequential
actions along the time line) and a spatial
decomposition (into concurrent actions by
jifferent subsystems). Each H module at
each level consists of a Jjob assignment
ranager JA, a set of planners PL{(i), and a
set @ executors EX(i). These deccmpose
~he input task into both spatially and
~exporally distinct subtasks as shown in
Figure 2. This will be described in
jreater detall in section 4.

2.2. wor.d Model.ngy - M nziulas
{Remember, IsTimate, rra2d.icT,
Evaluate;

The second leg of =he nierarchy

consists of world mecdeling M mcdules whizh

model (1.e. remember, est:ma%te, predicT;
and evaluate the state of the worl.i. Tre
"world model" 1s <the system's nest

estimate and
zurrent state,
2f the world,

evaluation of the h:istory,
ard possible future states
including the states of <he
system ©Leln controlled. The
nodel" includes both the M mcdules and a
xncwledge base stcored 1n a common remory
atabase where state variables, maps,
lists of cbjects and events, and
attributes of objects an events are
maintained. By thils definiticn, the worl

model corresponds to what i1s widely Xnown
thraughout the artificial intelligence
community as a "blackbcard" 230, Th
world model perfcrms <he fcllowing
functions:

1. Maintain the ccmmen
Knowledge base L
information fr
system.

2. Provide oL
sensory <
crrespond'rg nodules, zased
on the state of the tasx and
estimates of the external world.

3. Answer "What questions
asked by the executors 1n the
corresponding level H modules.
The task executor can reguest
the values of any system
variable.

ons

predl

is?2"

4. Answer "what 1f?" questions
asked by the planrners in the
corresponding level H modules.
The M medules predicu the

results of hypothes:zed actions.

2.3. Sensory Processing - G modules
(fFilter, Integrate, Detect,
Measure)

The third leg of the hierarchy
consists of sensory processing G modules.
These recognize patterns, detect events,
and filter and integrate sensory
information over space and time. The G
modules at each level compare world model
predictions with sensory observations and
compute correlation and difference
functions. These are integrated over time
and space so as %o fuse sensory
information from multiple sources over
extended time intcrvals. Newly detected
or recognized events, objects, and
relaticnships are entered by the M mocdules
into the world model common memory
database. and objects or relationships
perceived to no longer exist are removed.
The G modules also contain functions which
can compute confidence factors and
probabilities ~»f recognized events, and
statistical estimates of stochastic state
variable values.
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2.4. Crperator Interfaces
.Control, Cbserve, Definre Goals,
Indicate Cbjects)

The control architecture defined
nere has an operator interface at each
level in the hierarchy. The operator

nterface grovides a means by which human

eratcrs, either in the space station or
the grou"d can observe and supervise
telerobot. Tach level of the task
cwposx-Lon hierarchy provides an
erface where the human operator <an
ume control. The task commands intc
level can be derived either from the
‘evel H wmodule, or from the
interface. Using a variety of
nput dev1ces such as a joystick, mnmouse,
—*abxnall light pen, keybcard, voice
.nput, etc., a human operator can enter
ne control hierarchy at any level, at any
ime of his choosing, to monitor a
rocess, to insert information, to
interrupt automatic operation and take
~ontrol of the task being performed, or to
apply human intelligence to sensory
rrocessing or world modeling functions.
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The sharing of commai.d input between

wuman and autonomous control need not be
all or none. It is possible in many cases
for the human and the automatic
controilers to simultaneously share
control of a telerobot system. For
example a human might control the

robot
camera

a camera while the
translates the sanme

orientation of
automatically
~hrough space.

2.4.1 Operator Control interface levels
The operator can enter the hierarchy
at any level. The operator control

interface interprets teleoperation in the
fullest sense: a teleoperator 1s any
device which is controlled by a human from
a remote location. While the master-.lave
paradigm is certainly a type of
~eleoperation, it does not constitute the
snly form of man-machine interaction. At
1iffarent levels ¢f the hierarchy, the
:nterface device for the human may change
out the fundamental concept of
raleoperation is still preserved. Table 1
illustrates the interaction an operator
may have at each level.

The operator control interface
provides mechanisms for entering new
irstructions or programs into the various
control modules. This can be used on-line

thus

for real--ime supervisory control, or in a
packground wmode for altering autonomous
telerobot plans before autonomous

execution reaches that part of the plan.

2.4.2 Operator monitoring interfaces

The operator interfaces allow the
g the option of simply monitoring any
-evel. Windows into the common memory
rnowledge base permit viewing of maps of
service bay layout, geometric descriptions
and mechanical and alectrical
=anfigurations of satellites, lists of

numan

recogrnized obsects and events, Jprect
parameters, and state variables such as
positlions veiocities, forces, czcnfidence
levels, tolerances, traces s34 ras<
hlstory, ©oplans for fucure actiers, and
current priorities and utility functilon
values. These may be displayed in
jraphical form, for example using dials or
par graphs for scalar variables, shaded
Jraghics for object geometry, and 1
varlety of map displays for spatial
occupanc

2.4.3 Sensory processing/world
interfaces

model ing

The operator interface may also
permit interaction with the sensory
processing and/or world modeling modules.
For example, an operator using a wvideo
monitor with a graphics overlay and a
light pen or joystick might provide human
interpretative assistance to th

vision/werld modeling system. The
operator might interactively assist <the
meodel matching algorithms by indlicating

with a 1light pen which features in <ne
image (e.g. edges, corners) correspond =t
those 1in a stored model. Alternatively,

an operator could use a joystick to l:.ne
up a wireframe mcdel with a IV image,
either in 2-D or 3-D. The operator might

either move the wireframe model so as to
iine up with the image, or move the camera
position so as to line up the image with
the model. Oonce the alignment was nearly
correct, the operator could allow
automatic matching algorithms to complete
the match, and track future movements of

the image.

2.5. Common Memory
2.5.1. Communicaticons

functions of

facilitate
modules.

One of the primary
common memory -] to
communications between
Communications within the  contrel
hierarchy 1is supported by a common memory
in which state variables are globally
defined.

Each
processing,
decomposition
from,

module in the sensory
world modeling, and task

hierarchies reads inputs
and writes outputs to, the common
menory. Thus each module needs only to
know where in common memory its input
variables are stored, and where in common

memory it should write its output
variables. The data structures in the
common memory then define the interfaces

retween the G, M, and H modules.

The operator interfaces also interact
with the system through common memory.
The operator displays simply read the
variables they need from the locations in
common memory. If the operator wishes to

take control of the system, he s.mply
writes command variaplea ~ to the
appropriate locations in common wmemory.

The control modules that read from thosa




locations need not Know whether <heir
1nput commands derived from a numan
cperator, cr frcm the rnext hi:gher level .n
the autonomous control hierarchy.

2.5.2 State var:ables

The state var:ables in common memory

are the system's best estimate of the
state of the wor.d, inciuding roth the
external env:.ronment and the internal
state of the H, M, arnd G modules. Data in

common memcry are available to ail modules
At all levels of the control system.

The knowledge Dpase 1n the common
memory cons.sts of “hree elements: maps
which descrice the spatial occupancy of
the world, object-attribute linked lists,
and state variables.

3. LEVELS IN THE CONTROL HIERARCHY

The control system architecture
described here for the Flight Telerobot
System 15 a 3ix level hierarchy as shown
1in  Figure 3. At each level in this
hierarchy a fundamertal transformation is
performed cn the task.

transforms coordinates from a
convenient coordinate frame into
joint coordinates. This .evel
also servos Jjoint positions,
velocities, and forces.

Level 1

Level 2z computes lnertial dynamics, and
generates smooth trajectories in
a convenient coordinate frame,

Level 3 decomposes elementary mave
commands (E-moves) into strings
of intermediate poses. E-moves
are typically defined in terms
of motion of the subsystem being
controlled (i.e., transporter,
manipulator, camera platform,
etc.) through a space defined by

~uvetam

' - -~ v-ed
a convaniant ooor Systen.

-
~-move commands may consist of
symbolic names of elementary

movements, or may be expressed
as keyframe descriptions nf
desired relationships to be
achieved between system state
variables. E-moves are
decomposed into strings of
intermediate poses which define
motion pathways that have Laen
checked for clearance with
Fotential obstacles, and which
avold kinematic singularities.
Level 4 decomposes object task commands
specified in terms of actions
performed on objects into
sequences of E-moves defined in
terms of manipulator motions.
Oblect tasks typically define

actions to be performed by a
single multiarmed telerobot sys-
tem on one object at a tinme.
defined in terms of
objects are

Tasks
actions on

Level

Level 6

5

deccmposed 1nto sequences of
moves defined in “erms

manipulator or vehicle subsysten
motions. This decompositicn

£

~
.~

checks to assure that there
exist motion freeways clear of
obstacles between keyframe
poses, and schedules coordinated
activity of ~elervbot
subsystens, such as tre
transporter, dual arm

manipulators, multifingered
grippers, and camera arms.

decomposes actions to be
performed or batches ¢f parts
into tasks performed cn
individual okjects. It
schedules the actions of one or

more telercbot systems to
coordinate wita other machines
and systems operating in the
immediate vicinity. For
example, Level 5 decomposes
service bay action scheddlles
into sequences of object task
cemmands to  various  telerobot
servicers, astronauts, and
automatic berthing mechanis:s.
Service ktay actisns a.e
typically specified in terms of
servicing operations to be
performed by all the systems

(mechanical and human) in a
service bay on a whole
satellite. This deccmposition
typically assigns servicing
tasks to various telerobot

systems, and schedules servicing
tasks so as to maximize the
effectiveness of the service bay
resources.

decomposes the satellite
servicing mission plan into
service bay action commands.
Mission plans are typically
specified in terms of satellite
servicing priorities,
requirements, constraints, and

mission time line. The level 6
decompos.ition typically assigns
satellites to service bavs, sets
priorities for service bay
activities, generates
requirements for spare parts and
tool kits, and schadules the
activities of the cervice bays

S0 as to max‘mize che
effectiveness of the satellite
servicing mission. To ¢ large

extent the leveli 6 missicn plans
will be generated cff 1line on
the ground, either by human
mission planners, or by
automatic or semjautomatic
mission planning methods.




M TETAIZED STRUCTURE 2F THE
NNy e~ o
~CULES

i mcdule at each level -=onsists
£2rts as shown 1n Fijure 4 a
+3nament manager A, crne or more
Pl.s, and cre or mcre executsrs

S0 3ss.i3ynrment rTaragder A is
rartitioning the *tas-
2 s spatially or logically

Lo pe performed by s
i planrner/executor
t the upper levels the inb
N nodule may also assign
resources againc: task elements.
The cutput of the Job assijnment manager
i a set cf job commands JC(s), s=1. 2,
or .zgicalily, distinct jobs.

For each of these job commands JC’s),

the.e exists a planner PL(s) and a
executor EX(s) Each planner PL(s) is

sponsikcle €or decompcsing its job
command .C/s) into a temporal sequence of
planned subtasks PST(s,tt). Planning
typically requires evaluation of
alternative hypothetical sequences of
clanrned subtasks. The planner
hypothesizes some action or series of
actions, the world model predicts the

results of the action(s)
evaluatioc function

and computes some
EF{s, tt) on the

redicted resulting state of the world.
The ayrothetical sequence of actions
prcduc;:q “he Dbest e >'uation function
ZF’s,=t)max is then selected as tre pl.n
PST(s,tx; <2 e exacuted by the executor
EXis:,

?ST’s,tx, = DPLis) "3C(s',EF(s,t yrax?

where =t (s the time sequence index for
steps .n =he plan. <tt may also be defined
as a running tenporal index in planning
stace, o= 1, 2, ..., th wnere th is
tn valte of the it index at the planning
norizoa. The planning horizon is defined
43 tne period 1nto the future over which a

3
©ian  1s prepared. Each level of the
nlerarzhy has a planning horizon of cne or
~wo expected lnput task time durations.
Zach executor EXfs) 1is responsible
f£or successfuily executing the pian
°ST’s, %) prepared by its respective
glarner PL’'s;. If all the subtasks in the
plan PST!s,tt) are successfully executed,
then the joal of the original task will be
achieved. The executor operates by

gelecting a subtask from the current queuse
of planred subtasks and outputting a
subcommand STX(s,t) %o the appropriate
gubordinate H module ut time t. The EX/’s)
sodule monitors its feedback FB(s,t) input
in order to servo itsa output STX(s,t) to
che desired subtask activity.

{X‘g8,t+n) = EX/8) PST(s,t),FB(8,%)’

«here n = <he number <cf state <.cCK
periods required <o scmpuze ~he
functlion ZX(s). =n typically equals .. The
{eedback T[B(s,t} also carries tim:rg and

"

supgoal event informaticn for coordina%tic
2f ocutput betwecn executors at the sane
level. when the executor de%ects a
subgoal event, 1%t selects the next planned
subtask from the queue.

Executor cutput STX's,t) alsc
zsntairns reguests for informatizsn frcm thne
id model M module, and status repcr s

to th next nigher f:i+~1) levei in th H
module hierarchy. The feedback FB(s,L,
contains status reports from the H module

at the i-! th level indicating progress on
1ts current task.

5. CONCLUSION

This paper Las described a hierarchica.!v
organized control systz2m and has shown how
this generic system can be applied %o
telerobotic applications in space by
considering ¢the requiviments of a €£l}ight

telercbotic servicer ror the stace
station.
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FIGURE 3:

R 8ix level Pierarchial Control tyster Propotced for
Multiple Autonomous Vehicles
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Army Materiel Timmant
A~my Human

, AMC's lead agency 3 i -
to develsp 2 thrust .nterests .n o} °Ss. Next, %re agpliciac
uld acnieve "orivical ~ave teen farsed into teleogerator and rov N
. Tre resul“:ng oro- systems.  altnourh telaoperated systems 10 .
rroyo Center ‘Rand “ne strict definition 3f rooots due “z “reir
Researcn Center) 2f autonomous zapabilitlies, they glay arn lmpor
is a ornad based sart in tne program as near-term, Cumrong-on©f
rray of researzh and Ysrotruly robotic systems.  lext, the «ey “e2Innilal
rom the Army's Materiel areas assoc:ated th the use 2f rcoootics
ard Training and Doctrina Zommand field envirorment are listed. The tnree
Zefense Advanced Research Prolects ~ompenents of the program are listed under
, Hational Bureau of Stancards, column neaced thrusts. A brief descript:
sucn as Cak Ridge and Sandia, and a orogram follcws:
ersinies. The pace and scope of “ne
L reguires utilization of susport
7z Zentified above and the contractor
rren® industry participation in *the
es some of the largest ccrporatians
a3 W#ell as small innovative

ynvriaht @DR? by 7. M. Shoemaker.

lished by “he ameri-an Institute
»f Aercnautics and Astronaurice, Tnr
wivth cermission.
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Fig. 2 Teleoperated Mobile Anti-Armor Project (TMAP)

Material Handling Robotics

Thiz cregram is fccussed on robotic
~aniouiater systems. Jne »f the two program sub-
o,ements, tne Field Material Handling Robot (FMR),
“i1.1 operate in a logistics workcell autonomousiy
~cuing 3 wide variety of palletized loads weighing
Ip "O 2 nong, Wwith a reach of 27 feet and a load
randiing <ynle time of 20 seconds.

envirorment, and packaging of the system wWwithin
C-141 aircraft weight and volume transportability
constraints. Following two years of preparatory

work by the Human Engineering Laboratory, the
National Bureau of Standards and Belvoir Research
and Development Center, a contract was awarded to
Martin Marietta Aerospace Corporation in May of
1986 for development of a full-scale FMR demon-
Although not elements of the

strator system.




WO Frgre MHED ronav 3
e

ar
inclde venitle 3ystems whioh may ult.mate.y
face with tne Fiall Matsrial Handling Robot.
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The PLS 13 3 “ransportation asser Wnich refaeling =7 :amnat yeniclae rate e
sresents tne sppoctunity for automated configuring sattle damage assessment, key elements
5f fiat racks of mixed materiel for the field user. system, e.g., manipulator, wriss and end efrs-s -
Rarher <nan a {lat rack consisting entirely of nards! ire teing configured “C 2ans.ire <3
irnil.iery orocestiles, the 3ituation may require 23 reennalnzy “ransfer into aporapriate ~ =
more 3217 tontaired load »f projectiles, propeiian” A 48y tesnnisal achievement relz :
narges, and Juzes zent Jdirectly to firing units. ~een tne domenstration 3 an ac- [
An 1iiustrarive olan view Of such a workcell is 1on Tompensation svst ST
shown Ln Figure S tantly nigher manipulator o s
SEMI-AUTO
LIFT-TRUCKS
PLS
DROP SWITCH-GATES
Fig. 5 PLS Automated workcell
An alternative Field Material Handiirz Rober than had previously been the case. 3RIP is an
use i3 1n conjunction with a highly automated example of direct SynSimy weoaol’ the nuclear

wmmun1t:on resupply vehicle for the upload, trans-
sort and »ffisad o»f ammunition for the artillery
sl i.iustration captioned artillery ammu-
aition Slow deprcts 3 conceptual application of
robotics o tne ammunition supply system,

g
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A second element of the material handling
robotics program 1S the Soldier Robot Interface
Proyyect SRIPI. See Figure 7

“nis grogram is developing a 7-foot reach,
'e0-lb rabot manipulator mounted on a vehicle
rnonnected to a remote sperator via fiber optics,
The GRIP emphasizes the other end of the manipu-~
latar rcapability spectrum from the Field Material

community and Army interests in field applications
for robotics. The Army selectea ZTak Ridge Nat:

Laboratory as the system integrator for the S

oroject in recognition of thier vast telecperitiin
experience hase in the nuclear community. The Army
Laboratory Command is the developer for both =f "re

material handling robot systems.

The Army will significantly benefit from *“he
DARPA Advanced Manipulator Systems (AMS) program
which will lead to improvements in the design ~7
manipulators for field applications. Speciflc
mprovements are expected in force control, more
dextrous multi-functional grippers and overall
1mprovements in system performance, packaging nd
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DESIGN AND CONTROL OF MODULAR.
KINEMATICALLY-REDUNDANT MANIPULATCRS

James P Karer
Jack M. Trc~pser Jr
James D Faraq
ROBOTICS RESEARCH CTRPCRATICM

20008 FeraCice
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x.nemratcally-regundant articulated manipulators otfe-
gnficant advartages 0 tool-handling dextenty and
siaty. Trus paper discusses a 7 DOF mampulate-
ystem . production for terrestnal factory automaticn
opicatens and the cesign changes preposed to
~axe the system apprconate for Space Statorn use.
Tns mamipu/ator systent features modu’ar corstruction,
seif-contained ;oint-mounted eiectric drives, high
ropeatabity, and the pc-antal for extracrdinary
dead-reckoring accuracy. Manipulators of varying
size. capacity and redundancy may be buiit frem a
‘aruty of modules raviry outzut torques ‘rom 40 in-1bs
0 42,000 in-'Us.  The control has a heirarchical
architecture designed for real-time, sensor-driven
cperancn and employs an efficient proprietary
a'gorithm which performs the transformatcn of 6 DOF
cartesian space commands into 7~ DOF jontspace.
Tris aigorithm utlizes one or more critena to resolve
tne recundancy, cistributing motion gracefully to deal
with singulanties and controlling the pose of t 2
mampuiator in the wuorkspace. The control algorithm
~ins effectively on single board microprocessor
rardware. This manipulator system 1s sgen by the
duthors to be a close fit tc srace telerobotics
scecifications. with existing models providing ready
Tears for terrestrial testing and demonstration.

w

w o (
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*tdechanical arms wil be among the key furctional
2.ements :n a variety of aifferent robotic systems
employed n ‘uture space operations by NASA, the
USAF and :ndustry. In the 7~ 30s, robotic devices with
arms wil assist in the assembly, inspection, and
—ainterance of the Space Station, and in the servicing
¢! sateilites in geosynchronous orbit. =arly 1n the next
century, more scphisticated, elaborate and capable
versigns of these devices will play imporntant roles 1n
the exploration and commercial developmant of the
Mcon and solar system. Robots will serve as new 100ls
‘or the Astronauts, augmenting their capabilities and
making their jobs easier and safer. The next phases of
space exploration and development will introduce
ruman beings 1n largy numbers to the space
environmant, leading to the establishment of
permanent space communities. it is the authors’
conviction that the approprnate application ¢! robotics
tachnology will accelerate that process.

Capynght T 1387 Robotics Research Comporatior.
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Marpuiator Arm Des g 1s5yes

~ rCDOLC marpulator s @ powereg Tecnar.ca ~eage
coerating under nteractive ccinputer »7cgram IIne
LUSeq to pasiion onent, and apply forces ard 1C°GLes 2

'cor mounted to the distal era ¢ *te ~xz2ge A
number of aifferent designs for such servemecran s—s
mave been rdeveloped, princ:pally ‘cr the astcrarcn of
(ndustrial processes related !0
manufacturing. but also for remoiz marinuial 27 *35%$
undersea ang i hyzard-.s ragiaton er. . mants
Tne NASA,Spar Aerospace™ ar~. cr Ra~zie
Manpu'ator Syster (RMS), 1s the or'y space cua ' e
mampuiatar extant. RMS has clearly cemorsiratec i
utinty of sucn machines in the new env.ronmen:

Estaclished mechanical arm designs ciffer ‘rcm or e
another in the number and type of ¢ s ~carosrale
and in their inkage geometr <, 11 the p:acerent 37¢
type of joint actuators, and n controb arc-lectur?
employed.1 Industnal robot arms avanable tccay ~—ay
have as few as three driven joirts, or as mary as
seven. In grinciple, the more joints in the arm "nkage.
the more general purpose and versatie the
manipulator. An arm must incorporate at ‘east s'x
degrees of freedom to provide ccmolete control of
position and onertation of the tocl. {tis worth reviewine
the evolution of current mechanical arm designs w:
considenng the application of estabiished art to space
autematon.

Arm Gegmetnies. Ac:alor ArrargeTeri  ard M2tgn
Controllers for Ger eral Pyrnose Marpuiainrs

Six or more degrees of freedom can be ¢:sposed n an
arm ¢ several ways. Essentally the c:fererces reiaie
to the geometry of the mechamism useqg 0 !rarsiate a
three degree of freedom wrist, or tcol orienter. and tre
type of motion control system thereby required 'C
produce straight line moves and other controled paths
at the toolpoint.

One basic form of manipulator employs a set cf three
slides connected at prismatic or shd:ng joints disposed
in a nominally orthogonal arrangement to position the
wrist.  Such a device is typified by the IBM RS 1™
industrial robot. This "cartesian” geometry has a
number of distinct advantages over other types, mout

'8M is a reqistered trademark of internationat Business Machines L am
Spar Aerospace s a registered trademark of Spar Aerospace Limited
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"2 arrarge™ant was estasisred an¢
5t ec oy the Un f“amm Unimate ‘OO ™ ongusire’
”o:z Treorelically, such a "polar” coordmate
jscTelry procuces a sphencal workspace. In practce,

e

~acrarca cesign constraints generally rastrct tne
_sefL weork.ng ervelcoe 10 a rather thun sprencal sre!
235 2emar 3307 Cant ceric seclons

s2or st cated moton control systems are racuired
S wm cyindrncal or polar geometries tman ‘or
23e rav:itg cares.an gecmetlnes, since ccorarae
‘formalons must De cericrmed 10 gererat
at mace.poirt  Inacditon. manipuaters
ATICR 2D 0y Cre or Tcre siides with prismatc Cints
r<age, as a c'ass. exhinit certain significant
cesfgrrance amitations of particular importance :n
aroepactive space applicatons. The relatively large
e and .rema ¢f the shdes result «n relatvely nign
tyve power requirements ‘or a manipulator of given
payload and workspace. Furthermore, the positonirg
s des o*en interfere with opjects in the working area.
sren eclenced, and with cojects behind the macnine,
~ren retracted.

Serapore
stra.g

~ her

~zng the types of manmpulators which ncorperate
es ‘re caresian systems tend to be the least
va'ly e'cient. since the workspace s often
~pietely surrounded by the framework of slides and
.pportirg structure. To minimize spatal inefficiency
ana@ :nterference problems, a few polar type arms have
neen designed in which the slide collapses on itself as
t.s retracted. In the U.S Robot Maker™, far example,
-re 3ide .s composed ot a set of shorter shdes which
‘e ascope. in :~e NASA/Martin Maretta™ Viking

rder arm, a t~:n-wall steel tube that forms the shide
~nen erstended s mace o collapse flat in cross-section
oy rollers as .t s retracted, where it can be coited

~pacty ¢~ a crum. Mechanical implementations of
‘mese ces'grs tend to have comparatively poor static
rd dyramic performance charactenstcs, however,

W W U s

¥

d.e erther ‘0 ‘he number of additionai prismatic joints
ncerporated or o the very thin-wall cross-section
wzed.

To mprove dyramic performance and solve workspace
ntertere~ce praplems, a linkage geometry wnich
oermits considerably more effictent maechanical
designs has been cevised and widely adopted. In this
geametry, a seres of relatively ngid link segments
connacted at revolute joints s used to position the

we st Tes arrargem™ant 5 CCTITINy <mown

Toorted arm” or Tatsculated” maninLalnt ey
130 czcasienally referred to as v
~™an Coalcrs. atmough.

Ioted arTs are «nematcaly v
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tan m L emge s

: Ost twO Qisungt arm centgural oo
'Le dny j.wen ol ocaton ang are
variages 'o De cdenved ‘rom ecorporating ex'ha

275 moan agricuated arm. “kinematc redurcarcy”
A D@ Tiscussed in subseguent paragraphs
Trecretcaily, a jointed arm design of six or —nre

d@:, ees of freedcm produces a rcughly sphercal
rking envelope. The principal advartages of a
J.nted arm manipulatcr. of oartcuar
g=reral-purpose arms ‘Cr sgace cgoeratcns, rerate

Ml act tnat when tne tra arm urkage W C D330 S

~e wnst s retracted. tfoids up on tsef Cerm oo

arm ' De quIte CCMPAct ‘or a given werk °g enve e

ang sghtin weight ‘cr a given pay'cad

mar ~

Twe cistinct mechanical empodiments &t the o ~'ec
arm r‘ﬂorﬁet'y have gained acceptance :n:ndusiry '~
2ne, the actuators whien drive the arm arg wrist Cin's
are mounted near ‘he base of the macr:ne, at sune
aistarce from the joints which they operate. !n such
ges:gns, motors, gear reducers and posten feedbacxk
cevices ccated at tne "shcuider” fransmt ocwer 18 1NE
oorts througn tne effecis of a fcur-par nxage. of
~cugh Dei-cranks and pushrods, or by crairs. 1 T.rg
bets ©r scme other "engon” arrangement  One
axceient embodiment of this approach to a jcinted arm

is the ASEA [Rb 6™ industnal rooot. e
remote-mounted drive approach has certan
advantages, particularly in terrestrial robot applicatiors
wnere the requirements of the gravity heid can be a
predominant design factor. These advantages relate 10
the disposition of the mass of the joint dnves off of the
arm itself, and the consequent reduction of power
requirements. Nevertheless, the drive train which 1s
employed to transmit power t0 a remote joint itselt
imposes a number of significant performance penaities.
It otten restricts the range of motion of the joints,
resulting 1n relatively limited working envelopes,
torroidal in shaps. A long drivetrain also adds
considerable inertia, compliance and mechanical
inaccuracy between the servo actuator and the joint,
producing less than optimal dynamic response and
stability.

in a second embodiment of the jointed arm geometry,
substantially all of the joint dnive actuators are mounted
in or directly adjacent to the joints which they operate.
A well-known example of a design in which actuators
ara mounted in the link adjecent to the driven joint is
tte Unimation PUMA™ . This drive arrangement
overcomes linkage travel praoblems, increasing the
useful working envelope of the arm .. the extent that, in
some models, envelopes approach the theoretical
sphere. Additionally, true joint-mounted direct-drive
designs completely eliminate the drivetrain otherwise

Prab s a registered trademark ot Prab Robots. Inc

J S Robot and Maker are registered trademarks of Unitea States Rebe's
Marin Marietta is a reqistered trademark of Martin Marietta Com

ASP Vs a registerad trademark of Asea Robolcs. Inc

——
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2qured 0 transmit power 10 me oirts from remote
aciuators, significant'y reducirg crniveline comphance
: 4 and .reria preolems. In terrestr.al ropot apphcaticns,
me sigmificant penaity assgc.ated with mounting the
arives N tne j0IN's reiates (0 the agditicral weght
carned in the arm itsetf, Wh'e tnhe overall wegnt of ' ;
most Cint-mounted drive arms 'S, 0 fact, ‘'ower than tnat
ct most remote-crive systems ¢t cgrparable dimension
and capacity. me ‘ccatan cf tmat —ass is of great
corcern .noa gravity teld. Terrestnal joint-mounted
arve arms wnich are ngt somehow counterbatanced
may J.aze as muer as 80%; ot ime aciuator contnuous
TIrGUe Taungs ;ust to SLpDST tTe arman s worst-case
ocosture. The remaincer s avadable 10 support arg
acceierate the payicad. For space appiications, tre
cverali weight of the device 15 a cnitcal 1ssue, put the
way in which the mass 1s disposed 1s of less concern.

From the viewpoints of spatal efficiency, tooi-handiing
dexterity, size, weight and dynamic performance. an
articulated arm gesmetry which utiizes joint-mounted
actuators provides superior performance as compared
to alternate configurations. The authors believe that
such designs should be the leading candidates ‘or
space operations.

Jointed arm manipulators require relativeiy
sophisticated motion contro! systems, capable of
performing elaborate and time-consuming cocrdinate
transformations to generate joint positions 10 locate and
arient the tool. The complexity and cost of computer
conirol systems required for accurate and, increasingly,
adaptive control of the toolpath in jointed arm
mampuiators have had a significant influence on the
particular linkage geometnes utilized in most
commercial versions of jointed arms. Kinematic
geometries have generally been adopted which
simplify the process of transformation from joint
coordinates to canes:an space. and back, in an effort to
educe the number of and rate at which computations
must be performed. For example, common jointed arm
nnkage geometnes avord rotated “off-set” pitch joints, a
‘eature which has distinct agvantages in increasing the
useful workspace of the arm, but which greatly
complicates coordinate transformation (Figure 1). By
mposing specific caonstraints on linkage geometry,
expiicit mathematcal expressions (i.e., closed form,
analytic expressions) can be obtained for the
coordinate transformations  In most commercial 6 DOF
arms, the control system is simphfied at the expense of
manipulator dextenty and mechanism efficiency.

K. remate Redundar

rticulated manipulaters which incorporate six joint-
mounted dgnves, while more spatially and rmechanically
efficient than other general purpose arm designs, are
considerably less maneuverable and dexterous than
tiological analogs they would ideally emulate, notably,
the human arm or an octopus tentacle. As previously
stated, six degree o freedom articulated arms function
ke backhoes from a kinematic viewpoint, in that the
arm linkage extends and retracts :n a fixed plane which

Figure 1 Off-set pitch joint kinematics.
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s rotated about & vertical ax:s Dy the tase revoiule
sint. With most such devices. a given iccation and
anentanon ot the tool corresponds 0 a singie discrete
set of jont angles and an associated umique arm
configuraton. In a few such devices, a gwven tcol
;ocation and atttuge can be achieved dy 'wo discrete
arm configurators. An exampie ct a device with two
jcss.Die arm corfigurations ‘or a given ool posiien
3n@ orientatcn s ire Unmimanuon PUMA™  In :nat
sewice, wnie the revoiute ©ints representing ‘the
~snoulder” and "elbow” pitch axes remain fixed in a
s:.ane with respect 13 sre arcther, the elbow oint can
ne gisposed either ".p® or "ccwn”™  Nevertheless, if ‘or
a prescribed pesition of the tool. an obstacle in the
workspace or the workpiece tselt intedferes with the
arm link segments, the arm is not capable of reaching
g goalpoint without collisien (Figure 2). Unlike the
auman arm, a six axts jointed arm manipulator does not
~ave sufficient degrees of freedcm to reconfigure itself
g reach around an arbitraniy piaced object in the
wyorkspace. The human arm s censidered by the
authors tc have seven degrees of ‘reedom frocm
snouider t0 wrist, providing a range of possible eibow
amitudes and resulting arm configuraticns for a given
*gol position and onentation

6 DOF Articulated Arm

N
eyl I
s SR I
e \
L )
*K . NN naccessible area
NP .
R S R
A AN
= D

7 DOF Articulated Arm

F\gure 2

Maneuverability of a 6 DOF vs. 7 DOF
articulated arrm ‘Robotics Research Corp.
K-2107 Dextercus Mampulator tlustrated).

Mary space servicing tasks wil r2qure 1me Zexierty I
a numan arm. The authors Delheve !Nat sever 2egrecs
ct treedom should be considered e T ML
‘ncorporated n the tool-handhing arms of a jereral
DUrPOSe Mmanpulaton system. such as the NASAF g
Telarobotic Servicer 'FTS) Tre aui=ors =™
AT.Cuiated mechanical arms navirg seven o7 ToTe
Cegrees of freedom in senes. “dex'erous marpu alors’

Adaricnal gegrees of freedom may prove extreme.y
sseful, as weil. The addition cf a three gegree of
freedom "torsa”. upon which 1S mounted 'wO SEven
Cegree of *reedom arms, may be an :Ceal gereras
burpose manipulator system for prospectve FTS
assembly and servicing tasks.

Some tasks 1o be executed may require more than
seven degrees of freedom in senes in gne ariculated
arm. The internal inspecticn of complex spacecraht
assemblies with a hand-mounted camera, ‘cr examg'e
could require the maneuverability of a snake Whie
such a task may seem untikely at 'mis point. 2nd :s
certainly an unreasonable requirement for a pase. s
design for space manipulaters, reconfiguras
manipulator system designs which permit the -eacy
addit:on of are or more joints iedundant ;oints [or the
subtraction of unnecessary joints where 11
manipulator is dedicated to a single, constrained task)
are seen by the authors to offer signiticant advantages
over the long run.

@ D

The addition of one or more “redundant” joints :n a
manipulator has a numbper of significant benefits
beyond ftexibility or maneuverability.¢ In the same way
that an extra degree of freedom provides means ‘o
reconfigure the arm to reach around an obstacle. the
arm can be automaticalily reconfigured to dispose joints
In a way which distributes torque or velocity
requirements among the axes in an equitable manner.
A human reconfigures his arm (and torso and legs) n
the process of lifting a heavy object to keep the forces
and moments applied at each and every joint
appropriately distnbuted and minimized. A human
uses the redundancy in his armAorso/legs to shift his
center of gravity and to maximize his "leverage™. In a
six degree ot freedom jointed arm manipulator, no such
reconfiguration of joints and redistnbution ot forces s
possible. Thus, the mechanism's capacity to apply a
particular force and torque vector at the tool may often
be unreasonably limited because only a few joints are
contnbuting to the exercise Coriolis torces, which
could be employed to advantage, go entirely
uncaontrolled.

Equally important, intrinsic to all jointed arm
manipulators is a condition known as a “singularnty” 4
Singularities are regions within the working envelope
of the linkage in which, either 1) no individual joint in
the linkage lies in a position and an orientation 1n
which it can contribute significantly to the commanded
toolpoint direction within its physical limits of travel and
acceleration; or 2) more than one joint in the linkage,
independently, can execute the commanded motion.
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i~ additien to the fcur basic types of general purpose
manpuiator geometry reviewed above, each of whicn
provides six degrees cf freedom at the tcol, many other
“rkage arrangements providing fewer controiled axes
~ave been devised ‘or spectal applicatons. In the
aes:gn of mast such spec:al purpose arms, an effort s
made to employ a .irkage with the minimum number of
driven joints to perform a unigue 10! trajectory or class
of trajectories. Significant cost savings result from such
an eftort through the reduction in the number and often
the size of structural components, joint actuators, power
supplies and servo-control hardware.

Special purpose. limited degree of freedom
manipufators have found wide use in (ndustral
applications wherg a device s dedicated to ane
instailation and task for its usefu! life. The application
must be well defined and the associated trajectories
~ust be fully constrained for these devices to perform
tne function. Nevertheless, the majority of factory
aytomaton apphcatons are today being accomplished
with mampulators which incorporate fewer than six
degregs of freedom (five axes is the most prevalent
geometry). Special purpose geometries are developed
oy careful selection of appropriate joint axes, link
‘engths and base location with respect to the
workspace. Common examples of this specialization in
industry include four axis lathe loading devices, and
five axis arc welding robots.

Such specialization 1s natural, of course, and a similar
trend can be anticipated in space robotics applications
as ime goes by. It may be determined, for example,
that four degrees of freedom are fully sufficient to
perform siicon furnace servicing operations in one bay
of the Space Station. Possibly the correct three axis
arm could perform many repetitive laboratory
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Motgn Cortrof Architegtyre

it .s worth noting that the type of arm mchcn contre:
computer system that is used to perform ccipoint
trajectory controf, coordinate transtormation and
servo-control, regardless of arm conhiguration. can be a
relatively independent issue from what higher ‘evel
controi system s empioyed to generate arm
commands. A properly segmented heirarchical controt
system, as suggested by James S. Albus, Anthony J
Barbera and Mary Lou Fitzgerald, decouples :he arm
motion control from higher level functions 5.6 inan
autonomaous, sensory-interactive robot controi system,
higher levels provide the user programming interface,
accomplish task decomposition, break move
statements into primitives and process information from
global sensor systems, such as cameras. The arm
motion controller accepts goalpoints in any arbitrary
coordinate frame ot reference and proceeds to execute
the commands and report status. The motion controller
concentrates on its local sensors, measuring |0int
position, velocity, forces and torques, internal
temperature, and perhaps utilizes arm-mounted
proximity sensors for local obstacle avoidance.” The
higher level controller thus directs the arm as a
penpheral. The "host” controller does not necessanly
have to know what arm it is directing, or its unique
geometry. This architecture is of particular significance
in the design of robotic systems for prospective space
operations for at teast two reasons. First, with a
heirarchical structure, any particular arm can be driven
as a peripheral either by an autonomous robotic contral
system, or by some man-in-ioop, teleoperated master
controller. The arm does not recognize the difference.
This has important implications for the feasibility of a
standardized manipulator system for space operations.
Secondly, the heirarchicai controf system might be
viewed as a structured. "from the ground up” approach
to implementing artificial intetligence. Each
heirarchical level operates relatively independently as
a closed-loop controller. In this context, a heirarchical
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Mar py ator System ‘zr Space QOperalgns
SMMS)
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l '.5.0n. tme authors pelieve t~at a cons.deraple
av 2f evigence ng:cates tial the appropnale
se.ne cer‘guratcn ‘or tre gextersus mecnancal
"7 systems o be used ‘cr locl-nandhing 1N space
38rv:C.1g 1asks, whether cperalng under "autcnomous”
comouier orogram control or telecperated. s an
articulated, seven cegree of freedom device having
modular, jo.nt-mounted drives and a standardized.
'ocal motion controller.

Furthermore, the authors propose that NASA and the
USAF. in concent, consider developing and adopting a
Standard Modular Manipuiator System (SMMS) for all
reootic and telerobotic assembly, retrieval, expenment
s.pport and servicing applications on the Space
Staticn and for on-oroit remote satellite servicing.

SMMS s envisioned by the authors as a family of
articulated manpulaters ranging in size from less than
tnree feet to over fifty feet in length, incorporating as
many joints as necessary for a given application, each
manipulator being an assembly of unitized joint drive
modules of common design (Figure 3).

Lightweight, interchangeable joint drive modules, each
naving as few as two moving parts, could be designed
10 provide a set ot standard revolute "roll® and "pitch”
joints with output torque capacities ranging from 40 to
40,000 in.-ibs., in appropriate steps. {ndividual joint
drive modules would carry across the family of arms.
For example, a 2,500 in.-Ib. pitch module which serves
as the elbow in a 20 foot long manipulator would also
be used as the wrist pitch module in a fifty foot arm and
the shoulder pitch module in a five foot arm. [n addition
to their use as arms, these same modules could be
assembled into configurations which se-ve as torsos for
muitiarm devices and, indeed, "legs" for certain
vehicles operating on the Space Station truss (Figures
4 and 5).

The authors propose that an advanced motion
controller conforming to a standard heirarchical
architecture be utilized for each manipulator assembly.
Each motion controller would have the capability to use
an array of local kinasthetic sensors to perform the
"brainstem” functions associated with the arm. In
general purpose assemblies, incorporating seven or
more degrees of freedom, the motion control functions
would include coordinated joint control, real time,
sensor-based arm obstacle avoidance, and
optimization of arm posture for leverage.

With this architecture, SMMS arms could operate as
intelhigent pernpherals to any task-appropriate host
computer through a common hardware/software

nterface, faciiatng Ls2 P oa tatcart et
manpuialion nardware n 3 a:Ce varely !
autonomous and telecperated syste™s

STANDARD LINE OF DRIYE MODULES

4 <

TYPICAL ROLL AXIS DRIVE PACKAGE

’F’OTENTIAL REDUNDANT DRIVE
,"*' DETERMINED BY APPLICATION 7

‘CI‘X T

THIN WALL EXOSKELETAL STRUCTURE
HOUSES PROCESSING ELECTROMICS

LARGE PAYLOAD
7-AXIS CONFIGURATION

MEDIN? PAYLOAD
7-AXIS CONFIGURATION

SMALL PAYLOAD
7-AXIS CONFIGRATION ([

Figure 3. Robotics Research Corp. concept for a
Standard Modular Manipulator System
(SMMS) for space operations.




RAM/VATS concept for a legged vehicte for
Space Station servicing employing SMMS
moduiar manipulators.

Figure 4.

Figure 5.

Robotics Research Corp. caoncept for a 17
DOF anthropomorphic manipulatar for
Space Station assembiy and servicing (built
from SMMS unitized joint drive modules).

The authors anticipate that the standardization of
mechanical designs and control interfaces proposed in
SMMS would substantially enhance manipulator
cystem reliability, would minimize develepment and
production costs, and would readily accommodate
future growth in space operations and changes in
mission.

A Prototype for SMMS

At Robotics Research Corporation, in Milford, Ohio, tre
authors and their colleagues have developed and
demonstrated a modular, articulated manipuiator
system which embodies many of the charactensucs
required for SMMS. The °“K-Series” Dexterous
Manipulator system. while designed r scale and
details for terrestnal factory automation and laboratory
use. may serve as a reasonable prototype for future
space manipulators. Current production models may
provide ready means for terrestrial demonstration and
experimentation with kinematically-reduncdant
manipulators.

The K-Series Dexterous Manipulators are built up from
a family of unitized joint drive modules. Each moaule
includes a complete joint dnve mechanism, feedback
transducers, bearings and structure for a degree of
freedom. In existing units, individual joint drive
modules do not contain the signal conditioning, control
and servo power electronics. These components are
housed in a control cabinet and connected to the
modules with a highly flexible intermal winng harness.
Each module is designed around a particuiar size (and
thereby tarque capacity) harmanic dnve reducer ana
incorporates a DC servomotor of appropriate power
output. This dnive system can be tailored to meet a
wide range of application requirements by selecting an
appropriate harmonic drive ratio between 60:1 and
320:1. The modules are of two types, configured as
"rofi* and "pitch”-type jaints. Roll modules ettect rotary
mations about the axis of the moduie interface flanges,
wtite pitch modules effect rotary motions about an axis
perpendicular to the normal vector of the attachment
flanges. Modules are joined to each other by V-Band
ctamps, secured by a single tangent boit.

These roil and pitch-type modules are designed to be
assembled, in series, into a variety of different arm
sizes, payloads and kinematic configurations.
Individual joint modules can be utilized across a family
of arms (Figure 6). Two models in the line are shown n
accompanying photographs. The K-2107HR is a seven
foot long, seven axis manipulator configured
specifically for applications which require a light-weight
tool or sensor to be conveyed about a large warking
envelope with exceptional dextenty and speed, and
with the greatest possible positioning repeatability
(Figure 7). Operating in a stable temperature state, the
K-2107HR will repeatedly position a tool to within
4/10,000ths of an inch. The K-1607 is a five foot long,
seven axis unit configured for general-purpose factory
and laboratory use (Figure 8).

Kinematically-redundant versions of K-Series
manipulators (incarporating seven or more degrees of
freedom) offer tool-handling dexterity which
approaches that of a human arm. The seven degree of
freedom arm configuration has, in fact, the same
number and a similar disposition of joints as a human
arm The K-Series manipulator actually eclipses
anthropomarphic capabilities in range of motion for arm
rolt joints, producing +/-180 or +/-360 degrees, where
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Robotics Researcn Corp K-1607 Dexterous
Maniputator (7 DOF)




the human arm cints are ‘ypically 'mited 10+ 45
degrees or less. The mcton range avaiable in e
K-Series pitch  moduies s.ghtly exceeds
anthropomarphic, with a full 180 gegree range. This
range of travel :n pitch ;oints 15 possible through tne
use of an cffset geometry. where the pitch joint ax:s :s
cdispiaced from ‘e attacned rofl axes refer o0 Figure 1

The dispcs:tion of modules within a K-Seres
manipu'aler ‘o lcws the pattern of roll-pitch-ron-
picn-etc. It a manipulator of reduced degree of
freedem s desired, the most reasonable degeneraton
cf capabiiity is 0 replace a roil module position in the
<nematic chamn with a static ink (1.e.. a tupular
structural element which nas attachment grovisions °n
Doth ands for pitch medules).

The genenc actuator design utilized n all K-Senes
moduies cons'sts of a harmonic dnive tocated on the
oint axis, directly coupled to the preximal and distar
zastings of the mocule. A high performance
samanum-cobait OC servomotor 1s directly coupled ¢
the harmonic arive wave generator. The flexsphine of
‘he harmonic drive couples to the structure through a
metal-to-metal stip clutch and torgue transducer. The
sip clutch 1s generally adjustea (o sip &t a torque
greater than required for full machine performance, but
.ess than wouid damage the drive or other mampuiator
components. An ndependent, high precision
instrument gear system drives a brushless resolver
witun 1> uinccu 10 prcwide oint position and
non-quanitized velocity feedback by means of an
advanced R-to-D chip. By this arrangement, the servo
systerm has apphed actuator torque, joint velocity and
joint position teedback available to provide controlled
joint or axis motion.

The utilization of the harmonic drive reducer in this
fashion is both effective and problematical. The
harmonic drive i1s unrivaled for compact, light,
backlash-free torgue multiplication. It also exhibits a
two-per-input-revelution transmission error which
excites the inevitable resonance resulting from the
inherent reducer compliance. This often-suggested
arrangement of actuator system is typically
handicapped by an obvious and objectionable
resonance in operatien. The resonance phenomenon
intrinsic to direct-drive arrangements of harmonic
drives in robot arms has prevented the widespread
application of this otherwise attractive actuator
package. K-Series manipulators utilize a servo-control
approach which overcomes this problem and provides
important attributes for advanced actuator control and
improved manipulator performance. The conventional
approach in robot arms is to control velocity and
position of the motor shaft, while assuming that the
transmission elements are nearly ideal in their
transiation of shaft motion into manipulator motion. The
approach taken by on of the authors (Thompson) and
colleague Paul H. Eismann in K-Series servo drives is
to treat the motor and harmonic drive as a torque
producer. The control feedback parameters are all
measurad at the interface between proximal and distal
joint elements.  The joint position commands joint

YB'CC.ly  NT CT ICMTarcs agt 2C 270yl
Tre rrermosticep s thus @ iorgLe oo
nanTwidth which encompasses tre "¢ 3

‘requency range of the actuator pac=aze 7~
00p can be visuahzed in several ways O
‘nat 1 cperates as an active damper ‘crite |~z

resonance Another view 1s ‘rat ot oo

2GLation governing the behavior of the arive
orsional spring between two 'nemias. Tho contrns oo
actuaily functions 1o position the mMotor rert a, ~gwevs
A mMust, 0 cause the grive 1o proviCe 'me gasrel
appied ;cint worgue
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As previously mentioned, the torGue- cco 3,
provides significant advantages beyong ehm~airg 2
narmonic drive resanant respense !0 provice sosit
moton. A sigmficant trend in researcn ¢n mars
contrel s to command axis torgues 'o
n.gn-bandwidth ool force control or "~
In K-Series arms the fastest 'cop a
the servc Contidl oystesn s the :Zrave 'vop
innermost loop can reman in operaton wrie ~oo
switching. (Joint torque transducers are -3
eiements ¢ each ;oint 1in the machime: Tre *--1 .
‘ocp also encompasses and corpensa‘es far
motor seal and drive friction. Viewed frcm cuts.c
iocp. it mpans to the system most of the aurou:
best direct-drive manipulators, while avedirg
relatively poor torgue-to-mass ratios of the cirect-or ve
motors.
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The K-Series module system utilizes an exoske:e’cn
structural approach. The exoskeleton struciure
provides favorabie structural dynamics of the overail
manipulator, with low overall weight. It also provices a
strong, durable and clean exterior, enclosing ail wir.rg
and actuator componentry.

A standard "black-box™ motion controller tas oeen
developed to controf any arm configuration that can de
assembled farm K-Series modules. This acceo's
position commands from any host, in giopal
coordinates or some arbitrary frame of reference, and
performs the trajectory control and coordinate
transformations necessary to effect the commanded
toolpoint motion. Such gfobal goalpoints can be
up-dated on a 50-100 millisecond basis, providing
sensory-interactive control capability. The architecture
of this motion control is illustrated in the accompanying
figure (Figure 9).

The algorithm devised by the authors and Vold to
accomplish coordinate transformations for 7+ degree ot
freedom manipulator configurations accomodates
singularities in the workspace, provides means to
employ the additional degrees of freedom to avod
obstacles, and to distribute in a reasonable manner the
actuator torque requirements amongst the joints. The
algorithm can be configured to operate any number of
manipulator joints. The more degrees of freedom in the
manipulator, the more graceful the arm motion
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jstem Architecture

Dexterous Manipulators should provide
-beds for ierrestrial rasearch programs
‘iture space manipulation systems, e.g., in
as of adaptive ‘orce/position control, advanced
rar on technigues and muiti-arm coordination

.2 3 Dual-arm arrangement of K-1607 Dexterous
Manpuiators

Adapting the K-Series Design 1o Space APDCAl 205

Tre K-Series Manipulator System 1s seen Dy ine
authors to embody the tundamental mechamsm ard
control technology required to ymplement dexterous
tool-hangling manipulators for space servicing
appicanons, imcluding the overall SMMS corcept ‘for a
‘amily of modular arms. The developments required for
4 space version appear relatvely few and
siraghtforward.

' orusnless motors. A brusnless system offers

significant improvement '\n arm thermal management
and reduces the electromecranical system to an
extremely simple, reliabie package. Brushless mctors
il improve system reliapbiiity by providing redgundant
2eclronic systems.  Thew only disadvantage s that
"Ry require additional interface winng between motor
POSiion transducers and the power electronics.

Tme mign vacuum envircnment will necessitate the use

Harmonic dnive lubrication needs to be carefuily
ccnsicered, with respect to outgassing. vacuum
313Dty and general longevity. The narmonic drive ~as
Seen used extensively in the space program, and there
S "0 shonage of experience with this issue

Thermal management of the manipulator needs (o be
addressed to assure acceptable power consumption
and operational reliability. Possibities exist to achieve
thermal control by active configuration of insulation,
reflectivity, and radiation of the manipulator itseif. Other
possibilities include utilizing heat pipe technology and
insulation to control the thermal state of the man:pulator
das an extension of the thermai environment of the
spacecraft itself. Both of these approaches couid be
augmented by phase-change thermal storage sysiems
1o extend the thermal time constant of individual
actuator systems.

Individual joint drive modules need to be designed as
Orbital Replacemer: Units (ORUs). In order to repair a
manipulater which has malfunctioned by exchanging
modules (possibly using another manipulator),
everything which makes the module operate must be
contained within the module, or ORU, itseii  Taking the
ORU concept and the overall system mass and
reliability goals into consideration, one clear straiegy
for design becomes integrating the actuator,
transducers, signal conditioning, analog and digital
control electronics, brushless motor power and
commutation electronics and a command/
communication interface into one ORU. Each ORU
might include one or two axes of motion, depending on
replacement strategy and reliability analysis.
Consolidation of these system elements into a ORU
package will minimize the complexity of the flexible
wiring harness and many of the potential failure modes
associated with the harness Instead, a power bus and
a communication bus would be incorporated, each
triple-redundant. Communicaticns cculd be thrcugh
optical fiber or utilize powerful bus communication
techniques. All that wouid remain of the off-board
control box is @ power bus controller and motion control
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camputer Interm space manipulators can cenairy o€
\ canstructed snort of this level of integration, but nere
are significant rei:anity advantages to be qained.

Prenminary cesigns of ORU modular mamipulators
currently uncerway at Robotics Research Corporaten
naicate very ‘avarable charactenstics may be acheved
ath resgec: o arm swce, mass and reliabiity.
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- ‘s and hizh rapactitv oower.  Saience increase the nationral {nvestment {1 space
o coales inolade a large flextinle technalogy, recommended "A threefold zrawtn @»
STTaclires and Control program, sensor NASA's hase technology budget....  This
fev: ey and ntgh rate, ~igh capacity fata ‘three cimes” hHudget should Ye met {n five
SVSIems., 2T fs 3 aeans ©H manv ends. vears, for, no matter how clear a vision <e
have nf our long range needs, we cannot nove
d{storicallv, technology has Yeen a farward agregsively tn all necessary
-urnerstone of dur leadership in itsciplines without a reversal of tte hudget
space and a wev factor to U.5. {ndustria; trend., Historically, technology has heen a
mpetitiveness. ST[ {3 1 tirst step tn cornerstone of our leadership in space and a
matatatning that trend and will de cev factor fteo U.S. fndustrial competitive-ess.
capiemented (1 oclose looperat{on with After peak i{nvestment {n the early !960)'a, =he
(~fastry and throuxh expanded favolvement of NASA Space Kevearch and Technology budget fel!
lversicies, precipitously so that within ten vears we
dropped to a relatively constant {nvestment »>f
BACKLRULND >nly cne fifth to one sixth of what it had
heen when the nation made {ts commitment o
leadership in space. Our aerospace {ndustry,
For twentv-eight vears NASA has pushed at rhe only remainine high-technology segment of
*he curting edge St space technology and At the U.S. economy with a positive balance of
the ‘rontiers of gpace. But now the Nation trade, 18 facing increased competition and the
ts ar a decision point for a renewved technology base now contains gaps and a budget
ted{cation *» “he c{v{] gpace program -- a tnaufficlent to close them. During this same
tew weginning. Why? Because the once-held period, investments in France, Italy, Germany,
5. posizion of dominance {n space Japan, China, the Soviet Union and other
seckno(odv nas been seriously challenged. countries have increased greatly. What was
mr o dfrection as an agency, then, {9 to once an unquestioned area of U.S. preeminence
recongtitute the Natlon's abilitv to supply -- the civil space program ~- is now

{ncreasingly a field with shared leadership.

TECHNOLUGY READINESS

*Associate Adaministrator

ATAA Feliow So many {nnovative and exciting
technological opportunities face us that
selecting them becomea a significant challenge
1n ttserf. But, the question remafns as to

Thes arer 15 e lared o werc 5€ e .
aversment and 13 noe o sapoe B

- CNLLIRT Trte tL o s sna

Cramed rates.
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The NCOS recommendations are ~narioas with

cwo other studles suppoarting tre ne2ed ror
increased research and technolsgv tnvestzents

1
{1 space. A three-.eir Space S-ience 3nard
studv, "Twentv-vear Forecastc »f Ypace

, 1995-2015,7 oravides a 21 -al
2xtensinn of the Natisan's current
pragram with a balance bhetween istr ubvwsics,
pLanetarv exploration, earth sc:ierce, and (ife
science. The second, a oint ol NAFA studv,
{Jentifies new space Iransportat:- -~ vaki-leo
sptions required to meet national reeis in
response to a National Securttv Studs
Oirective nn space transportatinn.
cthree maior studies, the Challenger Iradgedv,
and foreign competition are franscorlhed {nto 2
~old commitment to the future, 1 recewed
commitment to safetv, and the restaring Hf our
technical capabilicv.

Scierce

<

To begin the task of strengrthening our
space technology base, NASA has develnped an
fmmediate f{rst step for FY88 to he fH!lawed
by a second iniriative that wili enable bholder
missions. They are, The Civil Space
Technology Initiative (CSTI) aud Projert
Pathfinder.
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‘emonstrate Now to use the atmosphere to slow
in arhiral transfer vehicle returning o
~irth orhit at high velocitles. Appiication
At rthe gorobrake concept to the OTV has rhe
cotential Tohr increasing the piryload
seted o gecosvnonronous orhit and retura
as a factor of In the .light
1 highly instrumented test

5y 15 much two.

»xperiment,

irzicle will he deploved from the shuttle and
iccelerated ints +pe atmosphere and back to
oWw=egrth orhic tor shuttle recovery.

L s %

N, /

> = \ﬂé/,
% 27 CIVIL SPACE TECHNOLOGY INITIATIVE ; R

FIGURE 1

‘Derations

Zarth-orhiting operations capabilitv w:il
“e enhanced through a continued and expaaded
2riort 1n automation and robotics. The
hiective of this p 2gram is to exploir the
corential of artificial intelligence and
telerobrrics to increase the capability,
flexibility, and safety of space- and
iround-operations while decreasing associated
The NCOS recommended 2 “Special
~»mphasis on intelligent autonomous systems. '
This CSTI element responds dicectly to the
NCOS recommended acceleration nf work to
support complex, automated, remote »peritions.
Research in autonomous systems [o enable The
control of multiple subsystems, incliding the
capability for reasoning and recovery fuom
failures, will be demonstrated with the
technology flowing into the Space Station test
beds. lLaunch system software development will
also be addressed to begin replacing is mucn
>t the routine, labor intensive activizies as
possible.

Cosis.

A robotics program will demonstrate a
multi-arm, highly autonomous capability for
remote assembly, repa:. and servicing of space
vehicles. This program is built upen

’




research and technology development in five
core areas: sencing and perception, control
execution, task planning and ceasonlng,
operator interface, and system architecture
and {ntegration.

Also in earth-orbicing operations s the
requir.ment for high capacity power systems.
ngoing research will continue on the high
power Stirling cycle dvnamic
thermal-to~electric power conversion system.
Performance capabilfties are aiwmed at a
five-fold increase 1n the amount of electric
power that can be generated from a reactor of
the size being developed in the SP-100
program and are almed at a doubling of the
power—to~-weight ratio.

Science

In sclence supporting technology, emphasis
will be on an augmen-ed large flexible
structures and control program, and on
sensors and data. Future space missions will
require very light, very large, flexible
structures for large communications
satellites, science observing platforms,
advanced Space Station configurations, a
large deplovable reflector, and large
baseline interferometers. The structural
dynamics and control response of such
flexible structures is nct well understood.
An added problem is the degree of precision
attainable for largz: space-based reflectors
especially in the submillimeter range for
astronomical obgervation. To address this
problem, lightweight reflector panels made up
of composite materials tailored for space
durability and surface accuracy are being
developed. Active controls research will be
tncluded as an approach to maintain the
surface precision and precise alignment of
seven l-to-2 meter wide asseabled
panels.

The program in sensor devices will be
aimed at submillimecter technology for
high-resolution earth science and
astrophysics ‘nst~uments at wavelengths
outside the limits of current observations;
solid-state, tunable lasers for lidar
instruments to sense atmospheric
constituents; and long~life sub-Kelvin
detector cooler technology to cool infra-red
detector arraye necessary for imaging in a
low-thermal background such as that found
looking out into deep space,

In the data area, research will be
augmented on high rate, high capacity
gvetema that function as smart, on-board
processors primarily fcr imaging {information.
A combination of high speed, special purpose
processors and high capacity data devices is

required {f we are to d.scontlinue excessive
lemands on ground communications., CSTI Zaca
research al3sc includes verification of a
read/write high capactty (a trillion bits)
optical disk recorder. This unit would be
useful for storing images for overlays and
comparisons.

THE SECOND STEP

It CSTI is characterized as a
transportat{or., earth orbit, and science
supporting focus, then the second !{ncrement,
which we call Pa.hfinder, looks beyond Space
Station, beyond LEO, and addresses common
technologies that support a range of future
misgions {ncluding a return to the Moon,
missions to Mars, and expanded exploration »f
the outer planets. Pathfinder {ncludes
technology thrusts to enable long-term
human pregence in space, processing of
non~terrestrial materials, an autonomous
rovar, interplanetary transportation,
aerobraking and atmospheric captur: for
planetary return, precision aero--ecover:,
tether applications, and on-or'it propeliant
depots for manufacturing and scorage of
propellants.

A NEW BEGINNING

A new, Agency-wide attitude toward research
and technology development is emerging. The
past year has been a year of reflecting upon
the state of NASA and reconstituting the
Shuttle. We should learn from {t, be stronger
for it, but let it be a turning point for a
renewed dedication to the civil space program
-~ a new beginning. CSTI and Pathfinder are
right for NASA and the Nation, and these
efforts will challenge and encourage the
Agency, industry, and the uUniversity
community. And, for universities in the space
engineering disciplines, an entirely new and
{important role may be emerging in the scope
and manner in which NASA creates university
centers for space technology research.

The Nation's technology program fortells
what we will be doing twenty vears from now.
If we follow through on what we have started,
the plcture of the 2lst Century has certainly
become brighter.
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Computer Architecture for Future Spacecraft

Jack B Dennis

Laboratory for Computer Science
Massachusetts [nstitute of Technology
545 Technology Square. Cambridge, MA 02139

In the design of computers for spacecraft there s

extraordinary emphasis on low weight, small size, and

minimum power consumption. These considerations mandate
refined packaging and cooling technology, and use of a logic
technology that achieves the highest computation rate for
given device density and power dissipation-—consistent with
survivability in space. The goals have been more than
sufficiently met, and computers have made possible many

impressive achievements in space.

Advances in memory and logic devices have led people to
envision that much higher levels of function and intelligence
can be built into future spacecraft within the limits on weight,
size and power Authors foresee autonomous vehicles guided by
knowledge-based software systems and elaborate vision
systems. The motivation is to make the best use of the tiny
signal bandwidth available for communication with mother

sarth.

Nevertheless, serious problems must be addressed if this
potential 1s to yield practical achievements in space, especially
where the advanced computing capability is o be applied to
mission critical or real time tasks.

Dependability: One probiem area is dependability.

Significant reliability goals have been met in past space

missions.  spacecraft have survived deep space missions

requiring dependable performance for many years—a truly
remarkable feat. This has been accomplished through the use
of redundancy. fault detection, and self repair using standby
spare components to make space computers tolerant of any
single point faiure.

The

software

needed dependability has been
functions are

feasible because

kept simple and critical software

sevriass Q1987 by 7. B. Dennis
7 *he American Institute of
Aermnantizs and Astronautics,
wlth nermission,

Inc.

components are subjected to unusually thorough checking and
verification during development. This thoroughness and the
special requirements often imposed on software design by fault
tolerance schemes place severe limits on the complexity of
software functions that may be undertaken. As tasks are given
to the spacecraft computer that require more sophisticated
software structures, the difficulty of achieving the needed
dependability will increase.

Programmability: The most significant area, however, 1s
programmability. While present architectures for spacecralt
computers may be a reasonable choice for
requirements of present space missions, they are a poor match
to those foreseen

the software
in the future. Successful application of
artificial intelligence methods and the effective development of
reusable software parts will require significant architectural
innovation if the potential of these techniques is to be realized
1n the construction of very large software systems for the space
eavironment.

One requirement of the knowledge-based approached to
implementing intelligent bebavior is a large memory. If the
memory of a spacecraft computer is entirely in the form of
static semiconductor devices, then size and power limitations
will severely limit the level of intelligent bebhavior possible.
The principal technologies avaiable for large spacecraflt
memories are dynamic semiconductor devices and magnetic
bubble memories. High-capacity dynamic memories are very
susceptible to soft errors and other forms of failure from
radiation exposure, and they have a relatively slow access time.
Bubble memories, while resistant to radiation, have such long
access times that a hierarchical memory organization will be

required.

——————————




These facts complicate the design of computers having

support
This 13 because the advaanced software

storage systems o modular, knowledge-based
software 6. 7 3. 2
fesired requires automatic management of the memory system
mncluding recognition and recovery of storage occupied by data
no longer ~f relevance The schemes adopted for fault
{etection. selfl repair and software recovery must be consistent
with tnese requirements. Specifically, if the fault tolerance

schems2s are not transparent to the sensitive application

1mpose
restrictions on the software design. | am not personally aware

software. then these schemes will intolerable
of work that addresses these i1ssues in a sufficiently general
way. The achievement of fauly tolerance in an advanced
programming eavironment 18 an unmet challenge to computer

system architects

Dataflow Technology and its Role in Space: Present
and future to have

They

will also be built of multiple processing elements to obtain the

spacecraft computers wiil continue

redundant elements to meet depeadability requirements
most performance for given weight, size and power. In a
dataflow computer each processing element implements a data

driven 1nstruction execution mechamsm {1}

Weight, Size and Power: Studies of applications show that
data flow computers have peak performance capabilities for
that of other
multiprocessor architectures ‘8, 4/, Moreover these same studies

given weight, size and power well beyond

indicate that this peak performance can be closely approached
in many important application areas. Thus dataflow computer

architecture should be seriously considered for spacecraft
applications
Programmability: The program structures used with

dataflow machines are nicely matched to the phrases used to
express computations in high level functional programming
languages Hence there 18 a natural way to split programs into
modules that make sense at both the language level and the

machine level

We have recently found that the basic artificial intelligence
programming scheme—heuristic search of a tree-structured
space of possibilities—can be implemented with extraordinary
dataflow
architecture 5, Thus dataflow computers offer an attractive

elfic:rcncy  on computers of relatively simple

basis for supporting advanced soltware for space missions.

Fault  Tolerance: offer

Dataflow good
opportunities for applying fault tolerance techniques in a way

computers

that s transparent to the apphication software [0 For other
types of computer systems. this has been achieved rarely 114
onty for restricted classes of high level language programs The
expectation of machines—dataflow computers in particular

that directly implement power(yl fuactional languages maknes
the vision of space dependable computers periorming
sophisticated inteiligent procedures a realistic vision for the

future §:
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