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I
1. Preface

The purpose of ths document is to provide an overview of IRUS-H and assist developers interested in

adapting IRUS-11 to new application domains Chapter 2 provides a general introduction and overviev,. Chapter 3

describes the use of domain models in IRUS-II: t provides suggestions for the development of new domain models

and a description of the syntax for the development of domain models with NIKL. Chapter 4 describes the Semantic

Interpretation Rules ot IRUS-Il. Chapter 5 presents the categone , and features of the IRUS-11 dictionary. Chapter 6

describes the World Model Language (WML). the logical representation language of IRUS-II. Chapter 7 describes

using a new knowledge acquisition tool that speeds development of syntactic and semantic information for the

dictionary. Chapter 8 describes the process of translating a WMIL expression into a form that one or more

underlying systems can execute. Finally. Appendix A provides instructions for loading the IRULS-II software.

This document supercedes an earlier version. BBN Report 6989.
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2. Initroducion

2.1 IM's Natrald atngua~c ,N ~emii - ( e i'' iol,

3 2. 1.1 ~Inlrictimi' aind IBdck.-rmtind

BB N htis de\ eloped an e'. olutioar\ sequetii-e ot NAtCe-ot -tli-arl rnaturAd lA1tcuaoe liiterta.eN x all paiI VAR P* s Straie-ic Conmputinge Prograutt IRtS 5.3)the fir~t in that sequenli~.'%k 'ANthe re~.ult (i O~ r ,

IAR PA - tui..k d re tr,-h I RI S k inil ded int!den.r'tnL it ('IN ("P A( tIT ti L, i4ra.p t ),h 1le3 ~ ~Comntd Cene;r Lattlo Nlaitacenleltr Ircrm It 'A .i ittee rid mih the [RE SH ern~irrimrit it ('I \'%A' LT

xs a natur-l ma u ircrtae to~ N .i'. -DB .da1 a nlkjpity' anre.i :-ne crat on \,tcmn ( )St P

Vhe. initiall \.er~i 1t MI the ' e'ol ttr,.trx fit I i ei te (1tn. IRI S-11 %k~t, dernonbtr ii,- it, \1,,\ 'ta,I~ ~ ~ u p (rt o the Jaiu' T hernR 1-- %erii. t,- J111 ri ttle0Atel, rih'A rtit n~~ de,,Clorpel b% BB\ ri

generatiorn d N eti h\. l Y.!Hh

I '~~~The current %er'\ori oft the Jmu,~ ~er \%.L, fin ernlntdinNai I 'it Ma- X, il e

initee:ratine, LmLnsaee menu,. MAP, tale>a'! ~ tt~jJarit: n.% Thrpra e 1WcR '.-II Undr T I3 ~ ~~and the SP( KI.S\IAN niatura11Li uiauo zceat i ~r.~II I C nprr.iirwn \ttr ld1, hi! rimurd Lari, uie

input. vencr~iwiy Enifih a ~p'nc ll-e ]ile, ar!nd~ tie rhiguou' or pjrnalj\ underntl", lnpu:-

3 ~ ~A eetdhihlrw eraph% ot paper,, arid -tp nr B B \' natur-AIirue prorec:t, 1 pro. id-e. it tthei-r1.

this; document

..21(-IR I ( mpncI'

I ~ ~~In lRI S-I! . it I RI S . the natuna i reri!r I i icihbth 11"11 toe , e 1-[Lit C W ilt Ih

domain iand tn 'n the detai ls of thie partcu litr e7\plt-ctit or appl it iott pt rau he rne used

1 2.1.2.~~~-1 -4)1ul 1- lid ( omponrnkof eN ! firile of th ISt I-l- tr nll asrada'e.

The wirdolmain-indepenident totc'!t, ~ -1 i~~. a~rmdA-OI,

fral"1taf. r ia nt tti,. inte rprete r. Mitd J (11NOIu r-e ,uhsistemt for tf?>ilk i~trplg i i AIR! elI p...' PlTe' nlodul.

function to parse an- EngIi Ih'u-er\ or commnand into mearryiA phrUeNl and structurev. v hich Arc itrnslated into iI tomial seniantir- represent.m~on % hich represents th4L meanline, of English senmcnces in a higher order 1 itens' ialIoi
called World I.dlLaniguage tWML II- 11 andi hapte r () WNL I' vn ii\independent of the -taritet Mi3 ~ ~~comminand lacaeand its. conoturt-. are ~on~cpt.N from a domiain nnt~Ael itapler 3 The dn),trir Viodel 0111aiml

intoniatton a bu1t :on~cjpl and rJvtrn hemcx.en concpt, in It spec:ifle domain I R t S-IlI curn-entllN u.- ,the

NIKL [1rk'Aee epre -efli!n toialt~m to represenit the titaa m in m-del
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AdditionA ont end kno%,tledee hases cont nhute to the s\na erlnt ar wd ii,ur~c pr i~ e. ii: (Ii

English .i' cr I.A lexic:on chapter I 5 -knitl," th Il t'iait about %k rd aild hraxe x 1UhTitur p.tr'' oif xpC:A

and \% ilacti.. semiantic, andi rorphiooiiit teatUIex needed for parxiric_ A set of .xecii~tl, fiiljrtil fl ml-u'

,:napter -4, specitx, maippine . heiike Ehih ontux anti con:ept, and relations In the ipl+_ttw n .

These I re ue Ied to determine %,. hticfler theicr n Ii su t i str-ucture, I NJdu h I I) th P. IF" fAMe IM'e rp'P: l

structures aod ito p, f their interprettoi 1-hex-e rules for generating WiNiL depend (,ifl lno li'tl on aOloeli 1III

the doniair todel The di, coui xe compxnerlt uses a slet of rules Ahith generate disc:our~e ent(ities Ore Inlk'

struc:ture of (tie Nil., and a sepirate- xet It t.ok-referciice con1straint rules for intra3-senitential utaphi ra resofuti 'i

2.1.2.2 Bajck End Uomponents of IRI S-Il

The 1a,1- Of the NJ~ enld 10FnIp"iC1e 1 tx ofRI 'S-11i, is t tke a NA NI L prussiin repre! e itot2 the focal 1

qucr-. amid onijput,, the corrTCt .or11iiitii or set of oitiniindx toI one or re~r urIderis inc- (AseI1>hiTirIt1 Ote rexUlf

requested b, the. user This, pn'hicni i .fe..npic e 1Into the toiliuxi, inc sep

II Sirptit'. the 'INIL expressim inkihe-re p-itihe

"* ldeit f ithe underi tI l Vtr 110 11 hi 1,h t" iiitrihT- to the I -itxfaj iot of the [~I s rvq IuesIfItip. ve

use of fe"1npiii[iit of 'uruferix ili %'.stcmiti lpablitics

" Fof-TIMiltleAI I eqileflt.: (If -ilk ti the undcri tie 1x \tn . itTtipIII: tO fIttill .", :(I'' f f, ill

instankes xi here s.\.stem cA ihitie, ix rLhip

" Ewxec the call sequence-

* (;eiic'riix' a respons.e ,t hi~.ill he 'Otalf wit lfono11 r the user

Chaplter I xlan thewe ste:ps inl more fetiid The niior mo,'iies\ inl the tlackend irreic'itd to thie",'i~

and tou modutlet vx.hi appi.e, triisat1 -ules it' an expresssil., alld sinipht~e'. the result,. a fltidlel. th1.

dedikes, %% hit undierix Ine 'Asc it's ili,1 b-e uti'' r module that constniucts the alpp r, pf-tite _i.hi- ~.l~
and a M diuie that e"kCUt1e' the (isie and mAkes sense olfithe resu lt,,

Ali'iiet; the cis ririi %', \11' ir,- ik in ilte I( 11T)ioli~ thi, s~itIII OWi th *\eAl-,

tic eriiiet d thfie Nt ru, tu' i t t Iic sitc iiii,rl'. to:- %x itim ]III'. nie.lir thit tile, L iielhf \1' 'VA L i

elte~ut.ibie seqjence is. bothi d~inii-kiiNrtt mid utiderix in-sr tiw dependent Tlicietire. ekre .1

adnisltrator iti reoreAiui/: the laibe.the WNML aInd its correspoid~ing ,inipi' I fi..tin xx1 (11 ,Ould he UnafteCICIteLIt It

\xouli ble rie~essarx, to updatte the ippi-o'pri,1 at uIe dri i1 s terl) desntiti
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2.1.3 The IF (II it ind r.% Step frimi flU S t4) IRI S-11

The nmain tfittercrinc' ta rI RI "S anid 1W S -[[ cin he hnunl.i

1. U~sing intenNional loc-ic: -1iL to rcir, ,,nri aturil Ltncluae ec c \r kl'wlNI 2 ~A sophi 'ti-ited ixo.k- end con iponicnt thait m .tps intcrLs onal c prc wn, i nt m thieir OM c'1tfi0' IF II,
underl\ nc NtcNiem. Inc ,rjorat inc I cir iii. lox'! ii.A ucdl ri ko. xx1 lcd, ccL~ axou:
underik ing ;. stenm capabhties.

3A nexx dm'c our-Nc pnetx h0iih erii tcN dis cOur-Ne entmeNc 'thineN, one can refer to t romh the
mexnino rcprce ntaton MIa scnlrn:Lc and handic', re ference,, ntrdxu.cd h\ pointlm2 gc~tur,, Im a
ma-Wre '. i.ten xxiti the ircaimcn; of ling1uistic I o.c. pronoun I retcrcne.

.4The ncorporarion of KN ACQ 1111. xxi!h It Lcnera- rulcs torti-reating, ittribUltcN Ich113pt er-

3 2.13. 1 1If~if I v I I m

One of the diffic:ul!) icidx I pieA. tci oft lo eicaIl reprcs entation for natural larnae ttrairle- I,1h1

traditinal tirt order loLi, c a th: \IR1 re.pw~cniatlorl of IRiS) I,, more, limited lB it-. c\pre -. I\ tkran:

natural LancuaLc IN. Intc r1i-.i o p oc'. c Lc the \\\IL rpeeitonof'R ('S-1 repre\twN onle Attmp !

the cxprcNvlx c ran-e of oc,-'that it o\er., I broader ';,ope oft natural languagc lntcnritorial logic cani rcpr:-2iI c~xpre 'Nion', xx hNc- x-1U- alc eLINiOI c.!" depiendin: on tInc A cactnNI.t\ plc ii of rc&' xxorid .ippl i.wn it J-.
in "What %-.crc Fnercnck's Last I poiirion-. It cain &oe represent propo.Nitions % hi..h arc either true, in)

poiNsilbic xxorldl or rlc..cs.NankI truc In ill poNs-.le xxord. xhich 1110'.%, for reprc-.crAt, tile N.iti, ,I3 ~ h pothetical. or xx hat -if situaion'. L, in SuppiNc Frcdenc:k xxerv C-3' . as ke ll xN nhdalii Ic h . po-.1h I I

neccs.mtk i. a , in Van the unit arr:x c here xx ii 201 hour"

I\ WNIf noxx alloxx, u,, to rcpr:-erlt prchiate-. or operator-s that take- intcrbloral aMeunienrt . ucll a,. A V iA\ L

or REQ l'I Wc% noxx rcprne-ent the contrihut ioti that1 tcn-.c prox ,idcs to tilc dctc nil i nation Of anif] Lu t in ti1l .3index. b-, using (elan~r, T uch AN PAST and FVTURE A unif'orm treatment of plurl. %,,.is ako estahbli.hcd No that

si n u Li noun. eeiera e c-tanddird iniLerprcirat B. and Pl umral enct'ite a P( IVS E opcr it. r a.neon aic3ailo1, in I Itr ehllc.xe~- L a% xeill - Ii-trib-ut I,, e r-e-i'lire' 21. 21

In order t() Leeratte \\\U r- . the Nemniti.. comiponent oft lRiiS x a-. niodifici T1hecla ne rt..

bietvxeen sepaT-atc N\Iltt..I andI scniltitI. conl~ponentN allox' ed for chane' ito the Neniantic: Iterpreter xx ith. nII perturiig other module-. A nexx operant. F1LL-INTERP I., no\% alloxv ed in IRules to indfic:.it th.it . conntlueriT

should te taken initcn~ionafll \-ile somne i4t the default IRufes. one dealine, with ten-.c for example. haid to lK

modified. the IRule-. and lexic:al eninie- thiratcr domain dependent remained cxaokl the samne. reniindin.c uN of :1'

adx anta c of ene~odiro nux l d cdcirawt xc

WNIL is a strongl\ txpted foci. al languagc The f~ormal sintax and set-theoretic: semiAntics., of' VoMI, arv

de-.cntvd in [ I 1. Further di\'cus-.i~ ii o WNIL I,, in Chapter h-.

3The W~orld Model Langung cc % 'AIll rcpr.-.cntation of' a querx, repwsents the mo-.t ab-.tr.ief tac in) the

pro'..-.-in- of a quet> IN% IRt SN-li \\hiWc the cee~inof \\NlL is, de~vinderlt on the %ri. t tis nd enlimm.N (I t1c

I4
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natural languag. quer- the genc.-ation of a quor% in the faniuac of the underl\m- ru%\steml from the \\ NI

representation is d-pendent (in the titel taie to the underk}iii s~ \tcm. the. functi, iialii of thait stcmen. andi the

structuie of iLs database or kno%% l'-d-e base.

Thte N L expressi n pr.oduced al te ft ont end is the input to the ha end -to be translate:d into exec:utabhle

code and t'ie input to the Patraphr.iLer to paraphro-' the Is ltmiite rpretato iti ot the input

2.1.3.2 A Better I Iait d II ng, of M lappi. t I I Ilt; I)Ic L n(I r I% ing S%,tclI,

The pre\ ious gvneration of IRL S (e L, , a, used in the IRL S/:OSGP demnistration N st:ni) made use of a

limited number of underly ing sN stems. choosiiit aniongst them \,Ii a small set of ke\ "~ ords, emibedded inth

represent at ion (t .a quer-s The IRI S-Ilmtu ri] Ian eUA eeu;er. c ma.kes the inic i .tt ii 'I mul tiple unde ri .mZ7

s\*stenlm trans pareint not otn] [C Lte user asin the li S s% ,Ienti but to ML1,h of fihe natUril :..itiJU1 '5 1% ?eli x, %% ell

T'he multiple underlk ing ssstenis comiponent tales an application- stetm inde-pendent rep1eentari i of thie utter-Lik

(the WNIL expressio,1n in a simiplified forim and deternmes, Mu In subexpression, tall thu. the, capabilitie, )I

x%%hich Appli~ation >\steml

The miulti pl, %s tonis, miodi!e c nbodlws a H etlit d oog for combhining an% number of applicaton N~ stenis No

assumptions are made about the exister-e or absence of oerlapping data. et-. Linderl\ inc \siem capabilities are

represented dec:laramielv. ard a1 decIisin procedure %hich seeks, to ntinirmie cost is, used it) r:~ awe in %khichb

more than one \stN i capabhle of hamdI in g a o1n :Ie suhcxpres-i0(

2.1.3.3 A Nv\% Discoturs (Onpolncnl

A n~e%% disc:oursL comiponent %%A:, built for IR RS-11 'ahich :enter\, aroundl t'a o main notions.

11 The use of a general representatown for 'conitnlicati C ac;,, . ( r es ents thati happen duning the user-

machine interactions. These include Inputs b> the user, pointing actions b\ the user. S~ stemI responses.
and other systemi-iit iated comm unic:ation>

*The use of discourse entites ' I .321 a> the funditent~il unit for represNentiog itetus that are: introdu-]e

in the discourse and 'a hich a\ lie reterred to Iviscour'e entities ius he. introt-1ud b\ an1 uitterire -.
licitccommurkat-ii s e act .I.or h\ the s~seie . n ob~je~ in a table respvonse, an an' .11

co.m.mlunk:i11ciect The role of discour'se entities, in Janus is discuwssed in ]

The representation of discourse state In Janws no\A, Consists of' a stack of CommlUn1,cati'k e act structure,,. k ith (the ni It

recent on top. and a structure representaino Thae focus spaice.

Ea.h conimunicati% c act contal n.,, locusine! intomatiort (a focus-til structure i \ hi, h. represeonts ho" thek

communicatie act affected the item, in focus We use centerngw algyorithmis PK. -1I to track the mos ement if focus

Each focus-info structure contains fields for the 'bIa center". "foiv ad centers -. and 'center nio).ement status.

e.g.. continuing or rettuning. The focusing Information is used in resolving external anaphora. %\ here the possible

referents are ta-en from the list of for-\% aid centers, A lin!Zuistic coniniunic~itie id. i represeing a users Input) In

addi tioni ci ntatins field., for thie parse;, tree. \\N11- di s~ourse Mniiead 11n111101 rreslUtin ri nt 'oati *n for that

input

6
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The separate representation of a t ocus, space stac:k [9; is meant to :ontimn focusing inlomiato reoardmrie aUseemient of a hierarchil. repre-sentation of disourse Since currentt N "e have a fl.rt representationi ot- dis:our~e
state, the focus space stack mi-erck como.is ill, t -cus-int'O tor each comniur.aNx e ac:t

ITreatment of' in(Fa- sentenitial1 an~phor.i \ ,as also added to the discourse cotmponent. S~ ntact. constrainti

represenited in the c-commnand rule,, ot Reinhatri iQ liare stated declarativel\ as rules aud applied in dtro~5 possible antecedents.

When nore than tmc possible re tLerntis 1l.'Und 10r an anlaph r. tie option,, are presented to) tile user. %klw5 indicates %%hich to use.

I 2.2 IRI S-11 (iapahilitics

I ~ ~~IR!:S-ll handles a vers "u& ran-,e of' Enelish structures. includlin, thefoovn:

*Pronouns. The IRliS-1l sx stem allou s nmn common uses of -it'. "that'. "he'. etc:. to rt itites
that haxe been introduced in th, discourse. i e. discourse entities intro duced b\ pres bus quer-es or
pointing actions. It also understanids pronouns referring to itenis v. ithm the sentence (intra-sentcntiall\ I
For exaniple. "Did Freden~k reprt :. readiness Is Cl11

" Referring Express~ions. The 11<1 S-11 s,-stenivml alloy, common use of phrases such as, that 'VP

squaidron". thowse ships., etc. to reter to Items in prvvious. queries.

" Ellip,,i. People do not als as use complete sentences, to express their tholights. If IRtiS-ll find,
utterancex that is not a complete sentence but is a complete noun phrase or prepositilonal phrse. it %Ail

attenipt to unes~rdit elin~lb okn akat the pres ious query for a corresponding NP or P1
cotsitueni that 11,1, a son 1ilitr semmnitic t\ pe. and substitut ing this ne-xt utterance for it. F(-r e xanipL.
after 'Shoss% thle TAGO S . [the input' Squadrons'. xsill be interpreed to miean "Sho%% the! +Jlklroll
H. 'e ser. thle approa. h is linre] because the substitution is ot full constitorints olnls. 'Ahic:h ni as not
lead to the intcnideladi In the follorsinL elliptic:al quer\ sequence 'Wkhich Cl camels, are in

Poi,,Sub,. "' it is possible that thle user k%.ants, the set of submarines to be limited to those th..' are Cl1.

but IRliS-li \% ould tjsfuiue the noun phrise- submannes' for the phrase ''ClI earers", rather than just
for the noun 'earners',. andi the anx ecr wuld include all submannres in Pori. rather than just those thatI are Cl. The correct decnsiiti in sucb cases depends on semantic-s in subde "ass Here is an cxaniple
%%here thle m.tx.Ii er probibls should niot be included in the quer\ built front tile ellipsis. 'WhichJ C I
ships are harpooHn capable " -C subs - IRUS-11 currently onily tres for interpretationsL, b\ stibst itut incIcomnplet-e constituent-. A paraphtrase of the elliptical query %% ill sho. hoe. the ellipsis asv resolved

" Quantification. Words like 'all' . 'an\ ". "sorme- are haindled

e Partiti~es. Par-titions of sets such is "I of the <x>" or "i of the fastest <x>"are, handled.I~ C (onjunction. DisJunction. IRL'S covers cases of conjunction vhere the conjoined constituents are
either complete clauses e -- "<Displa ' the T.A(J)S and <run thle SPA model'-,"). complete noun
phr&ses (e ' Shoe. <the \ P1 squadrns ,and <the surface ship- j, or com1plete prepositional phiasesI eg2. 'Which ships arc N1I eor AS\k - or <on AAW> ) It does not in general cover the more

cfqniphited -1t.C M)C fie .leate conf)jiJ1et s depend onl e .kh Other he. shari- reieements te 2. ' List

1 7
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and cdispla'N the ClI camers rList the TAGOS that wrere C2 but are no,,% CI". There is often monre than
one possible interpretation of a conjuncton. and people rely on Semantic and pragnmatic information iii
understanlding-. Thus. roost people %N ould assume that the speaker of the folio" ing sentence. "List thle
carrers in Ha~kaji and San Diego'. intended to vet a combined list of the carriers that either are in
Hav~ an or in San Dieg!o. as if it e~ re ''list the carrier,, in Havx aii and [list the camersi, in S an rDie:'
Hoveer. handling this sty le of conjunction in a naturA laneuage interfac:e is a research issue. sin, . it
requires realiziing that ''and" function., as an ''or'. Postnioditiers are usuall% grouped with the closest
possible constituent Thus "List the tigates and carners in the 10'. would usuailly be interpreted first as
"List <ihe fngates,> and <the car'riers in the 10>- listing all the fngaites every Mhi e A special proxision
exists in IRUiS-Il tor noun phratses. ho%%e~.er. so that it' the previous conjunct., have not been
postmodified. a posiodifier on the final conjunct .kill he distributed. ,ielding " List <the fnigates Jin
the 101> and <the carniers [in the 101>'.

* Negation. For example, "Whiuch subs, aw not Cl .)" (Quanitification and negation together often causes

" Comparisons 'and Superlaitiit's. IRI S-1l handles common com)rparati'.e fornms suc:h as "Is Credenck
faster than Spica.'. as, x~ell Ls simple superlatise construats such as, "Which is the fastest cLrrier in [lhe
Indian Ocean."'.

* Units and Amounts. -. 3 knot> . "-;1 mph".

" Times and Dates. These are understood in a v, de varietx of formats. such as -"19007Z". "Mva\ 11. 19,XX'.
"3 1/5/'91%-. and -2 i,),I lta 8X'

* Numnerical and Distance Calculati4lns. e "Total the number of planes onl A carriers". -Ho,. tar is
Fredenick from Ha's an.i". "List the TAGOs \,\ithin 20 miles of'SPA 2"

Hs Hyothetical VIorld queries. IRUS-1l is being extended to understand hypothericals like "What %% il)
be the arrival time of the unit if it needs to refuel once?"

2.2.2 Fiandlin- Amiuiites

UnderstandlingL Engli.sh in lie-ht of' ambicuit\ is, a central researc:h problemi In this section. Ae descnhbe the

various kiands of ambig'uit\ and the ceshandled in IRL'S-II. There are at least seven kinds of ambiguities that mnia

occur in natural lang,,uag!e. These ae

1. Semantic Ambiguity for examplo. the quers "When sx ill we See California>' could refer to either to the,

nuclear surface .hip Califkolia or Cali toni Sta!e

2. Stnactural Ambiguit\ In the quers' "Displa% the frizates and carrier-- that are Cl". -ClI miay be niod-if\ inc

either "carriers" or "ffig~ates and earners

3. Amnbitguit, in Ret'erring Expressions, - after the query "Which TAGOS are assignied to SPA I andi SPA 2

the command "L-ist their locations' could refer either to the locations of the "TAGOS" (Sr to the loc:ations of "SPA I

and SPA 2'.

4. Conjunction and Disjunction Arnbiuirs of AND/OR - Aside from the above modifier distnibution

ambiguity. conj unction., can introduc:e additional ambiguity - that of ANDOR interpretation. The query Wh\

SPAs are alerted and within ii) miiles ofl-la% aii"' could refer either to "SPAs that are both alerted andI are 'a ithin il

miles, of Ha%% aii ,. or to 'SPAS that are either alerted or %% ithin *30 miles ofHa'a
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6. Quantifier Scope Ambiguit% - Sentences contuning several ituantified noun phr.t~es often cause

ambinuitie.s For example. the sentence "Did all subs in this ta~k force repori a readiness problem '.could nic in

either 'Did all sub, in this task force repon 'ht Namic readiness problem ".or 'Did each sub in thi~ tak lorce report3 at least one readineos problem (but the problem ma\ difter fronm one sub to another)"

7Collecti~e;Distnbuti~e Arnbig-uit\ For example. the query' "Are Frederick and Spica conimunicatine_,

can be interpreted as "Ant Frederick and Spica communicating vith each other"' or as "Is Fredenck communicating

<%%ith ioniething> and is Spica comrnniating1 <wNith sonic(lun L, > These interpretau-ons anse because of the
colle~tioe readirnte propert\ that the v.erb "com municate 11P 0ss Cse se

Currentl%, the IRUS-ll systemi can completel\ identify and present to the user mi pm-raphnsine niode) orix

semiantic: ambieuit\ sterniiii froni more than one \,%ord sense. Multiple Vi'I-s are generatod in tht, catse

Struc:tural anbi eui1\ is detected b\ the parser. Ho%%e~er. onlN the first structurA interpretation pa'sing-

sermntic tests is presented t, the user. The miechanisms for requesting another parse ewis. but ha\e not bee.n

incorporated intO the use:r intcrt.ice A call to next-WNILi b% a systemi dev eloper obtains the net aci readirie

3 Ret'ernngi expresin ambieuit\ is detected and the options Are presented ito the user

Amibiiuities regarding cojn:indiuco and quarnfier scope are not detected~ Hox. e'~er. 1or these

cases %xe ni3% "en-,ision 'additional interprvtatnin althowuch the\ ha\ e not been actually produced b\ the Parser. andl

propose thos e interpret ation-s perhaps, 'ia a Paraphraseri to the user For examiple. in cases of conjunctioLns that are
premod-xified (Txpe 3., we can 'enviion (or "deri\,e") the NIL that corresponds to the preniodifier distnbutiori.3from the existing, WNIL that cor-responds to the interpretation in w hich the premodifler is attached onl\ ito the first

NP i and viLe % ersa)

3Collectiv\,e'dist-ribut ive ambiezuit\ is currently handled by havinig plurals alwa-.\ s generate collec:ti' e readings

simiplification of the \V\IL e ,press.,ion b.\ the back-end includes performing distribution %hen appro)pnate ithat i.3 'shen the predicate ex\pec:ts indi% Iduals, but -- because of a plurafl -- appears, to be appl\ ing to a set

2.2.3 Ii an dl in gLan-tw ua Pectti larit ics and Anomalies

Ill-forrnedness: The IRUS-1i s\stem can handle certain types, of' sentences that are not full\ grammnaticail3 The parser only searlics tor an ill- torned interplretation it' it is not able to find a normal one The clas"ses of

ill-forned input currently\ handled are

I omnitted articles. e s! 'List units in Pacific'.

2 missing prepos.itions. e.g.." List unit Pacific'"

31 subjec 'erb di~agreement. e L, ' Which battle group of camrrie ar in the Pacific 5

3 4. deterTiiner number disaicreenint. e -, . ''Is a units, near HaX ai"', and

Sioirpronoun ca-'. e L, "Disrla> the unt'nendly units Met een it and tie',
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Spelling Correction: A spelling correc:tor is in, oked x% hene,-er IRL' S-Il cannot make sens;e ot'a word that the-

user has typed ki.e.. the word the user has typed vs not in (he dinon.ar- and it does not appear to be- an inflected form

of a word in the dictionar-N ). The spelling,- corrcctiO r pr01oose a possible list of' re-spelIled "ord-s from~ whic:h the usecr

can choose the desired word

2.2.4 MIapping to \Iultiple L nderIhing SN,,dcmi

One of the important features of the JR US-Il sy stemn is that it can pri)vide acces., to multiple undcrx in-

application systemis at a single installation. This access is transparent to the user and has been made transparent to

much of the natural language sssteni as %Nell. This process xkas bniefly discussed in section 2..3.

A paradigmati, caise that demonstr-ate ac:essing multiple systems. is the CINCPACF'LT in"tadition of the

IRUS-x6 system, in which both a Nav,, datahaise (IDB) and a Mapping sxsteni OSGP) aiv accessed. Each hxs it,

own data files. kith the files of tDB being the nmrv extensi'~e. The interface to those systems was effe-ctivels

combined in an intee'arted naitural languac interface that wsable to transf'er data found on]% in 1DB to miake

displays on OSGP.

2.2.5 NIi~cd Nlodafiti% Interaction

The natural language mode of input can be integrated %%ith other kinds ot input such as graphics. Spe~ifica-ll'..

when demonstrated as part of Janus. an integrated s\stem that inicluded a map Aith mousable icons. [RUS-Il

provided a means for mouse clicks on map icons to he remembeN-red as entites which could then be referred to b\.

deictic expressions in natural language input For exaniple, one could click on three different subniannes and then

type in. "Assign those to SPA 2. This kind of' mixed-mode interaction is an important part of the seamles

character of an interface. allowine- the user to move fluidly between modalities, so that the graphical display1 reflects;

the result of understanding and respondine ito the natur.d language quers . and the quer\ in turn can refer to graphical

entities

10



3 Report No. 7144 BBN Systems and Technologies Corporation

I
3. Building an IRUS-II Domain ModelI

I 3.1 Introduction

3 The domain model provides a link between the user's view of the domain and the underlying system's

representation of that domain. Once the system has interpreted the user's query in terms of a logical representation

that uses entities from the domain model, translation rules are used to convert that logical representation into the

query language of the underlying system. This approach effectively isolates the user from the technical details of the

underlying system and the formal query language of the underlying structure.

i Since the first implementation of IRUS-11 was designed to support database queries. the remainder of this

chapter will assume a database query application. Regardless of the functionality of the underlying system. the3 requirements for developing a domain model are similar. Additionally, applications other than database queries mAv

require the implementation of new operators that were not in the first implementation of IRUS-Il. such as "WHAT-

IF' for hypothetical queries posed to expert systems.

A useful distinction that can be drawn in the analysis of a natural language input utterance is the distinction

between the denotative aspect of the utterance and its performative aspect. The denotative aspect refers to the

objects in the domain that are referred to by the utterance. The performative aspect refers to the action that the

system is being instructed to perform in regard to those objects. For example, consider the utterance:

Display the locations of the C1 units.

Display represents the performative aspect of this utterance. The interpretation of Displa) depends on the3 functionality of the underlying system. The remainder of the sentence (its denotative aspect), on the other hand, can

be intepreted independently of the functionalitY of the system. In one implementation. Dzsplai may result in a

tabular listing: in another implementation it may result in a graphic presentation of a map. But the logical

representation of the denotative aspect of the utterancc is independent of system functionality.

While additions to the performative support provided by IRUS-I1 currently require the expertise of the

IRUS-II developers, tools are available to make the addition of new denotative support (i.e.. a new domain model) a

much simpler matter.

I
I

I
| II
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3.2 Domain Models

A domain model is a conceptual descnption of a subset of the entities in the world. The relevant subset is

determined by the application of the system. For example, a system that will be used to access a database contruning

information on a Navy unit's equipment inventory will contain references to items of Navy equipment -- weapons.

ships, ports, helicopters, etc., and to relevant data about that equipment -- location, maintenance status, model,

identification number, cost, etc.

The entities in a domain model are concepts and roles. Each concept represents a class of things, and typically

is named for this class of things. Roles represent relationships in which those concepts participate. For example. the

concept SIP represents the class of things that are ships. Associated with it may be several roles such as SHIP-

NAME, ID-NUMBER, COMMANDER, HOME-PORT. For each of these roles, the class of things that are ships are

the domain. Each of these roles also has a range -- the class of things into which they map. For example, the range

of S-HP-NA.ME could be the class STRING, the range of ID-NUMBER could be the class NUMBER. the range of

COMMANDER could be the class PERSON (or OFFICER), and the range of HOME-PORT could be the class

PORT.

Once the domain developer has identified a concept that should be included in the domain model, then a

number of roles for which that concept is the domain will immediately come to mind. In creating those roles, the

domain developer will have to specify the classes which are their ranges. These ranges represent additional concepts

which will have to be included in the domain model. These concepts, in turn. will be the domains of new roles. Once

begin, the process of developing a domain model tends to proceed spontaneously. During implementation. testing.

and debugging, the decisions made in the intial design stage will probably have to be altered and adjusted.

The domain developer can approach the problem of identifying these roles and concepts from two directions

-- from the actual structure of the target datibase or from the questions that the targeted users would have tor such a

database. In fact, both directions are necessary to obtain a complete domain model for use in IRUS-II. An effective

approach is to interviev the targeted users and elicit samples of the actual questions they would submit to such a

database, making sure each possible database table or field is covered by some question. This will define the range

of concepts and relations people use in the domain.

It should be noted that the domain model is not required to be limited to contain entities that map to the

database, but other related entities that a user is likely to use should be there too in order to respond sensibly when

there are misconceptions by the user. For example, a target user of the database mentioned above might wish to ask

a question such as

In which factory was this helicopter made?

IRUS-I should understand the question (be able to obtain a WML using domain predicates). even though it

cannot answer it. In JANUS-B. a troubleshooting capability is under development to be able to answer I don't have

information about where heicopters are made.

12
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I
If the domain developer is developing a domain model that is intended to be transportable to a number of3 different databases dedicated to the same domain, that domain model should contain all of the concepts that would

possibly be reflected in those databases. IRUS-I %ill not support access to any data in a database unless that data is

conceptually represented in the domain.

As an example of a domain, let us assume that our application is a hospital database. The targeted users are

doctors, nurses, and other hospital staff. The hospital database will contain information about patients, doctors.

nurses, floors, wards, rooms, etc. These will be the concepts in the domain model. One of the principles behind

taxonomic networks is that it is useful to create concepts that generalize other concepts. This reduces the amount of3information that has to be stored by taking advantage of inheritance. It also generates concepts that reflect semantic

distinctions.

3 For example. it is likely that we would want to be able to query the database about a doctor's social security

number. We would also like to be able to refer to the social security numbers of nurse, and other staff members.

Since it is likely that patient social security numbers are used for identification, we would also like to be able to refer

to them. A sensible approach would be to create a concept called HOSPITAL-PERSON that is a superconcept of

DOCTOR. NURSE. OTHER-STAFF and PATIENT. The Role SOCIAL-SECURITY-NUMBER could then be

I associated with the concept HOSPITAL-PERSON and inherited by all concepts subsumed by HOSPITAL-

PERSON.I
3.3 Building Domain Models ,, ith NIKI,I

Currently. IRUS-II domain models are built with NIKL [16]. NIKL (New Implementation of KL-ONE) is a

system for representing conceptual knowledge. With NIKL, the user can represent knowledge in a structured

inheritance network. In addition to enabling the user to describe a domain with constants that can be used in other

modules of the IRUS-II system, NIKL also provides inference mechanisms that can be of use. such as inheritance

and classification. A graphical interface. KREME [1. 21. is used to more easil% visualize and modify a NIKL

network.

n oIn its current implementation. IRUS-II uses the inheritance mechanism. For example. the Semantic

Interpretation Rules (IRules) test the semantic class of constituents to determine if they are subsumed by certain

NIKL concepts. These tests can name the highest level concept for wuch they are appropriate, with confidence that

the inheritance mechanism will correctly determine whether the individual being tested is a member of that class or5 an) class subordinate to it in the network (subsumed by it

Although it is not done in the current implementation. IRUS-Il can also make use of the classification

mechanism of NIKL. Classification enables NIKL to correctly place a new concept in a network from the definition

of that concept. This makes it posihle to take information in a query and use it to create a NIKL concept. This can

be used to simplitf an express;,n b reducing i ,omplex expression to a NIKL concept For further detiuls, see [.

S13
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3.3.1 NIKL Concepts

The objects in a NIKL domain are known as concepts. These concepts are organized in a nemork that is

rooted in the concept TIING, which subsumes all othei concepts in the world. Concept A subsumes con,,t R if all

instances of B (i.e., individuals of the world that are of class B) are instances of A. For example. all animals are

living things. Therefore, if one were to build a network that included the concept ANIMAL, the concept HORSE.

and the concept LIVING-THING, the concept LIING-TH-ING w'ld subsume ANIMAL and HORSE. The

concept ANIMAL would subsume the concept HORSE. Subsumpion is transitive, i.e.. if LIVING-THING

subsumes ANIMAL, and ANIMAL subsumes HORSE. then LIVING-THING also subsumes HORSE. The

relationmship between a concept and the concepts that subsume it corresponds to an IS-A link in frame terminology.

Concepts can be either primitive or defined. Typically, domain development begins with the creation of some

primitive concepts and then proceeds to the creation of defined concepts based on the existing pnmiuve concepLs. A

primitive concept is one which the domain developer can not fully define in terms of existing concepts in the

network.

A defined concept is a concept for which the necessary and sufficient criteria for membership in the class it

represents can be expressed. by specifying the parent, of the concept and appropriate role restrictions (the following

section discusses role restrictions). For example. the necessary and sufficent criteria for membership in the class

RED-SNEAKER is that an object be a SNEAKER and that it have the color RED. i.e.. RED-SNEAKER is

subsumed by SNEAKER and restricts the role COLOR-GF to have range RED. In many cases, the necessary and

sufficient criteria for membership in the class represented by a concept can not be expressed. For example. consider

the class TIGER. A TIGER is a subconcept of ANIMAL and we can express some of the necessary criteria for

membership in the class represented by TIGER. but we can not define the necessary and sufficient criteria to

distinguish a TIGER from all other members of the class ANIMAL. TIGER is thus a primitive concept, a concept

that we can describe but not completely define.

3.3.2 NIKL Roles and Role Restrictions

Roles are NIKL entities which represent logical relationships between concepts. A Role would be referred to

as a slot in frame terminology. A Role is a two-place relation whose domain is represented by a concept and whose

range is represented by a concept. A Role maps each instance of the domain concept into instances of the range

concept. An instance of the range concept is aftiller ot the role for the instance of the domain concept.

Part of the descripton of a concept nma, include role restrictions. Role restrictions restrict the allowed class of

the range and/or the number of range fillers for that role. lien the domain is that concept. Subconcepts inherit both

the Roles and RoleRestictions of their superconcept,. Inherited RoleRestrctions can be further restricted, but not

generalized, for the suhboncept. In fact. this is otic wa,' of defining a subconcept. For example, the concept

PERSON rni% h1%c the Role ADDRESS attached to it The range of ADDRESS may be restricted to addresses. The

concept ISA-RESIDENI mi. he ,mpwplett,'s defined as the subconcept of PERSON for which the raie ot

ADDRESS is rctri..td toi addresse in the 'S-.
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I
The, L. MBER component of a role restriction is particularly important when defining afinctonal role. i.e.. a3 role that relates each element of the domain to one and only one instance of the range. HULL-NUMER-OF is one

such role relating VESSEL to H1,ULL-NUL3BER. To define a functional role, one must have a role restriction wkith

the NUMBER component specified as 1 at the most general concept that is the domain of the role. IRUS-II does not

use this information currently, but will in the future when a more general treatment of functional nouns is

implemented

I When one is developing a NIKL netA ork, one goal is to give roles the most general domain and range that are

relevant, and when a role restmction is needed. to connect it to the most general concept possible.I
I 3.4 NIKI Sintax

3 The two pnman functions used in creating a domain model with NIKL are depioncept and dejrole. As the

names indicate, defconcept is used to create a concept and defrole is used to create a role. The following uses3 standard BNT syntax, where I I denotes optional items, and * denotes one or more repetitions of an expression.

3.4.1 DEFO'NCEP

The format for defconcept is:

(DEFCONCEPT <concept-name>

(SPECIALIZES <concept>*)
(PRIMITIVE)
(INDIVIDUAL)
((RES <role> { (VRCONCEPT <concept>)'

( (NUMBER <integer>) )
((MIN <integer>)) ((MAX <integer>))))*3 { (DATA (LEXICALITEMS (<lexical-item>)))}

3 PR[MITIVE

means that the necessary and sufficient critena for membership in this class are not expressed in the domain model.3 If not present. a:sumed to be a DEFINED concept.

INDIVIDUAL

means that the concept being created represents an individual entltx vhich is a member of the cla.s or classes

denoted by this concept's parents. For exanple. the current domain model includes the following:

(DEFCONCEPT TRUE PRIMITIVE INDIVIDUAL (SPECIALIZES TRUTH.VALUE))

TRTE is a an individual ot cls, TRI-THVALVE tthe onl,. oiaer member of the TRUTHA ALUE class is. the

3 individuld FALSE).

* 5
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SPECIALIZES

specifies the concepts that immrediately subsume the concept being created.

RES

expresses restrictions on a role (which is named immediately after the keyword), when dhe domain of the role is an

instatiation of this concept. These restrictions are specified with VRCONCEPT, NUIMER. NN and MAX.

'VRCONCEPT

specifies a class restriction on the filler of the range of role. The filler of the rangve is limited to members of the

named class.

NUMBER

specifies the exact number of individuals that may fill that role for each member of the class. For example. the

current domain model includes the followine:

(DEFCONCEPT VESSEL
PRIMITIVE
(SPECIALIZES PLATFORM)
(RES COW*ANDER.OF (VRCONCXPT COIANDER) (NU-IER 1)))

The last line indicates that the role COMMNA-NTER.OF associated with the concept VESSEL ma\ be filled by

exactly one member of the class COMMA-XN-DER.

MNN

Similar to NUM~vBER. but specifies a minimum number of role fihlcr:; for each member of the class.

MAX

Similar to NUMIBER. but specifies a maximum numb-er of role fillers for each member of the clas.

DATA

is rarely used. In conjunction with LEXICALITENIS it specifies an English wvord associated wkith the concept.

Interpretation Rules 4dscussed in Chapter 4) are connected to domain objects via this data field. ',u.t this is not

specified in the domain model file, the% are added by the IRule loader program.

3.4.2 D EFRO0L E

The format for defrole is

(DEFROLE <role-name>
(DIFFERENTIATES <role-riae>*)
(DOMAIN <concept>)
(RANGE <concept>)
{PRIMITIVE }

16
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DIFFERENTIATES3 specifies a parent role which the role being created is a subrole of (a more specific relation), that is. if the parent role

is viewed as denoting a set of ordered parrs. this role's denotaton is a subset of that set. The role being created must

have as domain and range concepts that are subconcepts of the parents' respective domains and ranges.

DO %I IN5 specifies the domain of the role.

RANGE3 specifies the range of the role. The role represents a relation between elements of the domain and elements of the

range.

3 PRIMIIi E

A primitive role is one for which necessary' and sufficient criteria can not be expressed. If not present, the role isu assumed to be a DEFINTD role.

3.5 KR ElIV

BBN's Knowledge Representation. Editing. and Modeling Environment (KREME) is an excellent too[ for the

development of a domain model. KRENTE has its ovn frame language wh-ich is closely related to NIKL. but

KREME also has a NIKL mode which enables it to work with domain models built wkith N1KL. Whether the domain

model is created with NIKL directly or via KREME in the NIKL mode. the result is sull a NIKL taxonomy The

only difference is that KREME provides a better enmironment for domain model development For further

I information on KREME. consult KREVIE: A User's Introduction. BBN Report No. 650W,

3.6 A Brief )omain odcel Exampic

This section is intended to pro, ide some insight into the process involved in developing a domain model for a

specific application Let us ., une that we wish to construct a domain model for a naval application In this

application a nua;1,: ef different types of objects Nkill be referred to, Among them are:

* helicopter

5 * airplane

* submarine3 * earrner

ocean

I
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" port

" weapon

Each of these objects %xill be represented as concepts. If we did nothing more than that. we could create a

network whose top levei was THING and whose next level would represent each of these objects as concepts.

However, we would not have succeeded in capturing any generalizations about these concepts and we would not

have established any inheritance Ibeyond the tact that they all descended from THING) which we could later use in

our IRules. Therefore. we would wish to create some additional concepts which expressed generalizations about

these objects.

One approach would he to sort them into groups and then to create concepts that represent those roups. For

example. one might :reate a group from helicopter. airplane. submarine, and carrier, and cal that concept

VEHICLE Intuitivcly. one feels tdw the distinction between air vehicles and sea vehicles might be a useful one and

so might create the concepts AIRCRAFT and VESSEL. These would each be subsumed by VEHICLE. In turn.

AIRCRAFT \Aould subsume the concepts HELICOPTER and AIRPLANE. and VESSEL %&ould subsume the

concepts SUBMARINE and CARRIER.

The concepts OCEAN and PORT could be subsumed under a concept we will call LOCATION

The ,oncepts READINESS and WEAPON can be subsuned by THING.

These ,oncepts %%ill suggest roles that are needed to express their anributes. These roles in turn will require

the creation of additional concept.- to represent their ranges For exanple. we ma\ ,wish to describe the location of a

vehicle. We could create the role VEHICLE.LOCATION with the domain VEHICLE and the range LOCATION.

We might also wish to refer to tho commander of a VESSEL. We would create the role CONL\IANDEROF and

have its range as OFFICER It is hkely that before v\e finsh we will want to represent other people, so ve might

subsume OFFICER under he concept PERSON All of thcse domain model decisions should be considered

tentatie until %ke hae explored the domain further

One ,wa. to futher explore the domain vs to get a list of sentences which \Aould tpicallk be input b\ the user

Let us assume that the folhv in,-, ,entences appear in this list!

What is thu. overall readiness of the Enterpnse!

What is the Enterprse s home porl'

[Enterpne is the rnani, , ai carrier

These suggest some additional concept, and role, The exiitine concept V ESSEL ill be the domain of thk

role OVERALL REA)INESS Thi, \kill hive a nee, comept. perhaps REA)INESS C)DE. as its range The role

HOME P()RT iiht x' cc f,ied A ibtl the o'ncepi VES"El ., i, domain, and PORT as its rane
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Again, these domain mooel decisions should be regarded as prehminary until it is established that the

underlying system contains the information necessary to respond to such requests.

The domain developer would proceed to dexelop a domain model, using anticipated user input and the

information contained in the underlyIng system as guides. The concepts and roles in ths prehminary model and the

anticipated input sentences would then be used to develop the IRules and the dictionary entnes. Tus process would

provide feedback on the appropriateness of the domain model. The domain developer should be prepared to make

changes to the domain model in response to this feedback.

I

I
!
U
i
I
I

I
I
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I
I



BBN Systems and Technologies Corporation Report No. 7144

20



Report No. 7144 BBN Sysitems and Technologies Corlration

4. Semantic Interpretation Rules

A Semantic Interpretation Rule dlRule) consists of two sections. a pattern section and an action section. The

pattern section is a case frame. Constituents of a query may till slots in a case frame if they meet the selection

restrictions attached to that slot. The action section contnbutes to the logical representation of the quer. The

logical representation of the query is in the World Model Language (WML), described in chapter 6.

The Semantic Interpretation Rules (IRules) are linked to particular domain model concepts or roles when they

are defined by the domain developer. They are then activated by words in the input query. whose dictionary entries

link them to corresponding domain concepts. The IRules define, for a particular word or class of words, the

semantically acceptable English phrases or clauses that can occur havin that word as their head. They also define

the semantic interpretation of an accepted phrase or clause. Since semantic processing is integrated with syntactic

processing in IRUS, the [Rules serve to block a semantically unlikely interpretation as soon as it is proposed by the

parser.

The parser passes ("transmits") constituents to the semantic interpreter. The semantic interpreter attempts to

match each constituent to the pattern sections of the IRules associated with the head word of the current phrase. If

the pattern section of an IRule is successfully matched, that IRule's action section is queued for execution. The

action sections produce the fragments of W,.L that are ultimately composed into the system's logical representation

of the query. The action sections' seconda.ry function is to place additional information on a list of features that

accompany the partial interpretations and which other [Rules may access. such as the semantic class of the

constituent. Failure to match also provides useful information to the parser. If a particular parse route fails to find a

corresponding semantic interpretation, then the parser tries another parse route.

When a head word of a phrase is proposed by the parser to the semantic interpreter. all IRules that can apply

to the head word for the given phrase type are gathered a.s follovs: for each domain model object (concept or role)

that is associated with the word. the IRules associated wkith the gien object are retrieved. along with any inhented

IRules. A word can also have IRules tired directly by it, without involving the model. Since the IRules

corresponding to the different word serses may give nse to separate interpretations. they are carried along in parallel

as the processing continues. If no IRules are retreved. the interpreter rejects the word.

One use of the domain model is that of IRule inheritance. When an IRule is defined, it is attached to a

concept in the domain niodel The definer of the IRule also has the opportunity to decide whether the nw IRule (the

base [Rule) should inherit from [Rules attached to hi her domain model concepts (the inherited IRules). or possibl\

inhent from other IRules specified by the definer of the lRule. When a modifier of a head "-ord gets transmitted and

no pattern for it exists in a base IRule for the head word, higher lRules are searched for the pattern. If a pattern does

exist for the modifier in a gien IRule. no higher ones are tned e\en it it does not pass the local semantic test. That

is. inheritance does not relax semantic constraints.

21



BBN Systems and Technologies Corporation Report No. 7144

Generally speaking. IRules are attached to concepts or roles in the domain model and they are indirectly

linked to words in the lexicon by the inclusion of the names of domain model objects in the semantics of each

dictionary entry. When no domain object seems appropnate as a semantic entry for a word, [Rules may be hnked to

the word directly by having the name of the IRule included in the semantics of the word.

4.1 Pattern Section

Once the head of a phrase triggers an IRule, all of its modifiers must match some slot in the pattern section of

the IRule. If the matches succeed. the action section of that IRule is queued for execution at the time the constituent

is completed ("constituent pop time").

There are two types of IRules, CLAUSE IRules and NP IRules. CLAUSE IRules are further divided into

VERB, PP. and ADJ IRules. (t is planned that PP and ADJ IRules will in the future be separate categones

altogether. so that there will be 4 general categories of IRules.) Most simple cases of NP, PP, and ADJ IRules max

now be defined using KNACQ (chapter 7).

4.1.1 Clause IRules

The following is a template for the pattern section of a VERB clause IRule. Its head is a verb, and the IRule

defines the case frame for that verb. Standard BNF syntax is used.

(CLAUSE

HE AD

(SUBJECT <test>)

(OBJECT <test>)

{INDOBJ <test>)

(PP ((PP HEAD <Preposition-test>

POBJ <test>) +))}

(THATCOMP <test>)

(<other-verb-modifier-label> <test>}*

)

(LAU.UE means that this IRule is desiLned to haindle clause-level constituents, either sentences or subordinate

)e... relatixe clauses. NP IRules %ould handle the NP subcOnstituents of the sentence. It is helpful to think of the
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clause IRules as the higher level IRules that bind together subinterpretations produced by the NT IRules. Following

"CLAUSE" is a property list. of <parser-label> and <test> pairs, each pair representing a selectional restriction.

Every structure "transmitted" by the parser to the interpreter has a parser-label: the test places semantic constraints3 on the structure transmitted with the given label.

HEAD is a slot that must be filled by the head of the constituent. The HEAD of a (non predicate-adjective)

sentence is its verb, the head of an NP is a noun, the head of a sentence with a predicate adjective ("<NP> <be>

<adjective>") is the adjective (e.g., the parser considers "pretty" as the head in "the girl is pretty"). and the head of a

sentence with a predicate PP is the copular "BE" (e.g., "the ship IS in Hawaii"). Since the semantic properues

Sattached to a specific verb trigger clause Mules during the interpretation of a query, there are typically no additional

restrictions on the HEAD. This is represented by the asterisk associated with the HEAD slot.

3 The SUBJECT of a clause is usually a noun phrase. In order to be accepted as a filler for the SUBJECT slot, a

noun phrase must meet the test associated with that slot. Section 4.1.5 presents the syntax of these tests.

I The OBJECT of a clause is the direct object of the (transitive) verb.

The IVDOBJ is the indirect object. For example. the verb show may take an indirect object:

Show me the ships in the Indian Ocean.

I The direct object of show is ships and the indirect object is me.

Verbs may be modified by prepositional phrases. The PP slot of a clause [Rule would be filled by such3 prepositional phrases. This slot may not be filled by a prepositional phrase that modifies a noun. These are handled

in NP IRules or PP (predicate prepositional phrase) IRules. The HEAD of a prepositional phrase is the preposition

and the POBJ is the object of the preposition. There are two tests on prepositional phrases: one on the head

preposition and another on the object of the preposition.

The PP slot may be repeated because more than one PP may modify a clause. Repeated slots are implicitl

assigned numbers that are later used in the action section. For example. the current IRule

CHAA'GE.I.VRE4D!NESS.2 triggered b) the verb change) has these PP slots associated with it:1 (PP HEAD FRC4 POBJ (IS-A C.RE.ADINESS.CODE))

(PP HEAD TO POBJ (IS-A C.READINESS.CODE))I
In the action section. these are distinguished trom each other by references to PP I and PP 2. Different WNML3representations are built for each case.

TIA TCOMP test for a THAT complement. as in "Frederick reported that Vinson downgraded".

I There maN be selectional restnctions for any other clause modifier such s TOCOMP (TO complements) that

the parser nia% transnit
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4.1.2 NP IRules

The format for the pattern section of an NP Rule looks like this:

(NP

HEAD

(U'P (<test> + )}

(PP ((PP HEAD <Preposition-test>

POJ <test>) +) )

(N (<test>+ ) }

(ADJ (<test>+ ) }

{PRESPART (<test>+ ) )

{PASTPART (<test>+ ) )

{PRENOMINAL (<test>+) )

NP means the IRule is designed to handle parts of noun phrases. A noun phrase includes a noun plus all its

modifiers such as articles, adjectives, noun modifiers, and prepositional phrases.

The HEAD of a noun phrase is the noun itself. Since the noun would typically have the appropriate semantic

property to trigger the IRule, usually there are no restrictions on the HEAD. This is expressed with the asterisk. It is

possible, however, to put a test on the head of an NP IRule.

NP is for noun phrase modifiers to the head noun. NP, like the other selectional restrictions presented so far

(except for HEAD j. tests full (interpretedt constituents. Interpreted constituents have been interpreted as phrases

and have already triggered IRules of their own. Interpreted constituents already have a partial WML and semantic

class associated with them. For example. an NP selectional restriction could accept an NP constituent for "USA"

modifying "ships" in the noun phrase "USA ships", as well as accepting "friendly country" in "friendly country

ships". An algorithm for noun compounds in IRUS-1i tries to break up a sequence of nouns into component NPs.

Other modifiers of nouns, whether prepositional phrases PP, adjectives ADJ. past participles PASTPART (e.g.,

"the crossed river") or present participles PRESPART (e.g.. "the deploying commander"), are normally handled bx

PP rules, adjective rules or verb clause rules, respectively. The only reasons to put tests for these modifiers directly

in an NP IRule are ( I) to handle idiomatic readings ("the red (Russian) forces"). or (2) because the modifier never

occurs in predicate position, like "of the ship" in 'captain of the ship" but not (*)"captan is of the ship". Onl if the

meaning of a modifier is different when it is in a noun phrase from when it is a predicate modifier should a test for

this modifier be put directly m the NP rule. Otherwise it need not be menuoned in the NP [Rule. For example. the

UNIT.BE PREDICATE. I PP IRule handles both 'List the ships in port" and "List the ships that are in por".
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The PP is as for CLAUSE Irules.

It should be noted that N, ADJ, PRESPART. PASTPART, and PRENOIIN4L test for uninterpreted

constituents. An uninterpreted constituent does not carry a semantic interpretation with it. Thus if an urunterpreted

constituent is bound to a variable in an IRule and used in constructing a WML predicate, the lexical head itself is

what will appear in the WML in place of the IRule variable. In the case of interpreted constituents, however, a

term--a IOTA expression or a variable bound by an outer scoping expression which is the interpretation of the

transmitted constituent--is what is replaced for the IRule variable. PRENOMINAL is a super-label; it accepts Ns.
ADJs, PRESPARTs, and PASTPARTs.

4.1.3 Adjective Rules

Adjective clause IRules are triggered when an adjective is used in predicate position (e.g.. "the girl is pretfl%

"the girl that is pretty"), where the adjective (e.g.. prett-.) is considered the head of the clause. Also when an

adjective appears directly modifying a noun (e.g., "the pretty girl"), the semantic interpreter tries to use the general
meaning of the adjective encoded in the appropriate adjective rule to obtain an interpretation. by interpreting it as a3predicate adjective in a relative clause ("the girl that is prettx"). (In this NP case, the in erprete- will first try an

idiomatic interpretation by checking the head's NP IRule for an ADJ test, and will keep this result as a first option in

the list of possible NP interpretations.)

The following is a template for the pattern section of an adjective clause IRule:

3 (CLAUSE

HEAD *

5 SUBJECT <test>

(PP ((PP HEAD <Preposition-test>

3 POBJ <test>) +))

(THATCOMP <test>)

I {<other-verb-modifier-label> <test>) *

HEAD is the adjective, vhich is considered head of the clause when it appears in predicate position.

5 SUBJECT tests the NP being modified by the adjective.

PP and other labels are as for verb clause IRules. They arc present when the ADJ takes complement.,. For

example, "afraid" takes a THATCONIP in I am afraid that I will fail" and mission area ratings take PP

complements, as in "FrederiLk is N I on ASW'
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4.1.4 Prepositional Phrase IRules

Prepositional phrase clause IRules are triggered when a PP is used in predicate position. e.g., "the ship is in

Hawaii", "the ship that is in Hawaii". An attempt is made to handle PPs analogously to ADJs, since they both occur

in predicate position as well as directly in noun phrases modifying the head NP, but both syntactic positions yield

the same meaning. Thus. as in the ADJ case, when a PP appears directly modifying a noun (e.g., "the ship in

Hawaii"), the semantic interpreter tries to use the appropriate PP rule to obtain an interpretation by interpreting it as

a predicate PP in a relative clause after first trying an idiomatic interpretation. If the KNACQ system is in use, the

interpretation of a direct PP modifier as a relative clause PP does not happen with KNACQ, separate PP rules need

not be defined, it handles the PPs automatically when an attribute or case rule is defined-

A difference from the ADJ treatment is that the parser does not consider the PP to be the head of the phrase

when in predicate position, but insists to have "BF' as the head. Therefore PP Rules must be triggered by "BE".

Currently, PP IRules must be all inherited by the default IRule NP.BE.PREDICATE. We plan to change the way

PPs are treated to be more analogous to ADJs.

Following is a schema for the pattern portion of PP clause IRules:

(CLAUSE

HEAD BE

SUBJECT <test>

PREDICATE ((PP HEAD <Preposition-test>

POBJ <test>) +)

HEAD must be "BE".

SUBJECT tests the NP being modified bN the prepositional phrase.

PREDICATE has the syntax of PP in the other IRule types. It tests for the PPs that should trigger this IRule.

More than one PP mav be listed in the same IRule. as long as the selectional restriction on what they modify (the

SLBJEC'r) is the same.
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4.1.5 Selectional Restriction Tests

A test associated with a label in an acti'e IRule is, applied to any constituent transmitted with that label. If the

constituent fails the test, that particular parse path is aborted by the parser. and another path is tried. If there is no

test for the transmitted label, inherited IRules will be tried to accommodate the transmitted constituent. If no

inherited IRule accepts it. it is rejected. When a transmitted constituent is accepted, it is saved to be used by the3 action portion of the IRule when the current phrase is finmshed

An IRule label may be a unique item label if only one constituent may fill that slot (e.g.. SUBJECT), or it may
be a multiple item label if it can accept more than one filler te.g.. PP, PRENOMINAL). When the label is a unique
ien !abel, it is associated with a singte test in the IRule. else a list of tests is used, indicating the different possible

3 fillers.

A test associated with an IRule label is either a base test. or a path specification containing base tests in it.

For example,

(PP HEAD (ONE-Or OF FROM) POBJ (IS-A COUNTRY)))

is a path specification with tv,-o base tests: (ONE-OF OF FROM) and (IS-A COUNTRY), testing for the PP head

and its POBJ, respectively. Using general path specifications, except for the usual PP schema as above, is not

recommended.

K There are several types of base tests that can be associated with labels in an IRule.

e Simple semantic test: Normally of the form (IS-A <domain-concept-name>). A constituent passes this
:est if its seaminic class is subsumed b,, -- ,, subsumes the concept denoted by <dom.in-concept-
name>. This IS-A is really a two-way subsumption test in order to allow more general concepts to fill
the semantic constraint, as is necessary for pronouns. for example. In "He deployed the ship", "he" has
semantic class "PERSON". a superconcept of "COMMANDER". which the verb "deployment" requires
as subject. IS-A-S UPERC instead of IS-A may be used if strict one-way subsumption is required.

e Exact match: A test for an exact match with a constituent may be done in one of three ways:

• (EXACTLY <1Aord>) will test whether the root of the head of the constituent is <word>.
- <word> will test whether the urinerpreted constituent is equal to <word>. Used to test the

preposition head of a PP, for example.

• (ONE-OF <wordl> <word2>..<wordn>i is like <word>. but is used when more than one option
is acceptable.

e Arbitrary test: of the form (TEST <arbitrary-test> . <Arbitrary test> may be a simple boolean
combination (using NOT. AND, OR) of simple IS-A tests. or may be a function call to an arbitran
function. Use of arbitrary functions is not recommended.

* Automatic success: if the constituent should be accepted regardless. T or (TEST T, may be used.
Another test Ahach imniediatel\ succeeds is *. but this should only be used for [Rule heads, because
constituerts approved via * cannot be replaced by pronouns.

o Forced failure and block: to cause immediate failure w n a constituent is present. and prevent
inhented rules to be tried after the tallur.e, ,TEST NILi ma, be used.

I
I '
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4.2 Action Section

The primary function of the action section of an IMule is to contribute to the production of the WIL that will

represent the phrase which triggered the IRule. Another function is to specify any modifiers that may be required

(not optional) for the IRule to fire.

The entire action section of an IRule is a macro call. In a clause IRule, it is a call to the macro

BINDQUANTS' in an NP IRule it is a call to the macro LIFTQUANTS. These macro names are meant to be

mnemonic: quantified expressions with possible "holes" in them (to be filled by other parts of the sentence)

stemming from NPs are carried ("lifted") until a clause boundary is reached, at which point they are "bound"

together with the clause's contribution. i.e., all the holes are filled and the quantification structure of the clause

interpretation is determined. These macros take as the first argument a variable binding list. The other arguments

(the body of the action) are actions to be performed using the bound variables.

4.2.1 Variable Binding List

The first argument to LIFT-QUANTS and BINDQUANTS in the action part of an IRule is a variable binding

list. Variable names are bound to fillers of constituent labels mentioned in the left hand side of the IRule.

The syntax of the bindings list is

((<varl> <constituent-description>)
(<vari> <constituent-descriptioni>)

(<yarn> <constituent-descriptions>) )

Where the syntax of a <constituent-descnption> may e given by the following context free defiution. A here

I signifies "or". I I is for optional items, and a superscript of + means one or more repetitions:

constituent-description -> cl I (OPTIONAL cl) I (DEFAULT cl <default>)
I (LISTOF Cl)

cl-> (OR c2+) I c2 I c3
c2 -> c3 I (PROPERTY <c3> <sewnantic-prop>) I (FULL-INTERP <c3>)
c3-> (or <path>+) I path

OPTIONAL means that even if the specified label has not been filled, the [Rule execution is still allo-ed to

complete. The variable is assigned value **ABSENT** and any action in the body using the variable is ignored.

DEFAULT allows for a default value <default> to be used as the variable value if the specified label is not

filled OPTIONAL and DEFAULT allow, for a label filler to be missing. If neither of these is used. the filler is

considered required. If a requirud filler is not prsent. the IRule execution fails. i.e.. an interpretation usin this

IRule is no longer considered (If it was the onl% IRule. the constituent "pop"--finishing the phrase--will ful. and

the parser will have to tr- another pare path. 1 LISTOF obtains a list of all possible fillers of the descnptoin
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OR states that any of the specified labels may be used to hind the variable. The first label from the list that3 has a filler is used (except in the context o1 a LISTOF, where all are used).

<path>, in its simplest form, is just a label, e.g. SUBJECT. It may be a more complex path. as is the case with3 multiple fillers for a label such as PRENOMINAL. In this case a path would be (PRENOMINAL <n>), where <n>

is an integer. indicating the nth PRENOMINAL test from the left hand side of the IRule. Complex paths for PPs aregtypical, e.g. (PP 1 POBJ) meaning the object of the first PP.

PROPERTY takes a label or path and a domain model object name (a concept or role). The semantics field n

the lexicon) for the head of the label filler is searched, and if the object name is in the semantics, the variable is

bound to that semantic property's value (usually *, or something complex like (NAMEOF "FREDERICK") or

(CODE 6A)). A variant of this is using (ANY <semantic-prop>) instead of <semantic-prop>. When ANY is used.

any superconcept (or superrole) of <semantic-prop> (including <semantic-prop> itself) is used if it is found in the

head's semantics.

FULL-TNTERP is used when one wants to bind the variable to the whole WML interpretation of the label

filler. FULL-INTERP should only be used for intensional arguments. For example the CHANGE [Rule uses

(FULL-INTERP SUBJECTh to bind an IRule vaiable to the subject, in order to apply the INTENSION operator to

it in its interpretation. Normally the Rule variables get bound to a IOTA term (in the definite NP case), to a SEIOF

expression (in the case of an NP conjunctiont, or to a variable that is bound by the scoping WML expression

generated for the label filler. FLL-INTERP causes all partial WL pieces that were being "lifted" to be "bound"
into a closed expression. This closed expression is made the value of the IRule variable.

4.2.2 IRule Body

3The body of the action part of the IRule is composed of individual actions (function calls) that add bits of

WML to the interpretation of the current phrase that is being formed. Normally one scoping expression is generated

per NP or clause. The prmary function of the actiort, in the body is to specify the sort (semantic cla';s) of the

variable to be used in the scoping expression and to specify predicates that will be gathered for the scoping

expression's body.

Typical actions that may be found in Rules:

I (ANDPREDICATE (<rolename> <varl> <var2>)) : Adds the given predication to the conjuncts that are

being gathered for the expression's body. *V* is used to reter to the local variable of the scoping expression under3construction. ANDPREDICATE is used in NP IRules.

SEM '(<rolename> <,arl> <var2>fl analogous to ANDPREDICATE, SEM is used for CLAUSE IRules.

(CLASS <conceptname>) : specifics the scmantlic soil to e used in the quantified expression.

I
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(LOCALQUANT '<det>) :Where <det> may be SOME or THE. which makes the branch cateorv of the

scoping expression be EXISTS or IOTA, respectively. For NP rules, LOCALQUAINT is not necessarv, since the

branch c~tegorv is determined by the determiner used in the noun phrase. For CLAUSE IRules. this should be

SOME if a quantified expression is desired for the CLAUSE. If only predications are desired. SEMs may be used

alone, or (NOLOCALQUANT) may be used. (We will probably remove the need to use LOCALQUANT at all

soon.)

(IF-BOUND
(<varn> <actionl 1> <actionl2>...)

(.cvarn, <actionni> <actionn2> ...)
(otherwise <actioni> <actionl2> ... ))

IF-BOUNT) is analogous to a LISP CASE statement. It executes the actions in the first branch that names a

bound MRule variable.

The following are two utility functions that may be used as parn of an lRule action.

(GET-IS-A-SEMPROP '<w~ord> '<domain objectname>) :This function searches the semantics field of

<word> in the lexicon, trying to find a semantic property (a "sense") of the word which names a domain object equal

to or subsuming the object named by <objectnaie>. It returns the word sense that matched. GIBT-IS-A-SEMIPROP

is usually used to find the most specific semantic property, of <wvord>, which is knowkn to be a subconcept or subrole

of <domain object>.

(MIAKE-IRULE-SCOPIN(G.EXPR ESSION '<predicationl> ... '<predicationn>

:Class <sort> :brancb-cat <branch-category>);

If more than one quantified expression is absolutely required to be generated for one IRule. MLAKE-IRULE-

SCOPING-EXPRESSION creates one that may be used as an argument to an ANDPREDICATE or SEM. or as part

of another predication. <Predication> may he in temis of a special vanable *E*. which refers to the local variable to

be created for that expression.

4.2.3 [Rule Examples

This section provides an analysis ot tmo IRules: one is an example of an NP lRule and the other a c!ause

M~ule.

4.2.3.1 An \P [Rule

3(0
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(IRule
(IRule BATTLE. GROUP. 1

(MP HEAD *
PP ((PP HEAD OF POBJ (IS-A UNIT))

(PP HEAD IN POBJ (IS-A LOCATION.IN.SPACE))))

(LIFTQUANTS ((UNIT.1 (OPTIONAL (PP I POBJ)))
(PLACE.1 (OPTIONAL (1P 2 POBJ))))

(ANDPREDICATE ' (IN.PLACE *V* PLACE.1))

(ANDPREDICATE '(UNIT.GROUP UNIT.1 *V*))
(CLASS BATTLE. GROUP)

SUPERRULE T CONCEPT-IRule-ATTACHED-TO BATTLE.GROUP)))

The head of a noun phrase handled by this [Rule can be modified by either or both of t%o types of

prepositional phrase. The pattern for PP 1 accepts a prepositional phrase with the preposition "of' and an object that

.is a "UNIT". PP 2 accepts a prepositional phrase whose preposition is "in" and whose object is a

"LOCATION.IN.SPACE". UNIT and LOCATION.IN.SPACE are concepts from the domain model.

If a constituent matches this pattern. then the action section %;ill be executed. The action section binds the

optional object of PP 1 to the variable UNIT.1. It also binds the optional object of PP 2 to the variable PLACE. 1.

Two ANDPREDICATE functions then add predications to .used in the body of the scoping expression to be

created. *V is a variable which is automatically bound to the local variable that is created for this expression.

(CLASS BATTLEGROUP) sets the sort field of the expression. and labels this constituent as having class

5ATTLE.GROUP.

If the input NP is "the battle group in the Indian Ocean". the determiner "the" would result in a IOTA branch

category, and the partial WMIL interpretation would be.

(IOTA ?JX1 BATTLE.GROUP
(IN.PLACE ?JX1 <"Indian Ocean" interp>))

Since there was no "OF PP. the UNIT. I Rule variable was not bound and the ANDPREDICATE usinL it %a s

ignored.

4.2.3.2 A Clause IRule

(IRule

(IRule DEPLOYMENT
(CLAUSE SUBJECT (IS-A COM'ANDING.OFFICER) HEAD * OBJECT (IS-A UNIT)

PP ((PP HEAD TO POBJ (IS-A LOCATION.IN.SPACE))))

(BINDQUANTS ((CO.1 (OPTIONAL SUBJECT)) (UNIT.1 (OPTIONAL OBJECT))I (TO.1 (OPTIONAL (PP 1 POBJ))))
(LOCALQUANT 'SOME)

(CLASS DEPLOYMENT)
(SEM '(AGENT *V* CO.1))
(SEM ' (OBJECT *V* UNIT. 1))

(SEM '(DEPLOYED.TO ** TO.l))))
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The head of the clause handled by this IRule must have a subject which is a "COMMANDINGOFFICER". It

it takes a direct object, it must be an object which is a "LNIT". The verb ma also be modified by a prepositional

phrase. If it is, the preposition must be 'to" and the object of the preposition must be a "LO'ATION.LN.SPACE

COMMANDING.OFFICER. UNIT. and LOCATION. IN.SPACE are concepts from the domain model.

If a constituent matches this pattern, then the action section is executed. Because this is a clause [Rule, the
action section is a BINDQUAN'TS macro. The action sction binds the subject to the variable ACTIVE.ENTITY. I.

It also binds the direct object to the variable LNIT. I and the object of the preposition to the variable TO. 1.

If the input was "An admiral deployed Frederick to the Indian Ocean", the piece of W, ML built by this [Rule

would be:

(EXISTS ?JX1 DEPLOYMENT
(AGENT ?JXI <"an admiral" interp>)

(OBJECT ?JX1 <"Frederick" interp>)
(DEPLOYED.TO ?JXl <"Indian Ocean" interp">))

4.3 Creating IRule

Developers who are building IRules for a new domain or extending the [Rules in a given domain may use the

IRules Acquisition interface IRACQ best suited for defining verbs). KNACQ (chapter 7), or wnte the rules

directly into an editor.

Creatng lRules inohes constructing a case frame pattern section for a query constituent and a template to

build a WM!L representation of the query (action section). Smce the \V.IL representation of the query uses IemP'

from the domain model, the lRule developer must undcrstand the domain model for a particular domain betore

writing [Rules for that domain.

4.3.1 sinm IRA('Q

IRACQ is a tool that a developer can use to add new [Rules to a system. An altemative to IRACQ is to

directly enter and edit an IRule in an editor. The advantage of IRACQ is that it prompts the developer and leads him

or her through an interactive session that makes the creation of new IRules a relatively easy task IRules are defined

by the user using sample phrases: sample noun phrases for NP [Rules. sample sentences for verb clause [Rules

(with the verb as head ,. sample sentence, " ith a predicate adjective 1 %ith adjective as head) for AD clause IRules.

and sample sentences %ith predicate PPs (%kith "BE" as head) for PP clause IRules. It is possible that the developer

nia% wish to create a complex IRule that %kould not be supported via IRACQ. Even when the developer chooses to

use IRACQ. the option ol editing the resulting IRule is provided.
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4.3.2 An IRXCQ sessionl

In ths section we ste-p through the definition ol a clause M~ule for the word s.,end %ACe L'sun~ctle 1 ,.:

information about "send" has ahread\, been entered.

The user enters the word that he wishes to create an M~ule for. the name of the domain model conc:ept hec

wishes to connect the M~ule to. and a sentence using the new word. Fromt the exanmple presented bN the user.

IRACQ must learn which unary and binary predicates are to be used to obtain a representation. Furthemuiore.3IRACQ must acquire the most general semantic class to which the filIlers of the slots must belong.

Output from the system is shown in bold face, input from the user in regular face. and coninent,, are insertedp in parentheses

Word that should trigger this M~ule: sendS Domain model term to connect M~ule to deployment

Enter an example sentence using "send":I An admiral sent Enterprise to the Indian Ocean

3 Choose a generalization for COX1XfANDlNG.0A)FIlCER

CONINIANDING.OFFCER PERSO N CONSCIO'S.BEING ACTI[VE.ENTITY OBJECT TH ING;

(The user's selection specifies the case frame constraint on the logical subject of 'send'. The user ptc:Ks

COM!MANT)I NG. OFFICER. IRACQ will perform similar inferences and present a menu for thc oilier cases in the3,example phrase as weU.1 asking each tinie whether the modifier is required or optional. Assume that the user seleciNt

UNIT as the logical object and REGION asi the oljec:t of the preposition 'to'.)

I Which of the follom ing predicates should rdlate DEPLOY1MENT to REGION in the 11 NIL?:

LOCATION.OF DESTINATION.OF

(IRACQ presents -LA menu of binary predic ates relating DEPLON-MENT and COMVA-NDING.OFFICER. arndpone relating DEPLOYMENT and U-NIT. The user picks AGENT and OBJECT, ruspectixel .
Enter examples using "send" or <CR> if done:

(The user nlav provide more exaniples, Redundant information "~ould be, recognized automatic:All5 Should this IRule inherit from higher M~ules? v&

This is the M~ule iou just defined:
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(IRule DEPLOYNIENT.4
(clause subject (is-a COMINLING.OiFICER)

head *
object (is-a UrNIT)
pp (I(pp head to pobj Iis-a R EGlONw

(bindquants ((commanding.officer.1. (optional subject))
(unit.1 (optional objectO
(region. 1 (optional (pp 1 pobj)t)))

(andpredicate *(destination.of *v* region.1 )
(andpredicate '(object.of *v* unit.1 )
(andpredicate '(agent *%- commanding.officer.0)
(locaiqluant 'SONIE)
(class 'DEPLOYMENTM)

Do you wish to edit the IRule? no

(The person may. for example, want to insert something in the action part of the M~ule that "a., not covered by

the IRACQ qiuestions.)

The sense of -sending" we have defined specifies an event itype whose sorte& lambda representation is as

followAs:

(( X.x :deploi nent)
aigentux. a) & objettm o

destinatonx, d)

where the agent a must be a commanding officer. the object o must be a un-it and the destination d must be a

region.

This concludes our sample IRACQ session.

The facilit-v for creating and ex~ening MRules Is Integrated with the IRUS NLI itself, so that debugging can

commence as soon is an addition is made using IRACQ The debugging faci-lity aflows one to request IRL'S to

process any input sentence i one of several modes: asking the underlying system to fulfill the user request.

generating code for the underix ingte m generating the semantic representation only. or par-sing without the use of

semantics (on the chance that a grammatical or lexical bug prevents the input from being parsed). Intermediate

stages ot the translation arv automaticallk stored tor later inspection. editing, or reuse.

IRACQ is also integrated %kith the other acquisition facilities available, As the examiple session above

illustrates, IRACQ i inteirated with KRE\ME a. knowledge represent ati~ln editing environment. ddiitmnallh. the

IRACQ us;er can access ;I dict1ionan pa~k.iwe tor acquiring and maintaining both lexical and miorphological

i nt'x'nati on.
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I
Such a thoroughly integrated set of tools has proven not only pleasant but also highly productve.

4.3.4 Editing an IRule

If the user later wants to make changes to an IRule. he,/she may directly edit it. Currently. there are no checks

performed on the edited Rule to ensure that it is consistent with the domain model.
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I
SI 5. The IRUS Dictionary

5.1 Introduction

The dictionary interface allows a user to create, edit, and save dictionary definitions for the IRUS system

without having to know the details of how the definitions are represented. However, the user must have some

understanding of the category and feature system of IRUS.

Categories describe the general syntactic behavior of a particular lexical item. In addition, the categories ADJ.

N, PRO, POSSPRO. and V may have a value that describes the way the lexical item is inflected.

The following dictionary entries provide some idea of the inflectional information (and other information) that

* different categories can have:

Verbs

[BLOW FEATURES (INDOBJ INTRANS PASSIVE TRANS)

IMOVABLEPARTICLES ((IN BLOW-IN))
N -S
V ((PNCODE X3SG)I (TNS PRESENT))]

[BLEW V (BLOW (PNCODE ANY)
(TNS PAST))]

[BLOWN V (BLOW (PASTPART))]I Nouns

[MAN FEATURES (PASSIVE TRANS)

N IRR

V S-*ED]

[MEN N (MAN (NUMBER PL)) ]
Adjecti, es

[GOOD FEATURES (FORTOCOdP SUBJCOMP SUBJHOLD THATCOMP)
ADJ IRR
CASEPREPS ((FOR) (WITH) (AT))

N -s]

(BETTER ADJ (GOOD (COMPARATIVE))]

I[BEST FEATURES (PASSIVE TRANS)
ADJ (GOOD (SUPERLATIVE))

* V S-ED]

3
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PRO

[I FEATURES (NOPOSTN)DIFIERS)
PRO (I (SUBJ)

(NUMBER SG))
SEMANTICS (PERSON *)]

[ME FEATURES (NOPOSTMODIFIERS)

CObMENTS
Maine abbreviation -donb, 5/30/86

SUBSTITUTE ((MAINE))
PRO (I (OBJ)

(NUMBER SG))

[YOU PRO (YOU (SUBJ)
(OBJ)
(NUMBER SG/PL))]

POSSPRO

[MY POSSPRO (I (POSS))]

Features describe the syntactic configurations in which a given lexical item can appear. For example, the

feature INDOBJFOR indicates that a verb may be followed by an indirect object introduced by for. Properties are

hke features in that they restrict the distribution of particular lexical items: however, unlike features, they can take

values. For example the property UNIT, which appears on measure nouns, such as foot, can have a value that

incicates the dimension being measured, such as LENGTH:

[FOOT FEATURES (TRANS)

N IRR
UNIT (FOOT (UNIT LENGTH))
V S-ED]

[HOUR N -S
UNIT (HOUR (UNIT TIM))]

Some dictionary entries are associated with items that may appear as separate words in input but which should

be treated as single units by the parser. such as how lfn,. Such items are entered in the dictionary as single entries

with the character - joining the parts. For example. HOW-LONG is the dictionary representation for how long.

Complex verbs which consist of a verb and a particle are represented in the same fashion. For example, SET-OFF

is the dictionary representation of set off.

Compounds

[NEW ADJ ER-EST

COMPOUNDS
(NEW JERSEY) => NEW-JERSEY
(NEW YORK) => NEW-YORK]

(NEW-YORK NPR *]
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[NEW-JERSEY NPR Multiples

Verb+Particle

[BLOW-UP FEATURES (INTRANS PASSIVE TRANS)
N -S
V NOINFLECTIONS]

A dictionary editing tool is available to help the dictionary developer define new words and edit existing ones.

The developer creates the dictionary definition of a word by selecting menu choices and typing in information when

prompted. Another entry point to the dictionary interface is provided when the user attempts to use a word in a query

that is not in the dictionary. The system asks the user if he wishes to define the word and if he selects yeN. the

dictionary interaction begins.

The dictionary tool is a window based tool which consists of a large interaction window and two menus

containing word commands and dictionary commands. The word commands are Add Word, Print Word, Edit

Word. Delete Word. These are discussed below. The dictionary commands are Save Dictionary. Make Pretty3 Dictionary. The dictionarN commands are discussed in Section 5.6.

m 5.2 Add Word

I When the dictionary developer selects the Add Word command, he is prompted for the name of the word he

wishes to define. He is then presented with a menu containing the following options:

BREAK will place you in a LISP break. You should normally never use this option.

HELP will print the choices and also some information explaining them.

DESCRIBE will prompt you for the name of a part of speech and will print out a brief desciption of that part
of speech.

NONE means that none of the current CATEGORIES apply. (There is a category called SPECIAL that
should be considered instead of NONE, it you want to make that distinction.)

NEW-POS allows you to create a new part of speech not already on the CATEGORIES list. You would
not normally use this option.

LIKE-OTHER-WORD
allows you to enter a second word. The word being defined receives a copy of the definition of
that word. This is useful even if the definitions aren't exactly identical, since it might be easier
to edit the copy than insert the complete definition from scratch.

<part of speech> The other possibilties are the parts of speech stored in the variable CATEGORIES.

For some parts of speech (e.g.. SPECIAL, CONJ. NPR) only the category must be specified For
others (e.g.. N. U, AD) a specific sequence of questions prompts for further information about
the category. These options are described belov.

Though the parser uses man. categories, many of them are -closed classes" which you will not
need to add to. The tolloing catecones are the onll ones you are hkel\ to actually input here:
ADJ, ADN, Ntoun. NPR, N.
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Depending on the category which the user selects, the system presents the user with various prompts and menus to
specify the characteristics of that word.

5.2.1 Nouns

Nouns are all uncapitalized (i.e. common) words which name a person, place, or thing.

If the user selects to define a NOUN, the system displays a menu asking how that noun is made plural. The

choices are:

S for nouns like word, dog. house. mountain

ES for nouns like bov, tax, church

IRR for nouns that form their plurals in an irregular ways. such as ox/oxen, child;children

BOTH FORMS THE SAME

PLURAL ALREADY

NONE

HELP This menu choice provides the user with information on the possible choices.

After the user has made his selection, another menu appears, asking whether the word has another plural form.

If it does, the user is asked to select it from a menu.

The user is then asked whether the noun is non-countable. The HELP choice on this menu will provide the

user with information on the meaning of this question. Non-countable nouns are concrete nouns that normally do not

appear with a number (i.e., nouns that are not count nouns) and which can appear in singular form without a

determiner. Water is an example of a non-countable noun. This feature is also used with nouns that are not

concrete, such as anger and freedom.

The user is then given an opportunity to enter a comment into the new dicuonary entry. The system will

automatically create a comment that includes the date and the user name. Any comment the user enters will be

added to this.

The user is then asked whether there are any substitution phrases involving the new word. The menu choices

are Yes. No. Help and Quit. An examiple of a substitution phrase is the substitution of Jan for Januan.
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5.2.2 Adjectives

Adjectives are words that modify nouns. e.g. good, red, anvious. Words that are past or present participles of

verbs and might be used to modify nouns (e.g. fallen, singing) should not be classified as adjectives in the dictionary"

because the grammar will take care of them.

When a word is classified as an adjective, you must specify how it is inflected to get the comparative and

superlative forms. Some ADJs don't inflect at all (e.g. onli).

Adjectives may take features. Those given only with examples below are described more fully in the section

on verbs. The features PREDADJ, SUBJHOLD. PREDETERMINER and POSTNOMINAL are unique to

adjectives.

PREDADJ The adjective can appear only in predicate-adjective position. not in prenominal position. For
example: the bo. is afraid, *the afraid box.

PREDETERMINER
The adjective can occur before part of the determiner structure (numbers are considered part of
the determiner structure), as in the previous (last, biggest. next, most recent four...).

POSTNOMINAL The adjective can occur after a noun, as in the president elect. Some of the words in this class
occur only after a noun, others can also occur in the usual prenominal position.

CASEPREPS The adjective can take a noun phrase complement in the pattern <adj><p><np>. The
CASEPREPS property allows the preposition to be specified for an individual adjective. e.g
she is afraid of hivi (of). John is faithfud to Mary (to), thei are too reliant on force (on). etc.

THATCOMP as in he is afraid that he will fail

INTRANSTOCOM P
as in she is careful to appear calm

FORTOCOMP as in it is difficult for him to hear

SUBJLOW as in he is eager to please and he is unhkelx to come

SUBJHOLD Adjectives which are marked INTRANSTOCOMP or FORTOCOMP may also have this
feature, which means that the subject is held as the object of the complement rather than lowered
into the subject position of the complement. (This construction is often called tough movement
by -enerative linguists.) For example John is easy to please. Jim is difficult for Man to please

SUBJCOMP as in that he will come is unlikely

5.2.3 Adierbs

I Adverbs are words that modify verbs, adjectives, or other adverbs. In addition to this part of speech, an

adverb may have one or more of the following teatures: PREDETADV', NEGADV. TRANSADV and AIJMOD.

PREDETADV The adverb can occur before a noun phrase. (For example, quite a woman, only a bo'..)

NEGADV The adverb c.:imot occur with a negated verb. (For example, I ate the cake, I barely ate the
cake. I didn't eat the cake. *1 didn't harc!N eat the cake.) In addition. adverbs with the feature
NEGAD\" can occur in the senten,.e-initial position with subject-verb inversion, as in BarelA

had I eaten..

TRANSADV The adverb, while still moditfng 1, 'erb. can have an object which is an N-P. as in especiall. the
fat men.
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ADJMOD The adverb can modify' adjectives, as in almost red, and always delighli I.

5.2.4 Verbs

For verbs. you will be asked if the word you provided is the root form:

Is it the root form?

You will then be asked for the type of verb. The verb types are the following:

S-D if the word is a root inflected like 4auge.

S-ED if the word is a root inflected like learn.

ES-ED if the word is a root inflected like kiss.

IRR if the word is an irregular verb like go, be or see: you will be prompted for the root of the verb
and its conjugation

INFLECTED if the word is already inflected (like gives or had); you will be prompted for the other parts

When tfis information has been collected about a verb, information about the features of the verb will be

gathered. Every verb must be transitive or intransitive (or both); transitive verbs may or may not take a direct object

and may or may not be made passive. Explicit questions are asked for each of these features. If the verb takes

particles, they may be either regular particles or immovable particles. Finally the system will ask Does it take any

complements? If the answer is y, you will be allowed to choose one or more features from a list. (You can see the

list by typing a ?.) In the future. more structure will be provided here, as some of the features aren't really

complement features and some are dependent on others, but for now you can choose any subset. When you have

finished entering features. type END to the ">" prompt.

Verbs are the most complex words to define because they may take so many features.

ASPEC'rVERB This is used for verbs that take infinitive or -ing complements (most take both, some take on]\
one) and that have an aspectual interpretation. For example. begin to read, beean readin . have
to leave, stop trying. Verbs marked with this property do not appear as verbs in the parse
structure. Instead, they appear as features of the Auxiliary.

CASEPREPS The CASEPREPS property is used with adjectives and verbs that take (either optionally or
obligatorily) a particular preposition. rather than prepositional phrases in general. The value is a
list of pairs, the first element being the preposition. the second being a semantic case. An
example of a possible value is ((TO RECIPIENT) (FROM DONOR))

ADJCOMP Verbs with this feature can take adjectives as complements. For example, stand rall.

TRANSADJCOMP
Similar to ADJCOMP. but the pattern is <subject><v><np><adj>. For example, lie drives mc
t ra_ N. " e Jind himl 414&N~.

FMMOV ABLEPARTICLES
These are verb-particle pair, in %,hich either there is no noun phrase obje.t or the particle doe,
not mo'e after the object .,, in he 1iashed up the dishes, he "ashed up, *)h; at.Nhe d th h.0w.%
tip). The pattern i <subj><s><rirti,:le><np> or <subj><v><particle>.

INTRANS Intransitive verbs an appear vithout an object noun phrase. e.g. eat and dic.

INTRANSTOC(OMP
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These verbs (and adjectives) can only take a to complement without a preceding NP, as in agree
to buyforget to call, threaten to do it.

A verb can have only one of the features TOCOMP, INTRANSTOCOMP, and NPTOCOMP.

TRANS Transitive verbs can appear with an object noun phrase, e.g. eat. gi e, and assist. Verbs which
are transitive may also have one or more of the following features:

PASSIVE The verb can appear with its deep structure object before the verb and its deep structure subject
iil aj b L ,, c.. - ,. (yt :fe t) Many t ran itsve verbs can be passivied bult
some cannot (e.g. resemble, cost, weigh).

INDO5J The verb can take an indirect object. which appears with to or for. (The indirect object may or
may not be required.) Usually there is a form without the preposition in which the indirect
obje, comes before the direct object. For example: John gave the book to him and John gave
him the book. There are a few verbs that appear only in the dative form (with to orfor), e.g.
donate. erplain.

INDOBJ&THATCOMP
The verb can take a that complement together with an indirect object. For example: I told her
that he lied. Show him that it is raining. The pattern is: <subJ><v><NP>that<S> (In some cases

the that is optional; in others it is required. See the dis"uvsion of the feature
THATREQUIRED later in this section.)

INDOBJFOR The verb can take an indirect object which allows dative movement with the word for. (Again.
the indirect object may or may not be required.) For example: allow, find, make. Note: verbs
Lldtj have the feature INDOBJFOR cannot take INDOBJ&THATCOMP, too.

BITRANSITIVE The verb can take two noun phrases (one of which would seem to be an indirect object): the
pattern is <subj>xV><NPI><NP2> but not <subj><V>-..NP2>{tofor<N'Pl>. For example.
they showed him a good time. *they showed a good time to him, lie forgave us our sins, and we
em'. you your wealth.

PARTICLES This is an indication that the verb to which this property is attached may take one or more
particles. Each verb-particle pair is stored as a separate entry in the dictionary. since such a pair
usually has a meaning quite different from the verb alone. Pai:icles appear either before or after
the direct object (as in he cleaned up the mess, he cleaned the mess up). A verb may take
several particles, as in give up, give in, give out.

ITSUBJ-THATCOMP
This feature indicates a raising-to-subject verb. which either takes the word it in subject position
together with a following that complement, or takes an infinitive (to + verb) whose subject
appears as the subject of the orginal verb. It seenis that John is here. John seems to be here.

IDQOBJECT The verb can take an indirect question word in the object position without making the whole
sentene a question. For example: I know who did it, The\ pondered over whether to do it and I
asked the man how to get to Harvard Square.3 OBLIG ATORYADN'
The verb require an adverb. e.g. he put it there. they meant Well.
The three features PERCEIVECOMP, PARTICIPLECOMP, and BARE-INF-CONIP are
mutually exclusive. In addition, a verb may have only one of the features MAKECOMP.
PARTICIPLECOMP, and PERCEIVECOMP.

PERCEIV'ECONIP
Verbs with this feature can appear in the active form <V><NP><-ing or infinitive complement>
and in the passive form <be><V>to<infinitive complement>. For example: I heard John
read/ing the story) and John as heard to complain. Only a few verbs of perception, such as
hear. notice. see. and feel hate this feature.

PARTICIP1 F.ONP
Verbs with this feature must be transitive arK may take a -inc or -ed complement. If no NP
occurs after the verb. the complement must he -ing. For example: I denm sendl;n it. he saw' her
reduli, it, e e had iLv, tlfd ca at tie hospital.
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BARE-INF-COMP
The only verbs with this feature are have, let, and make. The complement must appear with a
preceding NP and a bare infinitive in the active form, and with to and the infinitive in passive
form. For example: Make him eat. He was made to eat.

MAKECONIP Verbs with this feature act rather like transitive copulas. There are only a few in English. e.g.
declare, make. consider. Some examples are: She made him a good husband, I consider him a
fool.

NVIFOCOMP The verb iet....es an object NP (which appears befoui die io complement in active sentetites).
For example, I believe him to have eaten it, He order them to stop. John was believed to have
died.

SUBJLOW Verbs which are marked NPTOCOMP or TOCOMP may also have this feature, which means
that the subject of the matrix sentence is always lowered into the complement to become the
subject there. For example: MarY promised John to leave earls.

THATICOMP The verb takes a that complement. such as sa (that) it is true, note that he failed. Such verbs
are usually transitive, but not , ',ays (e.g. agree).

THATREQUIRED
Some thatcomp verbs are also marked with this feature, which means that the that cannot be
deleted from the complement (e.g. *he commanded they stop). Some verbs with this feature
will be borderline (agree): perhaps the grammar should be willing to relax this constraint. If tius
feature is absent but THATCOMP is present, assume that the that is optional.

SUBJUNCTIVEREQUIRED
Some THATCOMP verbs are also marked with this feature, wi.r rr,'. 'x that th- v-rh in tv,

embedded S is subjunctive. For example, I demand that he be punished, *1 deniand that he is
punished. ?I demand my lawyer be present. Verbs of this type seem to prefer their complements
i, ,zclaf a that.

COPULA The verb acts like the copula be in predicate adjective constructions, like he [feels. appears.
becomes, seems) sad.

FORTOCOMP These verbs (and adjectives) allow for to complements in v th ,he for and its NP are always
optional. The paradigm is <\'>for NP)to<V>. For example: I wish (for Johi, to a,, i prefer
(for him) to go..

Compare this feature with INTRANSTOCOMP and TOCOMP. Some verbs with the feature
TOCOMP can look like FORTOCOMP verbs when they contain a long adverb in the middle
(lasked xer. loudls for him to leave). but they should be marked only TOCOMP.

A verb may not be marked both FORTOCOMP and INTRANSTOCOMP: words which
appear to be both should be marked FORTOCOMP.

NOLOW Verbs which are FORTOCOMP take this feature if the subject is not to be lowered to become
the subject of the lower verb. For example, He said to go.]

SUBJCOMP This feature may appear on INTRANS verbs and some ADJs which allow a complement in the
subject position. Often this subject is replaced by it and the complement appears later. For
example: for him to pass the test is unlikely, it is unlikely that he passed the test, that he will
pass it is unlikel,. to pass the test i. hard, it is hard to pass the test.

TOCOMP This feature applies to verbs which optionally allow an NP before a to complement. For
example: Ask (them) to leave. I'd like (him) to sit down. lie chose (her; to go. (If an NP is
required, the verb should be labeled NPTOCOMP: if it is never allowed, it should be labeled
INTRANSTOCOMP.) Note that in some cases, a long adverb before the first NP results in
what looks like a FORTOCONIP: I asked ier-v loudly for him to leave: NPTOCOMPs never
do this. Mark these verbs as TOCOMPs. not FORTOCONIPs Verbs with TOCOMP may
also be marked SUBJIIOW.

It v, -,r imporant to distinguish all forms of to complements from the construction which substitutes to for

in order to. Most sentences alloy, ai in order to constru,:ton Ln adjunct (niodfier. ,, in het ran t:, (at h the train.
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and the grammar handles these. A verb should be assigned a to complement feature only it the examples do not

allow the in order to substitution.

1 5.2.5 Other Categories

BINDER These are subordinating conjunctions, such as although, if. while and bo-aiise.

COMP These are words used in comparative constructions, such as at least (AT-LEAST), less, nearls.

CONJ These words are conjunctions for simple constituents such as NP's. For example: and. as iell
as (AS-WELL-AS), but, unless, or, yet.

DET Determiners are words that can occur before adjectives in an NP. Words that other systems
might classify as quantifirs or articles are DETs in the IRUI,-Il system (e g. a, all, both, no.
tltt, the. these, what. v hich).

INTEGER These are number words. such as seven. eighteen.fortx. (NB: the class of integers is not closed.
but the class of words used to express the integers is, at least for our purposes.)

INTENSIFIERADV
means that the word can modify an adverb, as in most qu.ikl. vern quickix. too quick!i and
reall)i quit kl3..

MONTH These are the months. January through December. (Abbreviations such as Jan and Feb are
handled with a St BSTITUTE property.)

UNIT These words are nouns which are also units of measurement, such as foot. Year, degree. gallon.
tahlespoor and meter. The value of this property gives the root form of the unit together with
the feature UNIT and an optional value indicating the dimension of that urii. Thus the UNIT
property of the word FEET is (FOOT (UNIT LENGTH)) while that of DOLLAR is

(DOLLAR (UNIT)). The dimension is needed if the unit participates in constructions such as
ten feet long, a meter wide and three minutes long. Currently recogized values for this property
are: LENGTH. TIME. VOLUME, TEMPERATURE.

Words like lone, wide., fll, and fitrenheit have the features TIME, LENGTH. VOLUME. and
TENIPEIkATURE respectively to indicate that they can be used in phrases such as 3 feet long.
2 hours long. 2 teaspoons full, 9 feet deep. 17 degrees Farenheit.

NEG The only entries in this class are not and n't.

NPR Proper nouns are nouns such as Apollo. China. flashincton. Proper nouns are (usually) not
modified by adjectives and (usually do not take determiners.

DEI REQUIRED This is for proper nouns that do take a definite determiner, such as the Ha'ue. the White House.
the Netherland.. The grammar will allow proper nouns with this feature to be used without a
determiner if the% function as modifiers, for example. White House spokespeople agreed ...
IThere are a few NPRs such as Earth that can appear with or without a determiner, b., the case

without can probably be treated as a plain noun rather than as an NPR.)

ORD These are the ordinal numbers. e.g. ]irst. second.

POSS The only words in this category are ' and 'S.

POSSPR() These are the possessive pronouns my.. iour, his, her. our, their. its, etc.

PREP Prepositions introduce prepositional phrases which can modify verbs, nouns, or adjectives.
,Some PREPs are: about, ahead of tAtEAD-OF), up.for). Prepositions can take three teatures:

BAREPREP This feature means that the preposition can occur alone without an object NP. for example.
6elov, down. tr, inside. theret and up. (Some dictionaries consider these " ords to be adverbs.
hui Ae dsaree.i Some, harepreps can optionally takc a noun phrase as their object. for

i example. v, a.'k ow. vialk tt15he de or I
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NONPOBJECT This features indicates items zhat are treated as PREPs by the parser which cannot take an NP
object. Such items include here, there. etc.

PPOBJECT These prepositions can take whole prepositional phrases as their objects. as in herejronm the cr.I

across from John's house. and near to the lake.

PRO Pronouns are all the non-possessive and non-question pronouns, such as anuone. he. her, I. nif.
myself, that and it. Pronouns may have the feature NOPOSTMODIIERS.

iJOSTMODIrfERS
The pronoun cannot participate in constructions such as she who I heard from and lie who
laughs last.

PUNCT These are punctuation marks, such as .'.. and others.

QDET These words are question determiners: how many (HOWV'-MANY), how much (HOV-MUCH,. 3
what, which and % hose.

QPRO These are the question pronouns what. who, whom.

QUANTADJ These are the quantifier adjectives how many (HOIW-MANI,). many. and several.

QWORD These are the question words how, what time (WHAT-TIME). ihen. whiere, and vtn.

SENTCONJ These conjunctions can conjoin entire sentences. such as and. but. nor, or, though. until, -nd N' c,
A word may be both a CONJ and a SEN TCONJ. I

SHORTANSWERTbese words can be used alone as answers to questions or as introductory words to a sentence.
For example: never mind (NFVER- 4,ND), no, yes, oh and ok. For our purposes, this is closed
class.

SPECIAL These are a few& words that simply don't belong in any of the other categories, such as than and
etc.

TITLE For example: Mr, Ms. Dr. Chief Justice (CHIEF-JUSTICE), sir.

5.3 Edit Word UI
The user may choose to edit an existing word. This nia\ either be a word that was added during the current

session. or a word that is aread, in the dictionary. When the user chooses Edit Word from the dictionar, menu. he

is prompted for the name of the word he wishes to edit. The words added during the current session are checked

first. The files that were opened dunng system initialization are then tried one at a time until the word is fbund.

Thus. a more recently opene4 ile takes precedence over a previously opened file. The purpose of this mechanism is 3
to allow patch files that override an existing file. If the word does not have a dictionar- entry. the system displax s a

message to that effect. If there is a dictionary entry for the word, the current definition of the word is displayed on

the screen. The user is then presented with a number of choices that can be selected from a menu.

Want to Check, Edit. Replace, Delete, Add, Help, File or Ok?

The options here are:

* Check: checks the consistency of the current svntactic feature. of word. If they are corsistent. the

messag i

i ord is alright.

will be displa'ed. If there is some inconsistency. the follow ing message A ill be pnnted out.
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Problems with word:

followed by a specification of the inconsistency. The editor checks for the following forims of
inconsistency:

Presence of a feature that is only associated vith a particular category:
for example. only an ADJ can have the feature PREDADJ. If a word that is not an .4DJ ha.s this
feature. the following type of message %% ould be printed out:

((word PREDADJ requires ADJ))

Presence of a feature that requires another feature:
for example. only Vs that have the feature TRANS can have the feature PASSIVE. If a word has the
feature PASSIVE without the feature TRANS, the following type of message would be printed out:

((word PASSIVE requires TRANS))

Occasionally, a feature is contingent on one of several features. For example. THATREQUIRED can
appear on a word that has one of the features THATCOMP or INDOBJ&THATCOMP. If a wora
that does not have one of these features has the teature THATREQUIRED, the following type of
message would be printed out:

((word THATREQUIRED requires-one-of (THATCOMP INDOBJ&THATCOMP)))

" Edit: Use the Edit command only if you are sure you understand the internal representation of the kind
of property you are changing. Use Delete and Add otherwise.

" Replace: prompts for the replacement value for the specified property.

- Delete: is used to remove one of the existing properties of word. Removes the SPECIFIED property
from the dictionary entry

* Adds i. used to add a property. You will be prompted for the value of the property just as if you were
defining that part of word for the first time. Adds the specified property to the dictionary entry.

" Help: prints a help message for the specifed property.

* File: exit and save the dictionary entry in dictionary. File and Ok both indicate that you are satisfied
with the defiution of the word and Aish to exit from the word editor, but File indicates that you want
word to be filed immediately.

" Ok: exit and leave the dictionarn entry. Indicates that you are satisifed with the definition of word, but
that Nou do not want to file it now.

Each time \ou make a modfication to vord, the definition will be redisplayed along with the question, Want

to Check. Edit, Replace. Delete, Add, Help, File or Ok?

5.4 The Compounds. Multiples. and Substitute Properties

The following properties are not restncted to appearing on particular parts of speech and can appear on an\

3 dictionary entry.
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5.4.1 Compounds

The COMPOUNDS property is atiac,.ed to word, which begin compound phrases. The compound phrase

should be an entry in the dictionarn.

(UNIT
COMPOUNDS ((REPORT (UNIT-REPORT))

(IDENTIFICATION NIL (CODE (UNIT-IDENTIFICATION-CODE))))
N -S
SEMANTICS (UNIT t))))

5.4.2 Multiples

The MULTIPLES property is attached to words whose meaning can be expressed with an alternate phrase

(PACIFIC MULTIPLES ((FLEET (PACIFIC-FLEET))
(OCEAN (PACIFIC-OCEAN))))

5.4.3 Substitute

The SUBSTITUTE property midicates that the word in question should be replaced by the given substitute

word. This is used for abbiemianons e g. Jan for January) and contractions (e.g. can't).

(JAN SUBSTITUTE ((JANUARY)))

5.5 Print Word

The selection of Print Nord on the dictionary menu enable, the user to display the definition of a vord on

the screen. The user is prompted for the vord to be displayed, If the word is undefined, the system dispiays a

message to that effect
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5.6 Dictionar Commands

3 The two dictionary commands on the dictionary menu are Save Dictionary and Make Pretty Dictionary.

5.6.1 Sale Dictionar%

The Save Dictionary command saves the words into dictionary files.I
5.6.2 Make Pretty Dictionar

The Make Pretty Dictionary command enables the user to get a version of the file that people can read.

Keep in mind that since each word has to be read from the dictionary file and written to the pretty file. making a

pretty file can be time consuming.

5.7 Semantics
I

Chapter 4 referred to the fact that dictionary entries link words to the corresponding domain model concepts.

In some of the examples in the current chapter, SEMANTICS has appeared as one of the features of the example

words. In this section we briefly discuss the process of assigning SEMAN-TICS to dictionary entries. The

motivation for assigning specific SEMANTICS features is to be found in the domain model and the IRULES

developed for the domain.

To add SEMANTICS to a word, the user selects SEMANTICS from the menu listing categories and features.

This menu is displayed during the proces of adding or editing a dictionary entr. The user then selects ADD from

the next menu. The user is prompted for the SEMANTICS to be added. The SEMANTICS property is a list of pairs

associating semantic categones (concepts or roles in the domain model, or names of irules) and restnctions on those

categories. First the category is entered. then the restriction. Usually there is no restriction, so a value of * is

entered. The following examples itlustrate unrestricted semantic properties of some words.

3 (SUBMARINE N -S
SEMANTICS (SUBMARINE *)

(CARRIER N -S
SEMANTICS (CARRIER.VESSEL *)

(DEPLOY FEATURES (BITRANSITIVE INTRANS PASSIVE TRANS)
SEMANTICS (DEPLOYMENT *)
V S-ED)

I
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A review of these examples indicates that there are few surprises in the assignment of SEMANTICS to a

word. The word SUBMARINE is represented in the IRULEs as the domain model concept SUBMARINE. The

word carrier has the SEMANTICS (CARRIER.AESSEL *) associated with it. The semantic interpretation of

carrier is thus dependent on the treatment of CARRIER.VESSEL in the domain model and the IRLEs. Likewise.

the verb deploy is semantically characterized as (DEPLOYMENT *).

The following are examples of words whose SEMANTICS properties have restrictions on the semantic

categories:

(FREDERICK FEATURES (DETREQUIRED)
NPR *
SEMANTICS (CONVENTIONAL.SURFACE.SHIP (NAMEOF "Frederick")))

(HONOLULU NPR *
SEMANTICS (MULTIPLE-SEMANTICS

((PORT (NAMEOF "Honolulu")
NUCLEAR..SUB (NAMEOF "Honolulu")))))

Frederick happens to be the name of a ship. The SEMANTICS property specifies this with the expression

(CONVENTIONAL.SURFACE.SHIP (NAMEOF "Frederick")). Honolulu has two semantic categories

associated with it, because it is both the name of a port and the name of a nuclear submarine. Each semantic

category has a (NAMEOF "Honolulu") restriction.

5o 0
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6. World Model Language Representations of Queries

m 6.1 Intensional Logic

m One of the difficulties in developing a system of logical representation for natural language is that traditional

logic is much more limited in its expressive range than natural language. Intensional logic represents one direction

in broadening the expressive range of logic so that it covers a broader scope of natural language.

Intensional logic, as implemented at BBN. extends the capabilities of extensional logics by allowing explicit3 reference to times and possible worlds. For example, it can represent propositions whose truth values vary

depending on time (a characteristic typical of real-world applications): in addition, it provides for propositions

m which are either true in some possible world, or necessarily true in all possible worlas.

The INTENSION operator makes this possible. The INTENSION of an expression represents a function

taking two arguments: a time specification. and a world specification. Given these specifications (which can be

thought of as contextual indices), the function returns the denotation of the expression at the time and world

specified. So. for example. the intensional expression INTENSION(alive(shakespeare)) represents a function that3 takes a time argument and a world argument. and returns a truth value. With arguments Juh 1, 1988 and

current-viorld. the value returned is FALSE: with arguments July 1. 1600 and current-world, the value returned is

TRUE. Terms, as well as propositions. may have intensions: for example, INTENSION("the person reading this

sentence") represents a function which. given the current instant and the current world, denotes you, the reader.

In many cases, quening an underlying system can be thought of as extensionalizing a description given by the

user. Part of the WML representation of "Which carriers are CI" represents the intension of the set of CI carriers.

and it is the system's task to extensionalize thi.,. returning the set denoted by the expression, m this case in the3 current time and world.

In general. intensional logic's specification of time and world permits the representation of complex natural

language utterances. This new logic is powerful enough to express generics, collective quantification. modaites.

tense, propositional attitudes, mass terms, and discourse context.

3 In practice, of course, manY quenes do not require the use of exphcit contextual indices. In such cases, the

time and world arguments default to 7IME and V ORLD. which represent the current time (time of the utterance) and

3 current %orld.

I
I
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6.2 Domain Model Constants and Predicates in WML

In addition to branch-categories such as SETOF and iNTENSION, and logical constants such as TRUE and

NULL-SET, WML comprises elements from the domain model. The roles in the domain model correspond to

binary predicates in WML: for example, the domain-model role VESSEL.NAME corresponds directly to the binary

WML predicate vessel.name(x. Y), which is a relation taking two arguments of the same types as the domain and

range of VESSEL-.NA-ME (namely, vessels and strings). The concepts in the domain model correspond to unary

WML predicates, or, equivalently, to the positive extensions of those predicates. For example. the domain-model

concept VESSEL corresponds to the WNL predicate vessel(xi, or to the corresponding set (x/vessel(x)}.

When one expands the domain model, therefore, one is also extending the World Mo"-l Language, by adding

new unary and binary predicates. Section 4.2 discusses how IRules are used to compose WML.

6.3 Example

Here we present an example of a query's representation in WML, pointing out its relationship to the domain

model, and explaining some aspects of its construction.

Query: "Which ships are in the Indian Ocean?"

UML expression generated by IRUS-II:

(QUERY
((INTENSION

(PRESENT
(INTENSION

(IOTA ?JX9 (POWER VESSEL)
(IN.PLACE ?JX9 INDIAN.OCEAN)))))

TIMM WORLD))

VESSEL and 1NDIAN .OCE,,LN correspond to concepts in the domain model: INDIAN.OCEA is an individual

concept, and for this reason is treated as a constant in the WMIL expression. The binary predicate IN.PLACE

corresponds to a role in the domain model -- a role whose domain includes vessels, and whose range includes the

Indian Ocean Iwere this not the case, semantic constraints stated in the Irules would have been violated, and this

WMIL expression never produced).

The central subexpression in this query is

(IOTA ?JX9 iPOVER VESSEL) (IN.PLACE ?JX9 INDIkN.OCEAN)).

IOTA introduces a scoping expression, and as such introduces a sorted variable. .'JX9 in this case. which i,
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constrained to denote an element of the set of all possible sets of VESSELS, indicated by (POWER VESSEL) in the

sort field of the expression. The bodyv of the IOTA expression further constrains the possible values of ?JX9, to

require that the IN.PLACE relation holds between it (?JX9) and INDIAN.OCEAN. An expression with branch

category IOTA denotes an individual, or set of individuals, and indicates that only element of the set that its variable

ranges over is salient, i.e., in this example, only one maximal SET of VESSELS is expected to be a possible

instantiation for ?JX9. (Note that this is not Russel's iota, which is denotationless if more than one instantiation is3 possible: in WML, if a IOTA variable ranges over a power set, as in this example, the IOTA denotes the maximal

set that the variable can range over (the maximal set of VESSELS in the INDIAN OCEAN). If the variable ranges

over a simple set, only one possible instantiation is expected for the variable, and more than one (or none indicates

a presupposition violation.)

Wrapping the INTENSION operator around this subexpression, we have an ex-ression that represents a

function from times and worlds to sets of vessels: the PRESENT operator partly constrains the function, requiring

that the time-index argument be within "the present" (however that is defined) in order to have a value returned.3 Given that the TIME and WORLD arguments immediately follow, what we really have is

(QUERY <extension>),

where <extension> denotes the set of ships in the Indian Ocean in the current time and world. The speech-act3 (QUERY) indicates that the extension's value(s) should be returned to the user.

6.3.1 WNL Types

The formal syntax and semantics of WMIL are in [I1]. In this and the following section, we present an3 overview of the type system and the definition of meaningful W IL expressions.

Each valid WNIL expression has a branch category. usually the CAR of the expression. For example. the

3 branch category of

(EXISTS ?JX1 UNIT (UNITS.OVERALL.READINESS ?JX1 Cl))

is EXISTS. Branch categones are the "glue" that make complex WML expressions out of simple expressions. Each

WMIL expression has a corresponding TYPE. The extension of a WML expression must be a member of the

WML s type. For example, the type of the expression with branch category EXISTS above is TV (for trth valuet.

and it must denote either TRUE or FALSE. The type of

(IOTA ?JX2 VESSEL (NAMEOF ?JX2 "Frederick"))

is VESSELS, and it denotes a member of the set of VESSELs-

A WML expression is meaningful if it has a TYPE that is not NULL-SET. (NL-L-SET a special type: the

type of meaningless WML expressions i Determining the type of an expression is a recursive process. it is a

function of the types of its panls. Each branch category has a corresponding txpe constructor that determines hoax

the type of an expression with that branch categor% is obtained from the types of its parts. By providing a pnnctpled

I
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way to obtain the type of complex WMNiL expressions, we are given a mechanism to test the validity of an expression

and the range of its possible denotations.

The set of possible types TYPE is defined (recursively) as:

" TV. INT, T, and W (for truth value, integer, time, and world, respectively), are in TYPE.

" Whenever a domain model concept C denotes a set of individuals, CT is in TYPE.

" Whenever ta, tb are in TYPE, then (ta tb) is in TYPE.
(ta tb) is the type of a function whose domain is ta and range is tb, i.e., one can construct arbitrarily
complex functions.

* Wheneve tal,ta2....tan are in TYPE, then (TUPLE-TYPE tal,ta2,....tan) is in TYPE.

" Whenever tal,ta2, ... ,tan are in TYPE, then (UNION-TYPE tal.ta2 ..... tan) is in TYPE.

* Whenever ta is in TYPE, then (BAG-TYPE ta), (SET-TYPE ta),. and (ORDERED-BAG-TYPE ta) are
in TYPE.

" NULL-SET is in TYPE, it is the type of denotationless expressions.

6.3.2 Meaningful %VML Expressions

This section formally defines the set of meaningful WML expressions, by defining all valid ,ML branch

categories, and giving type constructors for them. Any expression not satisfying the following definition is

denotationless (has type NULL-SET).

Note:

" We use the convention that parentheses and atoms in CAPITAL LETTERS should be taken verbatim,
as quoted expressions, but atoms in small letters denote meta-variables which stand for arbitrary
expressions.

" TYPE-OF is a lisp function which, when given an input x. "returns" the type of x if x is well-formed.
and NULL-SET otherwise. We use the notation := for "returns". (TYPE-OF x) := tx means. "when
(APPLY #'TYPE-OF x) is executed, it returns tx".

" Speech acts are in our language, and are used in the interpretation of a sentence. They are special
branch categories. The WM1. corresponding to an utterance will always have the form (speech-act
(IN'TENSION x) time world). The set of speech acts includes QUERY, ASSERT, and BRING-
ABOUT.

1. (TYPE-OF variable := tv, where tv is the sort in the expression that defines the s.uping environment

for the variable.

2. (TYPE-OF *T*) :=T, (TYPE-OF *W*) = W. *T* and *W* are special variables in WMIL.

3. (TYPE-OF domain-model-role-constant) := ((TUPLE-TYPE td tr) TV) where td and tr are the domain
and range types of the role in the domain mnodel.

4. (TYPE-OF (LAMBDA (u) p b)) := (tu tb. if u is a variable of t.pe tu. (TYPE-OF p) := (tu TV , and
(TYPE-OF b) := tb.

5. (TYPE-OF (f a l := tr. if (TYPE-OF f) := (td tri and (TYPE-OF a) := ta, and the intersection of td and
ta is non-empty.

6. (TYPE-OF (EQUAL a b)) .= TV. i (TYPE-OF aj := ta. (TYPE-OF b := (b, and the intersection o ta
and tb is non-empty
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7. (TYPE-OF (PRED-TO-SET p)) := (SET-TYPE ta). if iTYPE-OF p):= (ta TV).

8. (TYPE-OF (CARD s)) := INT, if (TYPE-OF s) := (SET-TYPE ta).

9. (TYPE-OF (SET-OF al a2 ... an)) := (SET-TYPE (UNION-TYPE tal ta2 ... tan)), if (TYPE-OF al):=
tal, (TYPE-OF a2) := ta2,.... and (TYPE-OF an) := tan.

10. (TYPE-OF (FORALL u p b)):= TV. and (TYPE-OF (EXISTS u p b)) := TV, if u is a variable of type
tu, (TYPE-OF p):= (tu TV), and (TYPE-OF b) := TV.

11. (TYPE-OF (IOTA u p b)) := tu, if u is a variable of type tu, (TYPE-OF p) := (tu TV), and (TYPE-OF
b) :=TV.

12. (TYPE-OF (TUPLE-OF n al a2 ... an)) := (TUPLE n tal ta2 ... tan). if (TYPE-OF al) := tal,
(TYPE-OF a2) := ta2. (TYPE-OF an) := tan.

13. (TYPE-OF (UNION p)) := (ta TV). if (TYPE-OF p):= ((ta TV) TV).

14. (TYPE-OF (POWER p)) := ((ta TV) TV), if (TYPE-OF p):= (ta TV).

15. (TYPE-OF (APPLY-COLLECT f s) := (BAG-TYPE tr), if (TYPE-OF s) := (SET-TYPE ta) or
(TYPE-OF s) := (BAG-TYPE ta). (TYPE-OF f) := (Id tr). and the intersection of td and ta is non-
empty.

16. (TYPE-OF (MEMBER a s)) := TV, if (TYPE-OF s) := (SET-TYPE ta) and (TYPE-OF a) := ta.

17. (TYPE-OF (BAG-TO-SET b)):= (SET-TYPE tb), if (TYPE-OF b) := (BAG-TYPE tb).

I 18. (TYPE-OF (FIRST n o-bag)):= (ORDERED-BAG-TYPE ta) if (TYPE-OF n) := INT and (TYPE-OF
o-bag, := (ORDERED-BAG-TYPE ta)

19. (TYPE-OF (SORT set fun)) := (ORDERED-BAG ta) if (TYPE-OF set) := (SET-TYPE ta). (TYPE-OF
fun):= (td tr. and the intersection of td and ta is non-empty.

20. (TYPE-OF (ORDERED-BAG-TO-SET o-bag)) := (SET-TYPE ta) if (TYPE-OF o-bag) 2=

(ORDERED-BAG-TYPE ta).

21. (TYPE-OF (SKOLEM n p)) := ta if (TYPE-OF n) := INT. and (TYPE-OF p):= (ta TV)

22. (TYPE-OF (AND l f'2)), (TYPE-OF (OR fl f2_), (TYPE-OF (IMPLIES fl f2)), (TYPE-OF (FF fl
f20)), (TYPE-OF (NOT f 1)), (TYPE-OF (NECESSARILY f I)), and (TYPE-OF (POSSIBLY fl) I=
TV, if (TYPE-OF fl) := TV and (TYPE-OF t2 := TV.

23. (TYPE-OF (INTENSION a)) := (W (T ta)). if (TYPE-OF a) := ta.

I 24. (TYPE-OF (EXTENSION ip := ta. if (TYPE-OF ):= (W (T Ia)).

25. (TYPE-OF (<tense-operator> i))) := ta. where <tense-operator> is one of PRESENT, PAST,
FUTURE. t'RESPERF, and PASTPERF, if (TYPE-OF i) := (W (T ta)).

26. (TYPE-OF (G i)) := (ta TV). if (TYPE-OF i) := (W (T (ta TV))). and ta is a type (if individuals (a
domain concept type).

27i. fYPE-OF (SAMPLE i) := (ta TV). if (TYPE-OF i) := (W (T (ta TV)))., and ta is a type of
individuals.

28. (TYPE-OF (KIND-OF i)) := ta. if (TYPE-OF i):= (W (T (ta TV))). and ta is a tpe of individuals.

3 29. Nothing else is a WML expression.

I
I
I
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U
U 7. Users' Guide to KNACQ in IRUS-II

I 7.1 Purpose of KNACQ

i This chapter describes the component K.NACQ (KNowledge ACQuisition) [33] of BBN's IRUS-I natural

language system. This component greatly eases the task of defining the lexical semantics for words in a new3 domain. KNACQ assumes a predefined domain model that describes in the NIKL Knowledge Representation

language the logical concepts (unary predicates) and roles (binary predicates) that are relevant to the domain-

KNACQ annotates that domain model with information about how those concepts and roles can be referred to in

natural language. It acquires that information for each concept and role from a system developer.

KNACQ records various kinds of data about the natural language expressions related to each concept in the

domain model. The simplest kind of knowledge acquired by KNACQ is the NL terms that can be used to refer

directly to instances of the concept, for example, that instances of the vessel class -CG" can be referred to as

"cruisers".

Much of KNACQ's power comes from a second class of data that captures and exploits the common elements3 found in the many different ways in which the relational nouns that describe attributes of classes can be used in

databa.,'- contexts. For example, KNACQ acqu-,.. from the developer the information that the "speed-of' role

connecting "vessels" to "speed-measures" can be referred to by the relational noun "speed". Using that data. the

names for tje con.pts., t;id u'J fact that "speed-measures" are defined as "one-dimensional-scalars" in the

domain model, KNACQ then makes it possible for IRUS-II to correctly interpret a great variety of expressions

1 referring to vessel speeds, including:

a the speed of the cruisers

*, the vessel s speed

* the Vinson has a speed of 20 knots

* vessels with a speed of less than 20 knots

3 # the fastest vessel

KINACQ thus makes available a great deal of linguistic power based solely on the names given to concepts and

3 roles.

Other portions of KNACQ cover phenoma that do not fit the attribute pattern. For example, a more general3 scheme called casejrac rules handles lexicalizations of roles that use different prepositions or reference patterns

than apply to attributes in general. For example, suppose that 'casualty report" can be said to be "from" a

'mihtary unit', where the prepositional object specifies the tiller of the "unit-of'' role for the "'casualty report'

concept. Note that this example inverts the usual pattern from prepositional phrases embodying relational nouns.

''the unit of report-36"'. like "'the speed of Fredc:nck'. is the nonital relatonal case, where the object of the
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prepositional phrase is the primary concept, the domain of the role in question. but in "the report from unit- 12", the

main noun gives the primary concept, while the object of the preposition specifies the relationship by specifying its

filler. Caseframe rules provide for such more general lexicalization patterns for ro!es.

Special KNACQ code also handles those gradable adjectives whose meaning is denved from the %value of a

single role, like "fast". in the sense of having a greater speed than another vessel or than a given cutoff value.

The KNACQ data acquired from the system developer is stored as annotations attached to the NIKL domain

model. When that model is in turn loaded into IRUS-Il, those annotations are converted into semantic fields in the

definitions of the given words that allow IRUS-Il to parse sentences containing them. The KNACQ acquisition

process is highly interactive, and is implemented as an extension to the KREME knowledge base editing system.

which allows the developer to explore the NIKL network graphically and edit it incrementally. Note, howkever, that

the connection between KNACQ and IRUS-II is currently im-,lemented by having KNACQ write out a complete

version of the domain model. including the KNACQ annotations, and then having [RUS-II read and process that

file. Thus. domain model changes or KNACQ additions will not take effect in IRUS-I1 until that file writing'reading

is done. There are plans to make this connection more fully incremental in the future.

While the various facilities of KNACQ go a long way toward speeding up the acquisition of lexical semantics

for new domains, they do not do the whole job. KNACQ is attribute treatment handles that portion of noun phrase

semantics that depend on highly-predictable patterns. Though caseframe rules allow for coverage of simple non-

' .P, :!- ,en,.z:i- zntr !s for more complex noun phrase elements and for verbs still need to be entered

directly, by creating IRULES for each sense and attaching those IRULES to the words involved. The IRACQ

component of IRUS-I provides an example-based scheme for acquiring verb semantics. Note that KNACQ's initial

coverage of noun phrase semantics contributes in turn to using IRACQ for verb phrase semantics, since it provides a

wide range of noun phrases for use in the example sentences that IRACQ uses. Together. KNACQ and IRACQ

allow rapid bootstrapping acquisition of the semantics for new domains.

7.2 Adding KNACQ Data to the Domain Model

The K.NACQ interface for adding or changing the data associated with a given concept or role is implemented

as supplementary functionality added to the KREME knowledge representation editing system. (The files

implementing these additions are termed the KUI system. for KNACQ User Interface.) To use KNACQ, use

Select-K to access KREME. mouse the "parameters" button in the "main commands" menu and select KNACQ as

the "language mode". (KNACQ mode in KREME is a submode of NIKL mode: if it does not seem to be listed as

an option, make sure that the NIKL-CONIPATABILITY and KUl systems are loaded.) Then choose the main

command "load network". entenng the names of the file or files containing the NIKL domain model, (To enter

more that one file name. type a single comma by itself after each file name except the last.) Alter the network has

been loaded and classified. the KREME command "'edit concept", given a ccmcept name, will bnng up three
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I
windows: a graph. showing that concept with its ancestors and descendents, a window describing that concent's

definition, and a window listing the roles for which that concept is either the domain or a subconcept of the domain.

What you will actuallN see in response to "edit concept" is a small box, indicating the system's request for a

location for the new collection of three windows. Moving the mouse will move the box around: moving the mouse

while the shift key is held down will move just the lower right comer, allowing resizing of the space for the three

new windows. These windows can also be resized and moved after being displayed through menus accessible by3 mousing right on their top label lineh.

Following the usual KREMIE conventions, mousing right on either the icon or name [or a concept or role pops3up a menu of operations on that object; one of those options in turn requests a menu of KNACQ operations.

Concepts can be grabbed in this way from the graph or the description windows: roles are most easily accessed in

the list of slots window, but note that the mouse must be on the name of the role itself, and not on the whole row in

the table.

While in KNACQ mode, the KREME display is modified to indicate the presence of KNACQ data attached to

roles and concepts, to make it easier to see when the domain model has been fully covered by KNACQ data. For

concepts, the necessary KNACQ data is limited to natural language terms that can be used to refer to instances of3that concept: an elliptical icon is used for concepts that have such KNACQ vocabulary defined, while the normal

KREMIE rectangular icon is used for concepts with no vocabulary. Roles may carr, not only vocabulary

information referring to their attnbutive use but also the more general caserule specifications for other kids ofI natural language reference to the given role and specifications for gradeable adjectives based on the role.

Information on the K.NACQ data attaLhed to roles is included in the list of roles (called "slots" in KREME3 parlance). Columns there show the number of vocabulary items defined as attribute names for the role. the number

of adjectives, and whether or not caserule specifications are defined. While the list of slots window shows all slots.

both those locally defined at this concept and those inherited from a superconcept, the columns showing what

KNACQ data has been defined only apply to slots that are defined local. To see that display for inherited slots.

move up instead to editing the concept at which they are defined.

3 A user wishine to enter KNACQ data for a new domain model ma, choose to do so in any order. One

reasonable approach is to mo%,c from concept to concept through the network. adding both conccpt vocab.lar) for

each concept and role information for each of the roles attached to it, working in this way through all the concepts.

Concepts not yet handled are obvious, since they display as rectangular-shaped icons. Mousing-right on a role in the

list of slots window bnngs up a menu of commands to add to or modify its KNACQ data. As an altemative. the

command "KNACQ process concept" in the KNACQ menu for concepts will go through the steps for acquiring

first vocabulary for the concept and then attribute. caserule, and adjective information for all the roles attached at

3 that concept.

Because the slots display window shows counts of the KNACQ data. its contents are nomially redispla. ed

each time the user adds to or changes the KNACQ data for a slot. The same holds for the window where the

definition of the current concept is displayed. since it displass the now changed internal form of the KNACQ data as

user attached data It thi, rcdispla ilnl prw,, if l .o\ing]\ slo,. setting thie flag kui::*refresh-p* to nil %kill cause3 the slot's windows contents to be refreshed onl s, hen the entire window. is redispla\ed

* 59



BBN Systems and Technologies Corporation Report No. 7144

The following sections describe in more detail the different classes of data KNACQ requires.

7.2.1 Terms for Concepts

For each concept, KNACQ can record a set of terms (usually common nouns) that can be used to refer to

entities belonging to that class. For example, the concept "destroyer-class-vessel" might carry KNACQ data noting

that any instance of that class can be referred to as a "destroyer" and perhaps also as a "tin can" (Navy slang).

Because NIKL inhentance also specifies that "destroyer-class-vessel" is a subclass of "vessel", KNACQ realizes

that terms like "ship" and "boat" that are attached to the concept "vessel" can also apply to "destroyers".

For each such term, KNACQ also records inflectional information showing how it can be made plural.

KNACQ will accept a set of vocabulary items, terminated by an empty carriage return, and it then quenes for the

inflection of each item. Setting the flag kui::*plural-query-p* to nil will suppress the user queries about inflection.

leaving KNACQ to depend on its own heuristics for guessing the correct plural. KNACQ allows the use of multiple

word entries, like "tin can for destroyer, althougn toe taiuty is not fully general, since it assumes that inflection

affects only the last word in the sequence.

7.2.2 Terms for Attribute Roles

The pnmary information stored by KNACQ about roles is the vocabulary used to describe their use

attributes. For example, the "spee('-of' role connecting "vessels" to "speeds" can be referred to by the attribute

terms "speed" and "velocity".

Note that KNACQ information can be attached to slots either (as is typically done) at their defining concepts

or (when desired) at a concept that merely inherits the slot. The latter is appropriate when an Ni. term can be used

to descnbe a slot only in relation to a particular class of entities. For example, while all "physical-objects' might

be defined to have a "width" slot, the term "'beam" is used to describe that slot only when speaking of ships: thus
"'beam" would be attached as a KNACQ term for the "'width'' slot at the concept ''vessel''. Because there is this

option of attaching KNACQ information to slots at concepts that inherit rather than define them. KNACQ operations

on slots first ask for a concept name to specify the concept with respect to which this term is to be used. The default

answer for that question is always the defining concept, which is usually also the appropriate answer.

With the related concept established, the user can then enter attribute terms for the slot. Inflectional

information is collected for these attribute terms, in the same way as for concept vocabula.

KNACQ also makes it possible to record families of attribute names, using "'attribute modifiers'". or cases

where adjectives modifying the name cause it to refer to a different role. For example. ''speed'' by itself might act

as a narne for th. role "vessel-speed-ef'" vhile the modified names "maximum speed" and 'design speed' act as

names for the separate roles "vessel-maximum-speed-of'' mid ''vessel-design-speed-of". KNACQ allows such
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modified roles to be entered. along with tht roles to which they actually refer. (Note. however, that the modifyingI words like "'maximum" or "'design" need to be themselves defined syntactically as words for this facility to work.

KNACQ was not designed to do tis automatically because it was not clear that their syntactic type could be safely

guessed in all cases. Also note that such modifiers are stored at the role named by the main attribute term,
"vessel-speed-of" in the example, and not at the roles that the modified attributes end up referring to.)

I7.2.3 Caseframe Patterns for Roles

While the attribute style covers a large percentage of the ways in which role data can be referred to in NL. a

more general facility in KNACQ known as "caseframe rules" allows the system developer to select from a menu

exactly the appropriate set of prepositional phrases or nominal compounds by which the given role can beIreferenced. One example requiring the more general caseframe approach was given above, where "the report from

unit-12"" did not fit the pattern of "the report's unit". In that example, the role as defined in the domain model is in3 the opposite direction from the waN it is normally referred to. Thus, we are presuming here that the domain model

includes a role from casualty reports to the ship that filed them. Attribute names could be used with that role to

handle references Like "the ship of report-112". However, in examples like "the casualty report of the Fox" the

Iattribute rule approach would take the vessel as the main noun, though the role here is attached to the report. Thus

caseframe rules, wich can apply in either direction. must be used in order to connect phrases like that with the

3underlying role from reports to ships.

Adding ,a aseframe rule is one of the options on the menu attached to roles. Mousing that option brings up a3 substantial menu of possible forms of reference to the given role. For example, if the role were the one connecting

ships arid peeds. the menu would include the noun phrases "the ship speed" and "the speed ship" along with

many possible prepositional phrases, including "the ship among the speed" and "the speed among the ship,. "the

Uship upon the speed" and "the speed upon the ship", and the like. Most of these possible expressions will not

actually be ways of referring to that role in English. but some will. and the user should select the ones that bothIsound right and could reasonably be interpreted as referring to the given role. For prepositional phrases, the

KNACQ menu also makes a distinction between those that can only occur as part of the main NP and those that can

also occur as a predicate. As an example ot the former type, the phrase "the commander of Frederick" works.3while "the commander is of Frederick" does not: as an example of the latter. "the Admiral aboard the ship ' and

"the Admiral is aboard the ship" are both OK.

I
1
I
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7.2.4 (;radeable Adjective 'terms

Cerlain domain model roles like the speed of a vessel refer to scalar functions w. here the values of that role for

different instances of the concept can he compared like grades on a scale. KNACQ allows the developer to enter

adjectives that can refer to such roles. like the adjective "fast" for speed. For each gradeable adjective. KNACQ

asks for the root form, the inflectional information ''fast, taster, fastest-). and wh. oier -X is faster than Y" means

that X's value tor this role is greater than or less than Y's.

Such gradable adjetives can also be used in an absolute sense, as in the phrase "a fast s-up". KNACQ

implements a straightforward scheme whereb.- the developer can. enter a single threshold value for each adjective

stating the limit above or below which instances of that concept or subconcepts can be said to sausty such absolute

uses of the given adjective. The user ma% enter more than one sense of "fast". with different concepts as their

domain to indicate, for example. that "a fast battleship" is faster than 'a fast landing craft".

7.3 Making KNACQ Data Available in IRUS-Il

KNACQ stores the information it learns about NL w:, s of referring to particular concepts and roles bx

attaching data to the :DATA slot of the concenLs and roles. When the user then saves the network. the KNACQ data

is saved along with the normal NIKL definitiomo of the concepts and roles. (If the network is reloaded into

KREME/K-NACQ in a later session, th1s attached data is used to reestablish the state that existed when the network

waF last saved.) When this annotated form of the NIKL network is loaded into IRUS-II. this attached data is loaded

along with it. The function iprocess-domain-model-knacq-data) then uses that attached data to derive IRUS-1I

syntactic and sematic entries for words in the RUS-Il dictiona-iv.

This process ot transfrnng daita acquired bN KNACQ to IRIS-1I currentl\ %,orks only for the entire domain

model at once Further chance ma(ic in KNACQ will not 1ecome eft ctivc in IP'S-Il until the next tinie the entirv

network is saed out from KNACQ and reloaded into IRUS-II.
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I
I S 8. Access to Multiple Underlying Systems in Janus

3 8.1 Introduction

3 As computer systems become more complex, there is more opportunity for combining the strengths of more

than one system in order to perform a task. For example. one might imagine combining several resources: a

database for storing relational information with an applications program to perform calculations based on that

information, an expert system to perform inferences. and a display system to present data in a useful way. In such

an environment a "seamles.," natural language interface can become i very effective tool, allowing the user to3 retrieve and manipulate information without needing to pay attention to the details of any particular resource.

The back-end of such an interface however, is necessarily more complex: not only must it be able to translate

the user's request into executable code, but it must also be capable of organizing the various resources at its

disposal. choosing which combination of resources to use, and supervising the transfer of data among them. We call

this the multiple uaderl tng systems (N\I-US i problem. This chapter describes the critical information needed for the

implementea MU.\ coflipT ent that is part of the back end of the Janus natural language interface.I
8.2 The Type S stemI

The syntax of WML is "modelled aher languages of the typed lambda calculus" ( [10]. p. 27). The import of

this is perhaps most concisely expressed in 291:

Each type ex-ression [or t'pej is associjted v,ith a set of entities or structures which ik termed it, domain. Eer,
expres~ion of ,e language.., can be mapped to a type expres ion, whose domain ser-ves to delimit the range of value"
the expresion .an take on

A complete descnption of the type s3 stem associated with \VNIL is beyond the scope of this document, but in Lhis

section we attempt to convey a sen.e of it by means of examples.

The set of tvpes has two major subsets -- those that are independent of the domain, and those that are specific

to the domain. The former set includes the types TV ttruth-value) INTEGERS. STRINGS. REALS. TIMES. and

WORLDS, the latter consists of types constructed trom concepts and roles in the domain-model. For example. if

V ,SEL and LOC'ATI)A a:e domain-model concepts. and SIIF-LOCATIOV and COMBAT-READY are domain3 roles, then some related t pes might inudc:

11w .haVt,,r h, .J-,, . i 'he , r, t'',i'h~.'ri,t '1. f rl ,-i' " n .tpvIsull Jj' I .1t", ,j1ao s Ula e , j n .t Is , .ii .i ,h,h r,.] 'le t . ls. r
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Typ-e Denotation

VESSEL all vessels
(S VESSEL) all sets of vessels
(TUPLE VESSEL LOCATION) all ordered pairs of vessel, location
(S (TUPLE VESSEL LOCATION)) all sets of such ordered pairs
(FUNC-TYPE VESSEL LOCATION) functions from vessels to locations
(FUNC-TYPE VESSEL TV) unary predicates on vessels

Here we present some types together with examples of logical subexpressions having those types (that is.

(TYPEOF expression) = type).

1 type VESSEL
Vincennes
(IOTA ?JXl VESSEL (COMBAT-READY ?JXl))

2. type (S VESSEL)
(SETOF Vincennes Kennedy)

(SET ?JX2 VESSEL (CONBAT-READY ?JX2))
(IOTA ?JXI (POWER VESSEL) (COMBAT-READY ?JXI))

type (FUNC-TYPE VESSEL LOCATION)
SHIP-LOCATION
(LAMBDA (?JX3) VESSEL (VESSEL-LOCATION ?JX3))

type (FUNC-TYPE VESSEL TV)
COMBAT-READY
(LAMBDA (?JX4) VESSEL

(AND (EQUAL (VESSEL-LOCATION ?JX4) "HAWAII")
(COMBAT-READY ?JX4)))

8.3 Normalizing WML Expressions

WML input expressiors are simplified arn normalized before the, are further processed by the multiple

underlying systems (MUS) component. Ths simplification process has five stages:

I. the extensionaliation of intensional suhexpressions (for further information, see [20]),.

2. the translation of the entire expression into a modified disjunctive normal form.

3. the elimination of unnecessary equivalences (for further information, see [201).

4. the application of underlying-system-independent rewrites, and

5. the use of printfunctions for improving responses.

These stages occur sequentiall. and -- is the sysieni iv currently implemented -- must be done in the order presented

here. Stages 2. 4, and 5 are discussed turiher thl'x
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I
8.3.1 Disjuncli~e Normal Form

The second stage of normalization is the translation of the extensionalized WNL expression in,, a somewhat5 simplified logical expression in a modified dis.junctve normal form (DNF).

The expression is translated into a disjunctive normal form for two main reasons. We normalize the

expression (reducing the number of embedded subexpressions, for example) in order to simplify the process of

matching various pieces of it to underlying system capabilities. We choose to use a disjunctive normal form

because:

* In the simplest case, an expression in disjunctive normal form is simply a conjunction of clauses, a
particularly easy logical form to cope with.

* Even when there are disjuncts, each can be individually handled as a conjunction of clauses, and the
results then combined together via union, and

* Bringing disjunctions to the top level allows patterns to match in many cases where it would otherwise
not be possible. For example. given the (non-normalized) pattern

(AND (OR (IN.CLASS ?JX1 SUBMARINE)
(IN.CLASS ?JXI AIRCRAFT))

(LENGTH ?JXI ?JX2))

a service seeking to match the pattern

(AND (IN.CLASS <x> SUBMARINE)
(LENGTH <x> <y>))

could not match. The DNT. on the other hand,

(OR (AND (IN.CLASS ?JX1 SUBMARINE)
(LENGTH ?JXI ?JX2))

(AND (IN. CLASS ?JXI AIRCRAFT)
(LENGTH ?JXI ?JX2)))

allows the match to take place, by keeping the relevant information together. In a disjunctive normal
form, each disjunct effectivel) carries all the information necessary for a distinct subquery.

A standard disjunctive normal form is a disjunction of conjunctions of predicates or negated predicates: no

variables in such an expression are explicitly quantified. and all are assumed to be implicitl\ urnversally quantified.

Existentially quantified variables have been replaced by skolern tenms denoting some individual instantiation of the

3 variable.

The modified disjunctive normal forn differs fhorn a standard DNF in several respects:

* There is a response clause for ever% query: that is, an additional predicate whose argurnents are the
variables for %%hich we want returned values. In a query requesting a set of objects (e.g. "Which ships
are in the Indian Ocean""i the argument in the response clause will be the variable denoting the set in
questlin. The same is true for queries requei,tng indir iduals (e.g. "the ship whose speed is 3(I knots"
the resulting logical fbrrn ill seek al/pis.itbe indiv ,duals that meet the same description.

In a yes/no or existential query. the response clause will contain all variables in the qucrN. since an'
instantiation of all the qucr %anrabies means an affirmative answer: the inability to find anN such
istantiation means an answ'cr in the negative In such cases. a particular variation on the response

pred,ate i, used rather thatn using the special predicatc RF'L,'OV.NE. we use the spe,il predile
i AL( FE EI.,1i-RF' POV.SL intead. this pn scrrcs the inhorniation that the quer "s intcnt [" I to lfnk out
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if values exist, rather than to have them returned.2

" All functional terms must appear as predicates: if P is a binary predicate and Q is a unary function, then
P(x, Q(y)f must appear as P~x, z) and Q'(y, z, where Q'(y, z) is true iff Q(y)=z. For example, the
clause

(GREATER-THAN %ZjEci-QF ?ZA4.j 30)

will appear as

([AND] (SPEED-OF' ?JX1 ?JX2)
(GREATER-THAN ?JX2 30))

" Similarly, provision is made for complex terms like database aggregates: for example. cardnality,
average, and sum. Such complex terms may only appear as the first argument to a special predicate
called IS-TERM; the second argument is always a variable that represents the term. For example, if the
logical expression asks for the cardinality of the ships in the Indian Ocean, we would use the following
clause:

(IS-TERM #S (CONTEXT
:OPERATOR CARDINALITY
:OPERATOR-VAR ?JX2
:CLASS-EXP

((IN.CLASS ?JX2 SHIP)
(SHIP-LOCATION ?JX2 "INDIAN OCEAN")))

?JX1)
(RESPONSE ?JX1)

" There is no implicit assumption of universal quantification for unquantified variables -- expressions in
the modified DNF may contain universal quantification.

*Existential quantifiers are removed, not by replacing existentially quantified variables with skolem
terms, but simply by removing the explicit existential quantification. The resulting unquantified
variables, along with all other unquantified varables in the form, are considered to be queryv quantified.

The term query quantified refers to variables for which we would like to get all possible instantiations.
Such variables are neither existentially quantified (since we're interested in all instantiations) nor
universally quantified (since universal quantification has no notion of returning values: this kind of
quantification is more like that of the variables in a PROLOG expression.

Notice that. because universal quantifications are net removed, there is no need to skolemie
existentially quantified variables appeanng within the scope of universal quantifiers.

8.3.2 S-sstemn-independenf Rewrites

At this stage of the normalization process, the system permits the application of obligatory rewrite rules.
These rules must be independent of the underlying systems: both pattern and result must consist of domain-model

informnation, and the, may not contain any references to structures or data in the underlying system(s).

Rewrte patterns may seek to match both siniple clauses (i.e.. those that are not contexts). and context-clauses.

Similarly. results may be either contexts or simple clauses. For example. the following rewrite might be used if it

was known that the number of subordinates of a manager corresponded to the number ot emplo% ees in a manager s

department

2A ,.,o .rati'.c s.tctn maj still return h ", aJic 1 ", ilt i,)r ,aniple "Are any %hips ('I " ni vh c,tJ ti, (he replic Y'( m ( .I U.

ar'e
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I
(define-simple-rewrit e

3

:pattern ((in.class x manager)
( :context
:operator CARDINALITY

:class-exp ((in.class y person)

(subordinate-to y x))))
:result ((in.class x manager)

(department-of x z)
(employee-count z y)))

By using this rewnte rule, we transform a query in which one actually counts elements in a set (,via the3 cardinality term) into one in which a single table lookup is used instead.

I ' 8.3.3 Printfunctions

Often the logical content of a query does not reflect its desired interpretation. For example, a query as simple

as "List the cruisers," if interpreted literally, produces a listing of the database's internal representation for each

cruiser. In the Navy's IDB domain, this representation is a number called an UID -- a number that is almost certain3 to be completely useless to the user as a means of ship identification. What one would reall, like is for the system

to be smart enough to interpret the question as "List the names of the cruisers." Printfunctions provide just that

i functionality.

The printfunction machinery is quite simple. With certain classes of objects (e.g., the domain-model concept

VESSEL) one associates a specification for how members of that class should be presented to the user, called a

printfunctions list. Each element of the printfunctions list (each printfunction) is either (1) the name of a domain-

model role, or (2) the special symbol IDENTITY. As a postprocessing step of the normalization, the variables on3 the response list are examined, and a nei response list created.

Printfunctions are inherited -- in the examples in the following section, responses involving ship classes like

cruisers and aircraft-carriers are always expressed as responses involving the names of the stus because the class

VESSEL (the top-level class for ships) has the prntfunction list (NAMEOF) associated with it.

I
I
I

I __
In IMPl.1c re It il. . a air ai h w,
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8.4 Servers and Services

In an environment with multiple underlying systems, one must have a uniform way to describe the capabilities

of each underlying system. We adopt terminology similar to that of [ 12] and [ 17 1.

A server is a functional module typically corresponding to an underlying system or a major part of an

underlying system. In the application of the MUS system being described here, there are two servers -- one named

:ERL, which supports access to a relational database, and one called :LISP, which supports calls to arbitrary LISP

functions. Each server has associated with it:

1. A number of services: objects describing a particular piece of functionality provided by a server.
Specifying a service in MUS provides the mapping from fragments of logical form to fragments of
underlying system code

2. An execution planner: a function that takes a piece of the solution to a query' and builds from it a
partial evecution plan

3. An executor: a function that takes a partial execution plan together with input data, executes the plan.
and produces output data (see section 8.5).

A service is an object consisting of the following components:

* Name: a symbol used to uniquely identify the se-vice

* Owner: iamne of the server to which this service belongs.

* Cost: a scalar value indicating the cost of this sers ice; if unspecified. unit cost (1 is assumed.

" Inputs: a list of pattern variables, each of which has associated with it a name, a type, and a constraint.
The type indicates the extent to which the input is optional: a type of :GEN indicates that input to this
variable is optional. since this service can generate values for the variable: a type of :TEST indicates
that input must be provided for the variable, since this service is only capable of applying some test to
the input values; a type of :TEST-ALL indicates not only that input to this variable is obligatory, but that
by the time the data for this variable reaches this service it must be filtered as compietely as possible --
this is often the type for inputs to services that do response presentation. for example.

The constraint associated with the vanable is used for pattern-matching. The possible constraints
include.

1. (srnhol'): a list of symbols. Items matching this variable must be EQ to a symbol on the list.

2. (strinrq+i: a list of strings. Items matching this variable must be STRING= to a string on the
list.

3. type: a simple type. An item %dl riiatch this variable if the type (i.e., type-system type -- see
section .2) of the item is a subtype of tipe. (The type of a Janus variable v is r.pe if the clause
ilA.CL4SS % tpe) appears in the (normalized) query.) This constraint does not pay attention to
whethc or not a 'ype denotes a set -- type is (S SHlP) (a set of ships), an item with type StlIP
will match, and vice-versa.

,.h-untion: a function than takes one argument. An item item will match this variable if (fimcall
functi:r itern returns a non-NIL value.

5. (SU13FI'Y,-OF tyc: a subtype specification Items matching this variable must themselves he
rvpe.s in the %ype ;.\srem: furthermore. the% must be subtypes of t'.pe. For example. a variable
with constraint (u3piTPE-o)F StP %kould miatch CRU ISER (since CR(U.ISER is a subt.pe of
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!
SHIP). Notice how this differs from (3). above: there the constraint is that
(SUBTYPE (TYPEOF item, type must be true, whereas here the constraint is that
(SUBTYPE item tspe) must be true.

6. NIL. AArYTYPE, T: these wiU match anything.

Outputs: a list of pattern variables, identifying the outputs of the sert-ice. Outputs need not have been
inputs, nor must inputs to the service also be outputs.

* Pattern: a pattern specification which will match some piece of the logical form. The pattern
specification must be a list, each element of which is the pattern for either a simple clause or for a
context-clause. Within patiens. one can not have a variable predicate: however, the arguments to
predicates must be pattern variables (see inputs, above, for a description of how to constrain what these3 variables may match).

A pattern specification for a context-clause (conte.t-peco takes one ot two forms.

(:context :operator operator
[ : free-vars (var +)]
[:operator-var var]
[:stat-var var)
:class-exp expression)

[:constraints expression])

For this form of pattern specification, the context-spec's operator must match the context's operator,
and recursive calls to the matcher must return successfully for the :class-exp and :constraints.

(:context :operator operator
[:covers-owner server-name])

This second form of pattern specification allows one to say. "Ths service wiU match an" context whose
operator is operator, as long as there are solutions of the :class-exp subexpression and of the
:constraints subexpression such that both solutions belong entirely to server server-name." For
example, a context-spec for operator CARDI.NALIT" specitbing that it covers owner :ERL says. in
effect, "This service can take the cardnahty of any set, as long as that set can be obtained entirely by
calls within the :ERL server." This is a useful method of providing general services that handle
aggregate operations within a single seTr er.

* Method: a code fragment or other information that the server will use in generating a partial execution
plan from a solution that utiii.es Oli. .,-'ice. What goes in the method slot depends entirely cn the
particular server to which the service belongs.

I For fast access, services are indexed by the predicates in their pattern. That is. for every clause (P x Ni in the

pattern of some service S, there is a pointer from the symbol P to the service S. An exception to this is the IN.CL4SS

predicate: if a service's pattern includes (INCLASS x C, the pointer .%ill be from the symbol C rather than the

symbol IV.CL4SS: that is. the indexing proceeds as if the clause were Ct % .

3As an example, consider the scrice-objcol correspondin- to the -ERL server's abihtN to access a table

associatng ships % ith overal] combat-readiness %alues:

9
U
I
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NAME: VESSEL-OVERALL-READINESS-OF859
OWNER: :ERL
INPUTS: (<x> <y>)
OUTPUTS: (<X> <y>)
PATTERN: ((VESSEL-OVERALL-READINESS-OF <x> <y>))
COST: NIL 4

METHOD: (((VESSEL-OVERALL-READINESS-OF X Y))
(BINDTOERL ((X IUID) (Y RDY)) IID.RDY))

The name and owner fields are straightforward: the service has a unique name and belongs to the server

named :ERL (in a current implementation, :ERL is the server that can access the Navy's relational database). The

pattern is also particularly simple, a single clause. Note that the variables printed as <x> and <y> are objects:

NAME: X
TYPE: :GEN
CONSTRAINT: VESSEL

NAME: Y
TYPE: :GEN
CONSTRAINT: READINESS-RATING

Because both are type :GEN, this service does not require input values for these variables The pattern will math

clauses only when the type of the first argument (matching <x>) is VESSEL, and the type of the second argument

(matching <y>) is READINESS-RATING.

The method field for services belonging to the :ERL server contains two pieco'- fir, i. je pattern mat was

matched; second, a code-like fragment that relates variables to fichm and specifies a table from which to draw those

fields.'

The scheme for indexing services establishes a pointer from the symbol

VESSEL-OVERALL-READINESS-OF to this service.

8.5 Execution

The execution phase takes an execution plan (i.e., a list of partial execution plans). and iterates through it
sequentially:

For each partial execution plan p

Combine the data from the streams in the wrapper of p
Call the execution function for the owner of p
Pass the output tuples (according to the dataflow links of p)
into the wrapper objects of partial plans further on

Return the output provided by the last partial execution plan

" 'n kot field i, ur.pec tied. therefore thi' 'er' k c i, aurjed t hd e unit c...t.

,a rn~phlil..l n' th- e .pe . , n ' i : he 7r i'rliCttt f t-Rl .,de. ,.,plrte , th J()lN.. NI I }("1 ,.
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I
The execution tic.on (or executor) for a server is a function taking the following arguments:3 1. A list of tuples representing input values,

2. A sequence of Janus variables identifying the tuple elements, and1 3. Code produced by the execution planner.

The execution function should return two values:3 1. A list of tuples representing output values, and

2. A sequence of Janus variables identifying the tuple-elements.I
I 8.6 An Example Backend

Since relational databases are typical services, we describe one here briefly. The previous generation of IRUS

made use of a set of rules to translate from MRL expressions to ERL (extended relational language) expressions

[181. Although IRUS-Il makes use of WVML rather than MRL, and although there is now an additional component

(the multiple-systems component) between the logical form and the underlying system. the IRL-to-ERL translation

rules (MRLRules) still serve much the same purpose as before: they relate domain-model concepts and roles to theg relations in the underlying database. As such, they are used essentially without modification in IRUS-I.

They do, however, serve an additional purpose. The multiple-systems component makes use of these rules in

order to generate its model of the capabilities of the underlying database. This process has been automated, and

consists primarily of creating a "service" for each rule that describes its input and output characteristics.

MRLRules are the mapping from the domain model concepts and roles to Extended Relational Language.

Each MRLRuIe provides the IRUS system with the infomaation it needs to translate one domain model object into
an SQL-based database access language.

The function that installs one of these rules is DEFMUSRule. It has two arguments. a form specifing the

domain model object you are providing the translation for. and the translation.
(DEFMUSRule (<dm node name> &rest args)

(BindToERL ((Argl attl ... ) (Arg2 ...I ...
<An ERL relation> ,

The <din node name> is a symbol that has a concept or role definition in the domain model. The number of

arguments provided will effect the ways that this rule can be applied during translation. There are generall-v 2

arguments. If there is onlh one. the rule can only be used to translate a single argument predicate. It there are 2 or

more arguments. the N-argument rule can be used to translate an N-at 3 predicate. an (N-I )-arv function with I

result. or an (N-1 )-arx. predicate. Binary. predicates and unary functions are the most common ca.,e.

i For example.

(DEFMtSRule tF(O a b)(BindToERL ,a looA b l'T, B l ooB 2)FooTableo

* 71



BBN Systemns and Technologies Corporation Report No. 7144

defines the translation for the domain model object named FOG. It enables the system to translate FOO as a binary

predicate as in (and (foo v I v2) ... ) or as a function of one argument as in (GT (Coo v I) v2) or as a unary predicate

as in (and (foo v I) ... ). The first enforces the restriction that the relation FOO exists between variables v I and Q2.

The second allows the system to generate more complicated predicates and expressions involving the FOO relation.

The third is a class restriction. It ensures that the FOO relation exists between v I and some other object. IRUS will

probably ouly use one form of expression for each domain model object but the MRLRules allow translations of any

of the three.

The example above says that when translating a predicate (foo v I v2), v I is represented in the database by the

field fooA in the table FooTable. and v2 is represented in the database by the fields fooB I and fooB2 in the table

FooTable. To enumerate the domain of the FOG predicate, you would project FooTable over fooA. To enumerate

the range of the FOG predicate, y ou would project FooTable over the set fooB 1 and fooB 2. This is all you need to

tell the system. IRUS then has all the information it needs to use expressions involving FOG in a translation.

In a Navy domain, the underlying system that extracts data from the 1DB (integrated database) is called :ERL.

For "List the ships", the following WMNL expression is produced by the front-end.

(BRING-ABOU~T
((INT~ENSION

(EXISTS ?JX1 LIST
(OBJECT.OF ?3X2. (IOTA ?JX2 (POWER VESSEL) T))))

TIM WORLD))

The normalized expression produced by the back-end is:

(AND (IN.CLASS ?JX1 LIST)
(IN.CLASS ?JX2 VESSEL)
(OB3ECT.OF ?JXI ?3X2)
(blEMBER ?JX1 ?JX3)
(IN.CLASS ?JtX3 (POWER EVENTT))
(RESPONSE ?.JX3))

After rewrite,, and pnintfunctions have applied, the output of the M1LS component is:

((RESPONSE ?JX7O)
(NAMOF ?JX2 ?JX7O)
(IN.CLASS ?JX2 VESSEL))

To answer the question -List the ships-. the NAM1EOF and IN.CLASS relations are combined and the result

is sent to the response generator. The translation rules used are:

(DEFMUSRule )NA\/fECFX
(BundToERL ((X IUID i Y SHIPNANIE i IlD.UiCHARi)

(DEFMUSRule (Vessel X)
(BindToERL ((X Io IlD.LCHAR

Note that UIN.CLASS X %\esseb is equivalent to \Ces\C[ X i

The tvwo ERL fragrnent, -,re joined and then optimrd. The resultin,, SOL statement is "Select IlTl).

SHIPNAME From [if) IUHAR. I he rtuuts are then made a%~ aflable to oihcf % tcni', hb placing then) in the

wxrapper tor the paili.il execution plan.
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I AppendixA

Installation Instructions

I
The IRUS-I system consists of two modules, called the Front End and the Back End. The Front End takes an

English sentence as input and returns a logical representation of that sentence in the World Model Language

(WML). The Front End contains the grammar, lexicon, interpretation rules, and domain model.

The Back End takes a W L as input and transforms it into one or more commands to underlying systems.

executes those commands, and combines the results from the Underlying Systems.

The various modules and systems that make up the Front and Back ends are changing as BBN's Natural

Language technology develops. The following section details a snapshot of the current IRUS-I1 system. The names

of these systems are subject to change. In order to install the FCCBMP version of IRUS-I, the procedure is to load

a distribution tape (using the Read Distribution command processor command) and then to do Load System for

each of the major systems included in the IRUS-II system, as outlined below.,I
i A.1 Systems Included in IRIS-Il

IRUS-I currently consists of the following major systems, each of which also may include component

subsystems:

9 The systems CLOS, BASIC-NEWKREME. CONDITIONS, NEWKREME, NEW-WINDOWS (which
includes basic-grapher and clustered-windows), and WINDOW-EDIT together provide the KREMEII
knowledge editing environment. on which the KNACQ acquisition system is based.

e The system IRUS-II (which includes isi-chsp,. isi-nki, clisp-record, and janus-tront-end represents the
core of the natural language parser with support code.

•JANUS-KNACQ, NIKL-COMPATABILITY. and KUI adjust the parser to work with the KNACQ
knowledge acquisition system, and load the domain model and dictionaries.

e The system EMBEDDED-GRAPHER provides for graphing parse trees.

*The system PARAPHRASER which includes niumble86, text-planner-core, parrot-core, and parrot-
navv-knacq adds the generation capabitilies

* MUS-FOL-JANUS (which includes basic-back-end and mus-fol-basic). ERL-MUS. and ERL-INTERP
make up the back-end components. which translate from the internal meaning representation to a
modified first order logic (FOL) and dire .l the computation in the muliple underlying systems NIUS)
to get the answer.

* The JANUSKA-I system (which includes irus-i) provides the frames and windows for this ' ) n of
the IRUS-II interlace.
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A.2 Installation Instructions

BBN distributes software in two formats:

" IDS files on FEP tapes

" Binaries and/or sources on Distribution Tapes

This section describes how to load software from each of these distribution formats.

A.2.1 Loading IDS Files From FEP Tape(s)

A world made of IDS files consists of one or more "layers". Each IDS file is a "layer" of core image. In order

to boot a world made from IDS files, you must first make sure all the required IDS files and the correct microcode

are on your machine, and that you have a correct boot file.

BBN cannot distribute Symbolics software, including operating system distribution !oadS and microcode files.

You must get them from Symbolics.

A.2.2 Do You Ita~e The Correct IDS Files?

The FEP maintains a database of IDS files. The following commands operate on that database:

" Clear IDS Files clears the database,

" Find IDS Files searches the FEP for IDS files, adding them to the database

* Show IDS Files displays the database

" Add IDS File adds an IDS file to the databse.

NOTE: These IDS commands allocate memory within the PEP as they run. This memory is never deallocated, so

the FEP runs out of memory on occasion. When this happens. xou have to reset the F'EP.

To look at your IDS files, use the command processor command Show Fep Directory :t)pe World. This will

display all the IDS files on the FEP. indented as to generation. (See the Symbobcs manual for interpretation of the

display.) In order to boot a world containing an IDS file. you need all the ancestis of that IDS file.

If you are missing ancestors, either you didn't read all the files from the FEP tapes BBN sent you. or you have

to get operating system or microcode files from Symbolics.
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S
k.2.3 Resetting the FEP

When the FEP runs out of memory, use the command Reset Fep. This will spin down the disks and clear the

FEP's memory. If the video image on ,our console loses sync (i.e. you can't read it and you get nothing but snov.

or moving bands of black), that means you have the wrong monitor type setting. There are two types of monitors. so

try resetting the monitor type uith the following commands:3 .*Set M M
*Set M P

One of these should work. After resetting the FEP and setting your monitor type, use the Hello command to

initialize the FEP and spin up the disk.

i A.2.4 Do You Hae The Correct Microcode?

3 The correct microcode file for a band has the correct version number for the band you are booting. and the

correct file name for the hardware configuration you are running on. To determine the correct file name. look at a

boot file on your machine that boots successfully. When you boot a world, the FEP prints a message containing the

loaded microcode versin number and the version number expected by the band being booted. NOTE. it is possiole

to load the right mictocode version number for the wrong hardware configuration. The world might successfully

boot and later die a mysterious death. For further information on microcodes, see the Symbolics Manuals.

3A.2.5 Reading FEP Tapes

The IRUS-II system requires a Symbohcs machine with Genera 7.2 already installed and with sufficient

blocks free in its FEP. The number o! blocks required for each sstn is wrntten on the tape containing that system

If your machine has no tape drive, you will hate to read the tape on another machine that does haxe one and then

transmit the bands to your machine. We vill us the terms destination machine and tape drive machine to refer to

these two machines.

The FEP Tape program is used to read FEP tapes Use the command Select Actiiity FFP-TAPE to select

the FEP Tape program.

i Once the FEP-Tape screen appears. you are ready to read the tape. If the destination machine and the tape

dnxe machine are the same (the mahine you are currently using has a tape dine). then you just need to execute the

tollox, mg command:

Read Tape :Full Length Tapes Yes

It the destinanon machine and the tape drive na..hine are ditterent. then execute the follo, iL command

Read Tape : Full Length Tapes Yes :Host tapt, host ma< June

For each tile on the tape. the Read Tape ,.onmwamd prompts % ith the name of the file. allo, ig you to specitx

either %here to put the tile or to skip reading the tile. Just use the deiauli name that you are presented wkith

£ -5



BBN Svstems and Technologies Corporation Report No. 7144

For more information on the Read Tape command for the FEP-Tape tacilt% see the Site Operations Ivol 0)

manual of the Symbolics dlocumention set.

A.2.6 Editing The Bowt Files

Now you must create a file irnis-iboot. Boot files have machine specif information in them. including the

hardware configuration (in the name Jf the microcode file) and the network address of the machine. Boot files

copied from another machine must be edited before use' Whenever you do this. you'll at least have to change the

networi- address, and perhaps the mic-rocode file, if it's a different machine configuration.

A.2.7 Booting the 13BN . T SYstem

Type the foliovingz to the FEP:

Boot irus-ii.b'ot

Because the band is beine booted at a site 3ther than Lhe site at which it was built, the machine will ask nou if

the sie is stil BBN. Answer NO and the machine will name itself DIS-LOCAL-HOST.

If the machine has identity problems (thinks it ik still at BBN, the simplest way to deal with diem is to unfolug.

the ethernet before booting. See your local system wizard it y ou want a more elegatit solution

If you want your machine to regain its correct identity. ,,ou c~n use the Set Site command to tell it that it is at

x'our Site. instead of -.t BoiN. You need to know the chaos address, of ',our name'pace scrve- machine. See the

Symnbolics dlocumentation about this command

In dorI case,,, ou nia% recerc a tap, %kili 'ienionstnition tiles ir other ind!'vidual file, on it. These an:

u ,uadll -ent on a tatpe ti mat a lL:' i C( r\ 1 O'

[o load u am r-tape., n~e tha, )oIInnd

(tape car-y-load)

'You -,ll have to J)(4 ,c a plt, (1 on )Ur [It on t 11! k 'IT I t111_' hlatde2I trn ., ,.trr-% -tapek
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I
A.4 Transferring FEP Files Onto Other Machines

If you want to have the IRUS-II softk are on more than one machine, you can use the Copy Vorld command

processor command to copy the FE? wtid uiv other machines. Yuu can al,. -...,c .,J.iJ dltt,

si:receiv c-band functions.

I For instance, if you want to transfer FEP tile from the mactune you are currently logged into to another

machine, you can evaluate the following:

9(si transmit-band "fepO: >file-name. load" destination-machine)

After you copy the FEP files, you need to make sure your destination machine has an irus-ii.boot file.

3 A.5 Loading a Distribittion Tape

To load a distribution tape, use the Read Distribution command processor command. When loading

distribution tapes, it is not necessary that the target machine have a tape drive. The load-distribution-tape command

I asks what machine thu distribution tape is in. wnd reads the tape across the network.

Once the files have been loaded onto the destination machine, use the Load System command. The correut5 form of Load System will be listed on the tape label.

II
I
I
!
i
I
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