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Summary

The utility of a spectrally segmented photodiode array spectrometer was examined by using

inductively coupled plasma atomic emission spectrometry (ICP-AES). The spectrometer used in

this study is capable of high resolution (reciprocal linear dispersion of approximately 0.08 nm/mm

at 300 nm) over a wide spectral range (190-415 nm). The effect of using spectral-peak areas

instead of peak heights as a signal definition was determined by using the emission signals from 10

molybdenum lines obtained at various photodiode-array integration periods. In addition, a

procedure to determine detection limits using such a spectrometer is proposed. It was found that a

signal definition involving a summation over a range of 5 pixels offered the best signal-to-noise

ratio when the noise was defined as the standard deviation of the residual values from the line fit to

the sideband background level. A detection limit of 6 ng/ml was determined in this way for

molybdenum. Tlhe multichannel capability of the spectrometer was found to permit continuous

background correction, thereby reducing errors caused by low-frequency noise or plasma drift.

Detector linearity was found to extend over three orders of magnitude with a single integration

period. However, by utilizing different integration periods, the linear range of the detector could

be extendedito at-least-four orders of magnitude. The precision (RSD) of the spectrometer for a

molybdenum concentration of 0.5 pg/ml was found to be about 3-4% for moiybdenum peaks

where the background emission was relatively low.- --------------
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INTRODUCTION

Multichannel detectors such as vidicon tubes, linear photodiode arrays, and charge-transfer

devices have been evaluated as detection systems for inductively coupled plasma atomic emission

spectrometry (ICP-AES) [1-41. Compared to photomultiplier-tube (PMT)-based detection

systems, solid-state multichannel detectors are generally considered to be less sensitive to

ultraviolet light and to suffer from either poor spectral resolution or limited spectral range.

However, with the rapid development of solid-state technologies, the sensitivity of linear

photodiode arrays has improved dramatically. Recently, a spectraly segmented photodiode-array

spectrometer (Plasmarray®, LECO® Corporation) has been made commercially available for ICP-

AES [5-7]. The unique optical arrangement of the spectrometer enables the simultaneous

measurement of a number of emission lines over a wide spectral range (190-415 nm) while

maintaining a high degree of spectral resolution. The spectrometer is easily reconfigured for the

examination of different sets of spectral lines. As such, it is in essence a field-reprogrammable

direct-reading spectrometer [5-7]. In the present study, several different definitions of noise and

signal were examined, in order to establish realistic detection limits for the spectrometer. A total of

ten molybdenum lines were measured. Because of the number and variety of molybdenum spectral

lines that were investigated, the findings of this study can be extended to any spectral line when

due consideration has been given to the definition of both the signal and the noise.



II IL

EXPERIMENTAL

Instrumentation

The linear-photodiode-array spectrometer used in this study has been discussed thoroughly

in earlier papers [5-7] and will be described only briefly here. The optical system is shown

schematically in Figure 1. The unique combination of wide spectral range and high resolution

offered by this arrangement is derived from the combined use of three optical elements: a

predispersion grating, an optical mask, and an Echelle grating. The source (an ICP was used in

this study) is imaged by lens 1 onto a low-resolution (590 groves/mm) predispersion grating. The

resulting dispersed light falls upon a demountable mask which has slots cut in it at positions

corresponding to the elemental spectral lines of interest. The masks are designed and fabricated for

specific sets of analytical lines and are readily interchanged. Light which is passed by slots in the

optical mask is recollimated by mirror 1, "un-dispersed" by grating 2 and is incident upon an

Echelle grating (31.6 grooves/mm, 63.50 blaze angle) for final dispersion onto the photodiode

array. The lack of a cross-dispersing element results in a spectrum at the photodiode array which

represents the union of many orders from the Echelle grating. Accordingly, the spectral display is

unconventional but elemental lines can be identified either by empirical calibration or computer

modeling [5-7].

The mask used in this study was cut specifically for eleven molybdenum spectral lines and

contained eleven slots. Table I relates the labeled spectral peak numbers in Figure 2d with the type

of emission (i.e. ionic or atomic), the actual peak wavelengths, the grating order in which the

dispersed spectral line falls, and the reciprocal linear dispersion at the location of incidence on the

photodiode array. Figure 2 shows a series of spectra obtained with this mask. Spectrum a is a

typical dark signal ",om the photodiode array. Spectrum b is a blank signal obtained from the

onitinul(us nebuli1/atiori uf V.'a'cr into an inductively coupled plasma. '1 he dark signal shown in

spectrum a has been subtracted from the signal obtained during the blank. Spcr-urn c is a dark-



subtracted spectrum showing the signal obtained from a 5 pg/ml solution of molybdenum.

Spectrum d is the signal obtained by subtracting spectrum b from spectrum c.

The energy distribution of light incident upon the photodiode array in our prototype system

is shown in Figure 3. The spectrum was obtained by removing the mask from the spectrometer.

Although an ICP was used as the source in Figure 3, the complexity of the spectrum observed at

the photodiode array without the mask in place produces a signal at the detector similar to that of a

continuum. The attenuation of incident energy at higher pixel values is a result of slight differences

between our Echelle grating and the one used in the original instrument designi [5-7]. More recent

. spectrometer versions exhibit a latter energy-response curve [8]. Becau'se of the response of our

present instrument (cf. Figure 3), only those lines incident upon the photodiode array at pixel I /

values less than 600 were used in this study.

Operating parameters

The observation height in the ICP was fixed at 20 mm above the load coil, on the basis of

visual observation the emission from a 1000 tg/ml solution of Yttrium. Signal-to-noise ratios

for the analytical lines of molybdenum were optimized by changing independently the plasma input

power and the carrier-gas flow rate. The emission spectra obtained under optimal conditions for

a) atomic emission and b) ionic emission are shown in Figure 4. The optimal conditions for atomic

emission were an ICP power of 1.1 kW and a carrier (central) gas flow rate of i.0 1/min.

Throughout this study, the ICP was operated at conditions optimized for ionic emission, listed in

Table II.

Experimental procedure

Because of the unconventional spectral presentation at the photodiode array, it is essential

to defne carefully both signal and noise in order to assign realistic detection limits for the

spectrometer. Three different methods of determining noise were evaLuated. First, a conventional

approach was taken in which noisc was deiind is the stamdard dcviation of ten independent



measurements on a blank solution at the spectral location of interest. Ior this definition of noise,

the effect of integrating the signal over different numbers of pixels was examined. Thus, each

spectral line was examined for signal definitions covering a range from I to 13 pixels, centered at

the peak of the line (i.e. peak -t pixels, peak ±1 pixel, peak ±2 pixels,...,peak ±6 pixels). This

procedure is illustrated in Figures 5a and 5b, which show signal and background definitions

covering a five-pixel range. For each of these definitions, four different PDA integration times

were examined: 10, 30, 50, and 100 seconds. For the definition of S and N, the detection limit,

DL, for analyte x was defined in the conventional manner:

DL = 3(/S)[x] (1)

where a is the standard deviation of the 10 blank solutions, and S is the average signal magnitude

of 10 sample injections having an analyte concentration [x]. In addition to providing information

regarding detection limits, these data helped evaluate the precision of the technique. For this latter

portion of the study, a concentration of 0.5 tggml of molybdenum was used.

A second definition of noise involved utilizing the multichannel capability of the

spectrometer to monitor simultaneously the signal and the surrounding background. By using this

method (see Fig. 5c), selected regions on each side of a spectral line could be defined as the

background. During data processing, a best-fit line was established for these background regions.

This best-fit line represents the average baseline above which the actual signal was determined.

The noise was then defined as the standard deviation of the residuals between the best-fit line and

the values at individual pixels. The signal was defined as the difference between the best-fit line

and the actual data value of a particular pixel. Once again, the effect of using different pixel

ranges, from I to 13 pixels, as an integrated signal value was examined.

The software required for data processing was supplied with the spectrometer. Solutions

of 0.01, 0.05. 0. 1, 0.5, 1, 5, 10, 50, and 100 [tpagI; ' o1" mol vhdCnttu were used to obtain datia for

detection limits, linearity, ;rid dv'nanic r+,ne c. I )c..,. T1 li :,ts -ilctilatd on t1eC batsis of the



sideband-noise definition represent the average of those obtained from solutions having a

molybdenum concentration within one to two orders of magnitude of the determined detection

limit.

The third method for defining noise was more empirical but practical in nature and was

used as a standard against which the other definitions could be evaluated. This method (see Fig.

5d) involved determining a peak-to-peak value for the noise surrounding each spectral line.

Noise(peakpeak ) = 5o (2)

The noise was evaluated at signal levels which were within approximately one order of magnitude

of the detection limit. The standard definition of the detection limit (Eqn. 1) was then used to

ascertain a detection-limit value. In essence, these empirical detection limits indicate where a signal

peak begins to disappear into the baseline noise and serve as a convenient de facto standard.

Reagents

A 1000 tg/ml standard stock solution of molybdenum (Aldrich Chemical Company, Inc.)

was used for preparation of the molybdenum dilutions used in this study. The standard solution

was prepared by dissolving (NH 4 )6 Mo 70 24 in water. The standard solution was appropriately

diluted with distilled and deionized water and stored in precleaned polypropylene containers

(Nalgene).



RESULTS

Detection limits

In the foregoing discussion, the signal was defined as a peak area, A, while the noise was

taken simply as the standard deviation of the residuals of the sideband pixels, Y. However, if the

background noise is random, i.e. normally distributed, the standard deviation of the sum of n

pixels should be onli2; that is, because the noise on individual pixels is random, it adds

quadratically. Accordingly, if the peak signal area is obtained as a summation of n pixels, the

proper sideband noise to employ in assigning a detection limit is (n 1/2. Therefore,

DL(sidc) = [Mo](3G/A)(n) 1/2  (3)

where [Mo] is the concentration of molybdenum resulting in the defined signal peak area A.

The consistency in detection limits that are based upon sideband noise (see Tables III and

IV) for peak areas including 3-13 pixels is an indication of the general applicability of this sideband

definition of the detection limit. In every case, the use of a single pixel for the determinaticn of the

sideband detection limit results in a value significantly different from the value obtained using 3-13

pixels.

The detection limits obtained for peaks 1-4 and peaks 5-10 (see peak designations in Table

I) are listed in Tables III and IV, respectively. Figures 6 and 7 show examples of the signals at

different integration periods for peaks 1- 4 and for peaks 5-10. No empirical detection limits are

given in Table IV for those peaks (i.e. peaks 5, 6, 8, and 9) which were surrounded by interfering

spectral lines, since the empirical detection limit obtained in such a situation would be

unrealistically high.

The results compiled in Tables III and IV show that detection limits based upon the

normalizcd sideband noise a1-C more consistent wilh eCmpJiical valucs than a11 those I'baose.,Cd upon the

Iickroti uul F~i;c, I-or cxatmplc. (holc,'eti iihi l );1-Kch 1d 1IP('1 h ekeotlMlld r ,b h t-nd !to i VIr- - :ae v



the number of pixels used in the peak definition is raised. Additionally, for peaks 1, 7 and 10, -is

the integration time is increased from 10 to 100 seconds, the background-based detection limit

increases whereas the empirical detection limit is lowered (as would be anticipated). Significantly,

peaks 1, 7, and 10 all appear at positions on the photodiode array that is dominated by strong

background emission (see Fig. 2c). The consistency of detection limits obtained using the

sideband definition of noise, where the background emission is high, indicates the importance of

the multiplex advantage in the photodiode-array spectrometer.

As would be expected, background-based -nd sideband detection limits for peaks 1, 2, 3,

4, 7, and 10 improve as the integration time is raised from 10 to 100 seconds. However,

significant improvements in the empirical detection limit are not observed as the integration time is

increased from 50 to 100 seconds. Generally, where background emission is very low (i.e. peaks

2-4) significant gains in signal-to-noise ratio can be obtained by the use of integration times as long

as 100 seconds.

Consistently, the best values for sideband-based detection limits are derived for peak

integrals obtained from five pixels. Because of the number, spectral range, and the variety (ionic

and atomic) of peaks used in this study, we feel that this conclusion can be generalized to include

peaks from other elements, even under circumstances where the signal is in a region dominated by

background emission.

Linearity and dynamic range

Table V shows the results obtained for linearity and dynamic range for peaks 2, 3, and 4.

Similar results were obtained for peaks 1 and 5-10. The fact that the slope values reported for the

100-second integration period differ from the slope values reported for the 10-second integration

period by a factor other than 10 indicates that the instrument response is slightly different for these

two integration periods. The linear dynamic range of a single integration time is approximately

three orders of magnitude. If integration periods of I0 and 100 seconds are used, the dvnam1ic



range of the instrument covers an additional order of magnitude. I lowever, accuracy is bcst whcn

the instrument is calibrated individually for each integration period.

Precision

Table VI shows the precision of the instrument reported for all 10 peaks at a molybdenum

concentration of 0.5 pIg/ml. The values were obtained with a 50-second integration time and are

based upon a peak definition of 5 pixels. Sideband baseline correction was used. The data were

collected over a period of 1.5 hours. The reported precision for peaks 2, 3, and 4 (3-4 %) is

significantly better than that for peaks I and 5 (8%) and for peaks 6-10 (14-20%). The

deterioration in precision for peak I and for peaks 5-10 can be attributed to the complex

background emission observed in these regions of the photodiode array (see Figures 2 and 6). The

lower precision observed for peaks located on the photodiode array at channels above 500 (peaks

6-10) arises because our prototype spectrometer is significantly less sensitive foi emission signals

occurring in this region (see Figure 3).



DISCUSSION

The ability of a multichannel spectrometer to monitor simultaneously both the signal and the

sideband background offers the capability to correct for low-frequency fluctuations in background

emission. In this sense, such a spectrometer offers a distinct advantage over single-channel

photomultiplier-based systems.

When detection limits are d,.iermined with a multichannel spectrometer, the best definition

of noise involves measuring the pixel-to-pixel fluctuations in background on each side of the

spectral line. The signal definition which empirically provides the highest signal-to-noise ratio is

derived from integrating a range of five pixels centered at the spectral peak. If such a peak area is

employed, the noise must be normalized a factor of (n) 1/2, where n is the number of pixels (five,

here) in the peak-area definition. This definition of noise results in detection limits which are

similar to those obtained by empirical methods.

The linearity of the spectrometer extends over three orders of magnitude for a single

integration period of 100 seconds. Linearity can be extended to at least four orders of maanitude

by using additional integration times. However, when multiple integration periods are employed,

each period must be calibrated independently.

Attainable precision is dependent upon the level of background emission; in instances

where background emission is relatively low, a precision of about 3-4% can be expected for an

integration period of 50 seconds (0.5 gt/ml Mo).



ACKNOWLEI; NI ENTS

Financial support by LECO Corporation, the National Science Foundation through grant

CHE 87-22639, and by tile Office of Naval Research is gratefully acknowledged. One of the

authors (N.F.) wishes to thank the Science and Technology Foundation of Shimadzu for the grant

of a travel fellowship. The authors are grateful to Dr. Scott W. McGeorge for his assistance in the

preparation of software used in this study.

Ii



R EFFE R I, N C E S

1.) N.G. Howell and G.11. Morrison, Anal. Chemn. 1977, 49, 106.

2.) Y. Talmi, Appl. Spectrosc. 1982, 36, 1.

3.) P.M. Epperson, J.V. Sweedler, R.B. Bilhom, G.R. Sims, and M.B. Denton, Anal. Chem.
1988, 60, 327A.

4.) Y. Talmi and R.W. Simpson, Appl. Opt. 1980, 19, 1401.

5.) S.W. McGeorge, Spectroscopy 1987, 2(4), 106.

6.) G.M. Levy, A. Quaglia, R.E. Lazure, and S.W. McGeorge, Spectrochim. Acta 1987, 42B,
106.

7.) V. Karanossios and G. Horlick, Appl. Spectrosc. 1986, 40, 106.

8.) S.W. McGcorge, personal communication 1988.

i i i n ul li I i i iI



Table I. Peak specifications for peaks 1-10 (see Figure 2).

Peaka Spectral Wavelength Echelle Dispersion Resolutionb
Number Line f(nm) Order (pm/mm) (pm)

1 Mo 1 386.411 147 106.7 8.6
2 Moll 287.151 198 79.2 8.8
3 Mo 1I 281.615 202 77.6 9.0
4 Mo I 277.540 205 76.5 8.1
5 Mo ll 284.823 200 78.4 8.4
6 Mo 1 379.825 150 104.5 10.0
7 Mo I 390.296 146 107.4 9.4
8 Mo II 263.876 216 72.6 7.6
9 Mo II 292.339 195 80.4 9.1
10 Mo 1 313.259 182 86.2 9.7

a) Peaks refer to designations on spectrum in Figure 2d.
b) Calculated as full width at half maximum



Table II. Instrumental Parameters Optimized for Mo II Emission

Plasma forward power: 1.9 kW

Gas flow rates
Outer 16.0 I/min
Intermediate: 0.5 I/min
Inner (carrier): 0.9 1/min

Sample delivery rate: 1.6 ml/min

Observation height: 20 mm above the load coil

Magnification of ICP image: I

Prepolychromator
Entrance slit width: 25 mm
Entrance slit height: 5 mm

Photodiode array detector (1024 channels)

Temperature: -4 0
° C
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Table VI. Precision for a signal definition of 5 pixels.

Wavelength Precision
Peak Number (nm) (%R.S.D.)

1 386.411 7.77
2 287.151 3.98
3 281.615 2.73
4 277.540 3.75
5 284.823 7.59
6 379.825 16.96
7 390.296 14.34
8 263.876 15.22
9 292.339 14.02
10 313.259 19.61



FIGURE CAPTIONS

Figure 1 Schematic diagram of the Plasmarray spectrometer.

Figure 2 Spectra obtained from the photodiode array; 10-second integration, verical
scales are identical in all spectra. Mo peaks identified in Table I.

a) dark current
b) dark-current-subtracted blank spectrum
c) dark-current-subtracted sample spectrum from 5 .ig/ml molybdenum

solution
d) blank-subtracted Mo spectrum (spectrum c - spectrum b)

Figure 3 Relative efficiency of the prototype spectrometer used in the present study.
This spectrum was obtained by removing the optical mask from the
spectrometer and by monitoring ICP background emission.

Figure 4 Spectra obtained under optimized operating conditions for a) atomic
emission and b) ionic emission. Optimized conditions for atomic emission:
plasma forward power, 1.1 kW; sample delivery rate, 1.0 ml/min. All
other parameters were the same as the optimized conditions for ionic
emission, listed in Table II. Spectral lines are identified in Table I; pcaks I,
6, and 10 arise from the neutral atom while all other inumbered peaks
correspond to Mo ion lines.

Figure 5 Signal definitions for:
a) Dark-subtracted blank trace illustrating the procedure for obtaining

noise for the background-based detection limit. The noise was
defined as the standard deviation of the peak areas obtained for 10
blank determinations. The number of pixels integrated for the
total signal was varied.

b) Blank-subtracted peak illustrating the procedure for defining the
signal for the background-based detection limit. A best-fit line was
obtained from selected regions in the sideband background. The
signal was defined as the summation of the difference values
between the signal and the best-fit line. The number of pixels
integrated for the total signal was varied.

c) Blank-subtracted peak illustrating the procedure for defining the
signal and noise for the sideband-based detection limit. The noise
was defined as the standard deviation of the pixel values in the
defined sideband regions. The signal was defined in the same
manner as in b.

d) Blank-subtracted peak illustrating the procedure for defining the
signal and noise for the empirically-based detection limit. The peak-
to-peak pixel values of the surrounding sideband regions was
defined as being equal to 5y. The signal was defined as a peak
height above a best-fit line which was obtained from the
surrounding sideband regions.

Figure 6 Spectra obtained for peaks 1-4 using signal-integration periods of a) 10
seconds, h) 30 seconds, c) 50 seconds and d1) 100 seconds. The
11olyhdenum concentration was 100 ne/mil.



Figure 7 Spectra obtained for peaks 5-10 using signal integration periods of a) 10
seconds, b) 30 seconds, c) 50 seconds and d) 100 seconds. The
molybdenum concentration was 500 ngfml.
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