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Section 1

Introduction

1.1 Background

This report presents the results of the Reaction Control System/Linear Discrete Ac-
tuator investigation sponsored by the Air Force Astronautics Laboratory. A predecessor
program was initiated in June 1982 with the objective of demonstrating the use of on-off
thrusters for the control of large space structures in a ground-based experiment. The
major objectives of this program as originally proposed were achieved. The project vali-
dated an on-off control law developed by Professor W.E. Vander Velde of M.I.T. and, in
addition, a second control law developed by Dr. Michael Floyd during the course of his
Ph. D thesis research. An integral part of the project involved the development of an
experimental test facility which could support the testing of such control laws and which
could be further developed in an evolutionary manner to support future experimental
projects in large space structure control.

Simulations developed by Floyd as part of his research demonstrated the benefit of
the simultaneous use of nonlinear (on-off) thrusters and linear (proportional) actuators.
Two types of conceptual actuator were simulated. One device was placed at each
extremity of the flexible structure, while another simulated torque control of the central
hub. In practice, the first device could be realized by a proof-mass actuator (PMA), and
the second by a momentum exchange device such as a control moment gyro (CMG).
The linear devices dramatically improved the character of the simulated slew response
of the structure. The program reported herein derived directly from this observation.
The objective of the present program was to verify experimentally the benefits of the
simultaneous use of on-off thrusters and linear discrete actuators.

The high force capabilities of thrusters makes them ideal to effect rapid slewing
maneuvers. However, for many missions the control system is required to accomplish
fine pointing and target tracking. On-off thrusters are not suited to this task especially
when flexible mode frequencies are close to or overlap the controller bandwidth. In this
situation the use of linear actuators is essential.
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Figure 1-1. Modal frequency distribution of structural control prob-
lems vs. controller frequency response.

During the course of this investigation, a control system was conceptualized which
uses both on-off thrusters and linear actuators. The intent was to use the thrusters
primarily for slew maneuvers, for coarse vibration control, and for despinning momentum
exchange devices. The linear devices would be used for fine pointing and tracking, and
terminal vibration control. The use of thrusters to effect the rapid slew maneuvers
must take account of the flexible modes so that residual vibrational energy is minimized.
Therefore, the objective during the maneuver is satisfaction of the terminal error criterion
while minimizing the vibration level at the end of the maneuver.

Until recently, the control system designer did not need to address the explicit
control of a flexible structure. In aircraft flight control systems, for example, the control
system bandwidth was usually well below the frequency of the first structural mode. It
was possible to treat a small aircraft as a rigid body. For large flexible aircraft, one
could implicitly control (through attenuation) the structural response using structural
notch filters. These approaches were viable because of the frequency range of aircraft
vibrational modes (see Figure 1-1). Because of the physical nature of large space
structures (LSS), the frequencies associated with the first few vibrational modes are
quite low. Given significant performance requirements for LSS slewing maneuvers, or
fine pointing, these low frequency modes will necessarily fall within the control system
bandwidth as is shown in Figure 1-1. One could, of course, reduce the control system
bandwidth even further, or perhaps stiffen the structure thus permitting the classical
methods of design. For example, this approach was chosen for the space shuttle remote
manipulator system. However, a large penalty may result in overall system weight and
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achievable performance levels. Consequently, active control of vibrational modes has
become a new requirement, and has spawned new problems.

In order to control system vibrations, the flexible modes must be included in the

model of the system dynamics, requiring accurate system identification. The task of
predicting mode shapes and frequencies for LSS presents substantial problems. Ground
based testing or simulation cannot truly determine the characteristics of a system when
in the space environment. In some cases, the structure will be assembled in orbit, and
computer modelling will be the only option for initial system identification. State-of-
the-art modelling techniques still result in significant errors and this difficulty in properly
characterizing a structure has led to a requirement for highly "robust" compensators.
In this case, the compensator must maintain adequate system performance for a range
of potential parameter variations.

Additionally, there is another form of modelling error that specifically relates to the
LSS control problem- "spillover" from high-order unmodelled modes. The common
approach for modelling flexible structures involves approximating the true modeshape as
an infinite sum of sinusoidal modes. For computational reasons (i.e. numerical stability,
accuracy, and cost), one generally truncates the model to a more manageable size.
The eliminated higher order modes can destabilize the control system by contaminating
the sensor measurements with high frequency signals. The "spillover" problem is only
compounded by the need for lower order compensators.

To achieve high levels of performance, high sample rates are required for the com-
pensators. To achieve these rates within the computational requirements of a particular
processor, compensators of lower order than that of the plant model must be imple-
mented. When these "reduced-order" compensators are designed, the most common
methods use further model truncation to achieve the proper compensator order. With
this additional truncation, the spillover problem becomes potentially more significant.

Consequently, major issues relevant to the control of flexible space structures are
robustness with respect to both parameter modelling errors and truncation of higher
order modes. These two issues form appropriate criteria for evaluating compensator

design strategies.

1.2 The Ground-Based Structural Control Experiment

In order to evaluate the performance capabilities of various control strategies and
generally to discover the practical difficulties of implementing slew controllers and vi-
bration suppression devices, the Air Force Astronautics Laboratory (AFAL) funded the

development of a ground-based experimental testbed. While the test apparatus is not
a scaled model of any particular spacecraft, it was designed to mimic the following
characteristics of a typical flexible space structure:
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(1) First flexible mode frequency of I Hz. or less;

(2) Very low damping, with time constants on the order of 100 seconds; and

(3) Clearly visible deflections

T-he system consists of four cantilevered aluminum beams, mounted radially about .a
central hub. The structure is shown in Figure 1-2. This central hub is mounted on an
.air-beaing table, enabling the structure to rotate about its vertical axis. Consequently,
there ae minimal gravity effects in the single rigid body slewing mode. Various actuators
can be -mounted on the four arm tips, while the dynamic characteristics are maintained
*y varying the -tip masses. Measurements are provided by accelerometers at each of the
*ps, and a central hub angle resolver.

AI.3 The Predecessor Program

The initial research performed by Floyd on the AFAL experiment investigated the
*pplication of on-off thrusters to achieve rapid slew maneuvers of the structure Ill.
,ln order to produce rapid slew rates, large control moments are needed. Thrusters
;located at the tips of the flexible arms provide these required torques, However, the
use of discrete on-off, unthrottleable actuation devices introduces wide-band vibrational
enevgy into the system. As the large angle slew requirement is associated with the
oequirement -for precise fine-pointing, residual structural vibrations are quite detrimental
tto mission performance. Thus, the unthrottleable thrusters are not well suited to the
fine-pointing task. There is a significant chance of limit cycling at the end of the
maneuver and the required deadband puts a limit on the pointing capabilities of the
!system.

As a consequence of Floyd's research, the addition of linear actuators to the AFAL
,structure was proposed. Preliminary simulations using Floyd's control strategy to drive
ilinear actuators as well as the thrusters showed a significant potential for performance
,improvement I1]. When employed primarily during the terminal phase of a slewiqg
maneuver, the linear actuators greatly increased the rate at which vibrational energy
was Femoved from the system.

A final and important observation from the first experimental program was that the
friction of the air-bearing table used in that experiment prevented -total verification of
the controllers.

1.4 The Present Program

The objectives of the present program, reported herein, were as follows:
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Develop control algorithms for using linear actuators (viz., proof-mass actuators
and a simulated CMG hub torquer) for the simultaneous control of structural
vibration, and fine pointing/tracking;

* Combine the linear discrete actuators with the on-off thrusters to achieve the
integrated control of large-angle slewing maneuvers, fine pointing/tracking, and
structural vibration;

* Verify the controller designs using a ground-based experimental facility; and

* Work with AFAL to make the CSDL/AFAL experimental facility both visible and
accessible to the outside technical community for evaluating alternative controller
designs in the future.

The report describes the approach taken and techniques developed to satisfy these
objectives, with one exception, over the course of the investigation. The exception
concerns the last objective noted above. At a late stage in the program AFAL de-
cided to establish an experimental facility for space structures and controls research and
development at Edwards AFB, California. This decision rendered the Draper facility
superfluous. The Air Force has already developed plans and a conceptual design for the
facility (to be called the ASTREX Laboratory). The intended use of the facility is to
permit experimenters from the aerospace community and universities to demonstrate
advanced control strategies on realistic spacecraft models.

1.4.1 Modifications to the Experimental Facility

As a consequence of the experience and results obtained from the predecessor pro-
gram, and the objectives of the new program, it was decide to modify the experimental
facility. The following changes were made to the facility:

9 New Air-Bearing Table (Contraves/Goertz Model 51D) with specified changes to
reduce table friction.

* Control Computer Upgrade (MicroVAX II) to increase computational capacity and
provide a real-time operating system kernel (VAXELN).

e New I/O interface to the experiment to accommodate the larger number of sensors
and actuators

* Relocation of the facility at CSDL, Inc. to facilitate access by outside researchers
at the end of the program.
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1.4.2 Modifications to the Experiment

In addition to facility modifications, changes were also made to the experiment
structure and instrumentation. Briefly, these were as follows:

* New cold-gas supply hoses to reduce mass, damping and non-linear effects.

e Improved signal-to-noise ratio for the sensors by adjustment of the accelerometer
dynamic range, and improved shielding of cables.

* Design and installation of proof-mass actuators for vibration control.

* Addition of the hub torquer to simulate, for example, a control moment gyro on
a full-scale flexible spacecraft.

1.5 Organization of the Report

The reader is reminded that, generally, the nature of an experimental investigation
of this type is evolutionary. Consequently, work performed in early phases may have
a significant impact on the content and direction of later phases. The investigation
reported herein was no exception to this general observation.

Approximately the first half of the report (Section 2 through Section 9) describes the
work performed in the first fourteen months of the project. It was previously published
as a Draper Laboratory interim report 121. The work focused on the development of
design tools for the implementation of linear control laws, and modifications to the
experiment structure and computer to incorporate the linear actuators.

Section 5 through Section 8 describe the development of a proof-mass actuator
control law based upon a theory for robust controller design called Optimal Projec-
tion/Maximum Entropy developed originally by Hyland and Bernstein 161. This work
was performed in the first half of the program concurrently with the design of new
proof-mass actuators. The actual characteristics of the PMAs, as built, proved to be
highly nonlinear. Consequently, an alternative strategy for control law development for
these actuators was ultimately decided upon.

Section 9 presents the updated, more accurate dynamic model derived using NAS-
TRAN. This model of the AFAL experiment structure was used for all subsequent control
system analysis and design.

Section 10 discusses the computer hardware and software modifications required to
replace the Labtech I/O interface and use the MicroVax II for all real-time control tasks.

The predecessor program developed a nonlinear controller for the on-off thrusters [1.
Section 11 discusses the modifications required to the control law to permit effective use
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of the thrusters on the modified experiment structure which utilizes a very low friction
air-bearing table.

The integration of the linear actuators into the overall experiment control strategy is
discussed in Section 12. Potential interactions between the decentralized controllers are
noted and addressed and the switching logic for transition from RCS to linear actuator
control is descri:ed.

Section 13 provides an analysis of the dynamics of proof-mass actuators and devel-
ops an effective control law for vibration damping on the experiment structure. The
new PMA control law was formulated to address the extensive nonlinearities which
characterized the PMAs.

In Section 14, controller analysis and design for the hub torquer is described. An
initial proportional-integral-derivative feedback design was developed which included a
structural notch filter. However, the controller was found to be too sensitive to modelling
errors. Subsequently, a more robust model-based compensator was developed using the
Linear Quadratic Gaussian/Loop Transfer Recovery methodology. This controller phase
stabilized the flexible structure modes.

Section 15 describes the major software applications and routines developed during
the study to test and implement control laws for the thrusters and linear actuators.

Section 16 presents the experimental data from all test runs. Slew maneuver tests
using the thrusters alone, and in conjunction with the PMAs and the hub torquer, are
described.

Finally, Section 17 presents conclusions arising from the study.

1.6 Summary of Results and Conclusions

The experimental program verified the ability to perform fast, large angle slews on
a simulated flexible space structure, and to successfully integrate additional discrete,
nominally linear actuators with the reaction control system. The linear actuators im-
proved significantly the fine pointing/tracking and vibration suppression capability of
the controller.

The predecessor program was never able to fully demonstrate the suitability of the
RCS single-step optimal control law for slewing and fine-pointing of the AFAL experi-
ment structure [1l. Because of the high friction present in the first air-bearing table, the
previous experiment was quite benign and did not accurately represent a lightly damped
flexible space structure. While good slewing performance was demonstrated, the ex-
periment limitations precluded an accurate indication of the performance capabilities or
shortfalls of this type of thruster control.

The present program, utilizing a new low-friction air-bearing table, demonstrated
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more convincingly the limited capability of an RCS to remove vibrational energy imparted
to a structure during a high rate slew maneuver. More accurate system modelling
and RCS thruster firing constraints improved performance significantly; however, the
basic limitations of the unthrottleable nonlinear actuators remained and were readily
demonstrated.

The addition of nominally linear actuators to the system improved remarkably the
performance of the slew maneuver and terminal phase fine pointing/tracking. The
proof-mass actuators mounted at each beam tip increased the system damping by a
factor of fifteen over the uncontrolled damping. While the PMAs have essentially no
capability to effect hub pointing, the high structural damping they provide prevented the
large overshoot and limit cycling previously evidenced by the RCS thrusters. Because the
PMAs are only effective for vibration damping, the system pointing performance is still
limited by the deadband required for thruster control. The addition of the PMAs allowed
reduction of the deadband from ±0.5 degrees to ±0.25 degrees, yet this limitation on
absolute pointing still remained.

The hub torque actuator complements the other controls by eliminating the dead-
band during the terminal phase of the maneuver. By assuming the fine pointing control
task, this actuator demonstrated a terminal pointing capability of ±0.05 degrees, an
accuracy that would have required an extremely narrow deadband and guaranteed limit
cycling using the thruster controller alone.

The results show very emphatically how effective the linear actuators are in im-
proving the fine-pointing/tracking and vibration suppression performance of the AFAL
experiment. However, significant additional information gained in this investigation had
less to do with pointing accuracies and more with the actual physical development of
suitable actuator devices and the process of designing, constructing, and running a
ground-based experiment of this type. Some of the more important conclusions con-
cerning these aspects of the experimental program are noted in Section 17.

Finally, the implications of ground-based testing need to be better understood. While
the AFAL experiment structure was probably well-suited to its early objectives as purely
an RCS slewing maneuver testbed, the objectives of the present program might have
been better addressed on a modified experimental facility. For example, the addition
of the proof-mass actuators to the beam tips resulted in excessive torsional vibration
and droop of the beams. This motion limited the frequency range over which the
PMAs could be effectively utilized, thus limiting the scope of the vibration control
experiment. The potential for higher bandwidth vibration suppression was consequently
never realized.
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Section 2

Modifications to the AFAL Test Facility

2.1 The Air-bearing Table

The AFAL structure mounts on an air bearing table and performs slewing maneuvers
to emulate a flexible satellite in space. In the predecessor AFAL study, the air-bearing
table used to support the structure displayed relatively high friction and "high spots",
i.e., locations where the friction level jumps suddenly. In order to better approximate
frictionless slewing maneuvers, a new air-bearing table was acquired.

The new table is a modified Contraves/Goertz model SID two-axis table. The table
axis has an air bearing while the tilt axis uses mechanical bearings. Table 2-1 shows
the typical sources of friction and disturbance torques in an air-bearing table. With the
help of Contraves representatives, a number of modifications designed to reduce table
axis friction were explored. The possible modifications included a minimum number of
slip rings, smaller DC torque motors (which would have less brush friction and cogging
torque), brushless torque motors (AC and DC), servoed slip rings, and a special air
bearing design.

A minimum of eight (8) slip rings are needed for the table axis position sensor, a
720 pole Inductosyn. As shown in Table 2-1, the minimum number of slip rings would
contribute approximately 2.0 in-oz of friction torque, reduced from 30 in-oz of slip ring
friction in a standard table. Servoing the slip rings is the only way to reduce the slip
ring friction further, but this was rejected as too costly and complicated for the small
additional reduction in slip ring friction which could be achieved.

An indersized torque motor with the same mounting requirements as tho qtanda.rd
torque motor was available. The torque motor has two thirds less brush friction than the
standard motor. Brushless torque motors which would further reduce the torque motor
friction were not readily available for the table axis and would have required a major
re-design of the air-bearing table. A special air bearing design was rejected as being
too complicated and costly for the relatively small reduction in friction which could be
achieved.
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Table 2-1. Comparsion of table axis friction and disturbance torques
for the CGC standard model 51D and model 51D-1.

Source of friction or Model 51D (standard) Model 51D-1 (modified)
disturbance torque in-oz in-oz

a) DC Torquer
- Brush friction, Inland 61.4 Inland 19.2

cogging torque, model T-9910 model T-7202
hysterisis drag 20 ft-lbs peak 11 ft-lbs peak

-Ripple torque, 4% 2.5 ft-lbs of 19.2 2.5 ft-lbs of 19.2
average to peak torque assumed torque assumed
of drive torque

b) DC tachometer 0.5% Inland 2.7 Inland 2.7
model TG-2936 model TG-2936

c) Slip ring assembly Airflyte 30.0 Airflyte 2.0
with bearings model D-8031 model D-8031

139 rings 8 rings
d) Resolver Singer-Kearfott 0.3 Singer-Kearfott 0.3

size 11 size 11
Totals 113.6 in-oz 43.4 in-oz
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Contraves supplied the new air-bearii;g table with a minimum number of slip rings
(8) and an undersized DC torque motor (11 ft-lbs vs. 22 ft-lbs) for the table axis. The
nominal friction torque for the table axis is 43.4 in-oz. These modifications, in addition
to the fact the air-bearing is new, result in a significant decrease in friction compared to
the air-bearing table used in the previous AFAL study. The reduced table axis friction
makes terminal phase control of the AFAL structure more difficult. It is much harder
to keep the structure positioned within a specified hub angle deadband, and there is a
much greater tendency for the controller to enter limit cycles. The actual friction in the
table axis will be determined as part of the overall task to characterize the entire AFAL
structure with its new sensors and actuators.

2.2 Accelerometer Noise Problems

Severe signal-to-noise ratio problems were found in the digitized linear accelerometer
signals used to monitor the vibrations of the tips of the arms. The noise was often 10-
20% of the actual accelerometer readings. The accelerometer signals are digitized by
the Labtech's 12 bit A/D converter. Most of the accelerometer noise was found to be
due to the switching of the A/D converter multiplexer, and STD bus activity inside the
Labtech. The A/D converter is sensitive to the switching noise oecause it has been
configured with a gain of 100, which limits the full scale inputs to ±0.1 volts. The
gain is used to match the full scale A/D converter input range to the maximum range
of accelerometer outputs encountered during a test maneuver. However, the gain also
greatly increases the effect of small disturbance signals.

The switching noise consists mainly of high frequency components, but using low
pass or anti-aliasing filters on the accelerometer signals as they enter the Labtech does
not help because the major noise source is within the Labtech. Using anti-aliasing filters
actually increases the effect of the noise within the Labtech system.

One solution is to increase the sensitivity of the linear accelerometers. This would
decrease A/D converter gain needed to match the A/O input range to the maximum
output of the accelerometers. The reduced gain will make the A/D converter much less
sensitive to switching noise within the Labtech. Larger accelerometer signals will also
reduce the effects of other disturbances. The reduced sensitivity to noise from within
the Lahtech may allow the use of anti-aliasing filters. However, increasing the sensitivity
of the accelerometers also reduces their bandwidth.

2.3 Thruster Supply Hose Interactions

The "active" arms of the AFAL structure each have a pair of thrusters located at
the tips of the arms. Originally, the hoses which supplied pressurized nitrogen from the
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on-board storage tanks to the thrusters were caternaried from the hub to the tips of the
arms, as shown in Figure 2-1. The supply hoses are made from 0.5 inch ID Aeroquip
2181-8 Hi Impulse two-wire braid hosing; they have a standard operating pressure of
1000 psi with a maximum operating pressure of 4250 psi. The hoses affected the
vibrations of the active arms in several ways, namely:

(1) The caternaried hoses had their own modes of vibration which interacted with the
vibrations of the active arms. For example, the second bending mode of an arm
coupled very well with the first vibration mode of the hoses.

(2) The hoses are relatively massive and consequently mass-loaded the active arms.
The massive hoses increased the effects of the hose vibrational modes.

(3) The hoses displayed a high internal damping due to friction between the layers of
the hose. This added a large amount of damping to the active arms.

(4) The caternaried hoses introduced a force at the tips of the arms directed towards
the hub. This force tended to buckle the arms as they vibrated, especially for large
amplitude vibrations, and almost certainly caused the vibrations to be non-linear.

The high pressure hoses were replaced by 1/2" OD Nylo-Seal II brand plastic tubing.
The tubing has a working pressure of 625 psi and a burst pressure of 2600 psi which
eksily satisfies the pressure and safety requirements for the AFAL experiments. The
tubing is much lighter than the hoses (0.04 lbs/ft vs. 0.54 lbs/ft for the hoses ) and
has much less internal damping.

The new tubing is routed along the top edge of the active arms from the hub to the
thrusters and is attached to the arms in several places. This prevents the tubing from
having independent vibration modes, and eliminates the hub-directed force at the tip
of the arms. The tubing is stiffer than the original hoses even though the tubing has
a smaller diameter. The effect of the tube stiffness is to increase the bending stiffness
of the arms because the tubing is directly attached to the top of the arms. The new
thruster nitrogen supply configuration can be seen in Figure 1-2.
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Section 3

New Sensors and Linear Discrete Actuators

3.1 Proof-mass Actuators

Proof-mass actuators move a mass (the proof mass) and use the reaction force
to perform the desired work. BEI KIMCO model LA16-19A electro-mechanical linear
actuators were originally chosen to be used as the proof-mass actuators for the AFAL
discrete actuator study. These linear actuators are moving magnet type actuators. A
cylindrical permanent magnet is free to move along the axis of a cylindrical housing
which contains a coil. The actuators have a stroke of ± 0.25" and the moving magnet
weighs 0.22 lbs. Specifications for these actuators are given in Appendix A.

Computer simulations of PMA performance using the BEI KIMCO model LA16-19A
linear actuators were performed. Section 8 discusses the results of these simulations. It
was found that the LA16-19A based PMAs would be very ineffective for the first several
modes of vibration of the AFAL structure. The reasons for poor performance include
the relatively small proof mass and short stroke of these actuators. The maximum
PMA reaction force available is limited, especially for low frequency vibrations, because

the proof-mass must be prevented from hitting the physical end of its stroke (i.e.,
saturating).

To improve PMA performance on the low frequency modes of vibration, a larger
proof-mass and longer stroke are needed. No standard linear actuators were found which
could easily provide both a larger proof-mass and a longer stroke. BEI Kimco was able
to modify an existing design to achieve a longer stroke (±.875"). The new actuators
are KIMCO model LA23-43-001. This actuator is a "moving coil" type linear actuator.
Moving coil actuators typically have a heavy base (which includes a permanent magnet)
and a lightweight coil assembly. By mounting the coil assembly to the structure, the
heavy magnetic base, which weighs 2.1 Ibs, becomes the proof mass. Thus, the new
actuators provide a significant increase in stroke and proof mass. Specifications of the
new PMAs are included in Appendix A.

Two of the PMAs will be mounted "back-to-back" and located at the tip of each
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arm of the structure. The PMAs will be mounted together ai shown in Figure 3-1. The
coil assemblies are mounted at each end of a linear bearing. The magnet assemblies
are supported by a shaft which passes through the linear bearing and each of the coil
assemblies. The shaft keeps the magnet assemblies aligned with the coils and constrains
both of the magnets to move together. The shaft is designed to resist rotating about
about its axis. The individual components of the PMA assembly are shown in Figure 3-3.

Mounting the two PMAs "back-to-back" with the proof masses coupled results in
several advantages. Two PMAs operating together doubles the effective ptoof-mass
and the peak force available. Also, having the PMAs operating in opposite directions
reduces the non-linearities which are inherent in voice-coil type actuators.

3.2 Proof-Mass Actuator Position Sensors

The control laws which were developed for the PMAs require accurate knowledge
of the proof-mass position along its stroke. To provide a position measurement, linear
variable differential transformers (LVDTs) will be used. An LVDT consists of a ferrous
metal core which moves inside a transformer. The position of the core can be determined
from changes in the inductance of the transformer. These components are seen at the
bottom of Figue 3-3.

The LVDTs will be mounted below the linear bearings which support the PMAs, as
shown in Figure 3-2. The LVDT body will be attached to the linear bearing housing. The
LVDT core will be connected to the PMA magnet assembly on each side. Configured in
this manner, the LVDTs will measure the displacement of the PMA magnet assembly
relative to the rest of the tip mass.

Schaevitz model 1000 DC-D LVDTs will be used. These transducers have a stroke of
A-1.0", require only DC excitation voltages, and provide DC output relative to the core
position. All intermediate signal conditioning is performed by a conditioning module
incorporated into the transducer. Specifications for the LVDTs are given in Appendix A

Teflon bore liners will be used inside the LVOT body to reduce friction as the core
moves.

3.3 Table Axis Torque Motor

The table axis torque motor will be used as a torque actuator at the hub of the AFAL
structure. The torque actuator will assist the thrusters in slewing the AFAL structure.
The primary use of the actuator be to perform vibration control and fine pointing and
tracking. The torque motor can emulate a reaction wheel or CMG type actuator by
simulating the nin-linearities of these devices in software, e.g., speed saturation of a
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Figure 3-2. Proof-mass actuator mounting configuration (view from side of beam).
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reaction wheel.

The table axis torque motor is an Inland model T-7202 DC torque motor and in
powered by an Contraves/Goertz model 60CGM600 servo amplifier. The torque motor
has a torque constant of 1.1 ft-lbs/amp and a maximum torque of ±11 ft-lbs. The actual
torque commanded from the motor will be limited to 5 ft-lbs or less. Consequently, the
torque actuator can not be the primary slewing control actuator.

The torque motor and amplifier were provided by Contraves as part of the air-
bearing table and associated electronics. Contraves has also provided a method to
easily bypass the normal torque motor control circuits which are used during gyroscope
testing. This modification permits arbitrary torque command voltages to be sent to the
servo amplifier.

3.4 Hub Angle Readout

An air-bearing table typically uses an Inductosyn and a resolver as the angular
position transducers. An Inductosyn has a high resolution but repeats its output for
each degree of revolution. Hence position within a particular degree of motion can be
determined accurately (±0.0005 degree) but other information is needed to determine
the absolute position of the table or to measure displacements larger than one degree.
A resolver provides a coarse measure of angular position and repeats its output once per
revolution. The resolver is used to determine table position to the nearest degree while

* the Inductosyn is used to determine the table position to higher resolution. Alternatively,
one could count the number of times the Inductosyn output repeats to determine table
position to the nearest degree. An angular position readout uses one of these methods
to determine and display the table position.

A Farrand readout, which uses the latter method, and a table axis Inductosyn were
used as the hub angle sensor for the previous AFAL study. The Farrand continuously
updates its display and latches the current position into a buffer upon a command from
the control computer. The control computer reads the data from the buffer and releases
the buffer in preparation of the next latch request. A problem with the Farrand readout
is that it loses position accuracy when the angular rate approaches 10 O/s. The AFAL
structure does approach 10 O/s during 15 degree and larger slewing maneuvers.

The new Contraves/Goertz air-bearing table and electronics includes a table posi-
tion readout. The Contraves readout uses information from both the resolver and the
Inductosyn to determine the table position and maintains its accuracy for rates up to
200 deg/sec. To eliminate loss of accuracy, the Contraves readout will be used to deter-
mine the hub angle of the AFAL structure in place of the Farrand readout. The control
computer must be modified to request hub angle information from the the Contraves
instrumentation computer rather than issue commands directly to the position readout.
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Section 4

Control Computer Upgrade

This section describes the upgrade of the AFAL controller to include a MicroVAX II
computer. Section 4.1 presents the reasons for selecting a MicroVAX II to upgrade
the control computer. Section 4.2 discusses the conversion of the control code from
the Labtech 70 to run on the combined MicroVAX II/Labtech 70 computer system.
Hardware and software problems which were encountered during the conversion process
are also presented. Section 4.3 discusses the procedures used to verify the control code
running on the new computer system. Section 4.4 describes the new control computer
configuration which includes both the Labtech 70 and the MicroVAX II.

4.1 Selecting a New Control Computer

4.1.1 Background

The control computer used in the previous AFAL study was the Labtech 70: a STD
bus and Intel 8088/8087 based microcomputer (see Figure 4-1). The Labtech interfaced
to the AFAL structure through analog to digital converters (A/Ds) and digital I/O ports.
The experiment used five sensors ( four linear accelerometers and a hub position sensor)
and four thrusters (controlled to act as a single actuator) with forward and reverse thrust
capability. Timing is determined by a programmable counter which directly interrupts
the cpu and initiates an interrupt service routine to perform the desired control action.

The control routines which were used consisted of a standard Kalman filter loop with
a choice of two control calculation subroutines. These control routines were based on
a model consisting of six states, five sensors, and one actuator. The highest frequency
mode which was controlled had a frequency of 1.1 Hz. The control routine could run
at a maximum update rate of 20 Hz which provided a "reasonable" margin between
the highest controlled frequency and the update rate of the control routines. The latter
were computation bound, not I/O bound.
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Figure 4-1. Labtech 70 computer configuration.
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The work planned for the current AFAL studies will increase the number of sensors
and actuators to at least ten of each and will possibly control higher frequency structural
modes. Increasing the number of sensors and actuators will increase the computation
required for state estimation and for control calculation. Likewise, controlling higher
frequency modes increases the computation requirements in that the overall control
routine must execute at a higher update rate to maintain an adequate frequency margin
between the highest controlled frequency and the update rate of the control routine.
These effects combine to greatly increase the computation requirements of the control
computer. Because the Labtech control computer was computation bound, an upgrade
of the existing computer was necessary.

One possible upgrade configuration retained the Labtech 70 as the hardware interface
to the test structure while sending sensor data to (and receive new control commands
from) a new computer over a parallel I/O interface. This would permit keeping the
established hardware interface while taking advantage of the new computer's processing
speed. Another configuration would replace the Labtech completely and use the new
computer to provide both the hardware interface and the control computation.

4.1.2 Evaluating Candidate Computers

Two candidate computers were evaluated: a Masscomp and a MicroVAX II. A third
computer, the MicroVAX I, was also evaluated to determine the performance improve-
ment provided by the MicroVAX II. The main criteria in selecting these computers as
candidates were their reported computational speed, which represented a significant in-
crease in computing power over the Labtech 70, and their real-time control capabilities.

Masscomp computers are designed for high speed data acquisition. (The most
powerful cpu available at the time was a 68010/68000 based computer. Masscomp
currently has computers based on the 68020 microprocessor.) The computers have (i)
a proprietary high-speed bus for the cpu, main memory, and floating point accelerators,
(ii) a Multibus for peripherals, and (iii) dual STD buses for data acquisition. A wide
range of products is available for both the Multibus and STD buses. The Masscomp
supports a floating point processor, an array processor, and a dedicated data acquisition
processor. The "real-time" Unix provided with the Masscomp is adequate for all data
acquisition tasks and for process control (update rates <10 Hz) although the operating
system may be modified to allow faster control. Another project at CSDL is using a
Masscomp computer to control a magnetic suspension at an update rate of 5 kHz or
greater.

The MicroVAX II is based upon a proprietary microprocessor from DEC and imple-
ments most of the instructions found on a larger VAX computer. The processor has a
32 bit cpu with a hardware floating point processor and is based on DEC's Q-bus. A
MicroVAX II and the MicroVMS operating system have most of the features of larger
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VAX systems which provides software transportability and ease of networking with other
VAXes at CSDL. Real-time features are provided by VAX ELN, a tool kit which helps one
to build real-time applications which may include multi-tasking and multi-programming.
A wide range of products is available for the Q-bus.

A computational benchmark was created using typical control routines from the
previous AFAL study. The benchmark program consisted of a standard Kalman filter
loop with two different control calculation subroutines. The model used in the bench-
mark had six states, five sensors, and one actuator. The first control algorithm, EM-
CONTROL, uses Floyd's Ill single-step optimal control for energy minimization This
algorithm consists of a few vector multiplications and a branching search for a con-
strained optimum. The second control algorithm, VVCONTOL, uses Vander Velde's [l
optimal control approach which includes estimating the optimal cost-to-go. This algo-
rithm consists of a few vector multiplications and the determination of the magnitude
of the estimated cost. For the model used in this benchmark the control routine which
uses VVCONTROL takes longer to execute. However, the computation required by the
VVCONTROL algorithm increases linearly as the number of actuators increases while
the computation required by the EMCONTROL algorithm increases quadratically.

To establish a reference point for comparing the microcomputers, the benchmark
was also run an a VAX 11/780. The benchmark results for both the EMCONTROL
and the VVCGNTROL algorithms are summarized in Table 4-1. The configuration of
the computers as tested is shown along with the time required to execute one update
cycle of the control routine and the relative speed performance with respect to the
VAX 11/780. Execution times are not shown for the Masscomp computer because
the benchmark for the Masscomp was modified to better use the optimization of the
Masscomp Fortran compiler. The relative performance values for the Masscomp were
determined by running the modified benchmark programs on the VAX 11/780 and
comparing the results. The results show that the Masscomp is nearly 10 times faster
than the Labtech 70 and the MicroVAX is approximately twice as fast as the Masscomp.

Other areas in which the computers were compared include:

(1) Data acquisition: The Masscomp is a very good data acquisition system. It is
fast, flexible, easy to use, and could easily be shared between projects. The
MicroVAX II could be configured to perform the same functions, but would not
be as easy to use or as flexible.

(2) Programming languages: The Masscomp supports C, Fortran, and Pascal. The
MicroVAX II supports C and Pascal for real-time use with VAX ELN, although
Fortran and other languages can be used for computation-only portions of the
code.

(3) Ease of programming: Because its data acquisition capabilities are so good, the
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Table 4-1. AFAL benchmark results.

EMCONTROL 7 VVCONTROL
Computer 3ec/cycle relative sec cycle relative

(ms) (780=1.0) (ms) (780=1.0)
VAX 11/780, w/FPA, 0.970 1.0 1.16 1.0

G& H options,
4 M B core

MicroVAX II, w/FPU, 1.44 0.676 1.70 0.683
3 MB core __

Masscomp w/FPP, 0.26-0.37 0.28-0.38
68010/68000 cpu
2 M B core

MicroVAX I, 5.31 0.18 6.42 0.18
2 MB core

Labtech 70, STD bus 27.3 0.035 29.8 0.039
8088/8087, 5 Mhz I

See text.

Masscomp would replace the Labtech as the hardware interface to the test struc-
ture. The MicroVAX II would (at least initially) send and receive data to and
from the Labtech 70 over a parallel interface. This would require programming
two different computers and developing an effective interface between them.

(4) Real-time control capabilities: The VAX ELN toolkit for the MicroVAX II allows
one to write a real-time application program including interrupt handlers, multi-
tasking, and multi-programming in high level languages. VAX ELN and the Mi-
croVAX I support pre-emptive interrupts from other devices. Pre-emptive inter-
rupting allows a high priority process to interrupt the execution of a lower priority
process instead of waiting until the lower priority process is finished. One exam-
ple would be a high priority vibration control process and a low priority pointing
control process. The Masscomp does not support pre-emptive interrupts.

The standard Masscomp operating system has significant interrupt processing
delays which limit the update rate to less than 10 Hz. The interrupt delay can
be avoided by using polling to synchronize the processor with external devices.
The MicroVAX with VAX ELN has an average delay of 33 /is from the time an
interrupt occurs to the execution of the first instruction in an interrupt handler.
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4.1.3 Recommendation

Based on the benchmark results and the other considerations listed above, the
MicroVAX II was recommended to upgrade the processing capability of the AFAL ex-
perimental facility. Its speed advantage and real-time development capabilities were the
most important factors in this choice. The data acquisition capabilities of the Mass-
comp were impressive, but since the computer is to be used primarily for the real-time
control of the AFAL test structure the flexibility of use was given a relatively low pri-
ority. Choosing the MicroVAX II had the added advantage of being compatible with
other VAXes at CSDL.

The initial configuration of the upgraded computer system would keep the Labtech 70
as the hardware interface to the test structure since this interface was already debugged.
The Labtech would read the sensors and send the data to the MicroVAX, receive a new
control command from the MicroVAX II, and issue the new control command to the
actuators on the test structure. Event timing would be controlled by the timer board
in the Labtech. The MicroVAX II would receive data from the Labtech 70, calculate a
control command, and send the new control commands to the Labtech 70. The disad-
vantages of having to deal with two computers (the MicroVAX II and the Labtech 70)
were thought to be outweighed by the ease of "real-time" program development on the
MicroVAX.

4.2 Programming the Combined Computer System

The existing AFAL control software for the Labtech controller consists of (i) ex-
ecutive, (ii)control, and (iii) hardware interface routines written in FORTRAN. The
executive routines handle initialization and user interface tasks. The control routines
provide functions such as state and measurement estimation and control calculation.
The hardware interface routines perform the detailed operations necessary to interact
with devices such as the A/D converter and the digital I/O interface. The control and
the hardware interface routines are the portions of the code which run in "real-time".

The software which has been developed for the combined MicroVAX/Labtech com-
puter system duplicates the functionality of the existing AFAL control software for the
Labtech controller. The Labtech still performs most of the hardware interface functions,
but the executive and control routines were ported to the MicroVAX. New routines were
needed for both the Labtech and the MicroVAX to allow the two computers to commu-
nicate and transfer data.
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4.2.1 Programming Environments

Programming the combined MicroVAX/ Labtech computer system required dealing
with two computers and their respective program development tools and run time en-
vironments. Porting existing code from the Labtech to the MicroVAX also required
translating from one run-time environment to the other.

The Labtech computer uses Intel's iRMX real-time operating system. iRMX provides
a real-time environment which supports multi-tasking and multi-programming applica-
tions and can handle multiple external interrupts. iRMX also provides the program de-
velopment environment. Programs can be edited, compiled, linked, and executed using
the same operating system. FORTRAN and 8088 assembly are the languages available
on the Labtech. The existing AFAL control code is written entirely in FORTRAN. A
debugger is not available.

User devices such as the A/D converter are I/O mapped which means the device's
control and data registers are associated with particular I/O port addresses. The hard-
ware interface routines are implemented by reading or writing values in the appropriate
device registers. The FORTRAN compiler has built-in functions which read from and
write to a specified I/O port.

The MicroVAX uses separate operating systems for program development and ex-
ecution. The MicroVMS operating system and the VAX ELN development toolkit are
used to edit, compile, link, and build VAX ELN applications. The VAX ELN appli-
cations can then be booted and executed on the MicroVAX, without the presence of
the MicroVMS operating system. The link step produces a relocatable image which
has references to system routines that are usually resolved at run time. For VAX ELN
applications, the build step combines multiple relocatable images, uses the VAX ELN
kernel to resolve system routine references, and produces a bootable system image. A
VAX ELN application can be booted on a target MicroVAX from disk, cartridge tape,
PROM, or Ethernet.

The VAX ELN toolkit consists of a PASCAL compiler (EPASCAL), PASCAL, C, and
FORTRAN run-time libraries, a system kernel, a debugger, and an application builder.
Device drivers are included for many common peripherals (e.g., disk and tape drives,
RS-232 interfaces, etc...). The VAX ELN kernel and run-time libraries provide support
for multi-tasking, multi-programming, and interrupt handling with much less system
overhead than the MicroVMS operating system. EPASCAL is a superset of ISO standard
PASCAL with many extensions for real-time systems and is the recommended language
for VAX ELN programming. Programs and subroutines for VAX ELN applications can
be written in any VAX language which uses the VAX calling standard. However, no
system services or run-time library functions may be called which are not supported
by the VAX ELN kernel or run-time libraries. For instance, the version of VAX ELN
originally received with the MicroVAX did not support any FORTRAN I/O routines.
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The VAX ELN debugger consists of two parts: a local debugger which runs on the
target computer and a remote debugger which runs on a host computer under VMS
or MicroVMS. The local debugger can be used only from the console of the target
computer and provides only assembly code level debugging. The remote debugger
interacts with the local debugger via an Ethernet connection and provides full source
code level debur~ing. The remote debugger can attach to a target computer which is
already running a VAX ELN application or can downline load an application to boot a
target system. A remote debugging session can also attach to and debug several target
computers at the same time. This allows a single host VMS or MicroVMS system to
perform VAX ELN application development and debugging for a number of different
projects and target computers simultaneously.

4.2.2 Conversion of Existing Software

The executive and control routines from the existing control software were ported
to the MicroVAX. These routines were approximately 90% of the control code for the
Labtech computer. The conversion process included translating iRMX FORTRAN to
VAX FORTRAN, using VAX ELN system services in place of iRMX system services, and
translating portions of the software to EPASCAL. FORTRAN was used where possible
to reduce the a,.,ount of code which needed to be translated to EPASCAL.

Several concerns when translating iRMX FORTRAN to VAX FORTRAN were to in-
sure that variables used the same amount of storage on both computers, that COMMON
blocks and EQUIVALENCE statements maintain their alignment, and that variables are
are initialized and interpreted in the desired manner (e.g., a LOGICAL variable which
would have a TRUE value on one computer would also have a TRUE value on the
other). VAX ELN provides system services which are very similar to iRMX system ser-
vices for creating and initializing interrupt service routines and waiting for a particular
interrupt. The major difference is that some VAX ELN services are available only when
called from EPASCAL.

Routines which performed I/O functions were translated to EPASCAL because FOR-
TRAN I/O was not originally supported in VAX ELN. Also, it was decided that all VAX
ELN system services would be called from EPASCAL. This decision led to a software
structure where the FORTRAN routines are called as necessary from a main program
loop written in EPASCAL. For instance, the code for the process which performs the
control of the AFAL structure consists of a main program loop written in EPASCAL
which determines the event timing and communicates with the Labtech. The main loop
calls FORTRAN subroutines to perform the state estimation and control calculation.

The concerns when using both EPASCAL and FORTRAN in the same VAX ELN
application include passing parameters between modules written in different languages
(e.g., FORTRAN stores arrays in column major form while EPASCAL stores arrays in
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row major form) and mapping EPASCAL data storage to FORTRAN COMMON blocks.
The only method found for mapping EPASCAL data storage to FORTRAN COMMON
blocks was to use assembly code to create a data storage area to which both languages
could be linked. This is the only assembly code used in the control software for the
combined MicroVAX/Labtech computer system.

4.2.3 New Software

New software was written for both the Labtech and the MicroVAX. Software for the
Labtech was required to allow communication with the MicroVAX and to perform the
functions which are requested by the MicroVAX. The new software for the MicroVAX
included routines to communicate with and issue commands to the Labtech. Also,
device driver routines were needed for three devices.

The Labtech communicates with the MicroVAX via three 16 bit parallel interfaces
(on the Labtech side). The Labtech software implements a "handshaking" protocol
which allows the MicroVAX and the Labtech to transfer data. The Labtech also responds
to three interrupts from the MicroVAX which correspond to the three major functions
the Labtech performs: read the sensors, issue the latest control command, and a general
purpose routine. The general purpose routine implements three subfunctions which are
get the sensor bias, receive a new control command from the MicroVAX, and reset
which exits the control program. The particular subfunction is determined by reading a
function selection command and (possibly) parameters from the parallel interface.

The new MicroVAX software generates the interrupts and commands to which the
Labtech responds. The MicroVAX software also implements the protocol which allows
communication with the Labtech. Device driver routines were written for three devices:
a Codar M-Timer, a DEC DRV11-J, and a DEC DRV11-W. The M-Timer provides 15
counter/timers which are used for interrupts to the Labtech and the MicroVAX. The M-
Timer is also used to provide handshaking signals to the Farrand angle readout when the
MicroVAX is reading the hub angle. The M-Timer device driver routines initialize the
M-Timer, assign an interrupt service routine to a counter/timer channel, program and
start a particular counter/timer, and set the output value of a counter/timer channel.
The DRV11-J has four 16 bit parallel interfaces. Three of the interfaces are used to

read the Farrand hub angle readout. The DRV11-J device driver routines initialization
the DRV11-J, transfer data to and from the parallel interfaces, and assign interrupt
service routines as necessary. The DRV11-W is a 16 bit DMA parallel interface and is
used to communicate with the Labtech. The DRV11-W routines provide initialization,
assignment of the interrupt service routine, and mapping and unmapping of the data to
be transferred. The routines also program and start the transfer. The actual transfer
of data takes place using DMA under control of the DRVII-W.
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4.2.4 Problems

The major problems encountered during the conversion of the Labtech control soft-
ware to run on the combined MicroVAX/Labtech system were related to the behavior of
the Labtech when interrupts occur. Other difficulties were the lack of remote debugging
for much of the VAX ELN development and the lack of FORTRAN I/O support in VAX
ELN.

The lack of VAX ELN FORTRAN I/O support required that a large portion of the
existing control code be translated to EPASCAL. The translation was not difficult, but
required much attention to the issues discussed in Section 4.2.2 which include transfer-
ring variables between modules of different languages. As a result, the translation was
very time consuming.

An Ethernet connection was not available during most of the VAX ELN device driver
development so only assembly code level debugging could be used. The development
cycle when using local debugging consists of editting, compiling, linking and building
the VAX ELN application. The VAX ELN application is booted and debugged at the
assembly code level. If suspected errors are found, the MicroVMS operating system
must be booted so the VAX ELN application can be changed. Since each boot cycle
takes several minutes, program development is much more efficient if a host system is
avaiiable to pcrform downline loading and remote debugging. The debugging is also
much easier and faster at the source code level rather than the assembly code level.

The Labtech is sensitive to the timing of interrupts; if interrupts on different inter-
rupt channels occur too close together, the Labtech computer crashes. The Labtech
was first programmed to respond to single interrupts to debug the interrupt routines
which perform the functions requested by the MicroVAX. The Labtech would crash
occasionally, but the cause was unknown. When the Labtech was tested with multiple
interrupts, the crashes occurred more often and could be produced when multiple in-
terrupts were issued simultaneously. Care was taken to separate the three interrupts to
the Labtech with nominal delays as necessary, but the crashed still occurred randomly.

The solution was found by turning off the system clock on the Labtech. The system
clock normally interrupts the Labtech at a 100 Hz rate. When an external interrupt
occurred to close to a system clock interrupt, the system would crash. With the system
clock turned off, the Labtech runs reliably if the external interrupts do not occur too
close together. The Labtech software was modified to turn off the system clock at the
beginning of each test and to turn it on when the test is finished.

The Labtech will occasionally miss an interrupt if it occurs while the Labtech is
executing the interrupt service routine for a previous interrupt. An interval of approxi-
mately 0.5 ms from the execution of the last instruction in an interrupt service routine
to the occurrence of a new interrupt is required to insure that interrupts are not missed.

The Labtech now runs reliably, but only for 16306 sample intervals. The Labtech
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stops consistently at this point for an unknown reason. Several possible reasons have

been explored but without success. The stopping count is independent of the sample

rate and does not depend on parameters such as the stack size of program. This

stopping count will provide nearly three minutes of testing with a 100 Hz sample rate

which will be ample time for the slewing tests which are planned. This problem will be

addressed in the future as time permits.

The iRMX operating system on the Labtech does not clear interrupts which occur

when a user written interrupt service routine is not attached to the interrupt channel. A

default interrupt service routine is supposed to be available which handles such spurious

interrupts. When such an interrupt occurs, the interrupt request waits for the user

to assign an interrupt service routine to the interrupt channel and the user's interrupt

service routine is immediately executed. This causes synchronization problems if th.

user's program does not expect and immediate interrupt.

This problem occurs when several experimental tests are run at a time. The Labtec,

resets device and interrupt service routines and exits the control program between tests.
The MicroVAX saves data from the test and also performs reset functions. When the

MicroVAX resets the M-Timer, the transitions on the counter/timer outputs cause the

Labtech to be interrupted. At the start of the next test, the Labtech immediately

responds to the spurious interrupts which makes the Labtech and the MicroVAX unsyn-
chronized. A solution is to use dummy interrupt service routines which clear the spurious

interrupts at the beginning of the Labtech control program. The control programs on the

Labtech and the MicroVAX are synchronized by first allowing the MicroVAX to initialize

its I/0 and timing devices. The Labtech then clears any spurious interrupts which may

have occurred since the last test and proceeds with its own initialization and program
execution. Interrupts which now occur are handled correctly by both computers.

4.3 Verification

The basic procedure used to verify the combined MicroVAX/Labtech computer

system was to compare the results of slewing maneuvers performed using the Mi-
croVAX/Labtech controller with previous results from maneuvers performed using the

Labtech controller. The comparison was based on the state estimates, sensor reading

estimates, sensor readings, and control commands which were recorded for each sam-
ple interval during the slewing maneuvers. The tests were performed primarily using

Floyd's single-step optimal control algorithm although Vander Velde's control algorithm

was also used I1 . A sample interval of 35 ms and a control delay of 17 ms were used
for all experimental tests.
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4.3.1 Tests with the Existing Air-bearing Table

The initial verification tests "Vere pe-formed with the test structure on an existing
air-bearing table instead of the new air-bearing table. Using an existing table permitted
a comparison of the Labtech controller results with results from the previous AFAL
study to insure the Labtech and test facility were functioning properly. Also, these tests
provided baseline results to compare with tests to be performed using the new, low
friction air-bearing table.

The initial verification tests confirmed that the Labtech controller and the test struc-
ture were working properly. The slewing maneuvers results were very similar to results
from the previous AFAL study. The slewing maneuvers displayed distinct acceleration
and deceleration phases, and a terminal phase which involved multiple thruster firings
to control vibrations of the structure. The hub position at the end of the maneuver was
within the specified deadband for most tests.

The tests performed using the combined MicroVAX/Labtech controller exhibited
similar behavior during the acceleration and deceleration phases of the maneuvers but
had many more thruster firings during the terminal phase. Also, the hub angle seemed
to be driven to a set point several degrees from the desired set point.

The excessive thruster firings were the result of an incorrect modal weighting factor
in the control a;gorithms. The weighting factor was given an incorrect default value
when the control code was converted to run on the MicroVAX. When the same weighting
factor was used for both the MicroVAX/Labtech controller and the Labtech controller,
the terminal phase behavior for both controllers was very similar.

The set point error was due to differences in the Kalman filter gains used for each
controller. The Kalman filter gains to be used for a series of tests are calculated before
the tests are performed. The routines used to generate the Kalman filter gains were
originally written for the Labtech and used single precision arithmetic. The routines
were directly converted to run on the MicroVAX and used to generate the Kalman
filter gains that the MicroVAX would use. The differences in the Kalman filter gains
generated by Labtech (and used by the Labtech controller) and the gains generated
by the MicroVAX (and used by the combined controller) are due to differences in the
floating point arithmetic between the Labtech and the MicroVAX and the inaccuracies
of single precision arithmetic. When the routines were re-written to use double precision
arithmetic, the gains generated by the two computers agreed to at least ven significant
digits. The double precision gains did not accurately agree with the single precision gains
from either computer.

The single precision Kalman filter gains generated on the Labtech were used by
both controllers for all subsequent verification tests. Using the Labtech generated gains
allowed the Labtech controller results to continue be used as the baseline for comparisons
when the combined MicroVAX/ Labtech controller was used, and when the structure was
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moved to the rpw iir-bearing table. The double precision Kalman filtor gains will be used
in the control algorithms for future control work. The algorithms will continue to use
single precision arithmetic for speed. but the Kalman filter gains which are implemented
in the control algorithms will be generated using double precision arithmetic.

Using the new Kalman filter gains for the combined MicroVAX/Labtech controller
eliminated the set point error. The slewing maneuvers performed using the combined
MicroVAX/Labtech controller were now very similar to the results obtained using the
Labtech controller, including behavior during the terminal phase. The differences be-
tween test results from the two controllers were of the same order as the differences
between several tests using the same controller. The test result differences were caused
by random disturbances in the test facility and not by either controller.

4.3.2 Tests with the new Air-bearing Table

The AFAL structure was moved to the new air-bearing table where the remaining
experimental verification tests were performed. These tests were used to determine the
effects of lower air-bearing table friction on the performance of the controllers. Test ma-
neuvers were performed using both the Labtech and the combined MicroVAX/Labtech
controllers. The test results from each controller were very similar. These results were
also very similar to the results obtained with the test structure on the old air-bearing
table with the exception that there was often a slow drift of the hub angle during the
terminal phase of the maneuvers when using Floyd's single-step optimal control algo-
rithm. The drift would result in set point errors of up to 20 degrees by the end of the
test period. No thruster firings occurred while the hub angle was slowly drifting. The
hub angle drift did not occur for every test maneuver and did not depend on which
controller was being used.

The source of the hub angle drift was found by recording intermediate values in the
control routine for each sample interval during several test maneuvers and manually
checking the results. Floyd's control algorithm includes the option of constraining the
thrusters to not fire if the estimated magnitude of the velocity at the tip of the arms
is less than a chosen value. The purpose of this option is to reduce the tendency for
limit cycling. When this option is used, the thrusters are constrained based only upon
the estimated velocity at the tip of the arms; hub angle error and hub angle deadband
are not included. When the test structure was mounted on an old air-bearing table,
the table axis friction was high enough so the hub would soon come to rest if the tip
velocity was below the chosen limit. The new air-bearing table has much less table axis
friction which allows the hub to drift much longer (10-20 degrees) before coming to
rest.

The thruster constraint control routine was modified to constrain the thrusters only
if the hub angle is within the deadband specified for the maneuver. The modified con-
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straint routine eliminated the hub angle drift. However, slewing maneuvers performed
using the new thruster constraint routine had many more thruster firings during the
terminal phase and had a much higher tendency to limit cycle, especially if a small hub
angle deadband (less than 0.2 degrees) was specified.

4.3.3 Tests with "Captured" Inputs

The experimental test results obtained using the Labtech and the combined Mi-
croVAX/Labtech controllers could not be compared exactly with each other because ran-
dom disturbances were obviously different between test maneuvers (e.g., sensor readings
are slightly different from test to test). Only the general performance of the controllers
could be compared. A "captured simulation" was performed to compare the controllers
more accurately. A captured simulation is defined as one in which the controller runs
normally, except that sensor readings are obtained from data in memory or in file rather
than actually from the sensors. The chosen sensor data can be used for multiple tests
and can be transferred to different computers. This allows a consistent set of inputs to
be used for each test so differences in the test results are guaranteed to be due only to
differences in the control algorithms and the controllers used.

Recorded sensor readings from an slewing test using the combined MicroVAX/Labtech
controller were chosen to be the input data used for the captured simulations. A cap-
tured simulation did not need to be performed for the combined controller because the
results would be the same as the chosen experiment results because the same inputs
would be used. The data acquisition routines for the Labtech controller were modified
to obtain the sensor readings from a disk file instead of the A/D converter and the
Farrand hub angle readout. The sensor readings were then transferred to the Labtech
and a captured simulation performed.

The Labtech controller captured simulation results were compared to the combined
MicroVAX/Labtech controller results on the basis of control command, state estimates,
and sensor reading estimates for each sample interval. The control commands were
exactly the same for each controller. The state and sensor reading estimates were the
same to at least four significant digits. The small errors in the state and sensor estimates
are the result of differences in the way single precision arithmetic is performed on the
Labtech and the MicroVAX. The control commands match exactly because a thruster
control command must correspond to one of three values: forward, off, and reverse.
The state estimate errors were not large enough in this test case to cause the control
commands from each controller to be different.

The combined MicroVAX/Labtech controller was compared with the existing Labtech
controller using experimental slewing tests and captured simulations. The captured
simulation results show that the combined controller produces essentially the same nu-
merical results as the Labtech controller. Any differences in the experimental results
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obtained using the two controllers are the result of implementation issues specific to
each controller, or to random disturbances. One example of an implementation param-
eter is the delay for issuing a new control command. The Labtech controller issues the
thruster command as soon as it is calculated while the combined MicroVAX/Labtech
controller issues the command at a specified delay from the beginning of the sample
interval. The uncertainty of the control delay is probably negligible for the low frequency
modes which are currently being controlled, but could be significant for the control of
higher order modes.

4.4 Combined MicroVAX/Labtech Computer System

4.4.1 Hardware

Figure 4-2 shows the configuration of the combined MicroVAX Il/Labtech 70 com-
puter system and how it interfaces with the AFAL test structure. The Labtech is used
as a slave processor for the MicroVAX and provides most of the hardware interface to
the AFAL structure. The Labtech digitizes the linear accelerometer signals from the
AFAL structure and provides digital outputs for the thrusters. The MicroVAX and the
Labtech communicate using a parallel interface. The MicroVAX reads the hub angle
directly from the Farrand readout because there were not enough parallel ports available
on the Labtech. Event timing is control by a counter/timer board in the MicroVAX.

The Labtech computer contains a variety of analog and digital I/O interfaces. The
analog interfaces include an eight channel, differential input analog-to-digital (A/D)
converter and a four channel digital-to-analog (D/A) converter. Four channels of the
A/D converter are used to digitize the linear accelerometers from the AFAL structure.
The four remaining channels will be used to digitize proof-mass actuator position or
angular acceleration. The D/A converter is currently unused, but will used to control
the proof-mass actuators or the table axis torque motor. The Labtech also contains
eight 8 bit digital I/O ports. Six of the parallel I/O ports are used to communicate with
the MicroVAX. One of the port is used to provide control signals to the thrusters on
the AFAL structure.

The MicroVAX contains digital I/O interfaces and a counter/timer board. The
digital I/O interfaces include a 16 bit parallel I/O interface with direct memory access
(DMA) and four regular 16 bit parallel I/O ports. The parallel interface with DMA is
used to communicate with the Labtech. DMA allows data transfers to occur without
requiring attention from the MicroVAX cpu. Three of the regular parallel I/O ports are
used to read the Farrand hub angle readout. The remaining parallel port is available for
operator inputs and interrupts to the MicroVAX.

It was decided that any additional interfaces needed should be acquired for the
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Figure 4-2. MicroVAX/Labtech computer system configuration.
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MicroVAX rather than the Labtech because (i) interfaces available for the MicroVAX
generally have better performance (faster speed, more channels per board) than inter-
faces for the Labtech, (ii) the MicroVAX is easier to program than the Labtech, and
(iii) the MicroVAX can better handle the extra computation required to operate addi-
tional interfaces. There were not enough parallel ports available on the Labtech read
the Farrand hub angle readout, so additional parallel ports for the MicroVAX. This is
why the MicroVAX reads the hub angle instead of the Labtech.

The MicroVAX counter/timer board controls event timing and provides handshaking
signals. Event timing was originally to be controlled by a counter/timer board in the
Labtech. However, since the main control functions and event scheduling (waiting for
interrupts) were being performed on the MicroVAX it was decided that the MicroVAX
should control the event timing as well. The MicroVAX timer board has fifteen 16
bit programmable counter/timers. Three of the timers are used to issue interrupts to
the Labtech. One of the three timers is the sample interval interrupt and interrupts
the MicroVAX as well. Two timers are used to provide handshaking signals when the
MicroVAX is reading the Farrand angle readout.

4.4.2 Software

In the combined MicroVAX/Labtech computer system, the MicroVAX provides the
user interface to the computer system and performs the calculations needed to im-
plement the chosen control algorithm. The Labtech is used an I/O processor for the
MicroVAX. The Labtech provides most of the hardware interface to the AFAL test struc-
ture and only performs a limited set of functions upon command from the MicroVAX.
The Labtech performs three major functions; (i) read sensors and transfer data to the
MicroVAX, (ii) issue the latest control command, and (iii) execute a general purpose
routine. The first two functions require accurate timing so these functions are initiated
directly by interrupts from the MicroVAX timer board. The read sensor function exe-
cutes at the beginning of every sample interval. The issue control function is performed
at a fixed delay from the beginning of each sample interval.

The general purpose routine contains several subroutines. A particular general pur-
pose subroutine is selected according to a command selection value transferred from the
MicroVAX. The general purpose subroutines currently implemented are (i) get sensors
biases, (ii) receive new control command, and (iii) reset and exit. The sensor bias sub-
routine samples each sensor 1000 times, averages each sensor reading, and sends the
averaged sensor readings to the MicroVAX. The receive control subroutine receives a
new control command vector from the MicroVAX. The reset subroutine sets all control
outputs to zero and exits the control program.

The Labtech also has initialization routines which are used only when the control
program is started. The initialization routines clear any spurious which occurred since
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the previous test, read a configuration file to determine parameters such as how many
sensors to read and how many actuator commands to issue, and initialize the hardware
interfaces to the AFAL structure and to the MicroVAX.

The MicroVAX executes the executive and control routines needed to implement
the desired control algorithm. The executive routines handle initialization, user inter-
face, and reset tasks. The initialization tasks include loading pre-calculated Kalman
filter gains and the state-space model from a disk file and initializing the timer board
and parallel interfaces to known states. The user interface allows a user to determine
parameters such as slew angle, modal weighting factors, and which control algorithm to
use for a given test maneuver. The reset tasks include stopping the test in a controlled
manner, writing time histories of stored variables (state and measurement estimates,
sensor readings, etc.) to a disk file, and resetting the timer board.

The control routines schedule events and perform the calculations which implement
the chosen control algorithm. The control routines consist of a program loop which
is executed in "real-time" once every sample interval. The program loop waits for the
sample interval interrupt and then starts the control delay counter. The digitized sensors
readings are collected and incorporated into the state estimates. The control command
is calculated based upon the state estimates and is transferred to the Labtech to be
issued at the next control delay interrupt. State estimates for the next sample interval
are calculated. The loop is repeated if the test time limit has not been reached.

4.4.3 Performance and Timing

The combined MicroVAX/Labtech computer system has improved the overall com-
putational capability of the AFAL control computer. However, the increase was much
less than the factor of 20 increase in raw cpu power provided by the MicroVAX. One
reason for the limited improvement in computational capability is that the Labtech is
performing more I/O than previously and is becoming I/O bound. Another reason is
that the Labtech has a significant delay between the occurrence of an interrupt and
the execution of the first instruction in the interrupt service routine. The Labtech now
responds to three interrupts each sample interval instead of one. Also, because the inter-
rupts to the Labtech cannot occur too close together, additional delays are introduced
for each interrupt.

The data transfers between the MicroVAX and the Labtech are the extra I/0 the
Labtech must perform. Tests were performed to determine the maximum speed of the
data transfers. The number of 16 bit words in each transfer was varied and the time for
each transfer was determined. The average transfer rate (words per second) and the
number of transfers per second were calculated. The results are shown in Figure 4-3.
The average transfer rate increases as the number of words in each transfer increases
because the overhead required to initiate a transfer is divided among more data words.
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The transfer rate approaches 3000 16-bit words per second when more than 50 words
are in each transfer. The parallel I/O interface on the MicroVAX side (a DEC DRV11-W

uses DMA and can transfer data at rates up to 250,000 words per second so the transfer
rate is limited by the Labtech. The transfer rates could easily become an I/0 bottleneck

if more sensor readings must be transferred and/or sample rates must be increased.

The Labtech has delay of approximately 1.5 ms from the time an interrupt occurs

to the execution of the first instruction in the interrupt service routine. In comparison,

the MicroVAX has an mean interrupt response time of 33 j.s. The Labtech responds
to three interrupts during each sample interval; the sample interrupt, general purpose

interrupt to receive the new control command, and the issue control interrupt. The
interrupt response delay adds 4.5 ms to the minimum achievable sample interval.

Additional delays are introduced to insure that the Labtech does not miss any inter-
rupts. A delay approximately 0.5 ms from the end of an interrupt service routine to the
occurrence of the next interrupt is required. This delay adds 1.5 ms to the minimum

sample interval.

The verification tests were performed using a 35 ms sample interval (:z 28 Hz
sample rate) and a control delay of 17 ms. Tests were also performed at higher sample

rates. The combined computer system performs well using the same model and control

algorithms with a 20 ms sample period and a 13 ms control delay. However, interrupt
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cycles were missed when a 15 ms sample interval and 10 ms control delay were used.
The control delay was too small to allow for the necessary interrupt delays to insure the
Labtech did not miss interrupts.

The added computational power of the MicroVAX is not apparent in the relatively
small increase in sampling rate achieved. However, the MicroVAX is idle for most of
the sample inter aI. More complex control laws which do not require additional I/0 or
faster sampling rates could be readily implemented.
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Section 5

Optimal Projection/Maximum Entropy Compensator Design

5.1 The Maximum Entropy Method for Robust Compensator Design

In compensator design, there is always a tradeoff between performance and robust-
ness. When the highest performance is required, the robustness characteristics will be
diminished. For example, the Linear Quadratic Gaussian optimal design approach was
shown by Doyle to have arbitrarily small stability margins [22J. In order to increase
compensator robustness, most of the recent control theory developments (such as the
Model Based Compensator/Loop Transfer Recovery approach) require an a posteriori
evaluation of the robustness of a particular design. This testing is then followed by
an alteration of the design parameters and a redesign. The performance/robustness
tradeoff is a consequence of the robustification, not a directly manipulated aspect of
the design. While significant robustification is possible, achieving a desired performance
level is not guaranteed.

The maximum entropy approach was developed as a means to design compensators
with the performance/robustness tradeoff being explicitly determined by the quadratic
cost-functional. In this case, robustness is with respect to parameter modelling un-
certainties, as opposed to the effects of unmodelled dynamics. By explicitly including
the parameter uncertainties in the plant, the performance/robustness tradeoff can be
directly manipulated to suit the design requirements.

The optimal projection/maximum entropy synthesis methodology has been applied
to the problem of designing a compensator for a structural vibration controller which
iises effectors based upon the proof-mass actuator concept. The design process and
simulated performance evaluation is described in Section 5 through Section 8.

The OP/ME design approach can be used to determine a robust reduced-order
dynamic compeniator. Given the linear system:

-- Ax + Bu 4 w(
y = Cx + Du + W2
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where
A R" u , y F- R1

A4 c-R NX n B Rn x Y"

C E R"x' , D E R1x 'm

SD(wi1 w2) =(14,V 2 )

we wish to determine a dynamic compensator (output feedback) of order n, < n:

4 = Aq + Fy (5-2)
u = -Kq

where

q E R"' , nc<n

A E Rncxn
"

F E 1Rn, x

K E R" xn

that minimizes the Quadratic Cost function:

J = [OXTR, + UT R2 u dt (5-3)

The maximum entropy design approach is used to minimize J in the presence of pa-
rameter uncertainties. The Optimal Projection design approach minimizes J for a com-
pensator of order n, < n. When combined, the OP/ME design methodology provides
a powerful tool for robust reduced-order compensator design.

5.1.1 Characterization of Model Errors

In most instances, the errors that are made in the modelling process will take on
a particular structure. Usually, we can predict the form in which these errors manifest
themselves. In an aircraft control problem, for example, we may want a compensator
to be robust with respect to variations in fuel load. We then could predict how the
parameters of our model will vary with the fuel mass. As fuel is used, some parameters
may increase while others decrease. Thus, given the initial linear system matrices of
Equation (5-1). we could determine a set of parameter error distribution matrices .4w,

ih. Ci, and D, for the error "i", such that the "true" system dynamics would be
represented by the following matrices:

Atul =A Ai

Bact , t C + B, (5-4)
Goual C ±Ci

Dactual D + Di
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The i subscript represents a set of correlated uncertainties within the Equations (5-1)
resulting from one potential error source. In the aircraft example just used, i = I would
represent the distribution of parameter error due to fuel usage, while i = 2 would be a
different set of distributions, uncorrelated with the previous set, perhaps due to airspeed.
There could be any number of uncorrelated uncertainties.

5.1.1.1 Stochastic Modelling of Errors

As shown in the Equation set (5-4), the actual system dynamics differ from the
nominal model by an error distribution matrix. The basic premise of maximum entropy
error modelling is that the magnitude of the error is a white-noise process. Thus the
Equation set (5-4) is augmented with ai (t), a zero-mean, unit-intensity multiplicative
white-noise process 161. Assuming there are p uncorrelated error sources, the system
dynamics matrices become:

p

= A + Zat(t)Ai (5-5)

With the Bctuat, C,,tu,, and Dactuat matrices taking a similar form.

5.1.1.2 Justification for the Multiplicative White-Noise Model

The use of a multiplicative white-noise model for parameter variations is not a uni-
versally accepted approach. There are many skeptics who question the validity of the
model. It is clear that the actual parameters do not behave in this manner. However,
there is a very straightforward interpretation. Consider the context within which we are
using the multiplicative white-noise- Quadratically Optimal control system synthesis.
By including the parameter uncertainties in the system dynamics, we wish to determine
their effects upon the quadratic cost function. Hyland has shown that the multiplica-
tive white-noise process reproduces the second-moment effects of uncertainty in plant
parameters upon the cost-functional [6). No claims are made as to any other charac-
teristics of this model- they are irrelevant to the optimization problem. The actual
dynamics do not vary with time, despite the time dependence of the white-noise process
in Equation (5-5). The white-noise solely represents a probability that the parameters
will take on any particular values. Hyland invoked the Maximum Entropy Principle of
Jaynes (231 to interpret the stochastic process in a probabilistic sense, not as an actual
time varying process. By increasing the magnitude of the A,, etc. terms, we are actually
increasing the uncertainty associated with those specific parameters.

With the addition of multiplicative white noise, the ordinary differential equations
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shown in Equations (5-1) become 161:

i A + ai(t) A) x(t) (5-6)

Using the terminology of stochastic calculus, this ODE transforms to:

d-t =-(Asdt + Idai) t (5-7)

where As has two possible definitions:

for the Ito equation:

A = A (5-8)

for the Stratonovich differential equation:

As = A + -FA (5-9)

Stratonovich Correction

The correction term present in the Stratonovich form results from a different inter-
pretation of stochastic processes and the methods used to determine these equations.
There are similar terms "correcting" the B and C matrices.

The "Stratonovich correction" is appropriate to flexible mechanical structures and
important to the maximum entropy method for it dispels the myth of the "threshold
uncertainty principle" promoted in the 1960's 1241. This theory was based upon the
Ito interpretation of the stochastic differential equation above. The principle stated
that for a sufficiently high level of uncertainty in the plant model, (i.e. IlAill large)
there could be no guarantee of second moment stability for the closed-loop system.
The threshold's existence does follow from the Ito equation, but is flawed for flexible
mechanical systems. One could postulate a flexible structure with parameter uncertainty
abov.- th. maximum uncertainty threshold- perhaps high uncertainties in the stiffness.
The threshold uncertainty principle would indicate that there does not exist a stabilizing
compensator in the presence of this uncertainty. However, in the limit the compensator
gains could be reduced to zero, leaving the open-loop system, which obviously has no
right half-plane poles (remember, this is a flexible structure).

The inclusion of the Stratonovich correction term into the stochastic form of the
Lyapunov equation guarantees the existence of a steady-state solution for any level of
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uncertainty 161. The use of this alternative stochastic differential equation has enabled
the maximum entropy method to introduce arbitrary levels of robustness into a com-
pensator. Consequently, the robustness/performance tradeoff can be performed without
restriction to suit the needs of a particular design.

5.1.2 Necessary Conditions for Optimality

Once the system dynamics are represented with stochastic differential equations,
the necessary conditions for optimality can be easily derived. The resulting equations
take the form of two Riccati equations and two Lyapunov equations, all coupled by the
stochastic parameters. These equations are shown on the following page for full-order
compensators 18]. Notice that these equations are valid only for the full-order case.
Section 5.2 will examine the equations governing the optimal projection method for
compensator order reduction. Finally, the complete OP/ME design equations will be
presented in an integrated form.

Solve for nonnegative-definite P, Q, P, and Q
such that

PAs + A7P + E-ATPAi -PT-'Ps + R,
p i=, (5 -10)

+ E(A,- Qsv,1Ci) (Ai - Q V C)

o AsQ + QAs ± >A 3 QA r - QsV-IQ T2 ± I
iQAT - 1)

• p

+ Z (A, - BiR-'Ps) O(A, - BR-S' (5s)

PAs+ T,6+pR-lpS (5-12)
o - PAqs+AsP+r ss (5-13)

0 ApsQ + OAs + Qs1 SQ (5-13)

where the following notation has been adopted:
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As_ + A Bs B + AjBj , Cs C + CjAj

As -A+2'yjA , B +2i±~A~ 21p

2E - 2 2 ~

VIS- v, + Ec. (Q + 0) CT

-PsBTP + BT (P±+P) Ai
i=I

i=1

Qs2 C + A,(Q+)(C5 1

A,7 As - QsV 2s Cs

2S As -5-6

The compensator matrices then
take on the following form,

corresponding to Equation (5-2):

A 5 A - QsV s'Cs -BsR~sPs + QsV 2 DROOPs (5 -14)

F =Qs5 Is' (5 -15)

.K :R; P5  (5 - 16)
Notice that the "regulator" Riccati equation (5-10) and the "observer" Riccati equa-
tion (5-11) now have common elements which couple the two equations together and
into the two Lyapunov equations (5-12) and (5-13). Thus the "separation principle".

a foundation of LQG design, is invalid in the presence of parameter uncertainty. No
longer can the feedback gains be determined independently of the observer gains and
now an iterative approach is required.
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5.1.3 Interpretations of Maximum Entropy Effects

An important observation to be made from the ME design equations is that the
Linear Quadratic Gaussian solution is simply a special case of ME design. Suppose that
we do not wish to model any uncertainty in our plant parameters, Thus we define A1,
Bi and C, to be equal to zero. Consequently, the last term in both Equation (5-10) and
Equation (5-11) drops out. The two Lyapunov equations, Eqn. (5-12) and Eqn. (5-13),
are no longer required. The LQG solution is now determined by the newly "separated"
Riccati equations. Therefore, the LQG optimal compensator is solely a special case
of the more general maximum entropy design procedure, corresponding to the optimal
extremum, where parameter uncertainty is nil. The opposing extreme would be a very
low gain compensator, designed for systems of very high parameter uncertainty. With
the elimination of the threshold uncertainty principle, as discussed in Section 5.1.1.2,
maximum entropy design can be seen as spanning the spectrum of possible performance
levels- from optimal to open-loop and from extremely sensitive to extremely robust.

In the cost function of Equation (5-3), the matrix R 2 puts a weighting on the control.
An R 2 of small magnitude represents "cheap control", resulting in increased regulator
gains. Similarly, a large R 2 results in lower gains. This relationship is clearly seen in
Equation (5-16), where the regulator gain matrix K is proportional to the inverse of
R2S. Notice, however, that R is present in the maximum entropy design equations.
If the notation for R 2s is examined, it is seen that R2s R 2 under all circumstances.
Additionally, as the magnitude of Bi increases, the gap between R 25 and R 2 widens.
Therefore, as uncertainty in the parameters of the B matrix increases, the regulator gains
decrease. Similarly, from examination of Equation (5-15) one can see that parameter
uncertainty in the C matrix reduces the compensator's gain matrix F. Consequently,
increasing levels of uncertainty in the measurement matrix C reduce the dependence
of the compensator upon the measurement signals, while uncertainty in the control
distribution matrix B reduces the level of control commanded. This is a predictable and
reassuring result.

A significant uncertainty in the modelling of flexible structures is the set of modal
frequencies. The characterization of these potential errors will be discussed in detail in
Section 7. However, the manifestation of modal frequency uncertainty in the maximum
entropy design equations gives some significant insight into the effects of this method.
Typically, a second order vibrational mode can be represented in modal coordinates as:

If we scale the position coordinate by the modal frequency w, Equation (5-17) is trans-
formed into an equivalent representation:

d[ -0 - ][ ] + Bu (5-18)
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Now consider the case of modelling uncertainty in modal frequency W. Using the prin-
ciples of maximum entropy design discussed in Section 5.1.1, and assuming that the
modal damping is small (i.e. , 1), the uncertainty distribution matrix takes the
following form.

Ai [ 0  1] (5-19)

Remember that the As matrix has replaced the A matrix in the design equations (5-10)-
(5-13). The difference between As and A is the Stratonovich correction of Equation (5-
9). For this uncertainty in modal frequency, the correction term is:

E Af 01 ]0~ 1 [-2 '1J (5-20)"2 i=1A 2 -1 0 -1 0 0 -2

These negative values along the diagonal serve to shift the eigenvalues of As further
into the left half-plane than those of the nominal A. Furthermore, the degree to which
this shift takes place is varied by the magnitude of A,, a design variable. Thus the
representation of the open-loop dynamics seen by the ME design equations has been
altered by the Stratonovich correction which provides a variable left shift. The effects
of this occurrence are significant. Model-based compensators (LQG and ME) operate
by placing compensator poles close to the lightly damped plant poles near the imag-
inary axis. The interaction between these compensator and plant poles is important
in achieving high perfuimar'.e !evels. However, when there is high uncertainty as to
the location of the plant poles (modal frequency errors), the potential for destabilizing
interactions becomes significant. Either the compensator or the plant poles can migrate
into the right half-plane, causing closed-loop instability. With the variable left shift, the
compensator poles are forced further to the left. While this shift reduces the perfor-
mance level, the robustness of the compensator is enhanced by decreasing the level of
interaction between the compensator and plant poles. Alternatively, for a finite amount
of control available, the compensator delegates less control authority to those modes
which are already well-stabilized. As the variable left shift makes the modes with high
uncertainty appear further to the left, less gain is apportioned to them. Of course, this
lessening of the gains will reduce the performance of the closed loop system. As always,
there is a performance/robustness tradeoff.

5.2 The Optimal Projection Method

The previous section examined robustness with respect to parameter uncertainties.
This section, however, addresses the need for robustness with respect to unmodelled
dynamics- the "spillover problem". For very practical and important reasons such
as cost and ease of implementation, the order of a compensator is usually restricted
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to some number n. < n (see page 44). As was discussed in Section 1.1, the con-
tamination of sensor signals by high order unmodelled modes can destabilize a control
system. Consequently, direct methods have evolved such as optimal projection (OP),
the approach examined in this report, which take the compensator order constraint into
account when determining gains *. Thus, when reduced order OP compensators are
attached to their high order plants, stability and performance are guaranteed.

Optimality with respect to the cost function J of Equation (5-3) is still the objective
of reduced-order compensator design. However, the introduction of the compensator
order constraint severely complicates the design process. and the indirect design meth-
ods lose their guarantees of stability and performance when the order reduction step
takes place.

The development of the LQG design methodology resulted from the study of neces-
sary conditions for optimality. The algebraic Riccati equation represents the first-order
necessary conditions of the problem. As a consequence of these developments, much
insight was gained into the existence, uniqueness, and stability of solutions. However,
no analytic solution procedure is known for the optimum reduced order compensator
problem. The use of gradient search parameter optimization techniques could perhaps
determine stable compensators with adequate performance. Nevertheless, this "brute
force" technique would not be taking advantage of the structure of the problem, and
convergence to the global minimum could not be guaranteed.

Reduced order compensator design approaches have typically used these parameter
optimization techniques. While the necessary conditions for optimal reduced order
compensators had been developed, their form was very complex 125). As a result, the
useful insights which had occurred for full order compensators, as described above,
were not forthcoming. However, Hyland made a significant contribution to this area of
research when he transformed these complex necessary conditions into a simpler form
1141. The simplified necessary conditions take the form of two Riccati and two Lyapunov
equations, coupled by a projection from the full order state-space to the reduced order
compensator-space "'. These equations will be referred to as the optimal projection
equations (OP). Notice that in the case of reduced order compensation, the classical
separation principle once again is discarded due to coupling through this projection
called r.

Just as the algebraic Riccati equation solutions define the LQG compensator, the
soltion to these four matrix equations and the projection r together define the reduced
order compensator which is optimal with respect to the cost function J. Consequently,
if a solution to these equations can be found, it defines the OP compensator which

'An alternative direct method using gradient search techniques will be used for comparison on
an example in Section 6.2.2.

"For those not familiar with projections, see any modern linear algebra text, such as Strang,
ref. [261.
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is optimal among the set of all compensators of order n. Note that typically, this
order reduction involves some sacrifice in system performance, analogous to the per-
formance/robustness tradeoff. As lower and lower compensator orders are required,
less performance will be possible. Remember, however, that by satisfying the necessary
conditions, the compensator has the maximum achievable performance. No n, order
compensator de-tigned through another method can better the performance of the OP
compensator, thus the motivation for the OP methodology*"

5.2.1 The Projection T

A projection from the order n state-space to the order n, compensator space defines
the observation and control subspaces of the design. In the context of the optimal
projection method, T has the following characteristics:

r E R " n , rank(r) = n, , r2 = 7 (5-21)

We define the control subspace of the reduced order compensator to be the span (r) (i.e.,

the row-space of r'T). Similarly, the observation subspace is defined as the span (.rT)
(i.e., the row-space of r). Then we can factor the rank n, projection into two n, x n
matrices G and r where the row-space of G is the control subspace, the row-space of
r is the observation subspace, and where

G T r , T~ = In,(5- 2

rG (5-22)

In this context, the closed loop system becomes [91:

i= Ax - BKG T q + w (5-23)

= (A-FPCB--Bk+ Dk ) GTq+ rFP(cz+Du+w2 ) (5-24)
y

with k and F given by
= R2+IBTP (5 -25)

F QCrTI-  (5 - 26)

which are the gain expressions for a full order LQG design. Thus one can see from
the above that there is a quasi-full order compensator imbedded within the reduced
order design, with order reduction resulting from the projection's components G and r.
Notice the effects of the control and observation subspaces:

*Of course, this assumes that the exact solution of the OP equations can be found. The issue of
solution convergence will be discussed in a section to follow.
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" The compensator state q generates feedback control u only if it lies within the

row-space of G.

" Sensor inputs, Fy are ignored unless they are in the row-space of r.

The use of a projection to reduce the order of a compensator is at least implicitly
used in all compensator design methods. For example, in the case of compensator
truncation where only the first n, compensator states are included, the projection would

be defined as:

Introducing this projection into the closed loop dynamics shown above is equivalent to
deletion of the last n - n, states from the full order design. Therefore, compensator
truncation, and similarly modal truncation, are simply special "suboptimal" cases of the
more general optimal projection equations. The difference lies in the determination of
the projection . In the optimal projection method, the projection is chosen that spans
the components of the n-state space which optimize the resulting compensator. Thus
we are not just controlling the first n, states, but rather an optimal linear combination
of of the states in the system. It is this selection of the projection r that guides the
solution to the global minimum of the cost function J.

5.2.2 Necessary Conditions for Optimality

For a given compensator order n , the cost function J of Eqn. (5-3) is minimized
by the compensator determined by the OP equations. These reduced order optimality
conditions take the following form 19):

Using the notation of Section 5.1.2, solve for
nonnegative-definite P, Q, P, Q
and the projection -r such that

o PA + ArP - PBR-IBTP + R1 + rT PBR-IBTprI (5-28)

0 -= AQ + QA - QCTV2 -CQ ± 1 + rLQCV2-1CQr (5 -29)

0 A +AT -i PS-r TpBR-,Brp,-(5 30

PAQ ± A P + Ps Rs .s -2 (5-30)

oApQ +QA r +QS - TIQCT CQT (5- 31)

where
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AQ - A QCTI.C Ap A - BR 2-'BTP

and the projection r has the following properties:*

rF. H[QP] (5-32)
k=t k

r=/ rG T F~ =/I" , GTF r

The compensator matrices then
take on the following form,

corresponding to Equation (5-2):

A, r (A- QCT7IC - BR-'BTP + QCTV-'DR-'BTP) GT (5- 33)

F= rQc v2-7 (5 - 34)

K = R2lBTPGT (5-35)

5.2.3 Determination of the Projection r

In Section 5.2.1 above, the importance of choosing the proper projection was em-
phasized. In this section, the means of determining r will be discussed. Notice in Equa-
tion (5-32) that the projection is related to the product of Q and P, two nonnegative-
definite matrices that solve the Lyapunov equations (5-31) and (5-30) respectively.
These matrix equations are similar to the control and observation grammians examined
by Moore in his balancing approach to model reduction 131, the difference being the
addition of projection terms and the rank of Q and P (see ref. 1101). Thus there is a
relationship between the steady-state characteristics of the system and the formation of
the projection. It is this consideration that is lacking in the truncation approach.

In nrder to determine the projection. we first find the n v n invertiblo tranqform .h
that diagonalizes both qOQOT and OrPO-, * with the further restriction that

CQV r 0-TI50-, = E (5- 36)

'Note that the [j. operator represents the kh" eigenprojection which will be discussed later.

"We define X -T a ( - )
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This latter restriction is the so-called "balancing condition". If this type of transfor-
mation were applied to a linear system, the observability and controllability grammians
would be equivalent 13J.

Our use of this transform is different, however. Notice that 0 decomposes QP6 into
a diagonal matrix containing its eigenvalues:

QP = 0-1E2 0 (5 - 37)

If Moore's balancing transformation is used (the transform is generated by singular value
decomposition methods), the diagonal matrix becomes:

E _ diag (4T1,...,,) , cri ? 0 0.. ,_ r (5- 38)-

If we let uk, be the kth column of 4r-1 and let VT be the kth row of (k, then OP can be
expressed as

n

QP o ukvT (5-39)
k=1

where these vectors uk and vk are biorthonormal, i.e.:

{O ifk (5-40)k~u 0 if k 34j

Thus we can now define the kh eigen-projection of QP5 as:

II[ ]ukV (5-41)
k

These eigen-projections are each unit-rank, n x n, mutually disjoint projections where

191
fi [Q ' =1H H[1PI1[ Ploifkji (5-42)

k k j

As can be seen in Equation (5-32), the projection -r consists of a summation of nc
eigen-projections. Consequently, in accordance with Equation (5-42), the rank(r) = nc
and r 2 = r, satisfying part of the necessary conditions shown previously.

It is very important to notice that the LQG solution is simply a special case of the
more general optimal projection equations. If a full order compensator is to be designed,
then n7, = n. Thus, the projection r becomes the identity matrix and r1 = 0. The
two Lyapunov equations are then superfluous, with the LQG solution determined by the 1
now uncoupled Riccati equations.
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5.2.3.1 Selection of the Eien- Projections

An alternative representation of the projection r can be formed from Equations (5-
39) and (5-41). Let E be a diagonal matrix with the diagonal elements being either O's
or l's. Then r can be shown to be:

7-= (5-43)

where E has n, nonzero (i.e. 1) elements along its diagonal, and rank(E) = n. In
this simpler representation of r, the placement of a 1 in the (k,k)th element of E
corresponds to including the kth eigen-projection in r.

While the necessary conditions specify that - is to be the sum of n, eigen-projections,
there is no requirement as to which nc of the n should be chosen. As the selection of
the proper projection is essential for convergence to the global minimum, the choice of
the eigen-projections is a critical issue.

5.2.3.2 Eigenvalue Ranking

Moore used the similarity transform defined above to determine the dominant modes
of the system- the modes associated with the largest eigenvalues of QP (the "principal
components" in (31). This particular transform arranges the eigenvalues in decreasing
order down the diagonal of E2; therefore, if nc eigenprojections are to be selected,
we choose the first n. This method of eigen-projection selection will be referred to
as eigenvalue ranking. Using the notation of Equation (5-43), eigenvalue ranking
corresponds to setting the first nc x n, block of E to the identity matrix, i.e.

o-1 o,05 (5-44)

Additionally, the determination of r and G are both straightforward. r is formed from
the first n, rows of 0, while G is the first n, rows of 0-'. Eigenvalue ranking is usually
appropriate for determining T, and its simplicity makes it the preferred method.

5.2.3.3 Cost-Component Ranking

While eigenvalue ranking is the most straightforward method for selerting eigenpro
jections, there are certain cases where the dominant modes do not guide the equations
to the global minimum. For these situations, the method of cost-component ranking
was developed [101. In this approach, the cost function is decomposed in terms of the
projection r and the current solutions to the OP equations. Through this decompo-
sition, we can determine which projections will result in the least deviation of J from
its LQG optimal value. Using these cost-component and eigenvalue rankings, we can
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determine which modes give both the greatest reduction in J and create a dominant
rank(n,) projection.

The cost-component rankings lie along the diagonal of the matrix M (271, where

At 0 -'TpBRP I BR pq -' + 4QCTV-ICQ0T (5 -45)

To rank the projections, we use the eigenvalues oh of Equation (5-37), and the diagonal
elements of M above to define:

Pk =0-kM kk (5 -46)

Then the method of cost-component ranking consists of choosing the projections asso-
ciated with the nc largest values of pk.

5.2.3.4 Summary of Eigen-Projection Selection Methods

Using the projection method of Equation (5-43), we Use either of the following
approaches to determine the matrix E:

Eigenvalue Ranking

Choose the diagonal elements ekk of E such that:

ekk = 1, if cOh is one of the nc largest members of the set {4r}21

ekk = 0, otherwise

Cost-Component Ranking

Choose the diagonal elements ekk of E such that:

ekk 1, if Pk is one of the nc largest members of the set {Pk}k=1

ekk 0, otherwise

The effectiveness of these two approaches will be examined in the next later, where
the optimal projection design methodology is applied to an example from the literature.

5.3 The Unified OP/ME Methodology

The previous two sections have presented the maximum entropy and optimal projec-
tion design methods separately. This was certainly valid, for they are each very useful
design tools. However, there are alternative methods for robustifying compensators, and
for reducing the order of compensators. It is the applicability of the optimal projection
and maximum entropy design approaches to a combined methodology that makes them
so powerful.
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The maximum entropy design equations consisted of two Riccati equations and
two Lyapunov equations, coupled by stochastic terms. The optimal projection design
equations were similar, but were coupled by the projection r. By combining both
the stochastic modelling of errors and the restriction on the compensator order, we
can determine the necessary conditions for an optimal reduced-order compensator in
the presence of modelling uncertainties. These unified optimal projection/maximum
entropy design equations have the same form as the OP and ME equations, but are
coupled by both the projection and the stochastic terms.

5.3.1 Necessary Conditions for Optimality

The necessary conditions define the compensator which is both robustified with
respect to modelling errors, and is of a reduced order. These conditions take the
following form:

Solve for nonnegative-definite P, Q, P, and Q
such that

P

PAs + AsP + EATPAi - PTR-'rP + R,
i=1

+ (A. - Q -S'c,)P (A, - QV-'C) ( 47)

+ rTPBR 1 B TPr±

p

AsQ ± QA P + -48) - V'Q -

+ (A- BiR~-'s) s(A - BRP ( 48
i='

4- rjQCTI-CQrT

o PAQs+/ .| sP n- R+ps - rTpBR'BPpr1  (5-49)

ApsQ +QA4ps- Qs1 2s 1Q -,r.QC T t-CQrT (5- 50)

where the following notation has been adopted:
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k=l k

r, In- r , F0 T = I , GTF r

2 -jAp  1 P 1 E CiA i

P

R 2  R 2 + EBT (p + P)B,
j=l

A

- v; ± C, (Q +Q) cT
1=l

rs! BP± ZBT (P + P) Ai

QS I= Q C T + Y A j ( Q + ) C ST
i=1

AQS ' As - QsV2s1Cs

Aps = As - BsR-Ps

The compensator matrices then
take on the following form,

corresponding to Equation (5-2):

A, F (As - QsVjs'Cs - BsR- Ps + QsVs DR Ps) GT (5- 51)

F = FQsv-s, (5- 52)

K R~'PsGr  (5 - 53)

Notice that all of the previously discussed design situations are simply suh.ts of
these very general design equations. Simply apply the following:

robustified reduced-order compensator design: Choose appropriate A,, Bi,. Ci, Di,
setting n, to desired compensator order.

robustified compensator design: Choose appropriate A,, Bi, Ci and Di, setting n
n.
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reduced-order compensator design: Set n, to desired compensator order and Aj. B,

C,, D, - 0.

LQG compensator design: Set nc = n and A,, Bi, Ci = 0.

The next section examines the ways in which a solution to these design equations
may be obtained.
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Section 6

Implementation of the Optimal Projection/Maximum
Entropy Design Methodology

The previous section described the design equations used to determine various compen-
sators: maximum entropy, optimal projection, and the unified OP/ME approach. In all
cases, the presentation of the necessary conditions began with "Solve for nonnegative-
definite P. Q, P, Q, (and r), such that ... ". It was simply assumed that matrices
could be found that would exactly solve the optimality conditions. However, this is not
necessarily the case.

The very non-linear, highly coupled form of these equations defies the derivation
of explicit independent equations for the solution matrices. The simplest alternative
available is to perform an iterative algorithm and converge upon the optimal solution.
This section examines the computer-aided design (CAD) software developed for this
report and examines some of the design issues that are a consequence of the iterative
algorithm. Finally, the CAD software's capabilities are verified on two examples from the
literature, one for the maximum entropy algorithm, and one for the optimal projection
algorithm.

6.1 The OP/ME Iterative Design Algorithm

The iterative algorithm is begun with a Linear Quadratic Gaussian solution to the
design equations. Thus, we have an initial P and Q solution. The matrices P and Q
are both set to zero, and the projection T is set to the identity matrix. The design of a
OP/ME compensator is converged upon by iterating through the four coupled Riccati
and Lyapunov equations. The iteration strategy is illustrated in Figure 6-1.

If the Riccati equations (5-47) and (5-48) are examined, one can see that they do
not exactly match the standard Algebraic Riccati Equation (ARE) form:

0 = PA + ATP- PBR PBTp+R (6 1)
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Converged?
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Lyapunov

Solve
Lyapunov

Form
A~, F, K

Figure 6-1. The OP/ME iteration strategy.
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In order to use the ARE solving routines available, all of the nonstandard terms in the
OP/ME equations must be lumped into the constant terms of the matrix equations.
This requirement affects the iteration scheme significantly. The constant term of the P
Riccati equation (5-47) now includes the P matrix. Consequently, the equation must
be iterated through several times, updating the P solution in the constant term each
time. Subsequently, the Q Riccati equation (5-48) must be iterated through using the
new P solution; the Q in the constant term is updated in each iteration.

We now have P and Q solutions; however, notice that these are not a solution
to both equations. The P equation was determined using the previous iterate for
Q and therefore can only approximate the correct P. Nevertheless, this is a normal
consequence of an iterative algorithm and the detrimental effects should be minimized
as the equations converge to a solution.

These solutions for P and Q are now fed to the P and Q Lyapunov equations (5-48)
and (5-48). The standard form for a Lyapunov equation is:

0= PA + ATP V (6-2)

Once again there are nonstandard terms which must be added to the constant term
V above. However, unlike the Riccati equations, P and Q will not appear in the
constant term. Thus each of the Lyapunov equations do not have to be iterated through
separately. The solutions for P6 and 0 are then used to determine the projection -r, using
either of the methods of Section 5.2.3.4. This projection is fed back up to the Riccati
equations, and the iteration begins again.

The conditions for termination of the loop relate to dominance of the first n, el-
ements of 2, the eigenvalues of QP. When the ratio of on,+1 over o ,, falls below
a chosen tolerance, the algorithm is terminated- P, Q, P and Q are considered to
be a solution to the OP/ME equations. Subsequently, the compensator gains can be
determined by the Equations (5-51), (5-52) and (5-53).

6.1.1 The OP/ME Computer-Aided Design Software

The CTRL-C * software package provides a control system design and analysis en-
vironment. The primary use of this package was to simplify the tasks of matrix ma-
nipulation and matrix equation solution. While the CAD software for the OP/ME
methodology could be implemented in a high-level language such as FORTRAN, ease
of use makes the CTRL-C environment the preferred choice. Matrix multiplication and

PI addition become trivial, and the Riccati and Lyapunov solvers are easy to use. Con-
s,....... y, attc can be paid to the design algorithms, with less time required for
programming. The ensuing simplification of the implementation task is significant-

*product of SCT, Inc., Palo Alto, CA

3
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only 246 lines of CTRL-C macro code are required to create OP/ME designs, while a
high level language implementation required thousands of lines j271.

6.1.2 Aids to Solution Convergence

Iterative algorithms often have difficulty finding the global minimum of the cost func-
tion when searching for a solution. Due to the many local extrema, this complication is
particularly an issue for parameter optimization techniques. The issue of convergence
was part of the motivation for developing the optimal projection method- proper se-
lection of the projection -guides the algorithm to the global minimum. However, there
are design procedures which can be used to reduce the computational burden of finding
this minimum of the cost functional.

Notice in Figure 6-1 that the iterations are initialized with the LQG solution. Alter-
natively, one could set the P and Q matrices to any values. However, we are assuming
that the desired solution to the coupled equations is closer to this solution set than
any other values that could be determined. This approach to initializing the solution
before beginning the iterations is carried further into the design process. In the cas-.
of maximum entropy design, the LQG solution is used as a starting point for a first
ME design. For the sake of argument, let the magnitude of the uncertainty distribution
matrix A be 1 x A,, with no other uncertainties modeled. Upon analysis of the robust-
ness properties of this design, we may find that the system is still too sensitive to this
potential modelling error and we wish to do another design with A, = 2 x Ai. Rather
than begin with the LQG solution again, the latest ME solution is used. Following this
approach helps the iterative algorithm to quickly converge on the solution. One can
conceive of this step-by-step approach as another part of the iterative algorithm, used
to converge upon the appropriate design.

It is also appropriate to use this initialization technique during optimal projection
design. The solution for the (n, + 1 )'h order compensator gives a better indication
of the nih order solution than does the LQG solution. A design approach similar to
the above can be found in ref. 1281, where Pearson applied this strategy to parameter
optimization techniques.

The initialization methodology described above does reduce the computational bur-
den during maximum entropy design, and is effective in the majority of optimal projec-
tion designs. However, when a significant order reduction is required, the approach is
often insufficient to insure convergence. The root of the problem lies in the requirement
that Q and P be nonnegative definite (i.e. that these matrices have nonnegative real
eigenvalues). When the required compensator order is much less than the plant order
(n& < n), then the rank of the projection r decreases. The constant terms in the 0 and
P Lyapunov equations (5-48) and (5-47) include the subtraction of a 7T1 term. Thus, as
T decreases, the TjL term can begin to alter the constant term of each Lyapunov equa-

64



, •~

F- •

tion significantly. Consequently, the eigenvalues of these constant terms can be shifted
into the right half plane. As the Lyapunov equations are no longer being driven by a
nonnegative-definite constant term, the resulting solutions will have negative eigenval-

ues and thus do not satisfy the necessary conditions. Furthermore, the algorithm used
to determine the balancing transform 0 cannot produce a suitable answer under these

circumstances. As the projection cannot then be formed, the iterative algorithm no
longer works.

6.1.2.1 The Augmented Rank Projection Method

In order to compensator is being designed, an alternative iterative strategy has been
implemented. The rank deficiency of the projection is the source of the numerical
difficulty in the original algorithm. Consequently, we can use a projection which approx-
imates the rank n. projection r, yet is actually full rank. Form this augmented rank
projection t by replacing each of the zero values of the E matrix (see Equation (5-43))
with a real number K where 0 < r < 1. Now each of the eigen-projections are chosen by
either eigenvalue ranking or the cost-component method as described in Section 5.2.3.4.
However, the other eigen-projections are included with a weighting of r. As the value of
K - 0, the projection -r -- r. Thus, in order to converge on the optimal projection
solution, we begin with K large, and progressively reduce it with each converged solution
of the full design equations. The "augmented rank projection" iterative algorithm takes
the following form:

(1) Begin algorithm with K = 1. Notice that this value results in Y being the identity
matrix. The resulting solution to the design equations defaults to LQG. Thus we
initiate the algorithm with the LQG P and Q matrices.

(2) Decrement oc and using the previous solution for P, Q, P and Q as initial iterates,
converge on a new solution for these matrices.

(3) If r is in the vicinity of zero, then r :: f. Stop the algorithm and form the
approximately optimal compensator design from P, Q, P, Q and -r.

(4) If r > 0, return to step 2.

While this method requires many successive designs, many fewer iterations are re-
quired than with the previously discussed method. Rather than converge on a n, order
compensator by finding higher order designs, we converge by forcing F to -. The full
rank projection r eases the solution of the P and Q Riccati equations, and convergence
to a solution for a given r occurs quite rapidly. Consequently, the total number of
iterations for a particular low order compensator design is reduced. Thus, the new iter-
ative algorithm has both reduced the computational burden and eliminated numerical
difficulties, aiding convergence on a solution.
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*6.1.2.2 An Ordered Design Procedure

The previous discussion separately addressed the methods of optimal projection
and maximum entropy design. This apparent disregard of the unified nature of the
design approach is intentional. The most computationally efficient manner in which to
design a robustified reduced-order compensator consists of specific steps. Initially, the
cost function J is chosen to give adequate performance with the nominal plant. This
procedure involves the selection of the appropriate R 1, R2 , 1, and I matrices. Notice
here that V1 and V2, the process and measurement noise spectral density matrices, are
chosen. The initial motivation for the inclusion of these matrices was for the design
of a Kalman-Bucy filter. In that application, the resulting state-estimator was optimal
with respect to state-estimate deviations in the presence of these noises. However,
due to the steady-state nature of this evaluation, the resulting filter can have terrible
transient properties. Because of this poor performance, the noise characteristics have
been interpreted in a different manner. The main intent of V1 and V2 is to fix the relative
weighting between sensor inputs and the internal system model when estimating the
states. Higher sensor noises would induce more reliance upon the system model, and
vice-versa. Thus the initial LQG design involves determination of the state weightings,
the control weightings, and the noise intensities.

The second step in robustified reduced-order compensator design is the maximum
entropy method. The appropriate A,, B,, and C' are found which give sufficient robust-
ness characteristics to the resulting compensator. In this instance, ME design equations
are used, where n, = n. In order to ease convergence to the proper solution, the LQG
design is used to initiate the algorithm.

After the maximum entropy designs have been generated for the system, the com-
pensator gains have usually been reduced somewhat. Consequently, the task of reducing
the order of the system is eased 1271. Using the previous ME design to initiate the al-
gorithm, the full OP/ME reduced order design is found using the full design equations.
Notice, of course, that if solely a reduced-order compensator were desired (i.e. no addi-
tional robustness characteristics), the optimal projection design would proceed directly
from the LQG solution.

6.2 Verification of CAD Software

In order to examine the capabilities of the design software package developed for
this report, two examples were selected from the literature. The first example was
chosen to verify the operation of the maximum entropy algorithm. Thus full order
robustified compensators are generated. The second example forms a direct comparison
between optimal projection and parameter optimization techniques for reduced order
compensator design. The use of these examples aided in debugging the software and
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gaining insight into the efficient use of the OP/ME iterative algorithm.

6.2.1 The Maximum Entropy Algorithm

Classical control design methods based their claims of system robustness in terms
of gain and phase margins. Consequently, when the transition was made to state-space,
modern control design approaches, attempts were made to translate these stability
margins into the modern multivariable context. Safonov and Athans showed that LQ
regulators maintained the familiar guarantee of 60 deg of phase and 6 dB of gain margin
1291. However, when the loop is closed with a Kalman-Bucy filter rather than the actual
states, these guarantees no longer hold. In fact, Doyle showed in 1221 that these margins
are made arbitrarily small by one's selection of the cost functional and noise intensity
matrices. Bernstein and Greeley used Doyle's example to illustrate the ability of the
maximum entropy method to restore stability margins 181. This section will verify the
capabilities of this ME implementation by reproducing the results of Bernstein and
Greeley's paper.

6.2.1.1 Doyle's Example

Doyle posed the following single-input single-output linear quadratic gaussian control
problem:

= 0 1 [2 +Ab I u + V w (6-3)

y = 1 O]0 ]I + Vx  (6-4)

and the weighting and noise matrices take the following form:

R, [ ] , R 2  1 (6-5)

i 4 u 1V , = 1 (6-6)

For this example, Doyle showed that the gain margin is made arbitrarily small by the
choice of parameters 6 and p. For sufficiently large values of 8 and I, the closed-loop
system becomes extremely sensitive to variations in the B matrix. When Ab above
deviates from its nominal value of zero, the closed-loop system becomes unstable. For
example, if we choose 0 =-p = 60, the system is stable only when 0.93 < 1 + Ab < 1.01.

*Some of Doyle's notation has been altered to avoid conflicts with previous definitions.
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Figure 6-2. Stability bounds fo, iia)mum entropy designs.

In order to introduce robustness into the compensator design, we choose our pa-
rameter uncertainty distribution matrices as follows:

A 0[ 0 B= [ I] , C 1 =[OO (6-7)A 0 0 1 3

where fl is the maximum entropy design parameter which is varied to effect the perfor-
mance/robustness tradeoff. Using the above definitions, five maximum entropy design
were performed on Doyle's example, with j3 being varied from 0 - 0.2 in 0.05 in-
crements. Thus the 3 = 0 is the default LQG design, while fl = 0.2 will produce a
substantially robustified compensator. These five compensators are shown in Table 6-1.

The improvements in robustness are significant using this approach, as can be seen
in the rightmost column of Table 6-1. With each increase in the uncertainty magni-
tude parameter/#, the range of tolerable perturbations increases. This improvement in
stability bounds is illustrated in Figure 6-2. However, there is a price for this improved
robustness characteristic- the performance decreases. The performance/robustness
tradeoff is clearly illustrated in Figure 6-3 Notice that the cost function value evalu-
ated on the nominal plant increases monotonically with increasing 3. Nevertheless, the
robustified compensators trade off these slight losses in nominal performance for large
improvements in robustness. These results correspond to those presented in [81, thus
the capabilities of the design software have been verified. Additionally, the basic premise
of the maximum entropy method has been shown to be correct- the ability to directly
effect the performance/robustness tradeoff to meet design requirements.
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Table 6-1. Maximum entropy compensators for Doyle's example.

Compensator Gains
Stable Range

of 1 + AbfA F K

0I

0 [0 1 1. 1101)
(LQG) -20 -9 1001 (0.93 1.01)

.255 110.21
.05 -20.69 -7.356 12.33 [8.356 8.356 (0.88 - 1.03)

.10 - 9.662 1 10.66 7.178 7.178 (0.81 -- 1.08)

[ -23.36 -6.178 16.18

10.1 1 11]'18 6.368 6.368 3(0.76 -~1.15)

.15 -27.73 -5.368 21.37 638638 07 .5

.20 -10.89 1 1[11.89 [ 5.741 5.741 1 (0.72-- 1.26)
34.51 -4.741 28.77
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Figure 6-3. The performance/robustness tradeoff for Doyle's example.

This example of ME design also illustrates a major failing of the methodology. The

design parameter /3 was incremented to generate increasingly robust compensators.

However, there is no prior knowledge as to what improvements in robustness will be
gained for any particular value of 3, or in the more general case, A,, Bi, and Ci. In
any application of this methodology, the robustness will have to be evaluated after the

design is created, as was shown for Doyle's problem above. While this a poateriori

evaluation is definitely a drawback, the ease with which the robustness characteristics
are altered minimizes the negative effects. Because the ME design step takes place

before compensator reduction, the design equations converge more easily to a solution.

Consequently, the need to iterate towards an appropriate uncertainty magnitude does

not impact too severely upon the design process.

6.2.2 The Optimal Projection Algorithm

The most commonly used direct methods for reduced-order compensator design are

parameter optimization techniques. The gradients of the cost-function are evaluated
with respect to the compensator gains. These gains are then chosen to reduce the
cost-function. Subsequently, the gradient is determined once again, and the gains

readjusted. In this manner, the gradient is driven towards zcro, while the cost-function

converges upon a minimum. Some gradient search techniques converge quadratically to

the minimum, while the optimal projection method will only converge linearly 111) until

close to the minimum. However, the gradient search techniques often cannot find the

global minimum, an issue which motivated the development of the optimal projection
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method. OP designs may take longer tn converge to a minimum, but Hyland and
Bernstein claim that the global minimum will always be found- a guarantee that is
not possible with the parameter optimization. Nevertheless, the validity of this claim is
somewhat uncertain as will be demonstrated in the examples of OP design that follow.

Several computer programs have been written to perform the gradient search tech-
nique. An often-used routine at Stanford is known as "SANDY", developed by U.-L. Ly.
Apparently, this code took several years to write and verify (301, a significant contrast
with the easily implemented optimal projection method. Nevertheless, this parameter
optimization method can be quite effective. Therefore, this design software can serve
as a good reference point for evaluating the order-reduction capabilities of the optimal
projection method.

6.2.2.1 Ly, Bryson, and Cannon's Example

Ly, Bryson, and Cannon examined the design of reduced order compensators for an
aircraft glidepath control problem (201. The relevant system dynamics and weighting
matrices are as follows: *

-. 045 .036 0 -. 322 0 .045 -. 036
-. 37 -2.02 1.76 0 0 .37 2.02
.191 -3.96 -2.98 0 0 -. 191 3.96

A- 0 0 1 0 0 0 0 (6-8)
0 -1 0 1.76 0 0 0
0 0 1 0 0 -. 482 0
o 0 1 0 0 0 -1.057

0 1
-. 282 0

B1 0 1 o , 0- o o1 o o o 1 (6-9)B0 0 0 0 0 1 0 0 0
0 0 0 000100
0 0
0 0

"rhe notation has been changed from 120 to be consistent with that used elsewhere in this report
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1 0 0 0 0 -1 0
0 0 0 0 0 0 00 0 00 0 0 0

R, 0 0 00 0 0 0 , R 2  [ 0] (6-10)
0 0 0 0 .0625 0 0 0 9

-1 0 0 0 0 1 0
0 0 0 0 0 0 0

0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 00 0 0 4 0 0

V,- 0 0 0 0 0 0 0 V2 0 .4 0 (6-11)
00 0 00 0 0 001
0 0 0 0 0 5.0995 0
0 0 0 0 0 0 11.1825

Using these design parameters, reduced-order compensators were designed by Ly
using parameter optimization techniques. For comparison, the optimal projection al-
gorithm was used to generate compensators of equivalent orders. Evaluation of the
effectiveness of the OP method was based upon the resulting cost function, and the
RMS values of particular system states. The optimal projection compensators designed
for this example can be found in Appendix B. The performance characteristics for
the parameter optimization compensators are shown in Table 6-2 and those of the OP
compensators can be seen in Table 6-3.

Notice that in either case there is very little degradation in performance when the
compensator order is reduced. Virtually no performance is lost when the compensator is
reduced to fourth order, while even lower order compensators show only a small increase
in the cost function. Both of the compensator design methods seem to converge upon
the same minimum of the cost function, as is clearly illustrated in Figure 6.2.2.1. Note,
however, that the parameter optimization method has consistently lower values for J.
This result is a consequence of the computer resources ($'s) available for this report.
The optimal projection method is obviously converging to the same minimum of the
cost-function. However, in order to achieve the small final reduction in J, many more
iterations would be required. Suffice to say that each iteration was bringing the optimal
projection cost functions closer to those presented in Ly, Bryson, and Cannon's paper.
Ideally, the iterations will reduce J to values equivalent to those generated by parameter
optimization. The general nature of parameter optimization techniques is such that
these results probably required substantial computing time. The important conclusion
to be drawn from this OP example is that in relatively few iterations, J was brought
within a very close range of the supposed optimal value.
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Table 6-2. Ly, Bryson, & Cannon Compensators

Order RMS Values Cost Function
nc U/ - Ulw  d 6 6tJ

7 2.024 3.453 .3668 .2741 5.652
4 2.023 3.455 .3663 .2749 5.653
3 2.087 3.540 .3480 .2677 5.904
2 2.182 3.708 .2727 .2496 6.255
1 2.301 5.269 .2488 .2930 7.862

Table 6-3. Optimal Projection Compensators

Order RMS Values Cost Function
nc u - u, d J
7 2.023 3.452 .3670 .2746 5.652
4 2.023 3.453 .3666 .2747 5.653
3 2.334 2.630 .3711 .3673 5.976
2 2.171 3.738 .2971 .2624 6.275
1 2.924 2.444 .4776 .3543 8.841

OPTIMAL PROJECTION VS. GRADIENT SEARCH
g.

8.

z

L.

I

U 7.

. . 3. .. 8.
COIPENSATOR ORDER

Figure 6-4. Cost function vs. compensator order.
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Figure 6-5. Convergence to the optimal projection.

This example also serves to demonstrate the effects of the "augmented rank pro-
jection" approach described in Section 6.1.2.1. This aid to convergence was used for
the designs of order less than 4. Iterations through the design equations with lower
and lower weights on the undesired eigen-projections forced convergence to the optimal
projection. The associated reduction in the cost function J with decreasing weighting
value r. is clearly shown in Figure 6-5 for the second order compensator design. Notice
that as the optimal projection is approached (i.e. r. --, 0), the cost function decreases at
faster and faster rate. This is consistent with the claims made about convergence rate
in Section 6.2.2 above. However, as K --+ 0, the equations take many more iterations to
converge upon a solution. Thus, finding the "exact" optimum becomes a tcdious task.

In summation, the optimal projection methodology, as implemented for this report,
has shown itself to be an efficient method for compensator order reduction. There
are, however, numerical issues pertaining to extreme order reduction which should be
addressed to ease the task of OP design.
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Section 7

Modelling Considerations for the AFAL Experimental
Structure

Whenever a distributed parameter system is reduced to a finite order model, some trade-
offs are being made. Ideally, one would like to include the infinite spectrum of modes in
the design process, thus eliminating the potential for spillover destabilization. However,
the practical requirements of the design process make this approach impossible. Reduc-
tion of the model to a finite order is required. Usually, this order is sufficiently large such
that the dominant system dynamics are included; consequently, spillover is negligible.
The optimal projection method is used to reduce the order of the compensator still fur-
ther, to dimensions well below that of the plant model, while preventing the occurrence
of high order mode spillover during closed loop control. Thus the selection of the plant
dimension to be used during design is dependent upon the computing accuracy and
capabilities available and is not restricted to the desired compensator order.

7.1 The AFAL Structure

As described in Section 1.2, the AFAL structure consists of four beams, cantilevered
radially from a central hub. Two of the beams, the primary arms, have both thrusters
and proof-mass actuators mounted at their tips. The two secondary arms have only the
proof-mass actuators. Additionally, all of the arms have tip-mounted accelerometers,
with a hub angle encoder providing rotation measurements.

Modelling software was previously developed for the AFAL structure in 111. The
modeshapes are based upon an assumed modes model whose parameters were deter-
mined by NASTRAN modelling and identification. The first 9 vibrational modes are
shown in Figure 7-1, with their associated vibrational frequencies listed in Table 7-1.
The damping associated with these modes was assumed to be 0.01, the value
proposed and identified in [1J.

In order to control the fine-pointing of the hub, the actuators act in coordinated pairs;
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Figure 7-1. Finite element model mode shapes.
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Table 7-1. Vibrational mode frequencies.

Mode TFrequency Description
# (Hz)
1 0.0 rigid body rotation
2 0.588 ls bending, primary arms, symmetric
3 0.648 1 bending, all arms, anti-symmetric
4 0.710 1 bending, secondary arms, symmetric
5 1.110 Is' bending, all arms, anti-symmetric
6 8.190 2n bending, secondary arms, symmetric
7 8.244 2 nd bending, all arms, anti-symmetric
8 8.444 2"d bending, primary arms, symmetric

9 8.544 2 nd bending, all arms, anti-symmetric

thus, only the anti-symmetric flex modes are excited by the control forces. Consequently,

the symmetric flex modes need not be included in the model.

7.1.1 Selection of Structural Modes

In choosing the modes to be included in a plant model, consideration is often given

to the controllability and observability of each mode. Modes that cannot be properly

effected upon or sensed are then excluded from the model, assuming that these modes

are stable. This procedure for model reduction was best illustrated by Moore in 131 where

he refers to the method as "Principal Component Analysis". For a linear time-invariant

system, a necessary and sufficient condition for controllability is that the solution to the

following integral be nonsingular:

14"c (i) ( eA' BB T e AT, I di (7- 1)

This matrix Wc is commonly referred to as the controllability grammian. Similarly, the

system is observable if the observability grammian IV,, is nonsingular, where:

Iv, (t) = j {A'r CTC eAt} d(-2)

If the eigenvalues of A are all left-half-plane and t is allowed to go to infin':.y, then these

two grammians satisfy the following Lyapunov equations 1311:

A C + WCAT + BBT = 0 (7-3)

ATW + WoA + CTC 0 (7-4)
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Figure 7-2. Controllability/observability indices for the displacement states.

Notice the requirement on the eigenvalues of A. The existence of a rigid-body mode
in the AFAL structure model violates that condition. Additionally, for vibration control
only, which is the problem addressed in this thesis, the two zero eigenvalues associat-d
with the rigid-body mode remain at zero when the loop is closed. Thus for both
this controllability/observability (C/O) analysis, and in future steady-state compensator
evaluations, appropriate Lyapunov equation solutions will not be possible. To remedy
this situation, an extremely light spring force and damping on the rigid-body mode has
been assumed. The time constants of this altered rigid-body mode are on the order
of thousands of seconds, thus satisfying our numerical needs while having little effect
upon the dynamics of the model.

In Moore's study of principal components [31, he utilized balancing transformations
to show the relative controllability and observability of each mode. These transfor-
mations result in the controllability and observability grammians being equivalent and
diagonal. Thus the diagonal elements of these grammians indicate the utility of retain-
ing any particular mode in the plant model. The C/O indices were calculated for the
AFAL experimental structure with actuators and sensors colocated at the beam tips.
Figure 7-2 illustrates the C/0 indices for the displacement states of the first nine anti-
symmetric AFAL structural modes. Similarly, those for the velocity states are shown in
Figure 7-3. Notice that for this particular structure, the rigid-body and the first flex
mode dominate the dynamics of the model, particularly with regard to modal displace-
ments. This characteristic of the AFAL structure is a significant drawback to the use
of proof-mass actuators, as their control effectiveness is quite low at the frequencies
associated with these first few modes.

In the experimental work of Floyd [ll, only the rigid-body and the first two anti-
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Figure 7-3. Controllability/observability indices for the velocity states.

symmetric flexible modes were included in the model for the purpose of controller design.
The result was a 6" order model. As Floyd's methods did not incorporate a capability for
reduced order compensator design, his selection of modes was entirely consistent with
the C/O indices shown in Figures 7-2 and 7-3. Due to this modal truncation, however,
spillover from the high frequency modes into the sensor readings did occur. Nevertheless,
Floyd showed that with modifications, a 6 th order Kalman filter was sufficient for the
estimation task. This characteristic was demonstrated in simulations which incorporated
higher order modes. Still, in order to guarantee spillover suppression, and to better
demonstrate the capabilities of the optimal projection method, higher order modes have
been included in the plant model for this study. The first eight anti-symmetric flex modes

were chosen in addition to the rigid body mode. In selecting these modes, consideration
was given to both the potential sampling rates of our compensator implementation, and
the computational burden of working with a high order model in the design process.
The modeshapes and frequencies for these modes can be seen in Appendix C.

7.2 Modelling of Proof-Mass Actuators

Modelling of a proof-mass actuator is a simple task if the PMA is constrained to
remain within its linear operating range. We begin by defining the following variables,
consistent with Figure 7-4.

r: The modal state vector of the structure.

q: The cantilevered beam tips' deflection.
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z,.: The movement of the proof-mass in inertial space.

d: The displacement of the proof-mass, relative to its track center. This represents the
PMA motion in beam tip fixed coordinates as opposed to inertial space.

u-: The commanded electromagnetic force applied to the proof-mass.

F: The reaction force acting upon the structure.

m: The mobile mass of the PMA.

SZm, UF

M

Figure 7-4. Proof-mass actuator variables and coordinates.

The displacement variable is defined by:

dqx, -- q (7-5)

thus,
, 4- (7-6)

By neglecting the very fast electrodynamics of the actuator, the acceleration of the
proof-mass is given by:

Xm tLF (7 -7)m

In this application of PMAs, we have colocated sensors and actuators. Thus, there
exists a row of the C and D matrices which represents the accelerometer located at the
same position as the PMA. Denote this accelerometer row as C. and D.. If we assume
that the reaction force F equals the electromagnetic force up (we will soon discard this
assumption), we then have a simple expression for the acceleration of the beam tip, 4:

z=CGx - D.uF (7-8)
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Substituting Equations (7-7) and (7-8) into Equation (7-6), we get:

=-c.X + + D u, (7-9)
(M

However, if these dynamic equations are added to those of the AFAL structure, the
combined system will be neither controllable nor observable, because of the undamped
rigid-body modes of the proof-masses. In order to present a well-posed problem, and to
better represent the actual characteristics of the PMAs, damping and a return-to-center
spring force were postulated, as well as a sensor to measure proof-mass displacement.
Equation (7-7) now becomes:

1

-m F 2-2(,wd - w2 d (7-10)

transforming the displacement dynamics to:

d -C. + ( + D UF - 2(,w, - (7-11)

F is thus no longer equal to u1F, but rather:

F -uF + 2mmw,,d + mw2 d (7- 12)

Notice that due to the PMA spring and damping forces, there are now open-loop inter-
actions between the PMAs and the structure, therefore the equations for the structursl

modal states become:

= Ax - B(UF - 2m(Mwd -Mnu d (7-13)

If the states d and d are made part of an augmented state vector, the two vectors

[B2m mwm and [BmW, 2 I enter the system dynamics as columns in the A matrix. The

state dynamic equations thus take on the following form:

d A Bmw B2mw,, z -B
d UF

dt d .. 0 0 1 d + 0 UF

-C W2 - 2,,,w,, jl I + D.j

(7 - 14)
As can be seen from this derivation, there are two additional states added to the system

dynamics for each PMA. In the case of the AFAL experimental structure, where the

actuators act in coordinated pairs, four states were added, two for each PMA pair. As

the previously selected structural model contained eight flex modes plus the rigid body

mode, the full dynamics of the system now contain 22 states. The A, B, C, and D
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matrices representing these linear system dynamics can be found in Appendix D. A
221 order dynamic compensator would require substantial computing resources to be
efective in real-time control and lower order systems will have to be implemented. Thus
the potential utility of the optimal projection method to reduce compensator order will
be clearly illustrated.

7.3 Characterization of Potential Model Errors

For the purpose of evaluating the robustness characteristics of a particular com-
pensator design, one must characterize the potential model errors. In this thesis, no
consideration is being given to effects of nonlinearities or unmodelled dynamics such
as the torsional modes of each beam. Rather, the primary modelling error under study
is uncertainty in the plant parameters themselves. In the modelling of flexible struc-
tures, errors primarily manifest themselves in the modal frequency and the predicted
modeshape.

Having postulated a certain degree of uncertainty in the plant parameters, a set
of ten perturbed plants were generated. These altered systems contained perturba-
tions in both modal frequencies and modeshapes. Plant parameters associated with
these characteristics were given a Gaussian distribution about their nominal values*. In
this manner, the frequency uncertainties were reflected in the A matrix. Additionally,
modeshape errors for each mode were added to the rows and columns of the B and C
matrices respectively.

This random variable approach is somewhat similar to a Monte Carlo analysis, al-
though a set of ten plants is by no means an exhaustive verification of a particular
compensator's robustness. Nevertheless, analysis of the closed-loop performance of a
compensator over this set of plants will give some indication of the system's sensitivity
to modelling errors. The perturbations found in each of the ten plants are shown in
Appendix F. The generation of these altered plants leads to a convenient robustness
criterion wherein a compensator is sufficiently robust if it can form stable closed-loop
systems with each perturbed plant in the set. These perturbed plants will be used to
illustrate robustness characteristic:; in a later section.

7.4 Selection of an Initial Condition

The motivation for installing the proof-mass actuators on the AFAL structure was
to provide vibration damping in the terminal phase of a rapid slewing maneuver. The
proposed control strategy consists of a thruster-based slew initiation and termination,

*Selection of the standard deviation for this distribution is discussed in a later section.
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Figure 7-5. Controller switching criterion.

after which the thruster controller is disabled. Subsequently, the control switching
logic activates the proof-mass actuator controller for final vibration damping. Thus
the primary goal of this design procedure is to find compensators which have excellent
transient characteristics.

In order to evaluate the transient response of a given compensator, a state-vector
has been chosen from a typical thruster control simulation, the results of which are
summarized in Appendix E. This state vector will represent an appropriate moment
to switch control authority to the PMA controller, near the end of a slew maneuver.
The selection criterion used here was to switch when the summed absolute values of
hub velocity and displacement fell within a chosen tolerance. The time history of this
quantity is shown in Figure 7-5 for the simulation cited above. As can be seen in the
figure, the quantity reaches its first minimum at 2.98 seconds. The state vector corre-
sponding to this moment was chosen as the initial condition for transient evaluations
of the PMA-based compensators.

7.5 Open-Loop Response to Initial Conditions

Figures 7-6 through 7-10 show the time responses of the first five flex modes as they
affect the displacement of the hub. The true hub angle response is the superposition
of these modes plus those that have not been shown (rigid body, and flex modes 6, 7
&8).

Notice that the dynamics are dominated by the first two flex modes, agreeing with
the controllability/observability discussion of Section 7.1.1. The largest hub displace-
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ment component is due to the second flex mode. This fact is unfortunate as the
tip-mounted actuators are near to a node of that mode and thus have decreased control
effectiveness. Additionally, the mode for which a tip-mounted actuator is best suited-
the first flex mode- is of such a low frequency that the proof-mass actuators are barely
effective. As the potential effectiveness of the vibration damper has thus been limited by
the actuator seloction and our configuration constraint, any gains in performance over
the previously developed thruster-based compensators will be even more significant.
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Figure 7-6. First flex mode response to I.C.
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Section 8

Application of the OP/ME
Design Methodology to the

AFAL Experiment

As was discussed in Section 6, the task which must precede any OP/ME design is the
development of a full-order, Linear Quadratic Gaussian model-based compensator. From
this baseline design, reduced-order and robustifled compensators can then be derived.

8.1 Evaluation of Compensator Performance

There has been much discussion in this thesis about effecting the performance/robustness
or performance/compensator-order tradeoff. In order to make these comparisons, ap-
propriate evaluation criteria must be established. The primary characteristic used for
comparisons in optimal control is the cost function J, a measure of the steady-state
regulation performance of the closed-loop system. As minimizing this quantity is the
objective of our design algorithm, it forms a convenient measure of a compensator's
performance level. For this reason, cost functional analysis will be used for design com-
parisons. Nevertheless, a goal of this research is to find active vibration dampers which
are effective in damping structural modes after a rapid slew maneuver. A steady-state
performance measure does not necessarily reflect the compensator's transient capabili-
ties. However, using the initial condition chosen previously, the compensator's ability to
remove vibrational energy from the system can be directly measured. With the state-
space representation of the structure in modal coordinates, the calculation of vibrational
energy becomes a simple task, where

E2 (t) = wr (j) + i (j) for each modei (8-1)

By calculating the time history of total vibrational energy in the system, direct compen-
sator cFectiveness comparisons can be made. One particular initial condition cannot
form a totally general evaluation of a compensator's transient capabilities. However, we
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can get some indication of relative performance. Thus our criteria for compensator eval-
uation take on two very different forms- evaluation of a steady-state cost functional,
and direct simulation of the transient energy dissipation characteristics.

8.2 Generation of an LQG Compensator

The design procedure for an LQG compensator is simple in relation to that of the
OP/ME approach. The separation principle remains valid for the full order compensator,
and the regulator and observer gains are found separately. However, in the design
of a LQG compensator for the AFAL experiment, there is a complication due to the
proof-mass actuators. As the proof-mass is constrained to remain within its linear
operating range, the design process becomes an iterative procedure. Simulations are
used to evaluate whether the displacement constraints have been violated, and the
design parameters are appropriately adjusted if necessary. The parameters used to alter
the transient characteristics of the compensator are the state weightings (matrix R1 ),
the control weightings (R 2 ), the process noise (V1) and the sensor noise (V2 ).

8.2.1 Selection of the Cost Function and Noise Parameters

In the context of control system design for the AFAL experiment, the use of optimal
control theories must be somewhat altered. The utility of a cost function which considers
solely the steady-state characteristics of the closed loop system is somewhat lacking for
this experimental evaluation of transient performance. We are not particularly concerned
with the system's response to observation and process noise. Rather, we wish to achieve
the best possible response to initial conditions generated by an on-off thruster slew
maneuver. Consequently, the tools of optimal control are used simply because they are
very convenient, and with proper selection of the design parameters, can deliver the
required transient performance.

8.2.1.1 Defining Regulator Gains by Choice of Cost Function

The proof-mass actuators have been added to the AFAL experiment in order to
dissipate vibrational energy from the system at a higher rate than was possible with the
on-off thrusters. Additionally, we are primarily interested in damping tlose vibrations
which have an effect upon the fine pointing capabilities of the central hub. Thus an
appropriate cost function could be based upon the steady-state hub pointing, weighting
vibrational modes only as they affect hub motion. This approach was also used by
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Martin and Bryson in 1321. The cost function takes the following form:

J =j{ Yh + Yh~h tRu)dt(8-2)

where y / is the measure of hub angular displacement and Yh is the hub's angular velocity.
The first component of our sensor output vector is the hub displacement measurement.
While we do not have a corresponding measurement of hub velocity for use in the cost
function above, we can simply apply the coefficients of the displacement measurement
to the modal velocity components of the state vector. Thus we form the following
equation for hub displacement and velocity:

[Yh=~ Ch] [ (8-3)
For simplicity, we refer to the measurement matrix above as Ch and refer to the full
state vector as x. Then, the cost function of Equation (8-2) reduces to:

J =j 0 ( {JT~~T~I + UT R 2 U Idi (8-4)

Thus by selecting R1 = CTCh, we have weighted each vibrational mode in direct pro-
portion to its contribution to hub angle displacement and velocity. However, the mode
with the greatest contribution to the hub motion is the rigid-body mode, for which we
have essentially no control authority with the proof-mass actuators. Consequently, the
rows and columns associated with both the rigid-body displacement and velocity are set
to zero. The resulting compensator is then a pure vibration damper, with no rigid-body
control. Additionally, in order to maintain the proof-masses within their displacement
constraints, weightings are placed in the elements of the R, matrix corresponding to
the PMA displacement states of each actuator pair.

8.2.1.2 Defining Observer Gains by Choice of Noise Parameters

As discussed above, we wish to choose the design parameters which give an ap-
propriate transient response. This change in design philosophy from the original LQG
practice allows us some flexibility. No longer is the designer required to establish the
system noise characteristics for the design of a Kalman-Bucy filter. Rather, the filter is
simply considered model-based, with a reduced emphasis on the system's optimality. In
this design context, the traditional Riccati equations are still used; however, the noise
parameters are now manipulated in order to achieve the desired performance. This
approach also forms the basis of the LQG/Loop Transfer Recovery methodology which
has recently received much attention, although the respective performance criteria are
quite different.
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While we have just stated that the true noise parameters are not required for the
compensator design, our estimates of these characteristics were used as a starting point.
The form of the LQG design equations requires characterization of the process noise

. and that the sensor noise intensity matrix be nonsingular (i.e. V2 ' exists).

Previous system identification work by Floyd determined the noise characteristics of
the AFAL experinent sensors (1]. The addition of PMA displacement sensors to the
system required an estimate of their noise properties. An assumption was that the 3-0
value was on the order of 0.1% of full scale. The process noise was assumed to result
from a digital to analog quantization error in the control command. The electrodynamic
force field of the PMAs would thus fluctuate very slightly, resulting in a very minutt
excitation of the beams. While this noise parameter was included in the design of the
observer, the values were so small that the noise process was not included in simulations
of the various compensators. It is important to remember that these noise parameters
need not be accurate because they will be altered as part of the design process.

8.2.2 Characteristics of the LQG Compensator

Using the LQG design approach outlined above, an appropriate compensator was
designed. The displacement constraint for the PMAs was initially restricted to ±0.25
inches, characteristic of the proof-mass actuators available for this research. However,
this very small stroke length restricted the compensator's effectiveness significantly.
The majority of the control force was directed towards maintaining the proof-mass
within it's operating range. Only a small component of the commanded force was
used for vibration damping. Consequently, an alternative PMA was postulated wit*
four times the original stroke. For the long-stroke actuator, an LQG compensator was
generated using the state weightings and noise characteristics listed in Appendix G.
These parameters were chosen to utilize the maximum amount of control force on
the structure while still remaining within the actuator displacement constraints. The
resulting LQG compensator design proved to be significantly more effective in removing
vibrational energy from the system than was previously the case. The gain matrices for
this long-stroke LQG compensator can be found in Appendix H. A comparison of these
two compensators' energy dissipation capabilities is shown in Figure 8-1. The dotted
line represents the open-loop dissipation due to damping in the structure. It is obvious
that a significant performance improvement occurs when the stroke limit is increased
from +0.25 inches (solid line) to ±1.0 inch (dashed line). Thus, to better illustrate the
capabilities of both the OP/ME design methodology and of PMAs as active vibration
dampers, the long-stroke PMA will be used for the remainder of this study.

There is an additional motivation for increasing the stroke length of the PMA which
is a consequence of the goals of this thesis. A primary consideration in the choice of
model for this experimental work was the desire to evaluate the OP/ME design method-
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Figure 8-1. Effect of stroke length on PMA effectiveness.

ology. To better exercise the order reduction capabilities of the methodology, a 22d
order plant was selected. Similarly, to better evaluate the robustification capabilities
of the maximum entropy method, we wish to have a full order compensator which is
somewhat sensitive to parameter errors (i.e. a candidate for robustification). However,
the compensator design for the short-stroke PMA was necessarily a very Iow-gair, sys-
tem and thus extremely robust. Very little performance degradation occurred over any
reasonable variation in system parameters, Rather than postulate some unlikely leel of
uncertainty in the model, the gains, and thus sensitivity of the system, were increased
by postulating the alternative actuator.

8.2.3 Evaluation of LQG Compensator Robustness

As discussed previously, the robustness characteristics of a compensator will be eval-
uated by closing the loop about a set of perturbed plants. As the state-space system
has been formed in modal coordinates, it is quite simple to introduce uncertainty into
specific plant parameters. For this evaluation, it was postulated that there were uncor-
related 331% (2-) uncertainties on the modal frequencies and mode shape parameters.
It is interesting to note that for the short-stroke actuator system, these uncertainties
would have had little noticeable effect. However, for the long-stroke system, around
which all further discussion will center, these were significant perturbations. Figure 8-2
shows the cost function evaluated for each of the perturbed plants, with the value for
the nominal plant represented by the horizontal line. Of particular importance is the
fact that the closed loop systems are unstable for plants 1, 7, and 10. Notice that per-
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Figure 8-2. LQG compensator: cost functions over set of perturbed plants.

formance, as measured by the cost function, has been severely degraded in every case.
The extent of the performance loss is clearly seen in Figure 8-3, where the percentage
degradation from the nominal system is shown.

The effects of these uncertainties upon the closed loop system has been illustrated
solely in terms of cost functional evaluation. Of equal importance are the transient
characteristics of the LQG compensator on the ten perturbed plants. Energy dissipation
trajectories for the ten plants are illustrated by the dotted lines of Figure 8-4. A a
reference, the time histories for the nominal plant (solid line) and for the open-loop
response (dashed line) are also shown. Notice that the unstable closed-loop systems are
clearly driving the structure, causing the total vibrational energy to increase with time.
This figure also gives the first indication that the cost function alone can not adequately
represent the desired performance characteristics. Figures 8-2 and 8-3 show the cost
function to be worse for all perturbed plants, as compared to evaluation on the nominal
plant. However, the transient performance of one of the perturbed plants is in fact

better than that of the nominal plant, confirming that the cost function alone cannot
characterize each compensator and simulations will be required for final performance

assessment.

If the expected uncertainties are truly of this nature and magnitude, then the LQG
compensator is obviously unsuited to the task. Additionally, the LQG design may be of
too high an order to be effectively implemented. However, this design can now serve as
a reference point for subsequent robustified and reduced order compensators generated
using the OP/ME methodology.
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Figure 8-4. LQG compensator: vibrational energy trajectories for set of perturbed plants.
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8.3 Reduced Order Compensator Design

Having defined the appropriate cost function and noise properties during the LQG
design process, reduced order compensators were developed using the optimal projection
methodology. For the 22' order plant, the OP/ME design equations converged upon
solutions for corpensators of order n, = 18, 14, 10, 8, 6 and 4.

In all cases, cost component ranking was used to select the proper eigenprojections.
For comparison, some test designs were generated using eigenvalue ranking. These pro-
jection selection methods were described in Section 5.2.3.4. When the order reduction
was less significant (i.e. nc = 18 & 14), eigenvalue ranking selected essentially the same
eigenprojections as the cost component approach. However, as the desired compensator
order decreased, the effects of the two selection methods diverged. Using cost com-
ponent ranking, the design equations converged to a solution faster and the resulting
compensators had lower cost f'ictions than those found with eigenvalue ranking. In
fact, for very low order compensators (nc = 6 & 4), the eigenvalue ranking regularly
generated projections with which the design equations would not converge, a situation
that did not occur with cost component ranking.

In addition to the need for cost component ranking, a specific difficulty arose in the
design of the 4th and 6th order compensators. While the proper choice of eigenpr, jec-
tions served to speed up convergence, the large magnitude of the Riccati equations' -r,
terms slowed the process significantly. This common situation motivated development
of the augmented rank projection method as described in Section 6. With a careful
progressive reduction in the weighting (Pc) on unchosen eigenprojections, the low ordei
designs were generated.

Consequently, by using the optimal projection methodology we created a full range of
compensators, illustrating the tradeoff to be made between compensator performance
and order. Figure 8-5 shows the cost function evaluated for each of the different
compensators. Notice that there is barely any degradation in performance from the full
order LQG design down through to the 8 th order compensator. Only the 4 th and 6 th order
compensators show evidence of performance loss, perhaps consistent with the difficulty
with which the design equations converged. It is also important to realize that there
is a monotonic increase in the cost function with decreasing compensator order. This
characteristic agrees with the results of Section 6.2.2 and with claims made by Hyland
and Bernstein regarding the ability to directly effect the compensator order/performance
tradeoff 161.

Once again the performance measure must be qualified- the optimal projection
algorithm optimizes only with regard to the cost function, and these design results

P reflect that fact. The discrepancy between steady-state performance and transient
performance is once again illustrated in Figure 8-6. For the 1 8 th, 1 4 'h , and 10"h order
compensators, there is little noticeable degradation in transient performance. However,
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the 8"' order design shows the first signs of a reduced energy dissipation capability, this
despite only a minimal increase in cost function. The inadequacy of the cost function
for predicting transient response is best shown by the 4 'h and 6 th order systems. Notice
that despite the former's significantly higher cost function, the compensator has much
better transient performance than is achieved with the 6t" order system.

The 1 0 th order compensator represents the highest order reduction before perfor-
mance, both steady-state and transient, begins to degrade. Additionally, this compen-
sator is of an implementable size, given the computing resources of the AFAL experi-
mental facility. Considering these characteristics, the 1 0 th order system was chosen as
the baseline reduced order system. The robustness of the compensator was evaluated
fot comparison with the LQG design and the results are illustrated in Figures 8-7 and
8-8. In comparing these results with those of the LQG design shown in Figures 8-2 and
8-3, it is apparent that the process of order reduction has robustified the compensator
somewhat. The three unstable closed-loop plants remain unstable. However, those with
a finite cost function exhibit less performance degradation when the 10u' order com-
pensator closes the loop. This robustification effect is consistent with the observations
regarding reduced order compensators made by Martin and Bryson in (321. A possible
mechanism for the effect is that the direct interactions between plant and compensator
poles, a primary characteristic of LQG designs for flexible structures, are diminished
fot reduced order compensators. As there are fewer compensator poles, they must be
lotated so as to have an effect on multiple plant poles. Consequently, the effects of
shifting any particular plant pole is less significant than in the LQG case. Nevertheless,
the robustification that results from the order reduction is still not significant enough
to stabilize the full set of perturbed plants. Consequently, the next step in the design

96



z' 10D.zX

g- 50..

X

L t a25.0 .)iIJ9iiO
PERTURBED PLANT 1

Figure 8-8. 10 th order compensator: performance degradation over set of perturbed
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process is the generation of robustified maximum entropy designs.

8.4 Robustified Compensator Design

In order to robustify the LQG compensator, the maximum entropy methodology is
invoked. As described in Section 5.1.1, the errors in the system must first be reduced to
a set of A1, Bi, and Ci matrices. As the uncertainty in modal frequency manifests itself
in a very straightforward manner, the form of the A,, B, and C patterns are also quite
simple. However, there is no criterion for selecting the magnitude of these matrices.
In order to reduce the computational burden of varying each mode's characteristics,
an initial examination of the LQG system's sensitivity was performed. The stability
ranges of the closed-loop system for independent variations in the modal frequencies
were evaluated. The ranges associated with the first three flex modes are shown in
Table 8-1. Notice that the system is most sensitive to variations in the first flex mode,
the only mode whose stability range lies well within the predicted range of modelling
errors. While the use of a gaussian distribution in forming our perturbed plants could
certainly result in a 2 nd mode perturbation of more than 40%, it is more likely that
the I" mode perturbations are causing the LQG instability problems. Additionally,
while the perturbed plants also have errors in the predicted modeshapes, the sensitivity
to these parameters was found to be minute. Therefore, in order to robustify the
compensator, the uncertainty distribution matrices will only reflect a frequency error in
the first flex mode. While robustification can be achieved for as many modes as desired,
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Table 8-1. Stability bounds for multiplicative frequency perturbations.

Flex Mode Stability Bound

1 0.83 = >20
2 0.60 = >10
3 0.10 >10

the computational burden is reduced if we only act upon those parameters which cause
the sensitivity problem.

Introducing one frequency uncertainty into the design equations requires the def-
inition of the A1, B 1, and C, uncertainty distribution matrices. Having represented
our plant according to the coordinate transformation discussed in Section 5.1.3, A, is a
22 x 22 matrix with three nonzero elements modelling the frequency uncertainty in the
first flex mode. The nonzero elements are in positions corresponding to the frequency
w in the dynamics of a 2' order mode, as follows:

d I = -0 W [ I + Bu (8-5)

y [1 c. ci'[ X (8-6)

where c, and c., are the original coefficients of the C matrix. Therefore, having identified
the structural damping as ( 0.01, the A, matrix for the AFAL model takes the
following form:

A 1 [ - p -. 02p] (8-7)

The scaling factor p determines the extent of the robustification by varying the intensity
of the multiplicative white noise process, as described in Section 5.1.1.1. Notice that
the coordinate transformation shown above has introduced the frequency W into the
C matrix. Consequently, there is now a p factor in the C1 matrix, As the frequency
manifests itself as a I multiplicative term, an increase in frequency will be seen as
a decrease in the C matrix coefficients. Thus using simple linear approximation, the
components of C1 become:

C, - [-p 0] (8-8)

Our general lack of experience in using the maximum entropy algorithm made the
selection of the scaling factor p very difficult. There is no a priori knowledge as to
the effects of using any particular white-noise intensity in the maximum entropy error
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Figure 8-9. Initial robustified compensator: cost functions over set of perturbed plants.

modelling. The robustification becomes an iterative process, forming a balance between
the requirements of cost function performance and robustness.

8.4.1 The Initial Robustified Design

The initial guess for the scaling factor was p = 0.25. There was no particular basis
for choosing this value, it was just a "shot in the dark". Solving the four OP/ME
design equations for a full order robustified compensator was simple in comparison to
the reduced order design process. The four equations converged rapidly to a solution,
although the procedure would certainly be more time consuming if more than one
uncertainty was being modelled. Nevertheless, the ME design required substantially
fewer iterations than required for adequate convergence during the optimal projection
design process.

The resulting compensator was in fact quite robust in comparison to the LQG design.
The new maximum entropy design formed stable closed loop systems with all but one
of the perturbed plants. The gain matrices for this new robustified compensator can
be found in Appendix H. To best illustrate the effects of the robustification, the cost
functions were evaluated with the new compensator and each of the perturbed plants
and are shown in Figure 8-9. The nominal cost function (horizontal line) for this
compensator can be seen to be slightly higher than that of the LQG design (see Figure 8-
2); However, that result is to be expected in the context of a robustness/performance
tradeoff. The improvement in compensator robustness is worth the slight loss in nominal
performance. Figure 8-10 shows the performance degradation from the nominal for
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Figure 8-10. Initial robustified compensator: performance degradation over set of per-
turbed plants.

each of the perturbed plants. Not only have plants 7 and 10 been stabilized, but the
performance Ioss'.s due to perturbations are significantly less for all plants except the
unstable case of plant 1. In the extreme limit of robustification, the degradation plot
would have all the values reduced to nearly zero (i.e. uniform performance despite any
plant perturbations). However, achieving that level of robustness would most certainly
require too high a performance penalty.

Nevertheless, this compensator does not satisfy our robustness goal. While two of
the three unstable LQG closed-loop systems have been stabilized, we must trade off
additional nominal performance in order to fully robustify the compensator with respect
to the predicted uncertainties.

8.4.2 A Final Robustified Design

One of the greatest benefits of using the maximum entropy design methodology is
the ease with which the degree of robustness can be manipulated. The previous design
demonstrated that the modelling of errors in just the first mode could in fact result in
a less sensitive compensator. Thus in order to improve the robustness characteristics of
the compensator, the white noise process intensity was increased by setting p = 0.5.

The resulting compensator did in fact satisfy the robustness criterion delineated in
Section 7.3 as it formed stable closed loop systems with each of the perturbed plants.
The cost functions associated with each of these plant are now all finite and are shown
in Figure 8-11. While there is an increase once again in the nominal cost function,
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Figure 8-11. Final robustified compensator: cost functions over set of perturbed plants.

it is a minimal effect considering the improvement in robustness. Not only is the full
set of perturbed plants stabilized, but the performance degradation of each plant has
been decreased, as seen in Figure 8-12. Thus for what appears to be a minimal loss in
nominal performance, the performance over the complete set of plants is significantly
improved. Performance in this case refers to the cost function evaluation. However,
the robustification effects also show up in the system responses to the chosen initial
condition. As can be seen in Figure 8-13, all the trajectories are now stable, with the
energy dissipating at rates substantially faster than the open loop case. It is interesting
to note that the transient performance for the majority of the plants is better than that
achieved with the LQG compensator, this is in addition to the fact that all the plants
were stabilized. While there is no guaranteed correlation between good steady-state
characteristics and the transient performance, in this case the overall improvement in
cost functions was essentially reflected in the energy dissipation capabilities.

8.4.2.1 Variable Left-Shift Effects

One of the postulated mechanisms for ME robustification was the effect of a variable
left-shift (see Section 5.1.3 for an explanation). In these designs for the AFAL experi-
mental structure, the uncertainty model used in the design equations only incorporated
errors in the first flex mode. Thus the left shift characteristics should apply solely to that
mode. This hypothesis does in fact hold true, as can be seen in Figure 8-14. The plot
shows the first six compensator poles for the LQG, the initial robustified, and the final
robustified designs. The magnitude of the left shift is thus directly affected by the scaling
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Figure 8-13. Final robustified compensator: vibrational energy trajectories for set of
perturbed plants.
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factor p, resulting in the varying degrees of robustification. It is interesting to note that
the other compensator poles remain relatively unaltered. Consequently, by including
only the first mode uncertainty in the ME design process, the sensitivity to other pa-
rameter variations should remain relatively unchanged. The benefit of this characteristic
is reflected in the performance loss that occurs in robustification. As only the necessary
parameters are altered to reduce sensitivity, the minimum amount of performance loss
is incurred in designing a robust compensator. This minimal penalty contrasts with the
LQG/Loop Transfer Recovery methodology where the particular structure of the errors
is not taken into account. Thus equipped with greater knowledge of the system and its
errors (i.e. structured uncertainties), we can design robust compensators which have
potentially better performance than those developed with the LQG/LTR approach.

8.5 Robustified Reduced Order Compensator Design

The previous sections have illustrated the potential for independent order reduction
and robustification. However, with the OP/ME design methodology the designer is
able to integrate these two design characteristics into a particular compensator. In the
development of active vibration dampers for the AFAL experimental structure, a reduced
order, robustified compensator was required. Thus the OP/ME methodology was an
attractive alternative to other design approaches.

As discussed in Section 8.3, the 10 h order compensator was chosen as the baseline
reduced order design. While this is an appropriate size for implementation (n, = 10),
the compensator was overly sensitive to the modelling errors expected for this structure.
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Figure 8-15. Robustified reduced order compensator: cost functions over set of per-
turbed plants.

Conversely, the final robustified compensator (uncertainty scaling factor p = .5) had
the appropriate robustness characteristics, yet was still full order and thus might not be
implemented effectively. However, by setting n, = 10 and p = .5 in the full OP/ME
design equations, the resulting compensator combined the appropriate characteristics.
See Appendix H for the gains associated with this design.

The cost functional performance of this compensator was the best of those devel-
oped in this study. The robustness characteristics of the full order system are main-
tained, while the compensator order has been reduced by 12 states. There is even some
additional robustification due to the order reduction process, as was first described
in Section 8.3. In this case, however, the secondary robustification does seem to be
somewhat dependent upon the perturbation's direction in the parameter space. This
robustification occurred for all of the "stable" perturbed plants during optimal projec-
tion order reduction from LQG, as can be seen by comparing Figures 8-3 and 8-8. In
contrast, the performance of plants 5, 6 and 10 is degraded somewhat as the order of
the robustified compensator is reduced. Nevertheless, the overall trend in the set was
toward better performance after the order reduction.

Once again, the improvements in cost functional behavior did translate to better
transient performance, as illustrated in Figure 8-17. The set of simulations for this
compensator shows transient performance superior to that of the LQG or the robustified
full order compensator. The majority of the perturbed systems display energy dissipation
rates even better than the baseline LQG system, as represented by the solid line.
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Table 8-2. Nominal performance of each compensator.

Compensator Cost Relative
Type Function Degradation
LQG 6.775 0.0%

I 0 th Order 6.780 0.08%
Initial Robust 7.065 4.28%
Final Robust 7.822 15.45%

1 0 th Order Robust 7.782 14.95%

8.6 Tradeoffs in the Design of Robust, Reduced OrderCompensators

The design process illustrated here has raised some of the performance issues which
are encountered in control system development. The effects upon the nominal perfor-
mance of the various design steps are shown in Table 8-2 in terms of cost functional
evaluations. Apparently, the majority of the performance loss occurs from robustifying
with respect to parameter uncertainties. Reducing the compensator order had very little
negative effect upon the nominal performance, while it improved compensator robust-
ness and simplicity. Consequently, if only a small degree of robustification is required
in any given design, perhaps some consideration should be given to solely reducing the
compensator order. However, as was shown in Figure 8-5 there will exist some limit of
reduction before the cost starts to rise significantly. At this point, the use of the maxi-
mum entropy algorithm would surely be more effective for robustification. Interestingly
enough, the 10" order robustified compensator had better nominal performance than
its full order counterpart. The apparent cause is that the full order design equations
had not yet fully converged to the appropriate solution. In any case, the difference is
minimal.

8.7 Performance Gains Due to PMAs

The original purpose of this research was to evaluate the use of proof mass actuators
as active vibration dampers. The hypothesis was that a linear actuator could help
dissipate vibrational energy in the terminal phase of a rapid slew maneuver. The reduced
order robustified compensator of Section 8.5 shows the substantial capabilities of a
PMA vibration damper, even in the presence of parameter uncertainties. Nevertheless,
the usefulness of the compensator should be judged in comparison with the existing
thruster-based system. In order to evaluate the overall performance of a thruster/PMA
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combination, the switching logic of Section 7.4 was used to transfer control to the
PMA-based compensator. In Figure 8-18, the solid line represents the vibrational energy

introduced into and dissipated from the system by the thruster-based control system.
Notice, however, that if the PMA vibration damper is activated at 2.98 seconds as
commanded by the switching logic, the overall energy level at the end of the maneuver
is reduced. An additional benefit of using the linear actuator is that the energy level will
continue to decrease with time. As the thruster controller operates with a deadband,
there will be no further control firings, and the energy is left to dissipate at the open
loop rate. Consequently, the addition of proof mass actuators to the AFAL experimental
structure will improve the overall system performance in a rapid slew maneuver.
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Section 9

Revision of the Structural Dynamic Model

9.1 Motivation for Model Update

Sections 5 through 8 introduced the use of proof-mass actuators to control structural
vibrations. The modelled PMAs were relatively small, yet still could provide significant
vibration damping during the terminal phase of a large angle slew maneuver. In the
course of this preliminary examination, the inclusion of these small PMAs was not
considered to have a significant affect upon the structure open-loop dynamics. However,
in the course of this study the mass of the proposed actuators was increased to provide
higher control effectiveness. The new PMAs and their mounting configuration were
described in Section 3. Due to the increase in tip mass, the development of a new
dynamic model was required.

The previous dynamic model of the AFAL experimental structure was generated
using the assumed modes method. Because the thrusters were constrained to operate
in opposing pairs, the symmetric structural modes were discarded during the modelling
process. This simplification of the model was reasonable, given the constraints placece
upon the thrusters and their location on only two of the four arms. However, with the
placement of PMAs on all four arms, the capability to both excite and control symmetric
vibrational modes has increased. Consequently, any revised model must include both
the symmetric and anti-symmetric vibrational modes.

In order to best predict the dynamic characteristics of the AFAL experimental struc-
ture, a complete finite-element modelling procedure was undertaken.
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Table 9-1. Vibrational mode frequencies with PMAs locked.

Mode Frequency Description

# ] (Hz)
1 0.0 rigid body rotation
2 0.382 1" bending, primary arms, symmetric
3 0.396 1" bending, all arms, anti-symmetric
4 0.411 1 " bending, secondary arms, symmetric
5 0.981 1" bending, all arms, anti-symmetric
6 5.827 2 nd bending, primary arms, symmetric
7 5.875 2r' bending, all arms, anti-symmetric
8 5.984 2' bending, secondary arms, symmetric
9 6.110 2"' bending, all arms, anti-symmetric

9.2 Dynamic Effects of New Proof-Mass Actuators

9.2.1 Modal Frequencies

The inclusion of the new PMAs has had two significant effects upon the dynamics
of the AFAL experimental structure. As predicted, the increase in tip mass has lowered
th modal frequencies of the structure when compared to those presented in Ref. [1,
especially when the proof-masses are locked in position. The frequency values with the
PMAs locked are displayed in Table 9-1. When the PMAs are constrained to maintain
a zero relative displacement, the reduction in modal frequencies are greatest as can be
seen by comparing Table 9-1 and Table 7-1.

However, when the PMAs are free to slide within their displacement range, four
new rigid body modes are added to the system. Additionally, the reductions in modal
frequencies are not as great, as can be seen in by examining Table 9-2.

The PMAs can be locked through the use of a position feedback loop during the
slew maneuver, then released for terminal phase vibration control. Even when activated
for vibration suppression, this position loop will remain in place. Consequently, the
NASTRAN model of the PMAs fixed was selected for controller design and analysis
purposes. The state-space model derived with this NASTRAN analysis is given in
Appendix I
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Table 9-2. Vibrational mode frequencies with PMAs free.

Mode Frequency Description

. (Hz)
1-5 0.0 rigid body rotation & PMA displacements

6 0.453 1 " bending, primary arms, symmetric

7 0.478 1" bending, all arms, anti-symmetric
8 0.504 1*, bending, secondary arms, symmetric

9 1.023 1' bending, all arms, anti-symmetric

10 5.838 2' bending, primary arms, symmetric

11 5.890 2' bending, all arms, anti-symmetric
12 6.023 2 nd bending, secondary arms, symmetric

13 6.143 2 nd bending, all arms, anti-symmetric

9.2.2 Increased Torsional Mode Effects

Due to the increase in tip mass, the torsional modes have become more a signifi-

cant problem. In the previous configuration, the effect of the torsional modes was to

introduce noise into the accelerometer signals. Angular deflections at the tip caused

the accelerometers to pick up a component of gravity. As the frequency of the torsional

vibration was above the bandwidth of the control system, these unmodelled dynamics

were not too detrimental to the system's performance.

However, with the addition of mass at the tip, the frequencies of the torsional modes

have decreased significantly. These frequencies are within the bandwidth of the control

system and could very well present a control system stability problem. As the proof-

mass moves off center, gravity will serve to twist the beam. Thus, the potential for

destabilizing effects is compounded by the fact that the motion of the PMAs induces

some torsional bending.

Notice, however, that the detrimental effects of torsion in the AFAL experimental

structure are largely due to the ground based nature of this research. In applying these
control techniques to a true space-based application, the torsional characteristics would

have much less significance. Thus a potential solution to this problem may be the

torsional stiffening of the beams, while maintaining the flexible nature desired for the

in-plane vibrations.
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Section 10

Control Computer I/0 System Upgrade

10.1 Introduction

This section describes the addition of analog interfaces to the MicroVAX II computer
and the conversion of the control code to use the new interfaces in place of the Labtech
computer. Use of the Labtech computer was discontinued due to I/O limitations and
interrupt response delays. The evolutionary and experimental aspects of the research
program precluded clairvoyance with respect to the actual I/O requirements in the
beginning and early phases of the study. Upgrading the analog interfaces resulted in
a factor of six increase in maximum sample rate attainable using the baseline control
program. The upgrade also allowed unlimited time tests to be performed.

10.2 I/O Limitations of the Combined MicroVAX Il/Labtech Controller

Section 4.4.3 discussed some issues concerning the limitations of the combined
MicroVAX/Labtech control computer. The limitations generally concerned the I/O
performance and interrupt response time of the Labtech computer. The combined Mi-
croVAX/Labtech control computer could reliably run Floyd's single-step optimal thruster
control algorithm with a minimum sample period of 15 m3 (67 Hz). This baseline algo-
rithm required four analog linear accelerometer inputs and one digital output (for the
thruster commands). The Labtech had a maximum transfer rate to the MicroVAX of
approximately three thousand 16-bit words/second, a relatively long interrupt response
time (1.5 ms), and was very sensitive to spacing of interrupts. If interrupts occurred
too close together (< 0.5 Ms), the Labtech would either miss the interrupt or crash.

The delays associated with the above limitations became a concern as the additional
sensors and actuators for this study were incorporated into the thruster control logic.
The additional actuators required processor time to calculate their control command,
while both sensors and actuators required more I/O time. It was estimated that the
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deays would consume 10-12 ms of a desired 20 ms (50 Hz) sample period.

Another limitation of the Labtech processor was that it always halted after precisely
16306 sample cycles. The cause for this behavior was never found. For transient slewing
tests, this limit was acceptable because the tests were over before the limit was reached.
However, some of the tests contemplated for this study included an extended 'tracking'
phase which required longer duration tests and which would have exceeded the cycle
limit.

The tests for the study required five digital-to-analog (D/A) outputs for the PMAs
and the hub torquer commands. The Labtech had only four 0/As available, so at least
one additional channel of D/A output was needed. Given the above i/O limitations of
the Labtech, and the existence of readily available higher performance analog interfaces
for the MicroVAX, it was decided that any additional analog I/O channels needed should
be located in the MicroVAX rather than the Labtech. Furthermore, because at least a
portion of the analog interface to the experiment was to be based on the MicroVAX,
it was decided that the entire analog interface should be moved to the MicroVAX to
avoid the limitations imposed by the Labtech. An additional factor was the concurrent
activity of another project at CSDL which used Q-bus (the MicroVAX I/O bus) analog
interface boards and the VAX ELN real-time operating system. Device driver software
routines written for those boards could also be used in the AFAL experimental project.

The Q-bus analog interface boards chosen were those manufactured by Data Trans-
lation. The analog-to-digital (A/D) board, model # DT3382, provided 32 channels
with differential inputs. The DT3382 used DMA and programmable channel lists to
provide a maximum sample rate of 250 kHz. The D/A board, model # DT3366, pro-
vided 8 (expandable to 32) analog output channels. The DT3366 also used DMA and
programmable channel lists to provide a throughput up to 100 kHz/channel with an
overall maximum throughput of 500 kHz. Both boards shared a similar architecture
which simplified the development of device driver software routines.

10.3 Conversion of Existing I/O Routines

The conversion of the MicroVAX control code to use Q-bus analog interface boards
instead ef the Labtech I/O for data acquisition was straightforward. The hardware
details of the analog interface had been confined to several main I/O procedures. Device
driver routines for the analog boards were obtained from another project at CSDL and
the main I/0 procedures were re-written to use the new driver routines. The conversion
process consisted primarily of replacing the main I/O routines with the new versions
and insuring proper initialization and resetting of the analog interface boards.

The conversion was verified by comparing slewing test results between the com-
bined MicroVAX/Labtech and the MicroVAX-only controller, and tests which exercised
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the new analog interface boards and routines. Slewing tests performed with the two
controllers produced nearly the same results, provided that the tests ran to completion
without I/O problems. Because the only MicroVAX control code which was changed
during the conversion was related to the I/O routines, the verification process focused
on reliable input and output of the correct values. Two I/O problems which arose and
were corrected during the verification are described below.

One problem occurred initially due to incorrectly resetting the D/A board between
sample cycles. When using several output channels, the commanded outputs would
appear to switch sequentially from one channel to the next at random time intervals.
After closely examining the program code and several discussions with Data Translation
(the board manufacturer), Data Translation revealed an undocumented step which was
required when resetting the board. Incorporating the additional step into the control
code solved the problem.

Another problem which arose was the interaction of other Q-bus devices with the
activity of the analog interface boards. When the control computer used the Ethernet,
either for remote debugging or file access, the Ethernet interface board occasionally
interrupted the processor and caused a delay resetting the analog boards. The delay
sometimes resulted in a loss of synchronization with the real-time clock which generated
the sample interval and control delta interrupts.

The interrupts occurred at times when the MicroVAX was not explicitly using the
Ethernet device. The interrupts were possibly caused by broadcast messages on the
main Ethernet network or were required by Ethernet protocols. The solution was to not
use the Ethernet network for actual test runs. Initialization and data files were kept on
the control MicroVAX rather than on the host node. Debugging runs were performed
using the network and the remote debugger, but the remote debugger and network
support were removed from the control application for the actual test runs.

The analog I/0 interface conversion was considered complete when analog I/0
operations could be performed reliably and repeatably for hours at-a-time. With the
new I/O system, the MicroVAX-only controller produced essentially identical slewing
test results when compared to the combined MicroVAX/Labtech controller but with
the limitations of the latter configuration removed.

10.4 MicroVAX Controller Configuration

Figure 10-1 shows the configuration of the updated MicroVAX controller and the
details of the interface to the AFAL test structure. The major differences between
the MicroVAX controller and the combined MicroVAX/Labtech controller (shown in
Figure 4-2) were the removal of the Labtech processor and the associated interprocessor
communication hardware, the addition of analog interface boards to the MicroVAX, and
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the technique for reading the hub angle. In the MicroVAX controller, the timer board
directly interrupted the A/D and D/A boards to initiate a sample or output cycle.
The hub angle reading was obtained by communicating over a parallel interface to the
Contraves air-bearing table control processor. The Contraves table electronics provided
more accurate hub angle readings at higher angular rates than was previously possible
using the Farrand inductosyn readout.

10.5 Performance of the MicroVAX I/O Interface

The MicroVAX II with the new analog I/O system greatly increased the maximum
throughput of the AFAL experiment control computer. The MicroVAX controller could
run Floyd's single-step optimal thruster control algorithm with a minimum sample period
of 2.5 ms (400 Hz), a factor of six improvement over the combined MicroVAX/Labtech
controller. Only approximately 0.5 ms of the sample cycle was used to perform I/O
related tasks. The computational power increase of the MicroVAX II over the Labtech
was finally evident.

The MicroVAX controller could also run infinite time (or continuous) tests (i.e.,
no sample cycle limit). Preliminary testing of the PMAs used an infinite control loop
to permit excitation of the structure and observation of the behavior of the PMAs
during vibration damping. Continuous testing was also used to obtain transfer function
measurements with the PVF 2 film actuators used in the related AFAL/CSDL program,
the RCS /Piezoelectric Distributed Actuator Study.
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Section 11

Implementation of Single-Step Optimal Thruster Control for
the Modified Structure

11.1 Overview

This section describes the implementation of Floyd's single-step-optimal control al-
gorithm Ill for the modified AFAL structure and provides an overview of the thruster
control routines. Several of the modifications made to the experimental facility sig-
nificantly altered its dynamic characteristics. The effects of these modifications are
discussed and the procedures used to generate an updated model from NASTRAN data
are presented. Testing of the single-step-optimal control algorithm with the new model
is discussed.

Severe limit cycles occurred initially when using the new model as the basis for
calculating RCS commands for slewing maneuvers. An undocumented gain of '814' was
discovered in the thruster calibration initialization which caused major scaling errors for
the control routines. With the gain removed, the slewing maneuvers produced by the
new model compared well with maneuvers produced by the old model.

The slewing maneuvers exhibited a large-amplitude limit cycle during the terminal
phase. Several approaches were explored to reduce or eliminate the limit cycle. The
nominal thruster control parameters used did not weight the flexible mode states (i.e.,
the control only depended on the rigid body states). Adding non-zero flexible mode
weights would increase control over the flexible modes. However, the flexible mode
weights also resulted in very frequent thruster firings which excited higher frequency
modes of the structure, and significantly reduced the slewing performance of the con-
troller.

Thruster constraints were added to increase damping of the flexible modes and to
reduce the limit cycle during the terminal phase. A deadzone was placed around the
set point so the thrusters would not fire if the desired pointing accuracy was within the
deadband. The thrusters were constrained to not fire in the direction of the estimated
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local tip velocity to insure that energy was not added to the system. Nevertheless, this
constraint alone still allowed relatively large-amplitude limit cycles. A tip displacement
constraint was added to prevent the thrusters from firing in the direction of the local tip
displacement. This constraint allowed a flexible mode to approach zero displacement
and maximum velocity before the thrusters were permitted to fire, which resulted in
increased damping of the flexible modes.

11.2 The Thruster Control Routines

This subsection reviews the thruster control routines as implemented originally by
Floyd in the predecessor study jlJ and transferred to the MicroVAX control computer
during the first part of this investigation (see Section 4). The objective of the study was
to combine new linear actuators with the existing RCS, not to necessarily improve upon
the thruster control algorithms demonstrated in the predecessor study. Therefore, the
control routines were considered to be debugged and trusted and only minor modifica-
tions to the control routines were expected to be necessary when they were transferred
to the MicroVAX. The changes corrected minor programming logic errors which were
discovered when the structure was moved to the low friction air-bearing table.

The thruster control routines implemented the single-step-optimal control algorithm
developed by Floyd. The control strategy assumes that every time step is the final time
step of a discrete-time optimal control problem. The functional optimization problem
over a complete trajectory is reduced to a parameter optimization problem for each time
step. The method is inherently capable of handling known actuator nonlinearities and
failures as constraints in the parameter optimization problem.

A slewing maneuver was divided into two parts: an acceleration and coasting phase,
and a deceleration phase. Feedback gains were selected for each phase so the single-step-
optimal switching lines were similar to the switching curves for a weighted minimum-
time, minimum-fuel control problem. This required maneuver-specific information such
as slew angle and thruster supply pressure, in addition to the system model. The
feedback gains for the acceleration phase were chosen with a low weighting on velocity
so the structure was accelerated towards the desired set point. The feedback gains
for the deceleration phase weighted both position and velocity so the structure was
brought to rest at (or near) the set point. The relative weighting between modes could
be adjusted. The transition between phases was chosen to be the point at which the
rigid body states would cross the minimum-time switching curve.

Additional thruster control logic was introduced as the structure approached the set
point to reduce limit cycling and provide better vibration control. These constraints
essentially adding a third phase to the maneuver which was referred to as the terminal
phase. The thrusters were constrained to fire against the estimated tip velocity so that,
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ideally, energy would always be removed from the system. In practice, errors in the
estimated tip velocity resulted in energy occasionally being added to the system. In
addition, a deadzone was placed around the set point in such a way that the thrusters
would not fire if the tip velocity was less than a specified (absolute) value, and the hub
angle was within a specified deadzone about the set point. The absolute velocity limit
chosen was 0.05 ft/sec, and the rigid body deadzone was usually 0.5 degrees.

A classic Kalman filter state estimator was used to provide state estimates for the
single-step-optimal control routines. The filter routines used a modal system model
(which results in a block diagonal system dynamics matrix) to reduce computation.
The filter gains were precalculated based on process and sensor noise variances measured
during identification tests.

The thruster control routines were written to be independent of model-specific infor-
mation. The routines assumed only that the system matrices were in a block diagonal
modal model format. This allowed the routines to be used with any set of system ma-
trices. In addition, the routines were written using a vector formulation, where possible,
to allow the number of states, actuators, and sensors included in the system model to
be changed easily.

11.2.1 Test Procedure

A typical run started with the model matrices, Kalman filter gains, and computer
hardware initialization data (e.g., A/D and D/A channel parameters) being loaded from
disk. Default maneuver specific parameters (such as slew angle and deadzone) were
also loaded from disk. The computer hardware was then initialized; interface boards
were reset and loaded with channel configuration information, and the selected timer
channels were initialized.

The operator was allowed to modify selected maneuver-specific parameters such as
slew angle, deadzone, thruster supply pressure, and cost-of-control. The control routines
then calculated the feedback gains for each phase of the selected maneuver using the
model information and the maneuver-specific information.

Sensor biases were obtained by sampling the sensor outputs 100 to 1000 times and
averaging the results. The Kalman filter states were initialized based on the desired

slew angle and the model information.

The timers were started and the control algorithm was allowed to run for 20 seconds
to perform the selected slewing man-uver. The structure slewed to near the set point in
approximately three seconds. During the remainder of the run, the thrusters attempted
to damp flexible mode vibrations while keeping the rigid body angle within the selected
deadzone. State estimates, measurement estimates, actual sensor readings, and control
commands were logged in a data file for each time step. The data file was transferred
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via Ethernet from the MicroVAX control computer to a VAX 8650, where the data was
loaded in to CTRL-C (a matrix manipulation and control design and analysis application)
to be plotted and analyzed.

11.3 Changes Requiring an Updated Model

Modifications to the AFAL experiment structure were made as described in Section 2
and Section 3. The major changes to the structure were the addition of the PMA
assemblies (at the tip of each arm), and the mounting of the structure on a new, low-
friction air-bearing table. Several modifications were made to the facility which did not
directly affect the basic modal structural model but changed the resulting discretized
model and the parameters used by the control computer to implement the control law.
These modifications involved re-wiring the sensors and actuators to reduce electrical
noise, and increasing the sample rate from 28.5 to 50 Hz.

The PMA assemblies nearly doubled the tip mass of each arm, significantly reducing
the first bending mode frequency of an active arm from 0.59 hz to 0.38 hz. Also,
because the PMA assemblies were mounted at the large tip radius (5 ft.) from the hub,
the rigid body inertia of the structure was greatly increased. The new air-bearing table
resulted in a chnge in the hub inertia. These mass property changes (and numerous
additional smaller changes) were incorporated into a NASTRAN model of the AFAL
structure to establish updated modal parameters of the structure. These results were
presented in Section 9. The updated mode shapes were nearly the same as before the
modifications, but the modal frequencies were significantly reduced.

The effects of the reduced table friction were apparent only during the terminal
phase of slewing maneuvers. Additional thruster control logic was needed to prevent
the structure from slowly drifting away from the set point (see Section 4.3), and there
was a much greater tendency for the thruster control to limit cycle.

Re-wiring the sensors and actuators reduced the electrical noise levels on the ac-
celerometer signals from 20-40 mV rms to approximately 5 mV rms. The improved
signal-to-ratio achieved by re-wiring the structure did not directly affect the structural
model, but the reduced sensor noise variances affected the Kalman filter feedback gains
generated for the state estimator.

The higher sample rate was originally chosen to allow control of the second group
of structural modes which all had frequencies near 6 Hz. However, these modes were
highly coupled with the first torsional mode of the arms, which was uncontrollable. It
was beyond the resources of the study to modify the structure to reduce the torsional
mode coupling or design an actuator which could control the torsional modes.

The new sample rate required that the continuous-time system matrices be dis-
cretized again. All other parameters which depended on the discretized system matrices

122



(such as the Kalman filter feedback gains) were recalculated as well.

11.4 Generation of a Modal Model and Control Parameters

The updated NASTRAN model (described in Section 9) provided mode shapes and
frequencies for the modified structure. A general purpose utility program was written to
produce continuous-time modal system matrices from the NASTRAN output data file.
The utility program requires sensor and actuator placement and type as input, as well as
the selected modes to include in the model. Sensors and actuators can be placed at any
node of the NASTRAN model. Displacement, velocity, and acceleration sensors and
force (or torque) actuators can be oriented in any direction. The units of the system
matrices produced are consistent with the units used for the NASTRAN model (i.e.,
if displacements in the model were given in feet then displacement sensor output will
be in feet). The units for displacement and mass used in the NASTRAN model of the
AFAL structure were feet and slugs, respectively.

The rigid-body mode and the first two anti-symmetric modes of the structure were
included in the model. The first two symmetric modes were not included in the model be-
cause the thrusters could not control the symmetric modes. Because the thrusters were
constrained to act as a single thruster, only one actuator was used in the model. The
thruster actuator effectiveness was later multiplied by two to account for the thrusters
on both arms. Models of the tip accelerometers and hub angle inductosyn and resolver
were included. The continuous-time system matrices generated from the NASTRAN
output are listed in Appendix I.

The output matrices were scaled so that the state estimator output was in the
same units as the output of the data acquisition routines in the control computer. The
accelerometer outputs were scaled from ft/sec2 to g's, and the hub angle sensor was
scaled from radians to degrees. The input matrix was already scaled to expect pounds-
force as input, but the matrix elements were multiplied by two to account for the second
pair of thrusters. Also, the input and output matrices were transformed to obey the sign
convention that positive modal displacements resulted in positive (counter-clockwise)
hub angle displacements. These scalings and transformations resulted in a system
model that used the same sign convention as the old model, but the accelerometer
sensor outputs were now in units of g's instead of volts.

The continuous-time system matrices were then combined with process and sensor
noise variances to generate discrete-time system matrices and Kalman filter gains using
a program originally developed by Floyd (11. The input routines were modified to accept
the continuous-time model as the basic model input. The sample interval and noise
variances were input from another data file. The original computer code was used
instead of a general matrix manipulation utility (such as CTRL-C or Matrix-X) to insure
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that any undocumented scaling performed on the system matrices in preparation for the
single-step-optimal control algorithm would be applied to the new system matrices as
well.

The sensor noise variances used to generate the Kalman filter gains were the same
as those determined by Floyd during the predecessor study. Although the quiescent
electrical noise 1-vels were significantly reduced as a consequence of sensor re-wiring,
the disturbances due to thruster force variations (the variance was approximately 5% at
a force level of 0.5 lbs.) and spillover from unmodelled modes (the symmetric modes)
were the largest noise sources during any test maneuver. The noise variances used by
Floyd were identified during test maneuvers and hence included the thruster noise and
spillover effects. These noise variances were chosen as the most appropriate to use in
slewing maneuvers.

The discretized system matrices, Kalman filter gains, and miscellaneous parameters
needed to initialize the single-step-optimal control algorithm were written to a floppy
disk file to be loaded into the MicroVAX II control computer.

11.5 Testing of the Updated Model with the Modified Structure

Initial testing of the updated system model was accomplished by comparing 15
degree slewing maneuvers performed with the old model and control parameters with
maneuvers performed using the new model. In both cases the maneuvers were performed
with the modified structure. The old model produced a typical response: an initial
thruster pulse to accelerate the structure towards the set point, a coasting period,
another thruster pulse to decelerate the structure, and a few short thruster firings during
the terminal phase to damp flexible mode vibrations and keep the structure within the
rigid body deadzone. Occasionally, there was some small-amplitude limit cycling of the
fitst anti-symmetric flexible mode (the scissors mode) during the terminal phase.

By contrast, the initial tests with the new model produced very atypical responses.
There was no coasting phase between the acceleration and deceleration pulses which
resulted in large flexible mode vibrations, primarily the scissors mode. Also, there were
very large amplitude, growing limit cycles of the scissors mode during the terminal phase.
Some tests were halted because the motion of the structure became dangerously large.

Several possible sources of the atypical behaviour were (i) incorrect model informa-
tion (frequencies and/or mode shapes), (ii) control parameters (such as cost-of-control)
in the wrong range for the system units chosen, and (iii) inconsistent units used to de-
velop the system matrices (i.e., a routine was expecting radians while the model used
degrees). A new system model was generated using the mode shape information from
the NASTRAN analysis but with experimentally identified resonant frequencies. Ta-
ble 11.5 compares the NASTRAN determined frequencies with the experimentally iden-
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Table 11-1. Experimentally identified modal frequencies
vs. NASTRAN model frequencies with PMA's locked.

- - Mode Modal frequencies (Hz)

i Experimental NASTRAN
first anti-symmetric 0.346 0.396

(scissors mode)

second anti-symmetric 0.768 0.981
(twist mode) I

tified frequencies. Tests with the new model showed no improvement in performance.

The cost-of-control was varied over a large range to determine if any change in units
had unexpectedly affected the appropriate range of this parameter. It was found that
a small normalized control cost (bin - 0.1 vs. 1.0) resulted in a more typical run (an
acceleration pulse, a coast period, and a deceleration pulse) but a large, growing limit
cycle was still present during the terminal phase. Other control parameters (such as
the size of the rigid-body deadzone) were also varied, but only extreme values had any
significant effect on the limit cycle.

The model generation routines were next examined closely to determine if any pro-
gramming errors had introduced an unexpected scaling of model parameters. Open-loop
simulations of the system were performed using CTRL-C with both the old and new
models. Thruster control commands recorded from a test maneuver performed using
the old model were used to drive each of the systems. The simulated response of the
structure was very similar for each model. This indicated that the new model matrices
were generated using consistent units and did not contain any major scaling errors. The
thruster control routines were also examined in search of any unexpected scaling of
model parameters. None were found.

Finally, an examination of the initialization data revealed an undocumented gain of
approximately 814 in the thruster calibration. The same initialization data was used for
both the old and new model. Apparently Floyd had scaled the old system matrices to use
814'ths of a pound-force as the input unit instead of unity pound-force. This scaling
error (when using the new model) had several direct effects on the control routines:
the control value calculated and used in the optimization process was incorrect, the
state estimator received incorrect input which caused incorrect state estimates, and the
process noise variance used the wrong units so that the Kalman filter gains were also
incorrect.

The new model was re-calculated using the correct process noise variance. Ind the
thruster calibration data was changed to units of pounds-force. Test maneuvers were
performed using with nominal control parameter values (i.e., control cost, deadzone,
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etc.). The updated model resulted in very typical maneuvers. The terminal-phase limit
cycle was still present but with a slightly reduced amplitude, and the limit cycle did not
grow. The old and new models now produced similar slewing maneuver results (except
for the terminal phase limit cycle). Therefore, the new model and its associated control
parameters were judged to be consistent (in terms of units) and acceptable for use in
subsequent slewing experiments.

State estimator performance was significantly improved using the new model and
Kalman filter gains. With this model, accelerometer measurement estimates tracked
the actual measurements very well from the beginning of the maneuver. This was an
indication that the state estimator was accurately estimating the flexible mode states. In
contrast, the old model produced accelerometer measurement estimates which usually
needed five to six seconds to settle. One possible reason for the improved performance
is that the old model may not have accurately modelled the flexible modes. The iden-
tification process in the previous study only used data from relatively short tests (5
second, or 3-5 cycles of the flexible mode vibrations) which could lead to errors in the
flexible mode parameters estimated.

11.6 Attempts to Further Reduce Limit Cycle Vibration

One possible cause of the limit cycle was the spillover of the flexible modes into
the rigid-body-mode state estimates. The arms of the structure displayed a significant
lateral droop at their tips during flexible mode vibrations which introduced a gravity
component into the accelerometer signals, thereby contaminating the state estimates.
The larger the vibration amplitude, the greater the gravity component added. One
indication that some disturbance was affecting the rigid-body state estimates was the
following: the velocity estimate often was not constant when the thrusters were not
firing. The apparent accelerations were not friction related because the amplitude of the
velocity estimate was observed to both increase and decrease. The gravity component
is one example of the difficulty in conducting ground-based verification experiments for
space applications.

The terminal phase limit cycle vibration consisted primarily of the first anti-symmetric
mode (the scissors mode) of the structure. Two contributors to the large amplitude
vibration were (i) the amplitude of the scissors mode vibration excited during the slew-
ing maneuver, and (ii) the lack of effectiveness of the thrusters in damping the scissors
mode vibration because of the limit cycle. The methods used to reduce the terminal
phase vibrations thus focused on decreasing the amplitude of the scissors mode excited
during the maneuver and changing the nature of the limit cycle to increase the damping
of the flexible modes.

The nominal 15 degree slew maneuvers presented a difficult vibration control task
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to the thruster control routines because the timing of the acceleration and deceleration
thruster pulses nearly coincided with the half-cycle period of the first anti-symmetric
mode (scissors mode) of the structure. As a result, a large amplitude of scissors mode
vibration was present as the structure approached the set point and entered the terminal
phase of the maneuver. By comparison, when a 45 degree maneuver was performed,
the scissors mode amplitude as the structure entered the terminal phase was less that
half of the amplitude which was obtained for a 15 degree maneuver.

The terminal phase limit cycle was not intrinsically related to the scissors mode of
the structure. However, for the nominal choices of control parameters, the frequencies of
the limit cycle and the scissors mode were very close, resulting in essentially undamped
vibrations of the scissors mode. If the limit cycle frequency was changed (for example,
by varying a control parameter such as cost-of-control), the scissors mode vibration
exhibited a 'beating' effect as the mode moved in-phase and then out-of-phase with the
limit cycle.

11.6.1 Non-zero Flexible Mode Weights

One method which both reduced the amplitude of the scissors mode vibration and
changed the limit cycle involved the use of non-zero weights on the flexible mode states.
During debugging tests for the new model, it was discovered that the default relative
weighting values were unity for the rigid body mode, and zero for the flexible modes.
The thruster control routines essentially ignored the flexible mode states to calculate
the thruster command. The control algorithm only depended upon the rigid body state
estimates. The initialization data was modified to permit the operator to specify flexible
mode weights prior to a test maneuver.

Performing a slewing maneuver with non-zero mode weights drastically altered the
behavior of a run. There were no longer distinct acceleration and deceleration thruster
pulses. The non-zero mode weights resulted in feedback gains which required many
thruster firings to keep the amplitude of the flexible modes small throughout the ma-
neuver. Depending upon the relative weighting of the first and second anti-symmetric
modes, the limit cycle could be adjusted to be near the second (or twist) mode instead
of the scissors mode, or could be moved to much higher frequencies.

The two major problems associated with using non-zero flexible mode weights were
(i) the poor slewing performance and (ii) the many thruster firings. A slewing maneuver
took longer to perform because the controller emphasized reduced excitation of the
flexible modes. The frequent thruster firings excited higher frequency modes of the
structure, including the torsional modes of the arms, which contaminated the state
estimates and were not controllable using the thrusters. Even for small flexible mode
weights (1.0, 0.05, and 0.01 for the rigid body, scissors, and twist modes, respectively),
these problems obscured any benefit from the use of non-zero mode weights.
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A modified approach involved using the non-zero flexible mode weights only during
the deceleration and terminal phases of the maneuver This permitted the structure
to be accelerated towards the set point normally but would control the flexible mode
vibrations as the entire structure was brought to the set point. The control routines
did not allow mode weights to be varied within a maneuver, so the VAX ELN debugger
utility was used to insert the desired feedback gains directly into the memory of the
controller during the initialization procedures. The control routines calcuilated two sets
of feedback gains: one for the acceleration phase and one for the deceleration phase.
Modifying either set of gains with the debugger effectively allowed the flexible mode
weights to be varied between the acceleration and deceleration phases of a maneuver.

A breakpoint was set in the control program immediately after the feedback gains
were calculated, and the gains determined for various selections of flexible mode weights
were recorded using the debugger. When the program reached the breakpoint in the
initialization during an actual test maneuver, the desired feedback gains were then
inserted into memory and the program was allowed to continue.

Several slewing maneuvers were performed using zero flexible mode weights for
the acceleration phase, and non-zero mode weights for the deceleration and terminal
phases. The acceleration phase was typical, consisting of a long thruster pulse and a
coasting period. However, the deceleration phase had frequent thruster firings and a
iarge overshoot.

Using non-zero flexible mode weights provided greatly increased control of the flexi-
ble modes. However, the non-zero mode weights also resulted in poorer slewing perfor-
mance and significant excitation of higher frequency modes because of frequent thruster
firings. No combination of flexible mode weights was found that significantly increased
the damping of the flexible modes without adversely affecting the slewing performance.
Consequently, non-zero mode weights were not ultimately used to help control the flex-
ible mode vibrations.

One alternative which was not explored because of programming constraints involves
the use of non-zero flexible mode weights only after the thrusters bring the rigid body
mode of the structure to within the deadzone, near the set point. At this stage the
acceleration and deceleration phases of the maneuver would be completed, resulting in
good slewing performance. The non-zero mode weights would then be used primarily to
allow the thrusters to control the flexible modes. Implementing this option would have
required major modifications to the control routines to calculate a third set of feedback
gains for the terminal phaie. This was judged to be beyond the resources available to
the study.
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11.6.2 Additional Terminal-Phase Thruster Constraints

Section 4.3 discusses the existing terminal-phase thruster constraints. The con-
straints were implemented to insure that the thrusters did not add energy the structure
during the terminal phase of a maneuver and, thereby, reduce or eliminate the tendency
to limit cycle. The constraints consisted of a deadzone around the set point inside of
which the thrusters do not fire, and a local velocity constraint which prevented the
thruster from firing in the same direction as the estimated local tip velocity. How-
ever, these constraints still allowed large amplitude limit cycles, so additional thruster
constraints were implemented to further reduce the tendency to limit cycle.

The additional constraints included provisions to permit independent adjustment of
the thruster deadzone about the set point, and the conditions which determine entry
into the terminal phase. In this manner, the transition to the terminal phase could be
delayed until the rigid body states were very near the set point, while a larger thruster
deadzone could be used to keep the controller from limit cycling.

The local tip velocity constraint was modified to add a condition on the local tip
displacement. The original local velocity constraint required that the thrusters did not
fire in the direction of the local velocity (which would add energy to the system). It was
found during slewing tests that the local velocity constraint alone often produced a limit
cycle wherein the thrusters would immediately fire a small pulse when the tip velocity
passed through zero and became opposite the desired thrust direction. This occurred
at the peak amplitude of a vibration. Although the pulse was initially fired opposite the
local tip velocity, the pulse contained enough energy to change the direction of the tip
velocity, adding as much energy to the structure as it had removed.

The added tip displacement constraint precluded the thrusters firing in the same
direction as the tip was displaced. The intent of this constraint was to cause the
vibrations to achieve maximum velocity (which occurs at zero displacement) before the
thrusters were allowed to fire. The thrusters would then remove more energy from the
structure at the higher velocity, and any limit cycle due to a minimum thruster pulse
would occur nearer to zero displacement.

These additional constraints were added to the thruster control routines and resulted
in improved flexible mode damping during the terminal phase. The results from selected
slewing maneuver tests are presented in Section 16. The effectiveness of the terminal
phase constraints can be seen by comparing the results of thruster maneuvers performed
both with and without the constraints enabled.

Although the constraints significantly increased the damping of the flexible modes
and reduced the tendency to limit cycle, they did not add as much damping to the
flexible modes as expected. One possible reason for the reduced effectiveness was
the contamination of the state estimates because of the gravity components in the
accelerometer signals. The tip velocity and displacement were derived from the state
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estimates. Any errors in the state estimates would also cause errors in the velocity and
displacement estimates, and hence would reduce the effectiveness of the constraints.
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Section 12

Implementation of On-Off Thruster Slew Control in
Combination with the Linear Actuators

12.1 Introduction

This section discusses the control strategies used to combine the linear actuators
(PMAs and hub torquer) with the single-step-optimal control of the on-off thrusters.
The linear actuators could be added to the single-step-optimal control algorithm or
controlled independently. A decentralized control approach was chosen in part because
of lack of design tools for the single-step-optimal control methodology. The linear
actuator control algorithms were designed to minimize the possibility of one actuator
control loop destabilizing another, or contaminating the state estimator (Kalman filter)
used for the thruster control algorithm. Preliminary tests showed that the linear actuator
control laws actually increased the stability of the thruster control algorithm.

12.2 Possible Control Strategies

Several strategies were considered to combine the linear actuators with the single-
step-optimal control for the thrusters. The linear actuators used in this study were proof-
mass actuators (PMAs) and the air-bearing table torque motor described in Section 3.
The linear actuators can be integrated into the single-step-optimal control algorithm.
Alternatively, a decentralized control approach can be taken in which the linear actuators
are controlled by independent control laws.

The single-step-optimal control algorithm is inherently capable of handling multiple
actuators and known actuator failures. Floyd (11 performed simulations which combined
linear actuators with on-off thrusters using a single-step-optimal control methodology.
The control routines in the main control application which implement the single-step-
optimal control strategy for the thrusters were written in a vector formulation to allow
changes in the number of sensors, actuators, and states of the system.
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However, a close inspection of the control routines revealed discrepancies between
the actual program code and the description of the algorithm given in the final report of
the predecessor AFAL study 111. Assumptions about the dimensions of various matrices
were hard-coded into the control routines. Also, there were errors in the code associated
with the use of multiple actuators. The single-step-optimal control routines would have
had to be re-written and debugged to allow inclusion of the linear actuators.

Another drawback of the single-step-optimal control algorithm was the unavailability
of design tools. The single-step-optimal algorithm results in a non-linear control law for
non-linear actuators such as the on-off thrusters. When multiple actuators are used with
the single-step-optimal algorithm, an actuator lumping criteria is used to combine the
effects of all the actuators. There is no guarantee that parameters chosen using linear
control design techniques will be satisfactory when implemented. As was demonstrated
in Section 11, tuning the thruster control parameters for the flexible modes was largely
a matter of trial and error, even when only one actuator was used.

Independent control laws for the linear actuators can readily be designed and sim-
ulated using standard linear control design techniques. However, decentralized control
laws introduce the possibility of one controller destabilizing another. Also, the Kalman

I filter estimates used in the thruster control routines can be contaminated by the linear
actuators if they are not explicitly included in the Kalman filter model.

It was decided to combine the linear actuators and the thrusters using independent
(decentralized) control laws. The alternative approach which involved re-writing and
debugging the single-step-optimal control routines was judged to be a major task. Even
after the single-step-optimal control routines were corrected, the selection of appropriate
control parameters would be tedious and error prone, at best, because of the lack of
design tools. Colocated sensor/actuator control laws were developed for the linear
actuators to minimize the possibility of destabilizing the integrated system.

12.3 Effects of Independent Linear Actuator Control

Independent control laws for the linear actuators introduce the possibility of inter-
action between the controllers. The actuator dynamics might also contaminate the
state estimates for the single-step-optimal thruster control routines. These undesirable
effects were minimized in two ways: the PMA control law was chosen to insure stability
and the slewing tests were designed so that the hub torquer and thrusters would not be
active at the same time.

Section 13 presents the development of the PMA control law. A PMA and a linear
accelerometer were located at the tip oi each arm, forming a colocated sensor/actuator
pair. A local velocity feedback control law was chosen to insure maximum stability
robustness. Using local velocity feedback, the PMAs introduced additional damping to
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the flexible modes of the structure. The PMAs still affected the Kalman state estimator
for the thruster control algorithm, but they primarily appeared as modelling errors in
the damping terms.

Section 14 describes the development of the hub torquer control law. The hub
torquer appears as a disturbance or bias torque to the state estimator for the thruster
control algorithm. Simultaneous operation of the hub torquer and thruster control
algorithms could possibly destabilize the thruster control. Therefore, it was decided to
use the hub torquer and thrusters during different phases of the slewing maneuver. The
thrusters were used to accelerated and decelerate the structure while the hub torquer was
used for fine pointing and vibration control during the terminal phase of the maneuver.
Because the thrusters were not used after the hub torquer was activated, the thruster
control loop could not be destabilized.

The state estimator continued to run during the terminal phase of the maneuvers
(for data collection purposes). However, the thrusters slewed the structure to very near
the set point so the torque applied by the hub torquer during the terminal phase was
relatively small and, consequently, did not significantly contaminate the state estimates.

12.4 Combining the Independent Control Algorithms

The main experimental control application implemented the single-step-optimal
thruster control algorithm. Combining the control algorithms for the linear actuators
with the thruster control algorithm consisted primarily of including the control routines
from the PMA and hub torquer development applications into the main control appli-
cation. Also, control logic was added to permit actuators (e.g., all of the PMAs) to be
activated or deactivated at various points throughout a maneuver. Modifications were
made to the initialization and data logging routines to include specific PMA and hub
torquer requirements.

Baseline slewing tests were run using the thrusters only to verify that the additional
control logic worked correctly. Additional tests were performed with various combi-
nations of actuators to verify the initialization and data logging routines. Only minor
programming mistakes were discovered during these preliminary tests. The decentralized
control strategy performed as intended with no indication of control loop interaction
or destabilization. In fact, the added damping from the PMAs eliminated limit cycling
of the structure when the thrusters were used during the terminal phase of a slewing
maneuver. The state estimates required for the thruster control algorithm were not
significantly affected by either the PMAs or the hub torquer.

Section 16 describes and discusses the results from a series of slewing tests performed
using various combinations of the actuators.
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Section 13

Proof-Mass Actuator Development

13.1 Characterization of the Proof-Mass Actuators

The proof-mass actuators are mounted in pairs at the tip of each beam. Initially,
it was anticipated that there could be non-linearities in the force constant (Ibs/amp)
of each proof-mass/voice coil pair, wherein the force generated would vary with the
stroke of the actuator. In order to minimize this particular non-linearity, the PMAs were
mounted back-to-back so that a lower control force in one unit would be compensated
for by a greater force exerted by its partner. Figure 13-1 illustrates the design of this
back-to-back mounting.

However, BEI Kimco had difficulty in predicting the performance of their linear
actuators because they had not previously produced a voice-coil linear actuator with the
required extended stroke. The extended stroke was needed for the PMA to be effective
in damping low-frequency structural vibrations. Nevertheless, BEI Kimco assured CSDL
that the non-linearities would not be excessive and would be dependent solely upon
position.

However, upon receipt of the actuators, the accompartying calibration test results
showed that the PMAs were extremely non-linear, with variations in the force constant
dependent upon position, current level, and the direction of the applied force. A graph-
ical representation of these vaiying parameters can be seen in Figure 13-2. The force
constant varies over the stroke of the device, varies with the amperage (here shown
at three discrete levels), and depends upon whether a pulling or pushing force is being
commanded.

The back-to-back mounting of the PMAs, at first thought to be a solution to the
non-linearities, did prove to correct for some of the force dependency upon position. This
helpful effect is illustrated in Figure 13-3. Notice that the curves flattened somewhat,
showing less variation with stroke. Still, the force constant was dominated by the
remaining non-linearities, and these effects remained to be addressed in the development
of control laws for the proof-mass actuators.
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Figure 13-2. Force non-linearity of voice coil,'magnet proof-mass actuator
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Figure 13-4. Dynamics of proof-mass coupled to a second-order oscillator.

13.2 Development of Decentralized Control Laws for the PMAs

The prior development of PMA control laws, described in Section 5 through Sec-
tion 8, required accurate knowledge of the force being applied by the actuators. This
requirement is characteristic of all linear control law development. In order to apply
these control laws, it would be necessary to use extensive gain-scheduling to guaran-
tee the expected force, or to design an extremely robust dynamic compensator, thus
sacrificing performance.

However, an alternative decentralized control approach was possible due the fact that

that the sensors and actuators were colocated. Control laws were formulated which are
dependent solely upon velocity and displacement at the actuator location. By generating
control forces which oppose local velocity, additional damping is provided, and the
nonlinearity disappears as an issue. Specifically, while the amplitude of the force varies
with the stroke, it still opposes the velocity and thus still adds some amount of damping.

Consequently, the complexity and computational requirements of gain-scheduling were
avoided, while an adequate level of damping performance was maintained.

13.2.1 Local Variable Control Laws for the PMAs

For a single beam, the dynamics of the structure appear as a simple second-order

oscillator. The proof-mass is then coupled to the oscillator by the commanded force,
f. This model is illustrated in Figure 13-4. As the PMA exerts reaction forces, note

that a positive commanded force results in a positive acceleration of the beam il, but
a negative acceleration of the proof-mass rn. An examination of the dynamics of this
system shows the significance of the sign difference.

The system shown in Figure 13-4 can be modelled by the following two second-order

equations:

M' + B 1 + Ksx I = f (13-- 1)
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and
m72 f (13-2)

Note that the two systems are coupled only by the force f. When the feedback loop is
closed, the simple oscillator has become part of a more complex fourth-order system.
Thus the manner in which these two systems interact is determined by the details of
the feedback law.

The system described by Eqs. (13-1) and (13-2) can be put into a state-space format
that allows a straightforward examination of the dynamics of the closed-loop system.
The state vector is defined as:

x = [XI -, X2 i2] T  (13 - 3)

and there is one input, f. There are three measurements in the output vector y, as
follows:

(1) the velocity of the large mass M (ij);

(2) the relative position of the proof-mass m to the large mass (x 2 - xj); and

(3) the relative velocity of the proof-mass in to the large mass (i 2 - il).

Using this notation, the standard state-space representation follows:

= Ax + Bf (13-4)
Y = CX

with
0 1 0 01

A-F -K/Al -B/M 0 (13-5)0 o 1
0 0 0 0

B = [0 1/Al 0 1/n ] T  (13-6)

C 1 - 0 1 0J (13 -7)
0 1 0 10r[~ 0 1 (I(3 )

The model parameters derive from the NASTRAN modelling described in Section 9
and are reproduced in Table 13-1. By including frequency, modeshape, damping, and
mass property information, the dynamic model of Eq. (13-4) characterizes the phys-
ical system which consists of a single cantilevered beam with a proof-mass actuator
attached to its tip. This representative model was the basis for stability analyses and
the evaluation of various control laws.
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Table 13-1. PMA model parameters from NASTRAN analysis

M~slgs)m~sugs K.(b./t.)I B(lb./ft/sec)70.971 0.136 5.598 0.06J...

13.2.1.1 Feedback Laws

Using the dynamic model of Eq. (13-4) the control feedback matrix k is defined as
follows:

f = Ry (13-8)

with
"K [Kve Kpmadisp Kpmave,]

where

KveI is the feedback gain for the velocity of the large mass Al;

Kpmadisp is the feedback gain on the position of the proof-mass rn relative to the large
mass M (it is this gain which produces a restoring force between the proof-mass
and the beam to keep the PMA centered); and

Kpmavei is the feedback gain on the velocity of the proof-mass m relative to the large
mass Al. This gain provides extra damping to prevent the PMA from oscillating
about its nominal position.

The closed-loop system dynamics then take the following form, permitting both
stability analysis and system simulation:

: (A + f C Bf (13-9)
y Cz

13.2.1.2 Local Velocity Feedback for Vibration Damping

As shown by Balas in Reference [331, the use of negative velocity feedback guarantees
stability for systems with colocated sensors and actuators.* The effective damping of the
closed-loop system will vary directly with the feedback gain. In the case of the feedback
law represented by Eq. (13-8), if the motion of the proof-mass m (setting Kpmadisp
and Kpmave! to zero) is disregarded, Kvel can be set to any negative value and thereby

'In a practical control system finite actuator and sensor time constants limit the bandwidth for
which stability robustness is guaranteed; however, this frequency can be made arbitrarily large.
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Figure 13-5. Large mass AM response to initial conditions, with negative velocity feed-
back and no proof-mass position constraints.

guarantee additional damping in the oscillation of the mass M1. The response of this
negative velocity feedback closed-loop system to a 1 inch initial displacement of both
masses is shown in Figures 13-5 and 13-6. Note that the oscillation of the mass Al is
almost immediately eliminated.

This very effective negative velocity feedback relationship is clearly illustrated in
Figure 13-7 where the solid line represents the mass M velocity and the dotted line
represents the commanded force. However, Figure 13-6 shows that this force command
results in excessive displacement of the proof-mass.

For implementation of a realizable PMA system, some constraints had to be placed
upon the displacement of the proof-mass. The first attempt to resolve this problem led
to the addition of the Kpmadisp and Kpmavel gains. However, when the loop is closed
with sufficient gain to prevent the PMA from violating the displacement constraint, the
resulting fourth-order system is unstable.

Figures 13-8 and 13-9 show the initial condition response of this unstable system.
As the proof-mass is accelerated to produce a force opposing the velocity of mass Al,
the PMA position restoring gain commands a force which acts to oppose the velocity
feedback. Consequently, the net force acting upon the beam does not increase the
system's damping but actually acts as a destabilizing positive velocity feedback. This
effect is most clearly seen in Figure 13-10 where both the velocity of the mass M and
the total commanded force (/ = Ky) are shown.

However, root-locus analysis of this system pointed toward an interesting solution.
When there were no constraints on proof-mass displacement, negative velocity feedback
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increased the damping of the system, while positive velocity feedback would null the
small amount of natural damping and result in an unstable system. However, exami-
nation of the root-locus of Figure 13-11 (and the more detailed view in Figure 13-12)
shows that the opposite effect occurs when there are proof-mass displacement con-
straints. The lightly damped poles near to the origin are associated with the dynamics
of the mass M. The faster poles are those of the proof-mass and its restoring force loop.
Notice that even a small negative feedback gain sends the poles of the mass A! into
the right half-plane where previously this same gain had a stabilizing effect. When a
positive velocity feedback gain is applied, the system shows greatly improved damping.
This trend continues until the PMA poles go unstable with higher gain. Thus, we have
a system which is unstable for negative feedback gains and stable for positive feedback
(up to a limiting value).

However, this reversal of the required feedback sign does not reflect a change in the
force applied to the oscillator by the PMA. Applying force in phase with the velocity is
counter-intuitive, and simulations show that the net force applied does, in fact, oppose
the local velocity. Figure 13-15 shows how the composite force command computed
from the gain vector K does imply negative velocity feedback despite the positive gain
on mass M velocity. Damping has been increased significantly, as seen in Figure 13-
13, while still satisfying the displacement constraints on the proof-mass. This analysis
verified the PMA control concept; implementation of the control law is described next.
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13.3 Single-beam Verification of PMA Control Concept

As an initial step in verifying the capabilities of the proof-mass actuator, a single
cantilevered beam was mounted to a test-bed as illustrated in Figure 13-16. In this
wiy the control parameters could be tuned before the actuators were installed on the
fuN-scate experiment. The previous section described a control strategy based on the
feedback of three variables which are either directly measured or derived from the sensor
conplement. The variables are as follows:

T~p velocity: accelerometers are colocated with the PMAs at the tip of each beam.
This signal can be integrated to determine the tip velocity.

OVAA dIsplocenft relative to the beam: there are LVDTs affixed to the PMAs
which directly measure this parameter.

PMA velocity relative to the beam: the LVDT signal can be differentiated to form
this parameter.

These signals were combined with their respective gains via the gain vector 'k and fed
back into the servo-amplifiers which drive the PMAs.
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13.3.1 Implementation of the Analog PMA Control Law

Preliminary testing of the control strategy was accomplished using an analog com-
pensator. There were two major design considerations concerning the integrationl of

the accelerometer signal to generate the tip v-locity. The first concern arose from

the PMAs ability to excite the torsional modes of the beam. It was necessary to low-

pass the accelerometer signal to minimize the control force commanded at frequencies

higher than the first bending mode of the beam (0.39 Hz). Secondly, when the PMAs

are mounted on the full-scale CSDL/AFAL experiment, they are subjected to large an-

gle slews of the whole structure. Because the actuators are constrained with respect

to available stroke, it was not desirable to permit the actuators to respond to the near
DC velocities that occur during a large-angle slew. Consequently, a high-pass filter with

a cutoff frequency placed below the first Diending mode frequency was used to reject
DC and slowly varying velocities. The resulting Composite accelerometer filter consisted

of a band-pass integrator with 90' of phase shift at the first bending mode frequency,
II and signal attenuation both below and above this frequency. The frequency response

function of this analog filter, implemented with op-amps and passive components, was

determined using the Zonic modal analyzer. This plot is shown in Figure 13-17.

The remaining feedback variables, namely PMA position and velocity, required more

straightforward implementations. The LVDT included built-in signal conditioning, and
1 the position signal required only a gain stage for inclusion in this experiment. Similarly,

the LVDT signal was differentiated to derive the PMA relative velocity signal which was

then fed back with an appropriate gain. The overall PMVA controller implementation is

shown in Figure 13-18.
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Figure 13-18. Control law implementation for proof-mass actuators.

13.3.2 PMA Performance on the Single-Beam Test Bed Installation

For preliminary PMA effectiveness evaluation, a single cantilevered beam with proof-
mass actuator attached was mounted to a test-bed as shown in Figure 13-19. The
PMA proved to be quite effective at attenuating vibration of the single-beam in this
configuration. Transient response was used to determine the performance of the closed-
loop system relative to free decay. An initial displacement was given to the beam with
only the PMA centering loop active. The baseline damping ratio of C = 0.0085 was
established for the beam by fitting an exponential envelope to the response. A plot of
this free decay is shown in Figure 13-20.

In order to determine the effectiveness of the PMA, a similar initial displacement was
given to the beam, the system was allowed to settle into free oscillation, then the PMA
vibration control was activated. A plot of the ensuing response is shown in Figure 13-21.

Note that the vibration is effectively removed within approximately 3 cycles. A fit
of the exponential envelope indicated that C = 0.018, or 18% damping. This damping
ratio represents an increase by more than a factor of twenty over the natural
damping of the system. These results sufficiently proved the suitability of the PMA
control strategy. Consequently, application of the PMAs to the full-scale CSDL/AFAL
experiment was initiated.
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13.4 Development ofReal-Time Software for PMAControl

The analog implementation of the PMA control laws, described in the previous
section, proved that the appropriate control parameters were established. However,
for better integration with the overall CSDL/AFAL experiment, a conversion to digital
control was desirable.

In order to implement a digital controller, discrete-time representations of the analog
filters must be generated. For a linear time-invariant system, the discrete-time repre-
sentation of the continuous-time differential equations takes the form of the following
difference equation evaluated at each time step:

. [n + 11 = 4 [,n)-- 'u In) (13 - 10)

y[n] = Ca n] + Du [n ] (13-- 11)

where t is the state transition matrix, I' is the discrete-time control influence matrix, and
the C and D matrices are unchanged from the continuous-time case. The discrete-time
matrices were derived using the zero-order hold (ZOH) transformation, which results
in a very satisfactory match of frequency response characteristics with the equivalent
continuous-time filter (see Reference 1341).

The ZOH transformation was applied to the continuous-time system using the Ctrl-
C control system design package. Within Ctrl-C, the frequency response characteristics
of the bandpass integrating filter were adjusted to match those of the analog filter
previously determined with the Zonic modal analyzer. The resulting compensator ma-
trices are given in Appendix K. Note that the Bode plot of this discrete-time filter
shown in Figure 13-22 is equivalent to that of the corresponding analog filter shown in
Figure 13-17.

The discrete-time representation of the filters was subsequently coded using VAX-
ELN Pascal which incorporates real-time programming features. A general filter routine,
GENFILTER, was developed which could be called at each time step during the ex-
periment run to propagate the filter states and determine the outputs. The initial
parameters of this routine were read from a disk file, thus providing a simple means of
altering the control parameters without having to change and recompile the real-time
software.

The discrete-time control loops were first verified on the single-beam test bed exper-
iment. Running at a 50 Hz sample rate, the performance of the digitally controlled PMA
was found to be equivalent to that of the analog benchmark. In addition, there was
much more flexibility in the use of the PMAs because of the software implementation.
Active control could easily be turned on or off, leaving the position loop intact. These
were activated by the software, eliminating the need to flip switches or disconnect wires
as was the case with the analog controls.
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13.5 Application of PMAs to the Full-Scale CSDL/AFAL Experiment

The addition of the proof-mass actuators to the full-scale experiment structure was
made much easier by the decision to implement the controls in software. No new analog
filter hardware was required. Only four identical filter routines had to be run (in parallel)
in the software.

An initial concern was whether the four independent control loops associated with
the PMAs could destabilize the system through their interaction. While this possibility is
usually a major concern in decentralized control applications, the decision to implement
a velocity feedback control law at each tip diminished the potential for instability because
of the colocated sensor/actuator configuration. As was discussed previously, when the
net control force opposes the local velocity with negligible time delay due to phase lag
effects, energy will be removed from the system. It was this characteristic of the PMA
damper which permitted the use of decentralized control. Consequently, the addition of
the PMAs to the full experiment derived directly from the single beam experiments-
global control was not required to insure robust stability and performance.

Previous tests on the single beam were primarily concerned with damping the first
bending mode of the beam. However, there are multiple structural modes associated
with each bending mode of a single beam. These structural modes involve symmetric
and antisymmetric motion of the opposing pairs of beams. Consequently, the frequencies
of the modes which the PMAs were required to damp were spread over a small range,
and no longer exactly matched the frequency of the band-pass integrating filter. During
slewing maneuvers, the two antisymmetric structural modes dominated the response of
the structure in this frequency range. These are referred to as the 'scissors' and 'twist'
modes; they are illustrated in Figures 13-23 and 13-24.

In order to evaluate the PMA effectiveness, the structural modes were excited by
injecting white noise into the hub torquer. Frequency response functions (FRFs) were
generated between the input to the hub torquer and the output of the accelerometers
at each tip. These responses were analyzed using the "Zonic Modal" software package
to determine the frequency and damping of each structural mode. The open-loop (no
active PMA control) FRF is shown in Figure 13-25; it displays the two resonant peaks
of the scissors and twist modes.

The closed-loop system response was quite different. The damping provided by the
proof-mass actuators resulted in lower resonant peaks, as evidenced in Figure 13-26.
Note how the scissors mode peak is nearly eliminated, while the twist mode peak is
reduced and somewhat smoothed. Analysis with the Zonic software resulted in the
damping information presented in Table 13-2. These values highlight some differences
between the test-bed and full-scale experiments. The baseline open-loop damping of
the twist mode was significantly greater than that of the single beam or of the scissors
mode. This was because of the friction in the air-bearing table and the large amount of
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Table 13-2. Open and closed loop PMA damping data for full scale experiment.

Open Loop Closed Loop
Mode Freq.(Hz) Damping (%) Freq.(Hz) Damping()/
scissors 0.35 0.86% 0.36 12.29%
twist 0.78 3.70% 0.81 5.33% _

hub motion present in the twist mode (see Figure 13-24). However, the most notable
change was a small decrease in the additional damping provided by the PMAs. These
discrepancies may be described as follows.

First of all, the damping was previously calculated by fitting an exponential envelope
to a single transient response. The values calculated with the modal analyzer are
certainly more accurate and reliable.

Secondly, the twist mode presents a very different boundary condition in comparison
with the cantilevered beam. Hub motion permits a pinned-free mode in which there is
less tip motion and more rotation and displacement at the base of the beams. Conse-
quently, the control effectiveness of a tip mounted linear actuator is reduced. In this
case, examination of the NASTRAN-generated modeshapes (see Appendix C) shows
that the PMA would be 50% less effective on the twist mode than it would be on either
the scissors mode. or the first bending mode associated with the test-bed experiment.

Finally, the bandpass integrator which filters the accelerometer signal begins to
attenuate at the frequency of the scissors mode. Consequently, the gain of this filter is
reduced by approximately 50% at the twist mode frequency. A combination of all these
factors resulted in less additional damping of the twist mode due to the PMAs.

Nevertheless, the PMAs proved to be quite effective in this application. A signifi-
cant amount of damping is introduced into the system, although the greatest effect is
restricted to the scissors mode. Later, this mode will be shown to be the primary source
of residual vibrational energy in a slew maneuver. Consequently, the bias of PMA effec-
tiveness towards the scissors mode was appropriate. Additionally, the implementation
of a hub torquer control system is an effective supplement to the PMAs. The torquer
will be shown to be quite effective on the twist mode because this mode exhibits sig-
nificant hub motion which can be directly controlled by the hub torque actuator. The
development of this hub control strategy and its implementation is described in the next
section.
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Figure 13-21. Transient damping of the single beam with PMA active.
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Figure 13-23. Scissors mode displacement.
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Section 14

Hub Torque Controller Development

14.1 Introduction

The previous section explored the use of PMAs for vibration damping using a simple
dynamic model of an isolated cantilever beam. For the hub torquer control design, a
structural model was developed using NASTRAN to represent the overall dynamics of
the full-scale experiment. For hub-actuated fine pointing, the primary actuator applies
torque to the hub and the relevant output is the hub angle. The three dominant
structural modes were included in the model-the rigid body mode, the twist mode, and
the scissors mode. The first two symmetric modes of the structure were also included
in the NASTRAN model, but because they do not involve hub motion, they are neither
controllable nor observable with the hub torquer and hub angle sensor, respectively. As
in the analysis of the previous section, the group of cantilevered-beam second bending
modes were excluded from the analysis because they are separated from the controller
bandwidth by more than a decade in frequency. Furthermore, the hub torquer does not
significantly excite these modes. The desired bandwidth of the controller is low enough
that significant spillover to these modes was not expected to be a problem. Examination
of the plant frequency response from the hub torquer input to the hub angle output,
Figure 14-1, shows that the twist mode resonance at 0.80 Hz dominates the response.
Consequently, the main goal in the synthesis of a hub torquer control law is to damp
this resonance while achieving sufficient pointing control bandwidth of the structure as
a whole.

14.2 Hub Torquer Control Law Development

The PMAs are only capable of AC force generation and thus are only useful as
vibration control actuators. However, the hub torquer is effective for both vibration
damping and fine pointing/tracking. Consequently, the hub compensator was designed
to accomplish both of these control functions. As discussed in the previous section, the
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Figure 14-1. Plant frequency response (hub torquer input to hub angle output).

PMA controller is well suited to a decentralized control approach because of the superior
stability robustness properties of the colocated actuator/sensor control law used in that
design.

The initial control synthesis for the hub torquer took the form of a proportional,
integral, and derivative (PID) feedback design. The design objective was to achieve
'adequate' performance using a simple control law which would serve as a point of
comparison with more complex controller designs.

14.2.1 PID Control for the Hub Torquer

The design of the PID control initially ignored the flexible modes of the structure.
A loop was closed around the rigid-body mode, and the selection of the feedback
parameters depended solely upon a choice of the appropriate closed loop bandwidth W,
and damping (. The structure was modelled by its inertia J, and a double integrator.
The feedback terms, namely proportional (Kp), integral (Ki), and differential (Kd) were
determined using the following relationships:

KP = J Wn (14- 1)

K,= 0.1414 J w n  (14-2)

Kd =1.414 JW (14-3)

These feedback parameters result in a critically-damped closed-loop response for a sys-
tem in which the structural mode frequencies are well separated from the controller
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Figure 14-2. Forward-loop frequency response (PID control, w,, 0.1 rad/sec).

bandwidth w,,. However, the existence of flex modes closer to the controller bandwidth
will impact the performance of the system.

The important parameter in this design is the choice of bandwidth. As the bandwidth
is increased to achieve faster pointing response, the closed-loop system can be desta-
bilized due to spillover from the twist mode resonance. If the bandwidth is decreased
significantly, the pointing performance suffers. Consequently, the joint objectives of
performance and stability must be balanced; both transient response and frequency
domain information can be used to aid this task.

The initial performance objective was a controller bandwidth of W, = 0.1 rad/sec.
The forward-loop frequency response for this system is shown in Figure 14-2. While the
system is stable, the step response as seen in Figure 14-3 is sluggish and is underdamped.
Also evident is the twist mode resonance in the initial stage of the response.

To improve the response, a notch filter was added to the compensator at the fre-
quency of the twist mode. This filter minimized the torque command input in the
frequency range of the twist mode resonance, thus minimizing the excitation of the
twist mode. The frequency response of the compensator including the notch is shown
in Figure 14-4. Note that the forward-loop frequency response shown in Figure 14-5
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Figure 14-5. Forward-loop frequency response (PID plus notch filter compensator).
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Figure 14-6. Step response (PID control with notch filter).

no longer exhibits a strong resonance of the twist mode. The controller bandwidth was
raised to w,, = 2.0 rad/sec, improving performance while still maintaining stability.

This final PID design produced excellent transient response characteristics for the
closed-loop system as seen in Figure 14-6.

However, the notch made the system extremely sensitive to errors in the modelling of
the lightly damped twist mode. This sensitivity is characteristic of any design approach
in which system dynamics are cancelled by compensator dynamics. Performance was
degraded for errors as small as 3% in the frequency of the twist mode. While the
addition of the notch was necessary to achieve satisfactory performance with the PID
controller, the poor performance robustness associated with this compensation precluded
its implementation as the baseline hub controller.

14.3 Dynamic Compensator Design with Loop Transfer Recovery

In an attempt to improve system performance in light of the difficulties encountered
with the PID-plus-notch controller design, a model-based compensator design approach
was undertaken. This method, incorporating the flexible modes into the design process,
resulted in superior system response and stability robustness.

The first step in the Linear Quadratic Gaussian/Loop Transfer Recovery (LQG/LTR)
compensator design sequence 1351 is to develop a state-feedback control law that demon-
strates satisfactory performance in both the time and frequency domains. In the case of
the hub controller, time domain performance was represented by the traditional method
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Figure 14-7. The LQG/LTR controller configuration.

of step response. Good frequency domain performance was measured by the achieve-
ment of sufficient roll-off in the singular value frequency response, thus assuring robust-
ness with respect to unmodelled dynamics. Once the regulator problem is solved, an
estimator is designed which "recovers" the frequency domain characteristics of the full-
state feedback regulator design. This latter step is referred to as loop tfrnaer recovery
(LTR). Because the hub control loop was represented as a single-input/single-output
(SISO) system, the singular value decomposition and frequency response defaults to
the standard frequency response. In the version of the control design method described
here, the loop matrix transfer function is constructed with the loop broken at the input
to the plant.* The general configuration of a LQG/LTR control law implementation is il-
lustrated in Figure 14-7. The LQG/LTR compensator consists of the full-state estimator
cascaded with the LQR controller gain matrix.

14.3.1 Plant Model Modification and Augmentation

Before commencing the LQG/LTR design process, two changes were made to the
design model in order to improve model fidelity and potential system performance. The
first change was to incorporate the experimentally measured vibration damping effected
by the PMAs by increasing th modal damping parameters of the plant. Ultimately,
both the the hub torquer and PMAs will be simultaneously activated during the experi-
ment slew maneuvers, and the modified plant model more accurately reflects the PMA

*Because the system is SISO this choice is not restrictive.

167



3 ________._____... ... . .. . _________ _______________. 
. . . ....

____

3
10

2
10

101

0,
10 ORIGINAL PLANT

L LJ WITHOUT RATE
-1 

FE DBACK

D) 10
"

10
" 2

<"- 10- 3

-4
10 AUGMENTED

PLANT

10

10 .01 .1 1 10 100

RAD/SEC

Figure 14-8. Plant frequency response with and without inner damping loop.

vibration suppression capability.

Secondly, in order to reduce the resonant peak associated with the twist mode,
a frequency-shaped, attitude-rate feedback loop was added to the system. This ve-
locity feedback loop is high-passed so that its damping effect is primarily realized on
the flex modes. This approach provided additional damping of the flex modes while
simultaneously permitting a faster 'rigid-body' transient response.

The plant augmentation was effective in reducing the resonance of the twist mode
without overdamping the low frequency response associated with the fine pointing con-
trol function. For the model-based compensator design, the inner damping loop was
included as part of the plant. The frequency response of the augmented, updated
design plant is compared with the updated system without the rate feedback loop in
Figure 14-8.

14.3.2 Linear Quadratic Regulator Design

The first step in generating the state-feedback gains of the LQ regulator was to
choose which states and controls should be weighted in the cost function J, defined as

flo s *j = f oZTQ z XI UTR u d i (14 - 4)follows:'

*For a comprehensive description of the LQR design process see Kwakernaak and Sivan (Section
3.3 or Reference [361).
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Figure 14-9. Forward-loop frequency response of the LQR design.

Linear quadratic regulator design involves the minimization of this cost function for a
given Q (state weighting matrix) and R (control weighting matrix). Through selection of
the appropriate elements of Q and R, both the frequency and time domain performance
of the state-feedback regulated system are determined.

Because the controller configuration is 5150, there is only one control input, and
therefore R is a scalar weighting term. Consequently, R was held constant and Q varied
to achieve the desired performance. Alternatively Q could be fixed and R varied if a
suitable form for the many elements of Q was known a priori. Because the function
required of the hub torquer is to minimize the simulated satellite pointing error, there
was an easily defined, structured choice for Q. As introduced in Section 8.2.1.1, the
hub angle yh is the regulated parameter, where

Yh=ChX (14-5)

Thus, with Ch defined as the row of C corresponding to the hub angle measurement,
the cost function becomes:

J {Yh} {Yh} 4- Ru 2d t  XT" , ,ChChX + Ru 2dt (14- 6)

Q

The design process called for fixing Q as defined in Eq. (14-6), and varying the scalar
R until the desired performance was achieved.

Using this LQR design method, a suitable state feedback design was generated. The
open-loop frequency response for this system is shown in Figure 14-9. Note that the
resonance associated with the twist mode is almost completely nullified and this result

should translate to improved transient response.

1
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Figure 14-10. Recovery of loop transfer function.

14.3.3 LQG/LTR Compensator Design

While the LQR design displayed excellent frequency domain characteristics, it could
not be directly implemented as a practical control system. To do so would require that
all system states be measurable and available to be fed back to construct the control
input. If only one output variable is measured, a filter must be constructed to estimate
the missing states. The conventional design of a Kalman filter requires representing
the process and sensor noise by quantities which are commensurate in magnitude with
the noise intensities of the actual processes. The LQG/LTR estimator design is not
saddled with this constraint. The process and sensor noise quantities no longer represent
particular physical properties-they are treated solely as design parameters which may
be varied to achieve a particular design objective. Selection of these parameters follows
a specified format.

Following Reference 1351, the 'fictitious' Kalman filter process noise intensity is fixed
and the sensor noise intensity is varied until the frequency domain characteristics of
the full-state feedback LQR design have been sufficiently recovered. Note that because
the hub torque controller is SISO, the sensor noise intensity term is scalar so that the
design sequence is relatively straightforward. The end result of this design process is
shown in Figure 14-10 which displays the original LQR frequency response and the
frequency response of tht. recovered fictitious Kalman filter. The recovery procedure is
an inexact process: better recovery can be achieved by further increases in the filter gain.
However, the objective is to find a desig," which comes sufficiently close to recovering
the singular value frequency response characteristics of the LQR loop transfer function
without requiring excessive gain.
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Figure 14-11. Open and closed-loop frequency response incorporating the LQG/LTR

compensator.

14.3.4 Hub Torquer Control Performance

The frequency response of the open and closed-loop systems including the LQG/LTR

dynamic compensator is shown in Figure 14-11. Note that the resonant peak of the
twist mode has been reduced significantly, although this damping is primarily the result

of the inner (high-passed) velocity feedback loop. The step response of the closed loop
system, as seen in Figure 14-12, reflects a well-damped system despite the obviously

high overshoot of the system. The oscillatory part of the response was damped out

within one or two cycles, indicating that the overshoot was associated with the system

zeroes and was not a consequence of inherent light damping of the system.

14.3.4.1 Addition of Pre-filter

Because closed-loop compensation cannot effect the open-loop zeroes of a system,
some pre-compensation was desired to eliminate the overshoot in response to sharp-

edged (i.e. step) commands. A pre-compensator shapes the input to the closed-loop
system and thus has no effect on the internal closed-loop system dynamics.

A simple first-order filter was used as the pre-compensator, viz.,

3.25

This filter eliminated the overshoot to a step input command while retaining the overall

rapid response of the controller. The original and prefiltered step responses are both
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illustrated in Figure 14-13. The performance of the prefiltered system was sufficiently
fast and well-damped; consequently, it was decided to integrate this controller into the
full-scale CSDL/AFAL experiment.

14.4 Implementation of Hub Torquer Control Laws

The dynamic compensator design described above is represented by the following
continuous-time state-space representation:

q Aq + Fy (14-8)
Uh Kq

where q is the internal compensator state vector (state estimates for a full-order com-
pensator), A, is defined as [A - BK - FC], F is the Kalman filter gain matrix and K
is the LQ controller gain vector. The plant model (A, B, C, D) derived using NASTRAN
is given in Appendix I. The hub compensator matrices (F, K) are given in Appendix L.

To implement the digital control system, the continuous-time controller defined by
Eq. (14-8) was converted to a discrete-time form using the zero-order hold transforma-
tion [341 as discussed in Section 13.4.

The format of this SISO hub torque controller is compatible with the general filter
propagation routine, GENFILTER, introduced in Section 13.4. Additionally, the filters
used for the internal velocity feedback path and the prefilter were converted to discrete-
time using the zero-order hold transformation and propagated using this same general
filter routine. The discrete-time representations of the dynamic compensator and the
other filters are given in Appendix L. Because the filter routine was previously developed
for the PMA control laws, the implementation of the hub torquer control laws was very
straightforward with regard to software development. A block diagram of the complete
hub torque control system is shown in Figure 14-14. Note that the 'augmented plant'
consists of the original plant and the high-passed velocity feedback loop.

Because the hub torquer control design model consisted of ten states, and was
supplemented with the two states of the inner velocity feedback loop, the LQG/LTR
compensator was 12 h order. This relatively high order compensator placed a burden on
the computational capacity of the control computer and thc overall control algorithm.
Consequently, the possibility of eliminating extraneous states from the compensator was
explored. Using the staircase algorithm 1371, those states of the dynamic compensator
which had minimal controllability and observability were removed. The resulting 8 th

order compensator reproduced the frequency domain characteristics of the original 1211,
order system almost perfectly, yet required significantly fewer computations during exe-
cution. The large difference in computation time for these two compensators is displayed
in Table 14-1. The 50% reduction in time required is quite significant, permitting fast
sample rates to be used during the experimental testing.
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Table 14-1. Computation time for the dynamic compensators on Microvax 11. I

Computation Time (ms)

8th Order "12' Order
1.06 2.17
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Figure 14-15. Simulated and actual slew response under hub torque control.

If the computational requirements had been such that further order-reduction was
called for, a more sophisticated order-reduction technique might have been required.
Optimal projection, as described in Section 5, is one such technique. However, the
computational capabilities of the Microvax II allowed a satisfactory implementation of
the 8th order compensator in conjunction with the remaining control tasks (the PMA
and thruster control law computations, and data logging) while retaining the desired
50Hz sample rate.

14.5 System Performance on the Full-Scale Experiment

Actual slew testing, similar to that simulated above, was performed on the full-scale
CSDL/AFAL experiment structure. In order to verify the performance of the hub control
algorithm and the accuracy of the NASTRAN system modelling, this test incorporated
only the hub torquer and PMAs-the thrusters and their associated control algorithm
were not used. Both the simulated and actual responses are illustrated in Figure 14-15.

The simulated step response can be seen to be remarkably close to that of the true
system. This result reflects well upon the hub torquer control law design, and also
justifies the effort expended in generating an accurate NASTRAN model. Because of
the demonstrated performance of the system, it was integrated into the overall control
strategy with confidence that the hub torquer would improve the fine-pointing and
tracking capabilities of the CSDL/AFAL experiment.
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Section 15

Summary of Software Development

15.1 Introduction

This section briefly describes the major software applications and routines developed
during this study. The software routines could be divided into three main areas: real-
time executive routines, device driver routines, and routines which implemented control
algorithms. The real-time executive routines provided the main application structure
by scheduling the execution of other routines (such as initialization, data acquisition,
control calculation, etc.). The device driver routines provided a high-level interface
between the executive routines and the operation of the input and output devices.
The control algorithm routines implemented specific control laws (such as the single-
step-optimal thruster control) and any associated functions (such as state estimation
or parameter initialization). The device driver and real-time executive routines were,
by necessity, intimately dependent on the hardware of the control computer and the
timing relations between events both internal and external to the MicroVAX II control
computer. Development and debugging of the real-time control applications were the
most time consuming tasks performed throughout this program.

All of the routines were written using VAX ELN, Digital Equipment Corporation's
real-time cross-development toolkit for VAX processors. The VAX ELN toolkit produces
standalone applications (i.e., they do not need the VMS operating system to run the
application) and provides extensive source-code-level debugging capabilities.

15.2 Device Driver Routines

The device driver routines provided a high-level interface between the executive
routines and the operation of the input and output devices. The functions provided by
the driver routines varied between particular devices, but generally included reset and
initialization, device status, perform an input and/or output function, scale raw data,
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Table 15-1. Device driver routines used during the study.

Library Device(s) ....... . Lines of code
ANALOG Data Translation model 3366 D/A 5300

and model 3382 A/D interface
boards.

DRVJ DEC DRV11-J. (4) 16-bit parallel 1800
I/O ports with control lines and in-
terrupts.

DRVW DEC DRV11-W. 16-bit parallel I/O 800
port with DMA.

MTIMER Codar M-Timer. (15) 16-bit 4300
counter/timer channels with inter-
rupts

UTILITY General routines commonly used in 1100
device drivers.

and handle interrupts. The devices for which driver routines were developed and/or
debugged are listed in Table 15-1.

The general procedure to develop driver routines for a new device was to (i) define
data structures for internal and external registers of the device, (ii) define allowable low-
level device operations, (iii) define desired high-level functions the device should perform,
and (iv) implement the desired functions as sequences of single device operations. The
low-level device operations generally provided functionality such as loading a particular
register or memory location. The high-level functions would, for example, load several
registers to prepare for a data transfer or read all the device registers to report its
status. Common sequences of low-level operations became the basic routines of the
device driver library.

Testing of the driver routines began by stepping through them with the VAX ELN
debugger. The device registers were manually examined (with the debugger) frequently
to determine that the routines performed the desired operation. As individual routines
were debugged, they were combined to perform more complete high-level functions.

Testing of the high-level functions was performed by programming the device to
repeatedly produce an output or condition that could be monitored (e.g., a saw-tooth
signal from the D/A board). This testing allowed timing parameters of the device (such
as channel-to-channel delays, maximum throughput, settling times, etc.) to be observed
and measured. The testing also revealed timing related problems and interactions be-
tween devices. An oscilloscope became an important software debugging tool. In one
case, a set of routines performed correctly for a low repetition rate, but incorrectly for a
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Table 15-2. Control routines developed during the study.

Library Control algorithm Linesof code
THRUSTER Single-step-optimal thruster control 2200

for slewing maneuvers.
PMA Local velocity feedback with proof- 100

mass displacement constraints for vi-
bration control using PMAs.

HUB LQG/LTR model-based compen- 200
sator for fine pointing/tracking and
vibration control using hub torquer.

GEN FILTER Generalized state-space filter rou- 200
tines used by linear actuator algo-
rithms.

high rate. The problem was traced to a timeout in the device logic. For low repetition
rates, the timeout occurred and reset the device appropriately. However, at the higher
rates, the device needed to be reset explicitly. Another example was that Ethernet con-
troller activity (used during debugging) caused computational delays which prevented a
device from being reset properly between sample cycles.

The most difficult problems encountered while developing the driver routines were
when the device did not behave as documented in its manual. If no programming errors
were found, the device manufacturer was consulted (sometimes several times) to resolve
the problem. In some cases the manual had been mis-interpreted, while in others the
manual was incorrect or incomplete.

15.3 Control Algorithm Routines

The control algorithm routines implemented specific control laws and any associated
functions, such as state estimation and parameter initialization. The control routines
were generally straightforward implementations of the desired control algorithm and
were debugged by providing inputs from known test cases and examining the resulting
outputs. Table 15-2 lists the control algorithms developed in the study.

The thruster control routines were more extensive than the linear actuator control
routines because much more computation was needed to calculate the feedback gains
and initialize the controller for the single-step-optimal control strategy. The routines
which calculated the thruster command ever' sample interval consisted of 500 lines of
code.

179



Much of the linear actuator control algorithms involved passing signals through
several stages of filters (e.g., integrators and low-pass filters), so a set of routines
to implement generalized state-space filters was written. The routines allowed any
discrete-time filter (or system) represented in state space format to be implemented
quickly and accurately. A procedure was developed whereby a discrete-time filter (or
system) designe" with CTRL-C could be output to disk in a format which could later
be used by the filter routines. The generalized filter library permitted the main body
of the linear actuator control code to be mainly calls to propagate the states of the
appropriate filters.

15.4 Real-time Executive Routines

The real-time executive routines provided the main application structure by schedul-
ing the execution of the device driver and control calculation routines. Timing was
determined by the real-time executive by waiting for the appropriate hardware interrupts

(or other events) to schedule other routines. The executive also provided miscellaneous
functions needed to read initialization data and to log experimental data to and from
data disks. Table 15-3 lists the collections of executive routines used throughout the
study.

The development of the executive routines consisted mainly of implementing the
procedures or functions required to perform a particular test (e.g., read initialization

data, prompt for user input, wait for an interrupt, etc.). The executive would either
implement a procedure directly (such as waiting for the next sample interval interrupt),
or call the appropriate device driver or control calculation procedure (such as scaling
raw input data to be passed to a control calculation subroutine). The executives were
debugged by repeatedly calling device driver output routines in a specified order and
monitoring the outputs of the devices. Correct scheduling and timing of the executive
routines were verified by observing the order of and timing between output events.
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Table 15-3. Real-time executive routines used during the study.

Library Test performed Lines of code
THR-EXEC Slewing maneuvers us- 3300

ing single-step-optimal thruster con-
trol. Thrusters were the only actu-
ator. Used to debug the thruster
control algorithm and develop the
thruster constraints.

PMA-EXEC Vibration damping using only the 600
PMAs. Used to develop the PMA
control algorithm and determine ap-
propriate control gains.

HUB-EXEC Slewing maneuvers and vibration 600
damping using only the hub torquer.
Used to develop the hub control al-
gorithm and determine appropriate
gains.

LIN EXEC Slewing maneuvers and vibration 3500
damping using thrusters, PMAs, and
the hub torquer combined. Used
to perform slewing tests with on-off
thrusters in combination with linear
actuators.
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Section 16

Experimental Results and Discussion

16.1 Introduction

This section describes the test methods used and results obtained on the full-
scale CSDL/AFAL experiment. Slew maneuvers were conducted using both the on-off
thrusters and linear actuators (viz., proof-mass actuators and the hub torquer) to ac-
complish the integrated control of large angle slew motion, fine pointing, and structural
vibration suppression.

16.2 Experimental Method

In order to establish a basis for comparison between the use of different combinations
of actuators to perform the slew maneuver and fine pointing control, a standard format
was selected for the experimental runs. All test runs consisted of a 15 degree slew, with
the test terminating after 20 seconds.

However, each run differed in the selection of thruster control parameters, and
the utilization of the linear actuators. Tests were conducted with the thrusters alone,
with thrusters in conjunction with the PMAs, with thrusters and the hub torquer, and
finally with thrusters, PMAs and the hub torquer. As discussed in Section 12, an
additional test parameter was the criterion for the start of linear actuator control. For
example, PMA control could be active throughout the maneuver for vibration damping,
or could be activated solely for the terminal fine-pointing phase. In all cases in which
the hub torquer was used, it was activated only in the terminal fine-pointing phase of
the maneuver.

In all test runs, a common set of parameters was measured and recorded at each
time step. These results are presented graphically in a standard format to allow easy
comparison among the different test runs. The measured and calculated variables as
presented for each run are as follows:
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(1) The modal displacements and velocities for each mode. This data is the
output of the state estimator used for thruster control. Mode 1 is the rigid-body
mode, Mode 2 is the scissors mode, and Mode 3 is the twist mode (3 modes, 6
plots).

(2) The measured hub angle Y1 (individual dots for each time step), and the
estimated value YHAT1 (dashed line). The target hub angle for all slews is
zero degrees, with the maneuver beginning at -15 degrees (1 plot).

(3) The vibrational energy of the complete structure. Each mode contributes a
component of the total energy, which is represented by the uppermost dashed line
in the energy plot (1 plot).

(4) The measured accelerometer signal for each beam, Y2 through Y5 (dots
for each time step), and their respective estimates YHAT2 through YHAT5
(solid lines) calculated by the state estimator (4 plots).

(5) The thrust command from the single-step-optimal thrust controller (1 plot).

(6) The phase plane representation of the rigid body mode. This modal dis-
placement and velocity information is taken from mode 1 of the state estimator
(1 plot).

(7) The proof-mass actuator commanded force for each of the four PMAs (1
plot). For tests in which the PMAs were not used, this plot is omitted.

(8) The proof-mass actuator displacements for each of the four PMAs (1 plot).
For tests in which the PMAs were not used, this plot is omitted.

(9) The hub torquer commanded force (1 plot). For tests wherein the hub torquer
was not used, this plot is omitted.

In all, there is a maximum of 17 plots for a given test run. The data for each test is
presented on three consecutive pages of figures.

16.3 Experimental Data, Discussion, and Analysis

The following sections discuss each of the test runs and examine the key conclusions
to be drawn from each.
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16.3.1 Results of Test S15TB

Test S1STB was a 15 degree slew, using thrusters only, without terminal
phase constraints.

This first test illustrates well the difficulty of applying on-off thruster control to effect
fine-pointing an,-' tracking. The experimental data is shown in Figure 16-1 through
Figure 16-3. The control law used was based solely on feedback of the rigid-body
displacement and velocity. While the previous experimental program Ilj was hindered
by high friction in the air-bearing table, the very low friction characteristic of the present
table resulted in the existence of a strong limit cycle while the thruster-based controller
operates in the final, fine-pointing phase. As seen in Figure 16-3, the thrusters fired to
initiate the slew maneuver and then provided opposite thrust to decelerate the structure
as in a classic 'bang-bang' maneuver. However, the vibrational energy imparted to the
structure by these firings was not removed after the thruster control began its terminal
phase firings. Mode 2 can be seen to grow in amplitude throughout the maneuver, and
resulted in increasing total vibrational energy as shown in Figure 16-5. The hub angle
displayed a pointing error of approximately +1 degree which was increasing with time.

The reason for much of the excessive vibration of the structure can be traced to
a particular characteristic of this test. The 15 degree slew represents a particularly
demanding task ior the thruster control because the initial commanded thruster firing
sequence happens to coincide with the frequency of the scissors mode. As a result, this
mode grows rapidly in amplitude during the first thr-e seconds of the maneuver.

Despite the poor performance of the controller for the fine-pointing function, the
Kalman filter does track the system states very well as is illustrated by the tracking of the
sensor measurements. The hub angle is tracked perfectly (the estimate is indiscernible
from the measurement in Figure 16-2) and the accelerometer signals are also tracked
very well. This excellent filter performance suggests that the system model generated
using NASTRAN is a significant improvement over the model accuracy exhibited in the
predecessor program [1.

16.3.2 Results of Test S15TD

Test S15TD was a 15 degree slew, using thrusters only, with terminal phase
constraints.

In an attempt to reduce the limit-cycling characteristic of the previous test run,
new constraints were added to the thruster control logic. When the terminal phase of
the maneuver is begun (i. e. , when the structure enters a displacement and velocity
deadband about the commanded hub angle), a terminal phase constraint is initiated.
This constraint prevents thruster firings which do not oppose the tip velocity; it is

188



0 2

fl 040

L C)

00

I' 00 4-------/~
04 .

0 2

(0

4 IV 
X- 01

I- 02 0 2

'4 03- 0.1 - -- . - - -

(I 00

0L

0 IQ 1 1 1 Is 20. 0. 2. 4. 6. 1. 102 4 6. S. 20

1 liltI Il 11111

002ur 0.-4 15dge lw sn hutr nywtemnlpaecntans

(Moda 0ipaemnsan0octe)

4.' o189



LL

1o

to - -

/

0, is 
0 /

+ 4 
I 0

0' 10

- I, .

00

- 4. I 1, I0 
12 14 16 to 20I

.1I 0 D
00 -1 - o' 00

-,' \J . ..

0 t o0

0 2 4. 6 8 10. I2. II 16 10- 0. 2. 4 . LJ 10. I2 Id 16. I 1 20
111 ll[ l*s, I Irut (

II 
o -

0 U) O 06

00

-r 

o -

-

n'

0 4 . 2 4 16 is 20 0 1 1 16 1 20I lift +'+,1I III! 'g .

Figure 16-5. 15 degree slew, using thrusters only, with terminal phase constraints. (Hub
angle, vibrational energy, and accelerometer measurements).

190



1. 4 .-----. ~ 0 - - .

0.3 .

0.0 0.2V

.2I 0-- I1 T F0L
2- 2 .. 00 2 .__ _

24 0 .1a

1 0 0 2 0 0 0 2

Figure 16-6. 15 degree slew, using thrusters only, with terminal phase constraints. (Rigid
body phase plane and thruster force command).

191

J- 'i



discussed in further detail in Section 11. The results of this test run are displayed in

Figure 16-4 through Figure 16-6.

Note that while there is still a large hub oscillation about the commanded angle,
the system is no longer unstable and appears to be settling. Mode 2 is decreasing in
amplitude, and the vibrational energy of the structure is actually decreasing (although
very slowly). The limit cycle is still evident, as illustrated by the repetitive thruster
firings. However, these firings are less intense than those commanded by the control law
in the previous test which did not include the terminal phase constraint. Nevertheless,
the hub angle pointing accuracy is still quite poor (±1 degree).

16.3.3 Results of Test S15TPA

Test S15TPA was a 15 degree slew, using thrusters with terminal phase
constraints, and with PMAs active in the terminal phase.

The addition of the PMAs to the control system provides a strong contrast to the
previous results. As shown in Figure 16-7 through Figure 16-9, the limit-cycle has been
eliminated, and the majority of the visible oscillation has been damped out before the
fourteenth second of the test run. The PMAs were centered using a position loop, and
active PMA vibration damping was initiated when the system entered the terminal phase
approximately 6 seconds into the test run. In this test, the terminal phase constraint is
applied to the thrusters to minimize the terminal phase excitation of the structure.

The vibrational energy is seen to decrease rapidly once the PMAs are activated.
Until the vibration damping is activated, the system performs exactly as in previous
runs-thruster firings are beginning to excite the system, as illustrated by the positive
slope of the energy plot until the 6 second point. However, the thruster firings cease
at the 13 second point leaving the hub within the desired deadband, while the PMAs
continue to remove the vibrational energy.

The decentralized nature of the control system is evidenced by the contamination
of the sensor signals with unmodelled PMA dynamics. Note that while the filter per-
formance is still satisfactory, the estimates of the sensor measurements do not track as
well as before. The PMA forces are not included in the Kalman filter state propagation,
so this contamination is to be expected.

The pointing accuracy of the overall control system was improved remarkably by the
addition of the PMAs. There are no visible oscillations of the hub angle at the end of
the maneuver, and the final pointing error was within the thruster firing deadband of
±0.25 degrees.

16.3.4 Results of Test S15TPD
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Test S1STPF was a 15 degree slew, using thrusters with terminal phase
constraints, and with PMAs active throughout the test.

The previous test verified that the PMAs were quite effective in removing the vibra-
tional energy introduced into the system by the thruster firings. In order to reduce the
amplitude of the vibration before the system enters the terminal phase, the PMAs were
activated for vibration suppression throughout the slew maneuver. The results of this
test are illustrated in Figure 16-10 through Figure 16-12.

One concern was whether the PMAs would saturate during the slew and, conse-
quently, be less effective when the displacement limit was reached. The PMAs do move
to the limit of their allowable motion; nevertheless, they remain quite effective. The
vibrational energy, which reached a high of 1.5 ft-lbs in the previous test, never increases
beyond 0.8 ft-lbs. At the 6 second point, the time at which the PMAs were activated
in the previous test, the vibrational energy was reduced to below 0.6 ft-lbs.

The use of the PMAs throughout the test did tend to contaminate the filter esti-
mates more than previously occurred, but the slewing performance did not appear to be
degraded. The pointing capability displayed by this system is excellent, with structural
pointing at the end of the maneuver within the deadband of the thruster control law.

16.3.5 Results of Test S15TPE

Test S15TPE was a 15 degree slew, using thrusters without terminal phase
constraints, and with PMAs active throughout the test.

Because the PMAs were so effective in preventing the buildup of modal vibrations,
the terminal phase thruster constraint, described in Section 16.3.2, was removed for
this test run. As is seen in Figure 16-13 through Figure 16-15, there is no loss in
performance when this previously essential constraint is -emoved. Vibrational energy
is removed at approximately the same rate as was previously achieved with the PMAs,
and the pointing accuracy remains within the specified deadband.

16.3.6 Results of Test S15THA

Test S15THA was a 15 degree slew, using thrusters with terminal phase
constraints, and with the hub torquer active in the terminal phase.

This test provides a separate evaluation of the capabilities of the hub torquer to effect
fine pointing. The results of the test run are shown in Figure 16-16 through Figure 16-
18. As discussed in Section 12, the thrusters and the hub torquer do not operate
simultaneously, and control is passed to the hub torque control law when the system
enters the terminal phase of the maneuver. This transition occurs at the 5 second mark,
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where the thruster commands are seen to end, and the hub torque command begins.
The most dominant characteristic of this test is the inability of the hub torquer to quickly
remove the vibration of Mode 2, the scissors mode. This inability translates to little
decrease in the system vibrational energy once the hub torquer becomes active. The
continuing second mode vibrations also result in oscillations about the commanded hub
angle of approximately ±0.5 degree magnitude. A higher gain controller might have
bon more effective, but the controller bandwidth was selected to be commensurate
with requirements of the fine pointing/tracking function and not primarily to improve
structural damping.

16.3.7 Results of Test S15TPHB

Test SISTPHB was a 15 degree slew, using thrusters with terminal phase
censtraints, with the hub torquer active in the terminal phase, and with PMAs
active throughout the test.

This test uses all of the linear actuators implemented on the CSDL/AFAL exper-
iment. The PMAs augmented structural damping throughout the maneuver, and the
hub torque controller was activated when the system entered the terminal phase. The
results of this test are displayed in Figures 16-19 through 16-21. They reflect the best
fine pointing accuracy of any test reported herein. The final error in the hub angle was
less than 0.05 degrees. This pointing error results in a hub torque command less than
the air-bearing table friction level. Consequently, lesser errors can not be achieved with
this bandwidth hub torque controller and the present air-bearing table.

The previous test highlighted the inability of the hub torquer to significantly damp
the scissors mode; however, the simultaneous operation of the PMAs and the hub
torquer in the terminal phase of the maneuver eliminates the need for hub-actuated
vibration suppression. The PMAs remove any significant scissors mode vibration, while
the hub torquer ensures accurate pointing of the structure as a whole. Thus, this test
further illustrates the particular value of each o, actuators used in combination.

The thrusters are most effective as actuators i r large-angle fast slewing maneuvers
because of their capability to generate large torques on the structure. The PMAs are
most effective at removing higher frequency vibration from modes with anti-nodes near
their location on the structure. Thus, the PMAs were especially effective at damping
the scissors mode which produces large linear tip motion. The PMAs were less effective
in damping the twist mode, which consists primarily of angular hub and tip motion.
The hub torquer was limited in its vibration suppression capability because of the con-
troller bandwidth and its low control influence on the scissors mode. Nevertheless, the
hub torquer provided effective fine pointing control of the structure-neither the on-off
thrusters nor the PMAs could effectively provide this function. However, used in com-
bination, the actuators provided an effective system for slewing, fine-pointing/tracking,
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commands, and hub torque command).
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and structural vibration control.

16.3.8 Miscellaneous Test Runs

Certain other tests were conducted to provide additional insight into the characteris-
tics of the AFAL experiment. Discussion of these runs is included here to illustrate some
interesting properties of the system. The actual test data plots are given in Appendix M.

Each of the supplementary sets of tests were conducted with the following controls
active: thrusters alone (LVF constrained); thrusters (LVF constrained) and PMAs ac-
tive throughout the test; and, finally, with thrusters (LVF constrained), PMAs active
throughout the test, and hub torque control active in the terminal phase.

The first two sets of tests were (i) 45 degree and (ii) 2 degree slew maneuvers. Pre-
viously, it was claimed that the 15 degree slew maneuver was a particularly demanding
task for the RCS controller because it results in excessive excitation of the twist mode.
The 45 degree and 2 degree slew tests were conducted to investigate the maneuver
dependent performance characteristics.

The 45 degree test results clearly show a marked improvement in system perfor-
mance. This effect is most clearly demonstrated by the vibrational energy traces of the
'thruster only' test. While the peak energy reaches values comparable to those of the
15 degree slew maneuvers, by the time the structure has reached 45 degrees, the energy
has dropped by an order of magnitude. The increased thruster firing time allows the
vibrational modes to cycle multiple times during firing, and the thruster switching is no
longer phased so as to excite the scissors mode. Consequently, the limit-cycle is qot
induced during the test, this despite the use of thrusters alone. The subsequent tests
incorporating the linear actuators predictably improve performance even further.

By contrast, the 2 degree maneuver did not prevent the excitation of a limit-cycle.
While the overall vibrational energy of the system is gradually decreasing, the thruster
firings continue through the end of the 20 second test. However, the addition of the
PMAs again removed enough scissors-mode energy to prevent the limit-cycle. The
structure quickly settles down and comes to rest at the boundary of the f0.25 degree
deadband, preventing further thruster firings. However, it is this group of 2 degree slew
tests which clearly demonstrate the utility of the hub torque controller. The thrusters
plus PMA combination produced a terminal error of exactly the size of the deadband,
while the hub torque control produced a zero-error final condition, subject only to the
friction level of the air-bearing table.

The final set of supplementary tests explored the effects of higher thruster force
levels. All previous tests were conducted with a 300 lb. line pressure. Before the
addition of linear actuators, the use of a 500 lb. line pressure (which produces a higher
thrust level) resulted in an extremely violent limit-cycle as seen in the 'thruster only'
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test. The vibrational motion was so great that the thrusters were disabled 14 seconds
into the test to prevent damage to the structure. Activation of the PMAs improved the
performance, yet did not provide sufficient vibrational damping to eliminate the limit-
cycle. Activation of the hub torquer in the terminal phase resulted in a satisfactory slew
response, although this was primarily because the thruster control is simultaneously
deactivated. While the initial intent of increasing the thrust level was to speed up
the maneuver, the increase in vibrational energy imparted by the thrusters reduced the
benefit of the faster slew-significantly more time was required to damp out the added
vibrational energy and to satisfy the pointing goals.
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Section 17

Conclusions

17.1 Primary Objectives

The experimental program verified the ability to perform fast, large angle slews on
a simulated flexible space structure, and to successfully integrate additional discrete,
nominally linear actuators with the reaction control system. The linear actuators im-
proved significantly the fine pointing/tracking and vibration suppression capability of
the controller.

The predecessor program was never able to fully demonstrate the suitability of the
RCS single-step optimal control law for slewing and fine-pointing of the AFAL experi-
ment structure [1]. Because of the high friction present in the first air-bearing table, the
previous experiment was quite benign and did not accurately represent a lightly damped
flexible space structure. The flexible appendage vibrations were lightly damped, but
the rigid body motion was significantly damped. While good slewing performance was
demonstrated, the experiment limitations precluded an accurate indication of the per-
formance capabilities or shortfalls of this type of thruster control.

The present program, utilizing a new low-friction air-bearing table, demonstrated
mvre convincingly the limited capability of an RCS to remove vibrational energy im-
parted to a structure during a high rate slew maneuver. More accurate system mod-
elling and RCS thruster firing constraints improved performance significantly; however,
the basic limitations of the unthrottleable nonlinear actuators remained and were readily
demonstrated. The limitations included excitation of higher frequency modes, a pro-
nounced tendency to limit cycle, and that nonlinear constraints were needed to reduce
the tendency to limit cycle.

The addition of nominally linear actuators to the system improved remarkably the
performance of the slew maneuver and terminal phase fine pointing/tracking. The proof-
mass actuators mounted at each beam tip increased the system damping by a factor of 20
over the uncontrolled damping. While the PMAs had essentially no capability to effect
rigid-body hub pointing, the high structural damping they provide prevented the large
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overshoot and limit cycling previously evidenced by the RCS thrusters only. Because
the PMAs were only effective for vibration damping, the system pointing performance
was still limited by the deadband required for thruster control. The addition of the
PMAs permitted reduction of the deadband from +0.5 degrees to ±0.25 degrees, yet
this limitation on absolute pointing remained.

The hub torque actuator complemented the other controls by eliminating the dead-
band during the terminal phase of the maneuver. By assuming the fine pointing control
task, this actuator demonstrated a terminal pointing capability of ±0.05 degrees, an
accuracy that would have required an extremely narrow deadband, and guaranteed limit
cycling if using the thruster controller alone.

The results show very emphatically how effective the linear actuators were in improv-
ing the fine-pointing and vibration suppression performance of the AFAL experiment.
However, significant additional information gained in this investigation had less to do
with slewing performance or pointing accuracies and more with the actual physical de-
velopment of suitable actuator devices and the process of designing, constructing and
running a ground-based experiment of this type. Some of the more important conclu-
sions concerning these aspects of the experimental program are delineated below.

Finally, the implications of ground-based testing need to be better understood. While
the AFAL experiment structure was probably well-suited to its early objectives as purely
an RCS slewing maneuver testbed, the objectives of the present program might have
been better addressed on a modified experimental facility. For example, the addition
of the proof-mass actuators to the beam tips resulted in excessive torsional vibration
and droop of the beams. This motion limited the frequency range over which the
PMAs could be effectively utilized, thus limiting the scope of the vibration control
experiment. The potential for higher bandwidth vibration suppression was consequently
never realized.

17.2 Specific Comments

Noted below are some specific comments and conclusions concerning the experimen-
tal program. They relate to particular experiment hardware and to the implementation
of the control system.

As always, attention to good experimental practices (i.e., shielding and grounding,
designing reliable and repeatable tests, etc.) greatly reduced the potential for experi-
mental problems when the actual tests were performed and significantly increased the
quality of the data.
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17.2.1 Air-Bearing Table

The specifications for the new air-bearing table appeared to be adequate to perform
convincing ground-based tests on flexible satellite type space structures. The air-bearing
friction level (approximately 7 in oz of running friction torque) proved to be comparable
to if not less than that of the Rapid Retargeting and Precision Pointing (R2P2) facility
operated by Martin-Marietta in Denver for the SDIO.

17.2.2 Hub Torque Actuator Simulation

The air-bearing table torque motor was used to emulate a spacecraft-bus momen-
tum exchange actuator such as a reaction wheel or single-axis control moment gyro.
Because the primary use of the table motor was to provide this emulation capability,
the characteristics of the torque motor and its controller could be chosen to be emulate
the actual device. While this was not a primary objective in the experiment reported
herein, the combination low-noise, low-torque capability of the specified motor and the
inherent low table friction resulted in a useful simulation of an actual device.

17.2.3 Proof-Mass Actuators

Much time was spent overcoming the nonlinearities inherent in the voice-coil design
of the PMAs. Additionally, while most non-experimental studies blindly propose the use
of PMAs to provide inertial forces on a flexible structure, the proof-mass displacement
constraint complicated the dynamics of the actuator significantly. In fact, the need to
develop an effective control law for the PMA which explicitly recognized the physical
stroke limitation led to a feedback law quite different from that which had been originally
proposed. It was only as a result of requirements realized through experimentation using
real hardware that these significant problems were addressed. It should be noted that the
force and bandwidth capabilities of the PMAs developed and tested in this experiment
are representative of the requirements for actual hardware on some contemplated flight
tests.

The actuators specified for this experiment would be better suited to a higher mode
frequency, lower amplitude damping application requiring reduced proof-mass travel.
Most of the difficulties introduced by the actuator nonlinearities would then diminish.

17.2.4 Gravity Effects

Gravity was the most significant ground-based limitation for the AFAL experiment
facility. Other factors (such air drag) were negligible for the experiments performed
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during the study. The gravity effects resulted in contamination of the tip accelerometer
signals and caused PMA motion to excite torsional modes of the arms. As the arms
underwent horizontal bending motion, the weight of the tip mass caused the arms to
droop to the side, exposing the accelerometers to a gravity component and thereby con-
taminating the accelerometer signals. The gravity contamination of the accelerometer
signals was a rpossible cause of the terminal-phase limit cycle experienced by the RCS
controller.

When a PMA was not at the center of its stroke, the gravity force on the center
of gravity of the PMA assembly caused a torque about the longitudinal axis of the
arm. Consequently, PMA motion would excite the (uncontrolled) torsional modes of
the structure. The augmented torsional motion of the arms exposed the accelerometers
to a larger gravity component and caused additional contamination of the accelerometer
signals.

17.2.5 Control System Digital Implementation

Important factors concerning the digital implementation of the control system were
the choice of the processor and the I/O subsystem, and the quality of the software
development tools. The complete system, including the development tools, must be
considered when choosing, or designing, a digital controller.

The processor and I/O subsystem (including the operating system software) require
real-time' capabilities, judged in the time frame of the intended application (namely,

interrupts handled quickly, little overhead needed to initiate I/O, etc.). Also, the compu-
tational capability of the processor and the throughput of the I/O system must minimally
meet the requirements of the control tasks, and should preferably provide reasonable
performance margins. The performance margins allow effort to be directed to exploring
variations of control algorithms rather than developing the most computationally effi-
cient implementation. This is particularly important in an experimental program where
the control algorithms are subject to frequent change.

The software development tools should provide the means to build and debug ap-
plications which use a real-time kernel or operating system. The supported language(s)
should include extensions to easily implement device driver routines, if necessary, and
to interact with the operating system routines (to provide scheduling, handle interrupts,
etc.). It is nearly essential that the debugger provide source-code level debugging while
the application is running on the target processor. Early in the program, programmers
were restricted to assembly-code level debugging only, which greatly increased the time
needed to debug routines. The addresses of variable locations were difficult to resolve
and tedious to examine. In contrast, when the source-code level debugger became avail-
able, variables could be referenced by name and entire data structures (records, arrays,
etc.) could be examined easily.
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The MicroVAX Il-based controller readily met the computational and I/0 perfor-
mance needs of the AFAL experiments. The VAX ELN toolkit provided the development
tools to easily design and implement real-time routines, including device drivers and in-
terrupt handlers. Most importantly, VAX ELN included an excellent source-code level
symbolic debugger. The symbolic debugger greatly increased the productivity of the
programmers and allowed complex algorithms and data structures to be debugged in a
straightforward manner.
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Appendix A

Sensor and Actuator Specifications

This appendix contains specifications for the new sensors and actuators which have been
added to the AFAL structure.
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BEI KIMCO LA16-19A linear actuators

.LNEAR ACTUATOR LA16-19
-MOVING MAGNET-

-SmCo Magnet-

MECHANICAL DATA

+.001 1.875 .

.250 -. 000 DIA.-THRU

1.734
oI. 1.250 1.575 t.001
D-A. DA. DIA.

-- .50

PERFORMANCE DATA lNC

0 PEAK FORCE (FP) LBS 2.S 2.S
0 FORCE CONSTANT (KF ) LBS/AMP 1.0 2.0

* BACK EMF CONSTANT (KB) VOLTS/FT/SEC 1.36 2.7
* MOTOR CONSTANT (KM)( 25 0C) LBSI/JWt .37 --

* CURRENT * PEAK FORCE (Ip) AMP 2.5 1.3
POWER AT PEAK FORCE (Pp)(2SC) WATTS 46 51

0 RESISTANCE(250C) OHMS 7.3 30

I ELECT. TIME CONSTANT MICRO. SEC 380 380
6 THERMAL RESISTANCE OF COIL °C/WATT 3.6 3.6
• STROKE INCH± .25 .2S

* CLEARANCE EACH SIDE OF COIL INCH .015 .015
* MAX. ALLOWABLE COIL TEMP. OC 1SS ISS

WEIGHT MOVING MAGNET ASSEMBLY LBS .22 .22

TOTAL WEIGHT LBS .6 .6
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BEI KIMCQ LA23-43-001 linear actuators

~o-32 U-ZE5iT F

M;__FjRMAW.CP- PTA

EWI~ EMVF C !rAJT(K15)(sv9S-,5CC Z. 71MoTC; Q*TAW.T(k-M) )-.94

MAX. ALLoWAELI COIL 7reM4- (- C-) :-15 C

-4EsRMAL TEN=
WIT oFOIwk- CiL (L6,)

bI'AL We-61T(L6-)Z-

1. COL ArsY *ww I IDT;AVEULNOTES:- (UNLESS OTHERWISE SPECIFIED)
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Endevco 7302B angular accelerometers

S IE

DIMENSIONS IN INCHES (MILLIMETRES)

SPECWIICATIONS FOR MODELS I3 AND 730M1 ACCELEROMETERS

DYNAMIC
Sensitivity (at 10 Vdc) 4.0 MjV per rad/s 2 typical. 3.0 to 5.5 ,aV per rid/s2

Full Scale 50 000 rad/s t

Amplitude Lnearnty Data sugetthat sensitivity at full scale is ±1% relative to sensitivity
at 1000 'a/ Measurement uncertainties prevent stating this as
a specification limit.

Mounted Resonant Frequency 2700 to330 z 3000 Hz tpia
Frequency Response ±4%. 1 Hz to 600 Hz. typical, reference 100 Hz

Phase ResponseHermTyical .5ciyclydme si ii-Ogre- t;eo andte

ELECRICA value of less than 1.0 equivalent rad/s2 per g in any direction at 100 Hz.

Sesitvtio Devitio T dc. 14pca Mdaxmximu
DuPolat aceeraperatmuninusrfce

Ensulation Reitne100 M betee pins maninstmae.Csusmrudd

Electiclpe nrature (F to +250 -trC tieosit2C brtidge peato
SocaAgula Aceert on: iv 500 pu 0o0 rid/s2 cw celrtono outn srae

ZeroLiea Acceleratio Otu25 gVmxiu
Hakumdity e 0jj m



Schaevitz 1000 DC-D LVDTs

DC-D SERIES-HYBRID THICK-FILM CIRCUITRY
o COMPUTER-DESIGNED FOR EXCEPTIONAL into Proportional outpult up to ±10V DC. Micromini.

LINEARITY awnr copnet used in tse constniction af DC-Ds
we slected for maximum stability. All eleccl con-*RESISTS SHOCK AND VI1BRATION nections are hand-soldered with the aid of special tools.

The OC.O Series combines a hybrid microcircuit signal Vacuum encapsulation of all elements products an
conditioner with a computer-designed AC.LVDT. This assembly that is virtually indestructible when exposed to
results in an extremely reliable DC-operated position shock, vibration. and other forms of physical abuse.
transducer. The DC-D is normally powered by a regui- Double magnotic shielding provides protection against
lated ±15V DC supply and converts core displacements stray electrical fields.

GENERAL SPECI FICATIONS
Input ............ ± 15V DC Inominal). ± 20 ma oeperature
Operating Temper- Scale Factor ... 04%/*F 10.08%/'C)

ature Range ... 0F to +160*F Shock Survival ... 2509 for 11 milliseconds
(-18C to +701Q Vibration Tolerance .109 gup to?2 kI~z

Survival Temper- Coil Form Material .High density, glass-filled polymer
attire Range... -5*F to +200-F Housing Material .. AISI 400 series stainless steel

(-55*C to +95*C) Lead Wires........ 28 AWG. stranded copper.
Null Voltage ....... 0 V DC Teflon-insulated. 12 inches (300
Ripple ........... Less than 25 mV rma minI long (noaminadl
Linearity .......... 0.25% full range Otu meac osta h
Stability .......... 0. 125% full scale Otu meac esta h

PER FORMANCE SPECIFICATIONS AND DIMENSIONS
LVOT CMiNAL SCALE KESDOI WEIGNT DIMENSIONS

MODEL LINEAR FACTOR -39 Gm (Be" a1.7 Olcel F

IN" Vina "I so" Con IA hidw Inches

ooo 10e1 12 s 2 2.10 018 a.e

IWOC4 ±90.10 WN we 73 S 23 1. 111

INAc saus150 20 too a a S.41 3.0 L20
l3m ±5.00 tI0 if00 30 0 1.75 3.811 3.23
21100CC0 12.00 SAe 200 ISS 13 11.12 1.00 Si
SEE0 oca t3.000 3.3 M0 20 14 14.32 6.20 1.1
000CCD t1.000 2.e 210 M2 17 20.111 6,20 1.53
0000 !14.±011 1.0 20 44s X 35,38 12.00 16.60

ORDERING INFORMATION INPUT OUTPUT
(Fold out pape 32 for inatructions on how to use this char.) .ISV DC

-IIVOC OI

______ F ~ > / ~COMON R

OPTION we F_ VIA.... ....

1000CC- 11 0 1 F x T2000DCC 0 01 A A F x 26 IA

sm00CC 0 I 0 F x
logo00CC N C X P x -Ati ±i

__00_VC0_s___F__14111J DiA. onI 4.40 111C 21 lliaeiadl
-3000cOC 0 C x 3 tin xe en-I 1119ull

100000C.0 C x F x T
Noete? COnsul ftOr for min dor1.V" .4 threai p"#4.f"Mpamoofmeeaw
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Appendix B

Reduced Order Compensators for Ly, Bryson, and Cannon's
Problem

Full Order LQG Compensator

AC7

-0.5859 0.0465 0.0023 -0.1128 -0.0281 0.4181 -0.0039

0.0445 -1.9395 1.7254 -2.4239 0.0650 -0.0119 2.0397

2.8060 -0.8192 -4.3289 -10.6396 -2.5503 -1.5378 4.7276

0.0308 0.0000 1.0000 -0.6868 0.0187 -0.0308 0.0000

-0.0855 -1.0000 0.0000 2.2263 -0.4305 0.0855 0.0000

2.0630 0.0000 0.0000 0.1644 0.0077 -3.3450 0.0000

0.1671 0.0000 0.0000 -1.8559 0.1035 -0.1671 -1.0570

17

0.2538 -0.2152 -0.0043

-0.3428 2.1574 -0.1300

0.1796 0.2420 0.0168

-0.0308 0.6688 -0.0167

0.0855 -0.4663 0.4305

-2.$630 -0.1844 -0.0077

-0.1671 1.8559 -0.1035

K7

0.2541 0.2855 -0.1226 -0.9452 -0.2303 -0.1388 0.0698

0.2o10 -0.0105 -0.0023 0.0060 0.0324 -0.1193 -0.0321

229



4 th Order Optimal Projection Compensator

AC4

-0.1261 -0.5046 1.4662 2.1907

0.0.66 0.0161 -0.9776 0.2623

-0.4363 0.4245 -1.7091 0.0714

-0.6446 -0.1108 1.5061 -4.0980

r4

0.3181 0.1725 0.0462

-0.1184 0.4303 -0.0081

-0.4227 0.3846 -0.1762

0.9704 -0.0251 -0.1304

K4

-0.0301 -0.1190 0.3677 0.5152

-0.0257 -0.0362 -0.3295 0.3001

3" Order Optimal Projection Compensator

ACS

-1.7764 -0.0934 -0.4453

-1.5303 -4.1113 0.6736

1.4203 -2.2543 -0.0702

F3

-0.4551 0.3838 -0.1769

-0.9461 0.0470 0.1357

0.3207 0.1774 0.0460

K3 -

0.3546 -O.S236 -0.0162

-0.3338 -0.2939 -0.0261

230



..... ,r.. . . . .I S.- - - - - - -I-I I I . - -

2" Order Optimal Projection Compensator

AC2 a

-0.0639 -1.6751

0.7011 -2.4724

r2

-0.4242 -0.3181 -0.0409

-0.6416 0.4077 -0.2434

K2

0.0010 0.3443
0.0 73 -0.2071

I " Order Optimal Projection Compensator

ACI

-2.7513

71

0.4675 1.3274 0.3660

K1

-0.5929

0.4399
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Appendix C

Vibrational Modes of the AFAL Experimental Structure

In addition to the rigid body mode, the following anti-symmetrical structural modes
were included in the dynamic model, as described in Section 7.1.1. This model was used
only for the initial OP/ME compensator development and does not reflect the updated
NASTRAN model used in the latter stages of the experimental program, although the
modeshapes were visually quite similar.
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Appendix D

Preliminary System Dynamics Matrices for the AFAL
Experimental Structure

This model was developed in the predecessor program and has been used only for the
initial OP/ME compensator development. The model does not reflect the updated
NASTRAN model used in the latter stages of the experimental program. The updated
model is presented in Appendix I.

A matrix
A

Starting at roe. I ¢oaum I thra 0

0.0000 0.0000 000 0.0000 0.0000 0.0000 0.0000 0.0000
0. 0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.000 0000 0 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 a.0000 0-0000 0.0000 0.0000 0.000
0.0000 0.00000 0 00000.000 0 0.0000 0.000 000 0.00
0.0000 0. 0000 0.00 00 0 .a0000 0.0000 0.0000 0.0000
0. 0000 0.0000 0.0000 0..000 0.0000 0.0000 0.0000 0.000
0.0000 0.0000 0. 0000 0 0.0000 0.0000 0.0000
0.0000 0.0000 000 ,0 0.0000 0.0000 0,00 0.0000 0,000
0.0000 -+0135 0.0000 -10000 0.0000 0.00c0 0.0000 0.00
0.0000 0 -000 . 0 0.0000 0.000 0 .0000 0.0000 0.0000

0.0000 0.0000 0.0000 -. 0040 0.00 057.0000 0,0000 0.0000
0.0000 0.0000 0.0000 0.0000 -53.1400 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 -001.0l40 0.0000 0.0000

0.0000 0,0000 0.0000 0.00 0,0000 000 -164.096 o.000
0. 0000 .000 0.0000 00 0o00 .0000 -313.0)30

0.0000 0,0000 0,0000 0.0000 0.0000
00000 0.0000 0.0000 0.0000 0.0000 .0000 0.0000 0.0000
0,0000 -3.170 1.3864 -4.0910 -14.7002 1.014, -23.0241 -0.303
0 .0000 0.0000 0.Co00 0.0000 0.0o00 0000 0000 00
0.0000 4,4430 6.0405 21.138 -6.394 -31.4551 -1.3629 1.0101
Starting at row i €Oaulana 0 thrl. 0

0.0000 2.0000 0.0000 0.0000 0.0000 010000 0,0000 0.0000
0.0000 0.0000 4.0135 0.0000 0.0000 0.0000 0.0000 0.0000

0.0000 0.0000 0.0000 6.9100 0.0000 0.0000 0.0000 0.0000
0,0000 0,0000 0.0000 0.0000 5I.16 0.0000 0.0000 0.0000
0.0000 0.0000 a00000 0 0000 0.000 0 00.04 10.000 0.0000
0.000 0.000 0.000 0.0000 0.0000 0 0000 1.004 0.0000
0.0000 0.000 0.000 0.0000 0.0000 0.0000 0.0000 104.1000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 .
0. 0000 0.0000 0.0000s 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 -0.013 0.000 0.0000 0.0000 0.0000 0.0000
0.0000 0.000 0.0000 -0.33, 0.0000 0.0000 0.000 0.0000
0.0000 0.0000 0.0000 0 0000 -3.0 -1 000 0.000 9.0000
0.0000 0.0000 0.0000 0.0000 0.0000 -1.0140 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 -1.0511 0.0000

0. 0 0000 0.0000 0.0000 0.0000 0.0000 0.0000 -3.102
0. 0000 .000 0.0000 0.0000 0.0000 0.0000 a0000 0

-31.0306 0,0400 0.0000 0.0000 0.coca 0.0000 0.0000 0.0000
0. 0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

16.114 0.0000 -0.0100 0.061 -0.0W&0 -0.1950 0.003 -0.40s
0.0000 0 .0000 0 .0000 0.0000 0 .00 60000 0.0000
O.31o0 0.0000 0.0000 4.0200 0.4003 -0.13ll -0.191l -0.0312
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A matrix, continued:

starting at raw 1 cSIuaM8 17 thru 32
0.0000 0 eo 0.000 0.000:
0.0000 0..00 0,0000 0.@e0 0.0000 0.0000

0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

313.9392 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 320.0362 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 -0.0038 -0.0093 -0.0030 -0.0013
0.0000 0.0000 0.0043 -01.0 -0.0054 -0.0134
0.0000 0.0000 -0.0022 -0.0054 -0.0040 -0.0007
0.0000 0.0000 0.0004 0.0000 -0.0020 -0.000
0.0000 0.0000 0.0013 0.0031 0.0000 0.0013
0.0000 0.0000 0.0000 -0.0001 0.0011 0.0026
0.0000 0.0000 0.0006 0.0016 0.0000 0.0001
-6.270 0.0000 0.0000 0.0000 -0.00004 0.0009
0.0000 -6.$0 -0.0002 -0.0006 0.0000 0.00000.0000 0.0000 0.0000 1.0000 0.0000 0.0000

•-00056 0.3234 -0.1659 -0.4070 0.0000 0.0090
I0.0000 0.0000 0.0000 0.0O0O 0.0000 1.0000

0.S321 4.e074 0.6oee 0.4 0 -0.16sO -e. 4e70

B matrix

a

0.0000 0.0000
0.0000 0.0000
0.0000 0.0000
0.0000 0.0000
0.0000 0.0000
0.0000 0.0000
0.0000 0.0000
0.0000 0.0000
0.0000 0.0000
1.6609 1.6609

-1.0611 2.3778
0.9061 1.7310
-0.1571 0.6951
-O.SSO0 -0.2396

0.0129 -0.4610
-0.2799 -0.0190
-0.0010 0.1632
0.0986 0.0023
0.0000 0.0000

61.6861 0.0000
0.0000 0.0000
0.0000 66.2203
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C matrix

Starting at row I columns I thru 6
9.5162 0.5442 -1.8844 0.0299 -0.0517 0.0060 0.0063 0.0020

0.0000 3.7906 -3.3006 4.0919 14.7102 -1.0167 23.0243 0.2803
0.0000 -4.8430 -6.0405 -23.2128 6.4394 36.4551 1.5629 -25.6167
0.0000 3.7906 -3.3806 4.0919 14.7602 -1.0167 23.0243 0.2S03
0.0000 -4.8430 -6.0405 -23.2128 6.4394 36.4551 1.5629 -25.6167
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

Starting at row I columns 9 thru 16
0.0019 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

-16.1724 0.0000 0.0756 -0.0676 0.0616 0.2956 -0.0203 0.4605
-0.3719 0.0000 -0.0969 -0.1206 -0.4643 0.1286 0.7291 0.0313

-16.1724 0.0000 0.0756 -0.0676 0.061S 0.2956 -0.0203 0.4605
-0.3719 0.0000 -0.0969 -0.1200 -0.4643 0.1286 0.7291 0.0313
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

Starting at row I columns 17 thru 22
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0056 -0.3234 0.0000 0.0000 0.0000 0.0000
-0.5123 -0.0074 0.0000 0.0000 0.0000 0.0000
0.0056 -0.3234 0.0000 0.0000 0.0000 0.0000

-0.S123 -0.0074 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 1.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 1.0000 0.0000

D matrix

D -

0.0000 0.0000
3.7862 0.0000
0.0000 6.2540
3.7062 0.0000
0.0000 6.2540
0.0000 0.0000
0.0000 0.0000
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Appendix E

On-Off Thruster Slew Simulation

The following plots represent simulation number #LNEMNFO95 taken from Ref Ill.
The state vector at 2.98 seconds was chosen as an initial condition state vector for
transient response simulations.
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Appendix F

Parameter Variations Used in Perturbed Plants

The following multiplicative perturbations were applied to the modal frequencies (RD-
FREQ), to the modeshape as seen by the accelerometers and effected upon by the
actuators (RDMSHAP), and as observed by the hub angle encoder (RDHUBSHAP).
The elements of the 8 x 10 matrices correspond to multiplicative errors in the 8 flexible
modes of the 10 perturbed plants.

0.7276 1.2381 1.2455 1.3053 0.9632 1.4039 0.6235 0.9768 0.6690 0.8152
0.749 0.:7312 0.833 0.1974 0.0124 0.6:10 1.2161 0.7.29 1.0190 0.6953
1.1946 1.0992 0.8310 0.7S36 0.9843 1.0380 1.1049 0.8637 0.714 1.1019

0.9092 0.9S0O 0.8129 0.8069 0.7823 0.9092 0.0250 0.0991 1.2407 1.1915
0.8527 1.0787 1.1:97 1.1010 1.0907 0.080 0.8521 1.0188 1.01 I 1.121i
1.2996 0.7154 0.8949 1.1266 1.1849 0.0260 1.030S 1.1963 0.6714 1.2S
1.007 0.7941 1.1873 0.9471 1.2607 0.913 1.2449 0.9691 1.2191 0.8610

1.0075 1.1913 0.9641 1.002S 0.7018 1.0069 0.7912 1.343S 1.0094 0.7772

0.7307 1.27S7 0.$279 0.9439 0.9314 0.:711 1.1396 1.1376 1.1426 0.9966
1.249 1.093 0.906; 1.1162 I .1319 0.8Il9 0.7.,1 0.1152 1.091: 0.7305
1.1006 1.094s 1.3422 0.9415 1.3266 0.0921 0.7724 0.7414 0.9 6 1.1 0
1,0707 1.0131 0.9613 0.944 0.1:7 1.11327 1.2379 0.6964 1.12 1.12174

1.0914 1.114 1.2023 1.2240 0.6248 1.0446 0.6764 0.e622 0 .206 1.2377
0.639 0.9214 1.3119 0.1074 1.0724 1.2334 1.0411 1.*269 0.6011 1.001
0,746 0.7607 0.7141 1IS 0.619 0.9036 1.01 1.0640 1.0410 0.1097
1.011 0.7016 0.8614 0.6411 1.0442 1.1920 1.0939 1.1077 1.141S 0.020S

IDMUuSNAp -

1.0229 1.0300 1.0196 0.7231 0.9913 0.1264 1.0297 1.0036 1.070S 1.1944
0.9079 0.244 0.7409 1.022 0.9249 0.6il6 1.1998 1.2963 0.706 0.1049
0.27 1.10 3 1.044 1.1986 0.9069 1.2603 1.1279 1.0821 0.669 1.3076
1.4202 0.199 1.1271 1.9190 0.9:49 0.1083 0.9622 0.9941 0.7176 1.0240
0019 1.361 1.34S0 1.0974 1. 327 1.1721 1.1741 0.7753 0.8673 0.7667
1.031 0.9471 1,0676 0.7170 1.1646 0.9048 0.7678 1.2302 0. IS4 0.16
06609 0.9193 0.9039 1.1901 0.8292 1.1231 0.0470 0.6046 1.1329 0.74S2
1.020 1.0168 0.0630 0.91771 0.7673 1.0073 1.1476 O.6168 1.3936 1.i4
0.9666 0.6024 0.8690 0.9916 1.0461 0.9770 0.7476 1.0344 0.960 9*.942
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Appendix G

LQG Compensator Design Parameters Used in OP/ME
Design

These parameters define the cost-functional used in the initial LQG design. This design
is used as a baseline for subsequent reduced-order and robustified compensator designs.
The matrices are defined as follows: R, is the state weighting matrix, R2 is the control
weighting matrix, V1 is the process noise intensity matrix, and V2 is the sensor noise
intensity matrix.

The Matrices RI, R2, VL, and V 2

I

Starting at row 1 columns I thru 8
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.2962 -1.0255 0.0163 -0.0261 0.0033 0.0035 0.0011
0.0000 -1.0255 3.5508 -0.0563 0.0974 -0.0114 -0.0120 -0.0037
0.0000 0.0163 -0.0563 0.0009 -0.0015 0.0002 0.0002 0.0001
0.0000 -0.02S1 0.0974 -0.0015 0.0027 -0.0003 -0.0003 -0.0001
0.0000 0.0033 -0.0114 0.0002 -0.0003 0.0000 0.0000 0.0000
0.0000 0.0035 -0.0120 0.0002 -0.0003 0.0000 0.0000 0.0000
0.0000 0.0011 -0.0037 0.0001 -0.0001 0.0000 0.0000 0.0000
0.0000 0.0011 -0.0037 0.0001 -0.0001 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0100 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
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The matrix R, continued:

Starting at row I colusns 9 thru 16
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0011 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
-0.0037 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0001 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
-0.0001 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.2962 -1.0255 0.0163 -0.0241 0.0033 0.0035
0.0000 0.0000 -1.0251 3.5500 -0.0563 0.0974 -0.0114 -0.0120
0.0000 0.0000 0.0163 -0.0563 0.0009 -0.001S 0.0002 0.0002
0.0000 0.0000 -0.0201 0.0974 -0.001S 0.0027 -0.0003 -0.0003
0.0000 0.0000 0.0033 -0.0114 0.0002 -0.0003 0.0000 0.0000
0.0000 0.0000 0.0035 -0.0120 0.0002 -0.0003 0.0000 0.0000
0.0000 0.0000 0.0011 -0.0037 0.0001 -0.0001 0.0000 0.0000
0.0000 0.0000 0.0011 -0.0037 0.0001 -0.0001 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0006 0.0000 0.0000 0.0000 0.0000 0.0000

starting at row 1 CouOmn 17 thru 22
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0*00
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0011 0.0011 0.0000 0.0000 0.0000 0.0000
-0.0037 -0.0037 0.0000 0.0000 0.0000 0.0000
0.0001 0.0001 0.0000 0.0000 0.0000 0.0000
-0.0001 -0.0001 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.6000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.1200 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

P2

0.0100 0.0000

0.0000 0.0100
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The matrix V,

vi

1.OD-04

Starting at row 1 columns 1 thru 0

0.0000 0,0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

0.0000 0.0000 0.0000 0,0000 0.0000 0.0000 0.0000 0.0000

0.0000 0.0000 0.0000 0 0000 0.0000 0.0000 0.0000 0.0000

0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

startlng at row 1 columa S thru 1
0.0000 0.0000 0.000 0.0000 0.000 0.0000 0.0000 0.0000

0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

0.0000 0.0001 -0.0001 0.0000 0.0000 0.0000 0.0000 0.0000

0.0000 -0.0001 0.0001 0.0000 0.0000 0.0000 0.0000 0.0000

0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

0.0000 0.0020 -0.0032 0.0017 -0.0003 -0.0009 0.0000 -0.0005

0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

0.0000 0.0002 0.0003 0.0002 0.0001 0.0000 -0.0001 0.0000
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The matrix V, continued:

Starting at row 1 columns 17 thru 22
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.o000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0028 0.0000 0.0002
0.0000 0.0000 0.0000 -0.0032 0.0000 0.0003
0.0000 0.0000 0.0000 0.0017 0.0000 0.0002
0.0000 0.0000 0.0000 -0.0003 0.0000 0.0001
0.0000 0.0000 0.0000 -0.0009 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 -0.0001
0.0000 0.0000 0.0000 -0.0005 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0002 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0002 0.0000 0.1172 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0073

V2

1.01)-05

0.0165 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0055 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0271 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0185 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.4142 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0002 0.0000

0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0002
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Appendix H

Compensator Gains for OP/ME Designs

LQG Compensator

AC

1.0003

Startinq at tow I colums I thru S
0.0000 0.0000 -0.0004 0.0000 0.0001 0.0000 0.0001 0.0000

0.0000 -0.0022 0.0047 -0.0011 -0.0019 0.0010 -0.0030 -0.0006
0.0001 -0.0001 -0.0096 -0.0003 0.0021 0.0010 0.0027 -0.0007

0.0000 -0.0004 0.0001 -0.0002 -0.0002 0.0003 -0.0003 -0.0002
0.0000 -0.0006 0.0045 -0.0002 -0.0013 0.0000 -0.0019 0.0001

0.0000 0.0000 0.0001 0.0000 0.0000 0.0000 0.0000 0.0000

0.0000 -0.0001 0.0008 -0.0001 -0.0002 0.0000 -0.0004 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 -0.0060 -0.0541 -0.0002 0.01020 0.0001 0.0019 -0.0001
0.0000 -0.0216 -0.0091 -0.0006 -0.0015 0.0003 -0.0020 -0.0001

0.0000 -0.0084 -O.OS03 -0.0002 0.0011 0.0000 OO009 0.0000
0.0000 -0.0055 -0.0110 -0.0520 -0.0001 0.0000 -0.0002 0.0000

0.0000 0.0007 0.0117 0.0001 -0.0540 -0.0001 -0.0001 0.0001
0.0000 0.0027 0.0073 0.0001 -0.0001 -0.1S79 0.0000 0.0000

0.0000 -0.0003 0.0041 0.0000 -0.0001 0.0000 -0.1645 0.0000
0.0000 -0.0010 -0.0026 0.0000 0.0000 0.0000 0.0000 -0.3139

0.0000 0.0001 -0.0014 0.0000 0.0000 0.0000 0.0000 0.0000

-0.0001 0.0031 -0.0154 0.0013 0.0047 -0.0006 0.0069 0.0003

0.0003 0.127S -1.1146 0.0023 0.0S94 -0.0027 0.0572 0.0000
-0.0001 -0.0013 0.0010 -0.0007 -0.0008 0.0008 -0.0013 -0.000S
-0.0002 -0.3915 -1.0756 0.0080 0.0010 -0.0287 -0.0072 0.0200

Starting at tow I columins 9 thru 16
-0.0001 0.0010 -0.0001 0.0001 0.0000 0.0000 0.0000 0.0000

0.0021 0.0000 0.0062 0.0016 -0.0002 0.0000 0.0000 -0.0001
-0.0019 0.0000 -0.0022 0.0103 0.0000 0.0001 0.0001 0.0001
0.0002 0.0000 0.0002 0.0006 0.0515 0.0000 0.0000 0.0000

0.0013 0.0000 0.0014 -0.0007 -0.0001 0.0537 0.0000 -0.0001

0.0000 0.0000 0.0000 -0.0001 0.0000 0.0000 0.1579 0.0000
0.0002 0.0000 0.0003 -0.0001 0.0000 0.0000 0.0000 0.1645
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

-0.0013 0.0000 -0.0107 0.0276 -0.0001 0.0004 0.0004 0.00)04

0.0014 0.0000 0.0077 0.0330 -0.0012 0.0001 0.0005 -0.0001
-0.0006 0.0000 -0.0069 0.0271 -0.0003 0.0003 0.0004 0.0003

0.0001 0.0000 0.0000 0.0130 -0.0014 0.0001 0.0002 0.0000

0.0000 0.0000 0.0028 -0.0044 0.0000 -0.0011 -0.0001 -0.0001
0.0000 0.0000. 000004 -0.0065 0.0001 -0.0001 -0.0033 0.0000

0.0000 0.0000 0.0013 -0.0006 0.0000 0.0000 0.0000 -0.0033
0.0000 0.0000 -0.0002 0.0024 -0.0001 0.0000 0.0000 0.0000

-0.3250 0.0000 -0.000S 0.0002 0.0000 0.0000 0.0000 0.0000
-0.0040 0.0000 -0.0052 0.0007 0.0003 0.0002 0.0000 0.0003
-0.0406 0.0000 -0.3752 0.1022 0.0160 0.0061 0.0003 0.0104
0.0009 0.0000 0.0009 0.0016 -0.0001 0.0000 0.0000 0.0000
0.0041 0.0000 -0.0626 1.5010 -0.0210 0.0057 0.0131 0.0041
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LQG Compensator, Ac continued:

Startia, at re 1 clvsin 17 thru 22

0.0000 0.0000 -0.000S 0.0000 -0.0002 0.0000

0.000 0.0001 0.0049 0.0003 -0.0012 -0.0001

0.0000 -0.0001 -0.0044 -0.0004 -0.0006 -0.0002
0.0000 0.0000 0.0004 0.0000 -0.0002 0.0000

0.0000 0.0000 0.0024 0.0002 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

0.0000 0.0000 0.0004 0.0000 0.0000 0.0000

0.3139 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.3280 0.0000 0.0000 0.0000 0.0000

-0.0001 -0.0001 -0.0184 -0.0022 -0.005 -0.001S

-0.0002 0.0001 0.0162 0.0008 -0.0091 -0.0021

-0.0001 -0.0001 -0.0105 -0.0015 -0.0053 -0.0016

-0.0001 0.0000 0.0007 -0.0002 -0.0031 -0.0008

0.0000 0.0000 0.0045 0.000S 0.0006 0.0002

0.0000 0.0000 0.0003 0.0002 0.0016 0.0004

0.0000 0.0000 0.0022 0.0002 0.0000 0.0000

-0.0063 0.0000 -0.0001 -0.0001 -0.0006 -0.0001

0.0000 -0.0066 -0.0008 -0.0001 0.0000 0.0000

0.0000 -0.0001 -0.0209 0.0001 0.0006 0.0000

-0.0001 -0.0039 -0.7063 -0.0644 0.0332 -0.0016
0.0000 0.0000 0.0015 0.0001 -0.0067 0.0009

-0.0044 -0.0012 -0.0516 -0.0251 -0.2116 -0.0594

F

0.0015 -0.0047 -0.0004 -0.0014 0.0000 0.2951 0.1498
0.0038 0.1024 -0.0224 0.0305 -0.001S -1.1909 0.4676

-0.0121 -0.0903 -0.0282 -0.0269 -0.0016 0.7672 0.1146
0.0000 0.0117 -0.0065 0.003S -0.0004 0.0015 -0.0024

-0.0001 0.0619 0.0034 0.0104 0.0002 0.0014 0.0006
0.0000 -0.0002 0.0008 -0.0001 0.0000 0.0000 0.0004
0.0000 0.0118 0.0001 0.0035 0.0000 0.0007 0.0000

0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 -0.0001
0.0000 -0.0005 0.0000 -0.0002 0.0000 -0.0001 0.0000

-0.0001 -0.0604 -0.0053 -0.0180 -0.0003 1.8216 0.4597
0.0006 0.0674 -0.0041- 0.0200 -0.0003 -1.5263 -0.0397

-0.0016 -0.0293 -0.0016 -0.0087 -0.0001 0.3165 -0.1822
0.0000 0.0071 0.0003 0.0021 0.0000 0.0034 -0.0013
0.0001 0.0021 0.0021 0.0006 0.0001 0.0072 0.0025
0.0000 -0.0002 0.0000 -0.0001 0.0000 0.0000 0.0001

0.0000 0.0002 0.0001 0.0001 0.0000 0.0003 0.0001
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0001 0.0000 0.0000 0.0000 -0,0001 0.0000
0.0065 -0.2302 0.0070 -0.0665 0.0005 12.2435 0.0451

-0.0294 -2.6966 -0.0199 -0.8020 -0.0013 76.0433 0.2666

0.0141 0.0437 -0.0165 0.0130 -0.0012 0.0451 6.1615
0.0251 0.1846 -0.1970 0.0549 -0.0129 0.1382 19.0610

Starting at row I columns I thru 6
0.0000 -1.4509 13.4707 0.0903 -0.2727 0.0111 0.0039 0.0016

0.0000 5.6203 16.1906 0.1393 -0.1459 0.0023 0.0065 0.0020

Starting at row I columns 9 thru 16

0.0026 0.0000 4.6159 -1.2254 -0.1936 -0.0655 -0.0033 -0.1132
0.0013 0.0000 0.9697 -14.369 0.3131 -0.1322 -0.2023 -0.0643

Starting at row I columns 17 thru 22
0.0007 0.0383 7.6879 0.7606 -0.4137 0.0211
0.0708 0.0197 0.9239 0.3826 3.43S4 0.8743
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Optimal Projection Reduced Order Compensators

18"' Order Compensator

AC

Starting at roy I columns 1 thru 6
-81.5672 -0.2204 10.2190 7.4521 -6.5795 -6.502S 14.8165 -22.3426
-27.2769 -0.6925 -22.6084 3.9565 0.9927 0.5621 4.5166 -4.4353
12.6761 6.3291 -41.7960 -1.1233 6.3091 -10.6089 -3.6634 5.9872

-35.9462 -5.3592 2.8674 0.1962 -1.0565 -0.7673 1.1410 -8.3403

23.6840 -0.0811 -7.6309 -0.4762 0.7648 -3.4499 -0.4554 5.3689
6.7643 -2.3366 33.7269 0.3692 2.4352 0.5443 0.7194 -0.4184

-57.0681 -6.0420 50.7170 1.0203 -2.3042 -1.7290 0.0627 -16.6379

-16.2656 -0.9457 2.0238 0.2541 -0.5586 -0.5876 1.5612 -6.1529
1.1231 0.7359 -5.3669 -0.0362 0.7383 -1.2503 -0.2669 0.4205
0.0731 0.0700 -1.1048 -0.4048 -0.1146 -0.2726 -0.3502 54.9591

-0.4415 -0.0317 0.2009 0.0056 0.0047 0.0051 0.0273 -0.2157

-0.1424 -0.1283 4.3473 0.0674 -0.2959 0.4175 -0.0117 -0.1763
35.1612 2.7012 13.0443 2.1603 0.1779 1.3662 -6.7675 7.1149
0.5962 0.1426 -1.0297 -0.0228 0.1205 -0.2055 -0.0849 0.1677

-1.4057 -0.0942 0.1069 0.0100 0.0403 -0.0251 0.0900 -0.6956
0.3858 0.0654 -2.3762 -0.0707 0.1197 -0.0856 -0.0206 0.0025
3.9422 0.2576 -0.7586 -0.0074 -0.0430 0.0527 -0.2503 1.9931

-2.3535 -0.1428 0.0082 -0.0246 0.0321 -0.0755 0.1395 -1.32S6

Starting at row I columns 9 thru 16
-0.8543 6.1555 -0.7957 1.6640 -5.2850 0.0907 -0.0630 4.0512
-2.5180 1.3431 -0.1478 2.9641 -1.8617 -0.3926 -0.0045 0.6309
-2.9373 -0.6022 0.2342 4.5233 -0.1729 -0.6313 0.0451 -1.0616
-0.4030 1.6994 -0.2869 0.7822 -1.6992 0.0262 -0.0295 1.4543
-0.3911 -0.9544 0.1654 0.0038 1.7045 -0.1197 0.0211 -0.9646
3.1996 -0.4156 -0.0218 -3.4040 0.1041 0.5700 -0.0167 0.2687
3.4150 2.5856 -0.5802 -3.2718 9.5512 0.8048 -0.0799 3.1585

-0.0221 -53.3336 -0.3124 0.7741 0.0206 0.0822 -0.0322 1.5958
-0,4252 0.0498 0.0175 0.5353 -0.1189 -0.1168 0.0042 -0.0906
-0.1285 -0.4101 0.0913 -0.2604 0.5387 -0.0209 0.0096 -0.4558
0.0113 0.0218 -1.6635 -0.0776 -0.0103 0.0049 -364.4266 0.0715
0.3794 0.2794 0.0715 -1.4071 -0.0514 0.0765 -0.0014 52.2055
1.8515 -1.7401 0.2412 -2.4244 -0.8764 0.2463 0.0174 -1.1421

-0.0332 -0.0216 0.0072 0.0910 0.0020 -0.0159 0.0012 -0.0357
-0.0036 0.0302 276.3188 0.0063 -0.0198 0.0074 -7.288 0.1016
-0.2008 -0.0761 0.1601 -51.6529 0.0229 -0.0439 0.0166 -0.4569
-0.0095 0.0666 0.9577 0.2204 0.0168 -0.0239 0.0986 -0.0451
-0.0341 -0.1331 0.5344 0.3394 0.0331 0.0057 0.0546 0.2162

Starting at row 1 columns 17 thru 18
4.9571 2.9301
0.9989 0.6489

-1.2814 -0.6445
1.7835 1.0443

-1.1354 -0.6531
0.0289 -0.0681
3.4570 1.9041
1.9096 1.2170

-0.0687 -0.0363

-0.5821 -0.3277
0.7230 -0.3331

-0.6063 -0.4377
-1.5549 -0.9539

-0.0407 -0.0217
2.2049 -1.1157

-1.1628 -0.7231
-3.1189 164.3679

-164.4799 -0.9969
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lW" Order Compensator continued:

0.6794 24.9507 1.9246 7.4202 0.1260 -3.4599 -29.8313
-0.3433 2.2639 0.4076 0.6733 0.0267 -256.2337 12.5474
-0.4315 -2.5166 -6.9819 -0.7404 -0.4572 92.7018 451.3082
0.3423 10.7487 -1.S202 3.1966 -0.0995 -127 .271 -2.4710
0.959 3.3215 0.2947 0.9870 0.0193 149.6942 64.5602
1.7071 6.1671 6.1022 1.8340 0.3996 2.5417 -35.6369
0.7301 4.74687 2.425 1.4162 0.1590 10.3193 4.3914
0.122S S.3233 0.4736 1.5031 0.0310 -101.618 -3.6136
-0.187 -0.0651 -0.7641 -0.0253 -0.0S0 3.5329 52.1907
-0.0454 0.6067 -0.2107 0.1804 -0.0136 32.714S 10.1773

0.0026 0.0803 0.019S 0.0263 0.0013 -2.8333 -0.647S
0.0356 -0.3924 0.5706 -0.1167 0.0374 -2.2763 -28.4171

-2.5746 -19.0241 -5.5722 -5.6S77 -0.3649 84.5730 24.0605
0.0401 -0.1124 -0.1491 -0.0334 -0.0096 3.6034 9.3964
0.0076 0.3670 0.0159 0.1094 0.0010 -. 50s1 0.1560

-0.011a 0.1907 -0.3738 0.0567 -0.0245 4.7S33 11.1922

-0.0)00 -1.3216 -0.082 -0.3930 -0.0054 21.0476 1.6196
0.0091 1.0562 0.0020 0.3141 0.0001 -9.6240 1.7703

x-

Starting at rav I column 1 thru a
-0.1$32 -0.0144 -0.0129 0.0009 -0.0064 -0.0035 0.0126 -0.0426
-0 0332 -0.0085 0.0967 0.0007 -0.0016 0.0006 -0.0047 -0.0144

Starting at roy 1 columns 9 thru 16

-0.0046 0.0091 -0.0015 0.0069 0.0079 -0.0003 -0.0001 0.0073
0.0079 0.0013 -O.O00S -0.008 0.0063 0.0016 -0.0001 0.0030

Starting at row I columns 17 thru 1S
0.0092 0.005
0.0029 0.0014
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14 th Order Compensator

AC

Starting at roy 1 columns I thru .
-81.5658 -10.2138 -0.2194 1.4521 -8.5191 -6.5033 14.8180 -0.204
-12.6709 -41.7422 -6.3249 1.1234 -6.3120 10.608.0 3.6625 0.1704
-27.224 22.8481 -0.6954 3.9S65 0.9948 0.S627 4.5190 -1.8599

-35.9459 -2.8681 -5.3S89 0.1962 -1.0564 -0.7616 1.140o -1.6993

23.8831 7.8235 -0.0810 -0.4782 0.7652 -3.4497 -0.4SS2 1.7049

6.7893 -33.6753 -2.3326 0.3693 2.4325 0.5434 0.7187 0.1017

-57.0804 -50.6434 -8.0358 1.0203 -2.3079 -1.7307 0.0612 9.5477

35.1635 -13.8162 2.7030 2.1603 0.1765 1.3659 -0.7677 -0.6795

16.2855 2.0244 0.9456 -0.2S41 0.5588 0.5876 -1.5611 -0.0208

1.1204 5.3743 0.7345 -0.0360 0.7378 -1.2488 -0.2662 -0.1186

3.9407 0.7626 0.2579 -0.0075 -0.0429 0.0524 -0.2505 0.0169

-0.0729 -1.1037 -0.0699 0.4048 0.1145 0.2728 0.3501 -0.5387

-2.3494 0.0005 -0.1424 -0.0248 0.0325 -0.0762 0.1394 0.0333

0.6009 1.0369 0.1437 -0.0230 0.1218 -0.2076 -0.0856 0.0020

Starting at row 1 columns 9 thru 14

22.3449 -0.8566 4.9623 -6.1519 2.9257 0.0934

6.0058 2.9271 1.2854 -0.5693 0.6372 0.6390

4.4217 -2.5117 0.998 -1.3514 0.6501 -0.3967

8.3402 -0.4035 1.7854 -1.6984 1.0427 0.0272

-5.3715 -0.3J94 -1.1368 0.9520 -0.6517 -0.1215

0.4566 3.1907 0.0305 0.4276 -0.0709 0.5764

16.6631 3.4018 3.4628 -2.5670 1.8971 0.8151

-7.1055 1.8475 -1.5558 1.7453 -0.9540 0.2465

-6.1528 0.0225 -1.9115 -53.3341 -1.2152 -0.0828

-0.4222 -0.4235 -0.0889 -0.0516 -0.0376 -0.1197

-1.9946 -0.0097 -3.1281 -0.0665 164.3957 -0.0242

54.9595 0.1283 0.5827 -0.4096 0.3273 0.0212

1.3263 -0.0349 -164.4896 0.1335 -0.9958 0.0056

-0.1694 -0.0335 -0.0410 0.0214 -0.0216 -0.0162

7 -

0.6794 24.9507 1.9246 I.'d02 0.1260 -825.4599 -29.8314

0.4316 2.5166 6.9819 j.7484 0.4572 -92.7016 -451.3135

-0.3433 2.2639 0.4076 0.6733 0.0267 -256.2334 12.5474

0.3423 10.7487 -1.5, 3.1966 -0.0995 -127.0271 -2.4719

0.9859 3.3215 0 2947 0.9870 0.0193 149.6946 64.5800

1.7871 6.1671 -.1022 1.8340 0.3996 2.5416 -55.6369

0.7301 4.7687 2.4285 1.4182 0.1590 18.3193 4.5914

-2.5748 -19.0241 -5.5722 -5.65?7 -0.3649 84.5738 24.0605

-0.1225 -5.3233 -0.4738 -1.5831 -0.0310 101.8185 5.6156

-0.1886 -0.0046 -0.7632 -0.0252 -0.0500 3.5156 52.1302

-0.0200 -1.3224 -0.0831 -0.3933 -0.0054 21.0688 1.6417

0.0454 -0.6067 0.2107 -0.1004 0.0138 -32.7145 -10.1773

0.0091 1.0561 0.0008 0.3141 0.0001 -9.7953 1.8228

0.0400 -0.1130 -0.1505 -0.0336 -0.0099 3.8227 9.4846

K

Startinq at row 1 columns 1 thru 8
-0.1832 0.0128 -0.0144 0.0009 -0.0064 -0.003S 0.0128 0.0079

-0.0332 -0.0965 -0.0085 0.0007 -0.0016 0.0006 -0.0047 0.0063

Starting at row 1 columns 9 thru 14

0.0421 -0.0046 0.0092 -0.0091 0.0055 -0.0003

0.0144 0.0078 0.0029 -0.0013 0.0014 0.0016
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10 th Order Compensator

AC

Starting at row I columns I thru 0
-01.5062 -1.2006 -0.2250 10.1434 7.4473 -0.5690 -6.5166 14.8109
35.1573 -0.0759 2.6003 13.0002 2.1584 0.1792 1.3633 -8.7062
-27.2501 -1.8700 -0.6035 -22.9564 3.9590 0.9854 0.5722 4.5143
12.569S -0.1930 6.3367 -41.7710 -1.1000 6.2690 -10.56S3 -3.636S

-3S.9420 -1.6962 -5.3614 2.0407 0.1950 -1.0497 -0.7702 1.13908
23.0941 1.7019 -0.0762 -7.0115 -0.4780 0.7592 -3.4410 -0.4549
8.7335 0.11S4 -2.3492 33.7706 0.3679 2.4465 0.5224 0.7241

-S7.1224 9.S724 -8.0600 50.6975 1.011S -2.2753 -1.77S9 0.0670
16.2596 -0.0301 0.9570 -2.0757 -0.2550 0.5604 0.5047 -1.5613
1.1215 -0.1219 0.7434 -5.4259 -0.0353 0.739S -1.2550 -0.2670

Starting at row I columns 9 thru 10
22.5047 -0.0614
-7.1210 1.0682
4.3604 -2.5433

-6.1944 -2."9f
8.4476 -0.4065

-5.4657 -0.3931
0.6190 3.2205
17.004 3.4448
-6.2049 0.0190
-0.4536 -0.4324

0.6792 24.9515 1.9270 7.4204 0.1262 -825.5406 -30.0642
-2.5751 -19.0261 -5.5735 -5.6503 -0.3649 $4.5909 24.0771
-0.3440 2.2581 0.4037 0.6715 0,0264 -256.2449 12.5447
-0.4200 -2.4701 -6.9642 -0.7346 -0.4560 91.3163 450.5205
0.3426 10.7490 -1.5190 3.1067 -0.0995 -127.0206 -2.4873
0.9865 3.3228 0.2964 0.9882 0.0194 149.7210 84.5892
1.7059 6.1610 6.1015 1.8323 0.3995 2.3592 -5.6702
0.7295 4.7640 2.4270 1.4160 0.1509 10.3406 4.5973

-0.1223 -5.3321 -0.4702 -1.5857 -0.0313 101.4761 5.9784
-0.1080 -0.0015 -0.7690 -0.0242 -0.0504 3.4365 52.5464

K

Starting at row 1 columns I thru 0
-0.1032 0.0079 -0.0144 -0.0131 0.0009 -0.0063 -0.0035 0.0120
-0.0333 0.0064 -0.0005 0.0967 0.0007 -0.0016 0.0006 -0.0047

Starting at row 1 columns 9 thru 10
0.0432 -0.0046
0.0150 0.0079
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8th Order Compensator

Ac

-00.7504 -5.3237 -0.2174 -10.1454 7.4234 -6.4794 -6.4243 14.6732

34.6643 -0.8466 2.5492 -13.9363 2.1654 -0.3424 1.3295 -6.7416

-26.3S92 -1.7099 -0.626S 21.9565 3.8745 0.9905 0.5013 4.4002

-12.7711 0.1908 -6.3760 -42.2523 1.1022 -4.0203 10.6939 3.6547

-3s.4953 -1.7171 -5.2627 -2.658 0.178 -0.1226 -0.7236 1.0665

21.2177 1.6139 -0.1816 1.2110 -0.0692 0.2799 -2.7894 -0.6S65

6.6013 0.1304 -2.3376 -33.8695 0.334 2.1157 0.9511 0.7249

-56.2329 9.5352 -7.9651 -50.$537 0.9915 -0.8527 -1.6284 -0.0847

F

0.6784 24.9682 1.9180 7.4313 0.1256 -626.2740 -29.0532

-2.5746 -19.0217 -9.5712 -9.6969 -0.3648 64.S399 24.0474

-0.2067 2.3717 0.4534 0.7053 0.0297 -247.3662 12.3006

0.4470 2.5788 7.0264 0.7669 0.4601 -94.3425 -4S4.0653

0.3428 10.7541 -1.5192 3.1962 -0.0995 -127.0$78 -2.4641

0.9099 2.9769 0.3246 0.7666 0.0213 192.4598 98.7627

1.7666 6.1624 6.1059 1.6386 0.3996 2.2554 -S5.6483

0.7265 4.7996 2.4230 1.4143 0.1507 10.6541 4.6248

-0.1806 0.0078 -0.0140 0.0131 0.0006 -0.0027 -0.0033 0.012S

-0.0326 0.0064 -0.0066 -0.0970 0.0004 -0.0004 0.0007 -0.0040

6 'h Order Compensator

AC

-54.7997 32.2396 6.4133 -7.5936 -3.5704 8.4075

44.2432 -31,2623 -3.0919 -31.9694 6.9196 -1.6697

-36.7211 21.5053 -1.0927 -9.2996 -0.0396 1.0443

10.9661 -6,2792 -0.3454 -41.6601 4.4389 10.7664

15.1738 -11.9204 -2.4096 -2.9299 0.4272 2.7451

-16.2667 9.1465 0.70S7 -37.1919 -1.5980 1.1451

-0.1198 -20.3931 -0.4163 -6.0648 -0.0273 677.6299 -74.0903

0.72S3 14.2409 2.5223 4.2352 0.1652 -467.7367 -140.0557

-2.7136 -20,3171 -5.9021 -6.0422 -0.386S 96.5596 21.7689

0.6460 1.7026 6.9639 0.S064 0.4573 -101.5996 -425.5664

-1.1)25 -5.1616 -0.2779 -1.5351 -0.0182 -15.3594 -6S.9860

1.8914 4.S799 6.2273 1.3620 0.4078 61.3017 -S4.1430

0.1585 -0.0971 0.0071 0.0060 0.0045 -0.0021

0.0199 -0.0272 0.0071 -0.1017 0.0018 0.002S

p
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4111 Order Compensator

-54.7991 322398 4.4133 -7.5936
44.2432 -;1. it 13 -3.0519 -31.f894
-36.7211 31.53 -1.0927 -9.2598

* 1.1441 -4.2792 -0.3434 -41.6401

-0.1190 -20.3931 -0.4163 -6.0640 -0.0373 677.4199 -74.0903
0.7283 14.2409 2.1223 4.2352 0.1652 -487.7367 -140.0557

-2.7134 -20.3171 -5.9021 -6.0422 -0.386S 94.5196 21.7409
0.640 1.7024 4.9839 0.1044 0.4573 -101.5996 -425.1664

K-

0.1101 -0.0971 0.0071 0.0060

0.0199 -0.0272 0.007 -0.1017

Maximum Entropy Robustified Compensators

Initial Robustifled Compensator

startial at t,. I celmo I thru A
0.00 00001 -0.00 0.0004 0.0001 0.0000 6. 0002 0. "s0

_:.*00 0.005o.02 -0.0011 .4.0020 0.0610 -4.0031 -0.0006

0.000 -0000 .001 0.00 -. 042 0.0001 -0.0003 -4042
0.0a00 -0.0016 0. 0 -0*0*DoSI 000 -0.0010 0.0001
a.0 0.0 0.000 0.I 0 ".DO0 06040 0.000 0.0060

0.00 -0602 0.coal -0.0001 -0.0002 0.0000 -0.0094 0.0000
0.0 00000 0 .0*Do 0.00 0. o0 0.o00 0.000 0.00
0.00o" 0.0000 .00 0-0000 0.00 0.00 .00 .
0.S000 -0oeOs -0.0813 -0.8063 .01 0.0001:0.600 -16
0.0060 -0.0i1y -6000 -0.0004 -0.0016 0.0062 -0.022 -0.01
0.0000 -0.0110 -0.0803 -0.0002 0.0011 0.*000 0.0009 0.0000:
0.0000 -0.0043 -0.0I13 -0.0slo -040 0.0 a600 -4.0002 0.000
0.0 .fe 0 0 .0110a*It 0."01 -0.0S40 -0.0001 -0.6001 0.0601
0.0000 0.0040 0.0071 0.0001 -0.0001 -0 .1:79 0.-000 0.0060
a.0000 -0.0007 0.0043 0.0"00 -0.0001l .00 4:-.164: 0.00
0.0000 -0.S014 -GOR 0.60 0 ot 00 0.00 - .0000 -0.31319
0.0so" 0.00e3 -0.0014 0.0 00000 0Sa$ .*00 0.00 .00
0.,0006 O.0082 -0.019 0.6013 0.0084 -0.6"0 a 0007 .0010.000 0.2557 -1:1890 0.0024 60005 -0.0014: 0.60 -0.0010
-0.0001 -0.01 -0a 0 -0.0007 -40004 0.000 -0.0007 -0 .006-0.600 4.3 -15 .0000. 0.0024 -0,.23 -. 04 000

Steettlat co rw 1 ce1.s 9 thrm 16

-0.001 0.010 -00002 .0001 0.00 0 -00000 0.0000 .00
of02 0 .0000 0077 0.00 -. 02 -0.60 01 -0000

-0.0020 0.0000 003 .10 0000 000 .01 000
06.000 0.0000 04.0041 0.00 0.0910 0.001 4.0000 0.0001

0.00 000 0.00 -0.0001 0.0000 0.0000 0.1179 0.800
0.02 .00 04 -0.0002 0.0000 0. "so 0.0000 0.1645

0a0"00 0.0000 :.D000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0 .000 0000 0.0000 0.0000 0.0000 0. 0004 0.0000

-0.04 000 -0.01.29 :": 0.0201 I-..000 0.000 0.000 0.0004

-0.0006 0.0000 0.0 0 '00277 -0 04,03 0.0003 000 .00
a.0001 0.606 a 0019 0.0124 -0.0414 0.0001 0.00 0.00

P.0. 000 0. so" 0.0030 -0.#*so 0. "s0 -0.0012 0g000 04,001
0.O0 0.0000 -0.0004 -000 0.0002 -0.01 -.003 0:.000

0.:Go0 0.0000 0.0020 -00010 -SO."001 000 0.00 0.003

0_0.000 000 0.0001 0.0023 -0.0001 0.0000 0.000 0.000

*0.3200 0.0000 -0.0007 0.0003 0.0000 0.0000 *.*0e0 0.0000
-0.0058 0.0000 -0.0060 0.0032 6.0003 0. 0002 0.0000 6.00
-0.0447 0.0000 -0.5017 0.2117 0.0195. 0."072 -0.0912 0.0110
0.009 0.0000 0.0011 0.6014 -0.0001 0.0000 0.0001 0.0000
0.0029 0.0060 0.041 0.9730 -0.0339 0.0001 0.0144 0."03
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Initial Robustified Compensator, Ac continued:

Starting at row 1 colun*u 17 thru 22

0.0000 0.0000 -0.0005 0.0000 -0.0001 0.0000

0.0000 0.0001 0.0049 0.0004 -0.0013 -0.0002

0.0000 -0.0001 -0.0044 -0.0005 -0.0005 -0.0002

0.0000 0.0000 0.0004 0.0000 -0.0002 0.0000

0.0000 0.0000 0.0024 0.0003 -0.0001 0.0000

0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

0.0000 0.0000 0.0004 0.0001 0.0000 0.0000

0.3139 0.0000 0.0000 0.0000 0.0000 0.0000

0.0000 0.3280 0.0000 0.0000 0.0000 0.0000

-0.0001 -0.0001 -0.0187 -0.0023 -0.0051 -0.0015

-0.0002 0.0001 0.0158 0.0012 -0.0095 -0.0024

-0.0001 -0.0001 -0.0107 -0.0015 -0.0052 -0.0016

-0.0001 0.0000 0.0005 -0.0001 -0.0032 -0.0009

0.0000 0.0000 0.0046 0.0006 0.0006 0.0002

0.0000 0.0000 0.0004 0.0001 0.0016 0.0004

0.0000 0.0000 0.0022 0.0003 -0.0001 0.0000

-0.0063 0.0000 -0.0002 0.0000 -0.0006 -0.0002

0.0000 -0.0066 -0.0006 -0.0001 0.0000 0.0000

0.0000 -0.0002 -0.0211 -0.0001 0.0017 0.0001

0.0004 -0.0045 -0.7060 -0.0736 0.0446 0.0042

0.0000 0.0000 0.0013 0.0001 -0.0062 0.0009

-0.0048 -0.0010 -0.0671 -0.0205 -0.2493 -0.0646

0.0029 -0.0060 -0.0007 -0.0018 0.0000 0.2557 0.1101

0.0042 0.1036 -0.0220 0,0306 -0.0014 -1.1417 0.5169

-0.0126 -0.0923 -0.0266 -0.0275 -0.0019 0.7224 0.0538

0.0000 0.0117 -0.0065 0.0035 -0.0004 0.000S -0.0033

-0.0002 0.0616 0.0033 0,0163 0.0002 -0.0070 -0.0079

0.0000 -0.0002 0.0008 -0,0001 0.0000 -0.0001 0.0003

0.0000 0.0117 0.0001 0.0035 0.0000 -0.0009 -0.0016

0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 -0.0001

0.0000 -0.0005 0.0000 -0.0002 0.0000 0.0000 0.0001

-0.0019 -0.0663 -0.0065 -0.0197 -0.0004 1.6342 0.2723

0.0025 0.0737 -0.0028 0.0219 -0.0002 -1.3261 0.1601

-0.0016 -0.0294 -0.0016 -0.0087 -0.0001 0.3140 -0.1847

0.0000 0.0071 0.0003 0.0021 0.0000 0.0023 -0.0024

0.0001 0.0020 0.0021 0.0006 0.0001 0.0058 0.0011

0.0000 -0.0002 0.0000 -0.0001 0.0000 0.0000 0.0001

0.0000 0.0002 0.0001 0.0001 0.0000 0.0003 0.0001

0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

0.0000 0.0001 0.0000 0.0000 0.0000 -0.0001 0.0000

-0.0037 -0.2637 0.0002 -0.0784 0.0000 11.1808 -1.0152

-0.0676 -2.6677 -0.0586 -0.6566 -0.0038 69.9638 -5.7809

0.0065 0.0257 -0.0222 0.0077 -0.0015 -0.5268 5.5914

0.0077 0.1271 -0.2065 0.0378 -0.0137 -1.6697 17.2563

K =

Starting at row 1 columns 1 thru S

0.0000 -3.0031 14.1531 0.0685 -0.2708 0.0112 0.0039 0.0016

0.0000 8.6550 15.7489 0.1401 -0.1484 0.0024 0.0063 0.0020

Starting at row 1 coluans 9 thru 16

0.0028 0.0000 7.0460 -2.4089 -0.2346 -0.0832 0.0148 -0.1266

0.0013 0.0000 -0.6231 -14.4092 0.3512 -0.1225 -0.2207 -0.0551

Starting at row I columns 17 thru 22

-0.0055 0.0432 7.6665 0.8617 -0.4166 -0.0547

0.0772 0.0163 1.0073 0.3116 3.4255 0.9519
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Final Robustified Compensator

Ac

l.0D+03 *

Stertinq at row I columns I thru I
0.0000 0.0002 -0.0007 0.0000 0.0002 0.0000 0.0002 0.0000
0.0000 -0.0061 0.0056 -0.0011 -0.0020 0.0010 -0.0031 -0.0006
0.0001 0.0007 -0.0105 -0.0003 0.0022 0.0010 0.0029 -0.0008
0.0000 -0.0011 0.0002 -0.0002 -0.0002 0.0003 -0.0003 -0.0002
0.0000 -0.0020 0.0050 -0.0002 -0.0013 0.0000 -0.0018 0.0001
0.0000 0.0001 0.0001 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 -0.0004 0.0000 -0.0001 -0.0002 0.0000 -0.0003 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 -0.0101 -0.0574 -0.0002 0.0023 0.0002 0.0022 -0.0002
0.0000 -0.0S21 -0.0050 -0.0006 -0.0018 0.0002 -0.0024 -0.0001
0.0000 -0.0166 -0.0513 -0.0002 0.0011 0.0000 0.0009 0.0000
0.0000 -0.0136 -0.0115 -0.0520 0.0000 0.0000 -0.0002 0.0000
0.0000 -0.0002 0.0123 0.0001 -0.0540 -0.0001 -0.0001 0.0001
0.0000 0.0065 0.0072 0.0001 -0.0001 -0.1579 0.0000 0.0000
0.0000 -0.0016 0.0044 0.0000 -0.0001 0.0000 -0.1645 0.0000
0.0000 -0.0023 -0.0026 0.0000 0.0000 0.0000 0.0000 -0.3139
0.0000 0.0006 -0.0015 0.0000 0.0000 0.0000 0.0000 0.0000
0.0002 0.0105 -0.0241 0.0013 0.0063 -0.0001 0.0091 -0.0001
0.0015 0. S01 -1.2483 0.0025 0.0679 0.0000 0.0697 -0.0021
0.0000 -0.0027 -0.0027 -0.0007 0.0001 0.0010 -0.0001 -0.0007
0.0001 -0.9311 -1.0777 0.0078 0.0945 -0.0279 -0.0033 0.0194

Starting at row I columns 9 thru 16
-0.0002 0.0010 -0.0003 0.0003 0.0000 0.0000 0.0000 0.0000
0.0022 0.0000 0.0092 -0.0007 -0.0002 -0.0001 0.0001 -0.0001

-0.0020 0.0000 -0.0039 0.0117 0.0001 0.0001 0.0000 0.0001
0.0002 0.0000 0.0006 0.0003 0.0518 0.0000 0.0000 0.0000
0.0013 0.0000 0.0028 -0.0016 -0.0001 0.0537 0.0000 -0.0001
0.0000 0.0000 0.0000 -0.0001 0.0000 0.0000 0.1579 0.0000
0.0002 0.0003 0.0005 -0.0003 0.0000 0.0000 0.0000 0.1645
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
-0.0015 0.0000 -0.0152 0.0319 -0.0001 0.0004 0.0004 0.0004
0.0017 0.0000 0.0263 0.0196 -0.0017 -0.0001 0.0007 -0.0003
-0.0006 0.0000 -0.0067 0.0277 -0.0004 0.0003 0.0004 0.0002
0.0001 0.0000 0.0036 0.0105 -0.0015 0.0001 0.0002 0.0000
0.0000 0.0000 0.0047 -0.0060 -0.0001 -0.0012 0.0000 -0.0001

0.0000 0.0000 -0.0011 -0.0059 0.0002 0.0000 -0.0033 0.0000
0.0000 0.0000 0.0026 -0.0016 -0.0001 0.0000 0.0000 -0.0033

0.0000 0.0000 0.0004 0.0021 -0.0001 0.0000 0.0000 0.0000
-0.3260 0.0000 -0.0009 O.O00S 0.0000 0.0000 0.0000 0.0000

-0.0064 0.0000 -0.0131 0.0080 0.0004 0.0003 -0.0001 0.0004
-0.0493 0.0000 -0.7862 0.4209 0.0245 0.0106 -0.0033 0.0139

0.0001 0.0000 0.0010 0.0022 -0.0001 0.0000 0.0001 0.0000
0.0014 0.0000 0.1521 0.8677 -0.0279 0.0065 0.0166 6.0023
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Final Robustified Compensator, Ac continued:

Starting at row 1 Coluams 17 tbru 22
0.0000 0.0000 -0.0005 0.0000 -0.0001 0.0000
0.0000 0.0001 0.0049 0.0005 -0.0013 -0.0002
0.0000 -0.0001 -0.0044 -0.0005 -0.0004 -0.0001
0.0000 0.0000 0.0004 0.0001 -0.0002 -0.0001
0.0000 0.0000 0.0023 0.0003 -0.0001 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0004 0.0001 0.0000 0.0000
0.3139 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.3280 0.0000 0.0000 0.0000 0.0000

-0.0001 -0.0001 -0.0169 -0.0024 -0.0049 -0.0015
-0.0002 0.0001 0.0156 0.0020 -0.0097 -0.0030
-0.0001 -0.0001 -0.0109 -0.0015 -0.0052 -0.0017
-0.0001 0.0000 0.0004 0.0001 -0.0032 -0.0010
0.0000 0.0000 0.0046 0.0006 0.0006 0.0002
0.0000 0.0000 0.0004 0.0001 0.0016 0.0005
0.0000 0.0000 0.0022 0.0003 -0.0001 0.0000

-0.0063 0.0000 -0.0002 0.0000 -0.0006 -0.0002
0.0000 -0.0066 -0.0008 -0.0001 0.0000 0.0000
0.0000 -0.0002 -0.0214 -0.0006 0.0029 0.0002
0.0011 -0.0053 -0.7068 -0.0884 0.0540 0.0132
0.0000 0.0000 0.0012 0.0000 -0.0055 0.0006

-0.0056 -0.0006 -0.0726 -0.0107 -0.2469 -0.0741

F

0.0024 -0.0075 -0.0010 -0.0022 -0.0001 0.2083 0.0628
0.0047 0.1053 -0.0216 0.0313 -0.0014 -1.0892 0.5694
-0.0135 -0.0946 -0.0291 -0.0252 -0.0019 0.6460 -0.0226
0.0000 0.0116 -0.0065 0.0035 -0.0004 -0.0008 -0.0046
-0.0003 0.0613 0.0033 0.0162 0.0002 -0.0177 -0.0185
0.0000 -0.0002 0.000$ -0.0001 0.0000 -0.0002 0.0002
0.0000 0.0117 0.0001 0.0035 0.0000 -0.0028 -0.0036
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 -0.0001
0.0000 -0.0005 0.0000 -0.0002 0.0000 0.0001 0.0002

-0.0040 -0.0733 -0.0079 -0.0218 -0.0005 1.4149 0.0529
0.0046 0.0806 -0.0014 0.0240 -0.0001 -1.1059 0.3803

-0.0016 -0.0293 -0.0016 -0.00S7 -0.0001 0.3150 -0.1836
0.0000 0.0070 0.0003 0.0021 0.0000 0.0010 -0.0037
0.0000 0.0020 0.0020 0.0006 0.0001 0.0040 -0.0007
0.0000 -0.0002 0.0000 -0.0001 0.0000 0.0000 0.0001
0.0000 0.0002 0.0001 0.0001 0.0000 0.0002 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0001 0.0000 0.0000 0.0000 -0.0001 0.0000

-0.0159 -0.3038 -0.0079 -0.0903 -0.0005 9.9156 -2.2804
-0.1546 -3.1079 -0.1031 -0.9243 -0.0068 63.0356 -12.7288
0.0018 0.0037 -0.0266 0.0011 -0.0017 -1.2206 4.8975

-0.0139 0.0564 -0.2229 0.0168 -0.0146 -3.9016 15.0241

K -

Starting at roy 1 columns 1 thru 8
0.0000 -6.5331 14.6034 0.0865 -0.2653 0.0112 0.0039 0.0016
0.0000 13.7758 16.0487 0.1422 -0.1554 0.0024 0.0063 0.0020

Starting at roy 1 columns 9 thru 16
0.0026 0.0000 9.4739 -4.9107 -0.2925 -0.1142 0.0417 -0.1487
0.0013 0.0000 -2.1871 -12.8340 0.4158 -0.0982 -0.2530 -0.0354

Starting at row 1 columns 17 thru 22
-0.0146 0.0512 7.6555 1.0472 -0.5192 -0.1667
0.0884 0.0090 1.1613 0.1617 3.4201 1.0679
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OP/ME Reduced Order Robustified Compensator

AC

Starting At row I columns I thru I
-05.2146 4.6731 -13.3450 -9.1157 -1.7626 -6.5114 7.3892 -32.6112
33.7617 -3.7991 3.6718 4.8301 -1.6956 0.0855 1.0902 11.1593
-4.3494 6.1436 -43.7770 -1.0522 3.7310 9.9430 3.7759 -10.7231
53.1232 -9.6161 13.8721 0.2917 -0.4447 -0.1301 -0.7713 18.9072
27.4549 1.6306 -28.7716 -1.9970 -0.7216 -0.3501 -1.6635 5.9879
7.1080 5.6421 -40.9570 2.3596 1.1977 -0.755S -3.1583 -2.2414

-20.6526 -0.6121 -3.4930 -1.8416 0.2912 2.9045 0.5576 -6.1576
-25.7714 3.0283 -2.5670 -0.8360 0.6405 -0.6963 0.7498 -11.9565
-51.9106 13.0846 -44.2577 0.3688 7.9163 -3.0764 0.6074 -21.9356

3.7072 -0.0734 -6.6625 -0.8505 0.7013 4.0226 0.2492 0.169

Starting at row 1 columns 9 thru 10
13.2944 13.8700
-5.1753 -4.8026
1.4104 -26.8960

-2.244 -3.3050
-7.6609 -23.1056
3.5071 -25.0993

-0.91017 2.6113
2.4794 4.7722
0.1228 -14.9665

-1.1187 -10.6833

0.5346 36.0148 1.6900 10.7106 0.1107 -737.2143 187.2943
-0.1552 -3.4646 -7.0957 -1.0303 -0.4646 273.9925 -27.4346
-0.0563 0.1610 11.4562 0.0536 0.7501 -23.7076 -375.1629
-0.1223 -20.9716 1.6640 -6.2368 0.1090 138.2030 -3.4656
-0.4530 -19.9423 -3.8585 -5.9307 -0.2527 50.6976 -5.7945
t.4126 3.8707 10.0127 1.1511 0.6556 24.0909 -62.3177
-0.256 -5.0370 1.5664 -1.7359 0.1039 -106.9263 -36.8661
0.118 10.1325 1.1072 3.0134 0.0725 -154.1999 15.7426

-0.0072 6.4996 2.6365 1.9329 0.1726 -5.1506 -21.6191
-0.2218 -2.9730 3.4271 -0.8842 0.2244 12.6699 -104.2132

K

Starting at row 1 columns I thru a
-0.1839 0.0216 -0.0148 -0.0013 0.0114 -0.0037 0.0060 -0.0641
-0.0164 0.0140 -0.0797 0.0005 0.0033 -0.0020 -0.0021 -0.0139

Starting at row I columns 9 thru 10
0.0070 0.0327

-0.0029 -0.0441
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Appendix I

NASTRAN-Derived System Dynamics Matrices for Linear
Actuator Control Design

The model includes the first five vibrational modes of the system, both symmetric and
anti-symmetric. The dynamic model uses the standard notation:

x = Ax + Bu

y = Cx + Du

and has 5 inputs and 5 outputs as follows:

hub torque command (ft-lb)
PMA force, arm 1 (Ibs)

u PMA force, arm 2 (Ibs)
PMA force, arm 3 (Ibs)
PMA force, arm 4 (Ibs)

hub angle measurement (deg)
tip acceleration, arm 1 (ft/sec2 )

y - tip acceleration, arm 2 (ft/sec2 )
tip acceleration, arm 3 (ft/sec:)
tip acceleration, arm 4 (ft/sec2 )
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A matrix

0.000 0.0000 0.0000 0.0000 0.0000 1.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 1.0000 0.0000 0.0000 0.0000
6.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 1.0000 0.000 0.00X)
6-.OO 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 1.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.000 0.0000 1.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 -5.7605 0.0000 0.0000 0.000X 0.0000 -0.008 0.0000 0.0000 0.0000
0.0000 0.0000 -6.2005 0.0000 0.0000 0.0000 0.0000 -0.0423 0.0000 0.OOD
0.0000 0.0000 0.0000 -6.6579 0.0000 0.0000 0.0000 0.0000 -0.0439 0.0000
0.0000 0.0000 0.0000 0.0000 -37.9982 0.0000 0.0000 0.0000 0.0000 -0.1048

B matrix

0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.000) 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000

-0.1275 -0.6838 0.6838 0.6838 -0.6838
0.0000 1.0341 0.0000 1.0341 0.0000
0.0101 -0.7171 -0.7998 0.7171 0.7998
0.0000 0.0000 1.1116 0.0000 1.1116

-0.2887 0.2967 -0.3601 -0.2967 0.3601

C matrix

-7.3038 0.0000 0.5783 0.0000 -16.5400 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 -5.4706 4.0710 0.0000 -8.0866 0.0000 -0.0387 0.0278 0.0000 -0.0223
0.0000 0.0000 4.5680 -6.7987 10.3186 0.0000 0.0000 0.0312 -0.0448 0.0285
0.0000 -5.4706 -4.0710 0.0000 8.0866 0.0000 -0.0387 -0.0278 0.0000 0.0223
0.0000 0.0000 -4.5680 -6.7987 -10.3186 0.0000 0.0000 -0.0312 -0.048 -0.0285

D matrix

0.0000 0.0000 0.0000 0.0000 0.0000
0.0152 1.9627 0.0018 0.0013 -0.0018

-0.0123 0.0010 2.2689 -0.0010 0.0014
-0.0152 0.0013 -0.0018 1.9627 0.0018

0.0123 -0.0010 0.0014 0.0010 2.2689
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Appendix J

NASTRAN-Derived System Dynamics Matrices for Thruster
Control Design

The model includes the rigid body mode and the first two anti-symmetric vibrational
modes of the system. The dynamic model uses the standard notation:

x Ax + Bu
y = Cx + Du

and has 1 input and 5 outputs as follows:

u thruster force command (Ibs) 1

hub angle measurement (rad)
tip acceleration, arm 1 (ft/sec2 )

y tip acceleration, arm 2 (ft/sec2 )
tip acceleration, arm 3 (ft/sec2 )

tip acceleration, arm 4 (ft/sec2 )
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A matrix

.0000 0.0000 0.0000 1.0000 0.0000 0.00000.0000 0 0.M 0.0000 1.00 0.800000.000 0.00 0.0 0 0000 0 10000 0.0000

B matrix

C matrix

-0.1275 0.0101 -0.2887 0.0000 0.0000 0.00000.0000 4.0710 -8.0866 0.0000 0.0278 -0.02230.0000 -4.5680 -10.3186 0.0000 -0.0312 -0.02850.0000 4.0710 _-8.0866 0.0000 0.0278 -0.02230.0000 -4.5680 -10.3186 0.0000 -0.0312 -0.0285

D matrix

0.0000
1 .0481

-0.0027
1.0481

-0.0027

264



Appendix K

Discrete-Time Bandpass Integrating Filter Used for PMA
Control

The PMA controller consisted of a discrete-time bandpass filter implemented as follows:

X [n+ 1) = 4,xin +~ r uin]

y In -- Cx [n] + Du [n
These filter matrices were derived for the 50 Hz sample rate using a zero-order hold.

0.5186 -3.3337 0 0
0.0148 0.9631 0 0
0 3.4652 0.9802 0

0 0.2994 0.9960

0.0148

r 0.0002
0
0

('zjo 0 15.0 -0.20]

D = [0]
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Appendix L

Compensator Gains for the Hub Torque Controller

The dynamic compensator design for hub torque control is represented by the following
continuous-time state-space system:

q =~ A~q + Fy
Uh = Kq

where q is the internal compensator state vector (state estimates for a full-order com-
pensator), A, is defined as JA - BK - FC1, F is the Kalman filter gain matrix and K
is the LQ controller gain vector. The plant model (A, B, C, D) derived using NASTRAN
is given in Appendix I.

The hub torque compensator matrices are as follows:

Regulator Gain Matrix K

Starting at row 1 columns 1 thru 8
-12.7466 0.0000 0.2071 0.0000 -7.4495 -11.8366 0.0000 0.0152

Starting at row 1 columns 9 thru 12
0.0000 -0.6703 96.2591 36.2666
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Kalman Filter Gain Matrix F

-10.2714
0.0000
0.0094
0.0000
-0.3553
-7.2110
0.0000

-0.0207
0.0000
-0. 2695
0. 2020
0. 2576
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Appendix M

Supplementary Test Data

The figures presented in this appendix show the results of the supplementary tests
described in Section 16.3.8. For a summary of the test method, see Section 16.2. The
test parameters of these slew maneuvers were as follows:

Test S45T was a 45 degree slew, using thrusters only, with terminal phase con-
straints. The test results are presented in Figure M-1 through Figure M-3.

Test 545TP was a 45 degree slew, using thrusters with terminal phase constraints,
and with PMAs active throughout the test. The test results are presented in Figure M-4
through Figure M-6.

Test S45TPH was a 45 degree slew, using thrusters with terminal phase constraints,
with the hub torquer active in the terminal phase, and with PMAs active throughout
the test. The test results are presented in Figure M-7 through Figure M-9.

Test S2T was a 2 degree slew, using thrusters only, with terminal phase constraints.
The test results are presented in Figure M-10 through Figure M-12.

Test S2TP was a 2 degree slew, using thrusters with terminal phase constraints, and
with PMAs active throughout the test. The test results are presented in Figure M-13
through Figure M-15.

Test S2TPH was a 2 degree slew, using thrusters with terminal phase constraints,
with the hub torquer active in the terminal phase, and with PMAs active throughout
the test. The test results are presented in Figure M-16 through Figure M-18.

Test S15T5 was a 15 degree slew, using high-authority thrusters (500 lb. line pres-
sure) only, with terminal phase constraints. The test results are presented in Figure M-19
through Figure M-21.

Test S15T5P was a 15 degree slew, using high-authority thrusters (500 lb. line
pressure) with terminal phase constraints, and with PMAs active throughout the test.
The test results are presented in Figure M-22 through Figure M-24.

Test S15T5PH was a 15 degree slew, using high-authority thrusters (500 lb. line
pressure) with terminal phase constraints, with the hub torquer active in the terminal
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phase, and with PMAs active throughout the test. The test results are presented in
Figure M-25 through Figure M-27.
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Figure M-25. 15 degree slew, using high-authority thrusters with terminal phase con-
straints, with the hub torquer active in the terminal phase, and with PMAs active
throughout the test. (Modal displacements and velocities).
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Figure M-26. 15 degree slew, using high-authority thrusters with terminal phase con.

straints, with the hub torquer active in the terminal phase, and with PMAs active
throug~hout the test. (Hub angle, vibrational energy, and accelerometer measurements).

2%6



12

06 2

20

0.02

62 to tL 6 s 20-;o5

o , /

12  0 04

0-- . .

02

. ..- 0 2

-0 ~~~~~-04 -----6--------

0 . 6 0 to 12 14 6 26 0 2 a-2.0 -2 t 2 0 o 1 0 0

I I I I Ii h ' ,I I flfi I

2 2 ...--..- --. .• --+-

o 2. 04-: :

00U 10 1_ 02 s 2

-IT IJ ii

2 -2-w 00 -',

-20I a+ -O i

0 2 4. 6 SB 20 22 24 26 20 20 0. 2 4 6 6 u 26 2 24 26 26 20

Ill-ill +I I Ill5 '+

0 -.--- -- -- -4 _____J______

Figure M-27. 15 degree slew, using high-authority thrusters with terminal phase con-

straints, with the hub torquer active in the terminal phase, and with PMAs active

throughout the test. (Rigid body phase plane, thruster force command, PMA displace-
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