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SUMMARY

Phase I of the Digital Beamformer Program consisted of the
study and design definition of the state—-of-the—art capabilities
for beamforming systems and a design recommendation for the
development, test, and demonstration of a brassboard system during
Phase II.

Digital beamformer algorithms and system architecture were
investigated. Architectures were developed for discrete Fourier
transform (DFT) algorithm beamforming directly in the element
space of the antenna, and both DFT and fast Fourier transform
(FFT) algorithm beam space derivation followed by DFT beam
combining. Processor architectures capable of producing multiple,
high bandwidth output beams using large antenna arrays were also
investigated for both near—term and far—-term beamforming
applications. Structures for dedicated algorithm execution with
highly pipelined, systolic hardware were examined. Arithmetic
execution using conventional binary data representation is
compared to the use of Quadratic Residue Number System (QRNS) data
representation. The impact of channel errors were investigated
and methods of calibrating the beamformer to compensate for these
errors were developed. The effectg of quantization errors were
investigated and processor dynamic range requirements were
aggegsed.

The implementation of a processor chip set using Application
Specific Integrated Circuits (ASIC) was investigated. The
capabilities of silicon and gallium aresenide technologies were
assessed. A recommended brassboard demonstration system design
was derived. Preliminary chip vendor evaluations were obtained
for implementation of the chip set. Module design and beamformer
system control were examined. Sysgstem interface and test issgues
were identified. Modularity to facilitate growth to satisfy far-
term goals was addressed. A development and test plan for the
Phase II bragsboard demonstration system was defined.

The use of DFT methods implemented with QRNS arithmetic is
recommended for the brassboard. The architecture is capable of
meeting far—-term system performance goals with current silicon
based technology. Further development of associated subsystems,
such as the RF front end and A/D converters, as well as the
digital adaptive beam controller processor, will permit the
practical implementation of real—-time digital beamforming systems.
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PREFACE

This report contributes to the understanding of the hardware
design issues encountered in current and future design of digital
beamforming processors. The advance of digital technology now
allows levels of circuit integration to be achieved which make the
implementation of practical digital beamforming systems possgible.
The approach taken in this effort has been to optimize the
beamformer performance in terms of throughput achieved per amount
of hardware required. Particular effort was taken to remove the
need for real-time "in-line” calibration in the systems design by
"off-line” <calibration of the beamformer steering vectors.
Optimization of the arithmetic system i3z achieved by using QRNS
arithmetic for the processing hardware. The levels of circuit
integration now achievable permit the exploitation <°f ORNS
arithmetic to optimize the digital beamformer performance.

The algorithm and system architecture studies tor digital
beamforming provide the basis for the design of hardware to meet
the requirements of near—-term and far—~term systems. The processor
architecture study is directed toward optimal system
implementation. The feagibility of the approach can be tested by
a laboratory demonstration system.

Appreciation 1is expressed to Dr. Hans Steyskal and Mr.
Jeffery Herd of the Electronic System Division of the Air Force
Sygstems Command for their efforts in directing lhe Digital
Beamformer Program.

Appreciation is extended to people from the array antenna
design engineering and digital 3ignal processing engineering
Zroups. Algorithm and svystem architecture studies were done
by array antenna design personnel, Dr. Shashikant =Sanzsgiri and
Mr. Kevin Keisner. The processor implementation study rasks
weare executed by digital signal processing engineering personnel.
Mr. Domingo Garcia developed the module design and layout, as well
as the built-in-tegt. Use of QRNS arithmetic in dedicated signal
processing applications has been pursued by Texas Instruments for
some time as a strong candidate for optimization of processing
hardware requirments. Mr. Leland Langston and Mr. Karl Hinman
were the primary contributors in this area, as well as the chip
design. Teaming of these people on the Digital Beamformer Phase I
Program permitted the axploration of digital beamforming
implementation with considerable expertise.

Cur thanks zno to Mr. F. Richard Burt and Mrs. La Jovece Doran.
1ata mana=zers, and Mr. Billv veon Kalow, illustrator., ror the final
report preparations trrom rough dratrs and sketches.
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SECTION 1

INTRODUCTION

1.1 BACKGROUND

Communications and radar systems require antenna sysgstems
which provide both directional beams and nuli-steering
capability. Communications gystems require directional beams in
order to provide antenna gain, reduce succeptibility to jamming
and interception, reduce sensitivity to multipath signals, and to
determine angle of arrival/source position. Radar systems
require directional beams in order to accomplish their intended
function, i.e., target detection and location.

Early systems relied on parabolic reflectors to provide
beamforming to achieve directionality. However, the requirements
for high—-speed beam scanning and flexible scan patterns led to
the development of phased array antennas for radars and satellite
communications systems. The beams were formed in these systems
by using analog techniques to adjust the phase of the signals
from multiple dipole antennas and receivers (transmitters). This
approach 1is currently used in many systems and one of the
objectives for the MIMIC program is to develop an integrated
phased arrray system based on analog phase shifters. By using
digitally~controlled analog phase shifters, the beamformers can
be controlled digitally.

However, there are many problems associated with analog
phase shifters which limit the accuracy with which the phase and
amplitude of the signals can be controlled. Although the
inherent errors can be compensgated for sufficiently well to
permit many practical implementations, this results in a
gignificant cost increase in the hardware. The accuracy of an
all-digital beamformer and the potential for relatively low-cost
digital hardware make digital beamformers attractive. However,
only recently has the digital technology advanced sufficiently to
make digital beamformers practical.

In addition to providing beam sgsteering, phased ariay
antennas also permit beam nulling to be accomplished. Adaptive
null-steering arrays have been deployed which use completely
analog techniques to place nulls at selected spatial angles to
reduce interferrence from jammers or other undesired sources.
However, the desire to implement a digital adaptive null-forming
procesor as part of the beam controller function has been a goal
for several years. Once again the digital technology has only
recently advanced to permit the implementation of such a
processor for a real—time system.




LR}

N

f&: The digital beamformer is an ideal partner for a digital
l.5~ adaptive null-forming beam controller. In an all—-digital system,

X the beam controller would generate digital weight vectors which

(\\ would be provided to the digital beamformer to produce a precise
A directional beam with low sidelobes and with deep nulls in the
.a:E direction of undegired signals. In addition, the beamformer
fq} would provide multiple, independent simultaneous beams.

A

|4§ There is one restriction, however, with digital beamformers,
9w which is that they can currently operate only in a receive mode.
’?*: This is not a major restriction, since it is the receive function
;fQ? which is most critical in most systems. For example, a radar
;$}{ requires the most accuracy for beam control in the receive mode
o, and a communication systems requires adaptive nulling only for

the receiver.

';ﬁ} Hence the advantages of an all-digital beamformer have been
" recognized for some time. Digital technology has recently
.*}' advanced gufficiently to consgider implementing a real-time
'?{ digital beamformer. The Digital Beamformer Processor program was
;ﬁ defined by RADC to evaluate the feasibility of digital beamformer
e technology.

o 1.2 OBJECTIVES
( ﬂ There are two broad objectives for the Digital Beamformer
_y program. The first one is to gtudy and evaluate various
o approaches for implementing a digital beamforming processor. The
fjg second one is to design a brasgsboard digital beamforming
;&3 processor based on near—term silicon technology.

o’

o
r) The first objective includes a study of algorithms,
NG processor architectures and semiconductor technology (including
S Gallium Arsenide) to determine the optimal design approach.
':{ These were accomplished during Phase I and the results are
25? tabulated in this report. In addition, a set of chips for
e implementing the processor in silicon were defined in sufficient
;' detail to determine the feasability of fabricating the chips, and
™, the results of this effort are also included in this report. A
A recommended brassboard design 1is the result of the Phase I
o effort.

*“3

a The second objective, i.e., the detail design and
1Y . . .. .

PS implementation of a brassboard digital beamforming processor,
?1? will be accomplished during Phase II.

A
I
;: 1.3 APPROACH
SO0

°® The approach for executing Phase I of this program consisted
';?; of two primary thrusts. The first was to evaluate the
o
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performance and hardware complexity associated with various
algorithms. The gsecond was to evaluate advantages and
disadvantages of various processor architectures for digital
beamforming. The best candidates for meeting near—-term goals and
far—term goals were selected. A brassboard processor was
degigned based on the near-term architecture selected. The risks
in meeting near—~-term goals were determined and the risks and
obstacles associated with growth to meet far-term objectives were
identified.

Specific study tasks included evaluation of various digital

beamfroming algorithms, study of various digital beamformer
architectures which accommodate adaptive nulling, channel error
correction schemes, impact of quantization errors on nulling

performance and the modularity of DFT beamformers. The
advantages and feasability of both silicon and gallium arsenide
implementations of the digital beamforming processor were
studied. Architectures optimized for solving the problem with
the respective technologies were identified.

Discrete Fourier Transform (DFT) and Fast Fourier Transform
(FFT) algorithms were evaluated for digital beamformers. Element
space and beam space techniques were evaluated in terms of
overall hardware requirements and suitability for adaptive
nulling wusing digital beam controllers. Computer simulations
were used to evaluate the performance of the different algorithms
in the presence of limited input signal word widths, limited
weight accuracies and channel errors. Performance in terms of
null depths and sidelobe levels were used to compare approaches.
The hardware required for implementing real—-time systems,
particularly the digital beamformer hardware, was studied for the
various algorithms. The resultgs from all of these trade—off
studies were then used to formulate processor architectures best
suited for meeting near—-term goals and best promise of growth to
meet far-term goals.

The processor architecture for executing the gselected
algorithms was 9gtudied to determine the most efficient and
fastest approach for implementing a practical digital beamforming
processor. Issues included:

a. integer vas. floating point arithmetic,

b. programmable processors vs. dedicated application-—-
specific processors,

(9}

conventional <omplex integer arithmetic vs. quadratic
residue number system arithmetic,

d. multiplexed vs. dedicated hardware and dynamic range
(number of bits required in the processor).
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A8 the study evolved, the relationship between the algorithm
study tasks and the architecture study tasks were carefully
evaluated. As the preferred approach became clear, the study
then concentrated on optimizing the selected algorithms and
architecture. In particular, the final stages of the study
concentrated on optimizing the DFT algorithms and the QRNS
integer arithmetic processor. The gate structures for each part
of the processor were optimized to obtain maximum throughput and
minimum gate counts. A seperate study for optimizing the
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ﬁ{ architecture for a gallium arsenide processor degign wasg
ﬁ} conducted.
g

2 A DR

During the study and evaluation of various approaches for
implementing the calibration and error compensation operations, a
new approach for performing this task was developed. The

- -“n

‘5§ equations for implementing the procedure were developed and
:J computer simulations were used to verify performance. The system
: . architecture was modified to accommodate the more efficient
L calibration procedures.

,.J A brassboard system which meets the near—-term goals for a
:X digital beamformer was designed based on the algorithms and
52 architecture defined in the earlier study tasks. A detailed plan
3’ for developing the chips, modules, system, computer interfaces,
}ﬁ and software was defined. Several vendors who can produce the

l required processor chips were identified and the expectod
‘ performance of a breadboard system based on these chips was

o determined. The results of these tasks are presentaed in the

;;x remainder of this report.
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SECTION 2

STUDY TASKS AND RESULTS

2.1 DIGITAL BEAMFORMER ALGORITHMS

The objective of this tagk was to select a digital
beamforming algorithm applicable for linear array structures. As
part of this task the Discrete Fourier Transform (DFT) and the
Fast Fourier Transform (FFT) algorithms were investigated and
their impact on the beamformer architecture was studied. The
specific types of output beams considered for this study are
shown in Table 2-1.

Table 2-1. Types of Output Beams

® Weighted DFT beams
° Unweighted FFT beams
) Weighted FFT beams.

2.1.1 Digcrete Fourier Transform (DFT) Processing - In DFT

processing, the input signal vector (representing a snapshot of
the signal outputs from the array elements at a given instant in
time) is processed to form a beam at any desired angle. By
multiplying different steering vectors (in the dot product sense)
with the same input signal vector, a set of beams can be formed
over any desired range of angles. A beamformer is associated
with each beam and the weights for each beamformer can bYe
selected independently. The DFT processing algorithm is
expresgsed in the following mathematical form :

N
Y(83;) = T Xnp(k) Wen Wn ( 9 i) (2-1)
n=1
where
Xn(k) = kth sample from nth array element
Wen = calibration weightsg
Wh (Bj) = weights from beam control unit for forming beam
at angle 63

| l
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The DFT implementation for generating M simultaneous beams
from N antenna elements is shown in Figure 2-1. Each complex
weight multiplication shown in the figure corresponds to four
real multiplies and two adds. The weight vector in each
beamformer is computed by an external beam controller. The
number of real multiplies required for M simultaneous beams i3
4*N*M and the number of real adds required is 2*N*M. The
processing can be done sequentially in a pipeline fashion, i.e.,
during each clock period, a single mathematical operation is
performed on each element of the input signal vector and the
results are then transferred to the next stage for further
processing. This maximizes the throughput rate of the processor.

If the processing speed can be significantly increased, then
the hardware can be multiplexed to multiply each sample by
multiple weights to generate multiple beams. The number of beams
which can be generated during a sample time period is determined
by the time it takes to perform one complex multiply. If a
complex multiply operation and a data transfer operation can be
performed in much 1less time than the sampling period, then
sevaral beams can be computed with the same hardware. The
maximum number of beams that can be computed in a multiplexed
system is given by:

Ts

Number of multiplexed beams = int (2-2)

Tm

where Ts 1is the signal sampling period and Tm is the time
required for a complex multiply. For example, if Ts is
1000 nanoseconds and Tm is 100 nanoseconds, then the maximum
number of multiplexed beams that can be generated in one set of
beamformers is 10.

If M sets of parallel processing hardware are available,

then the total number of simultaneous beams which can be formed
is given by:

Ts

Total number of beams = M -« int (2-3»

Tm

The number of simultaneous beams which can be formed is,
therefore, a function of the sampling frequency, the throusghput
capacity of the processor, and the number of sets of processor
hardware.
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" The throughput rates for silicon based DFT processors are
ab shown as a function of the number of sets of hardware are shown
. in Table 2-2.

\/
ot
!"
4& TABLE 2-2. THROUGHPUT RATE AND HARDWARE REQUIREMENTS
Mg FOR 64—ELEMENT DFT BEAMFORMER, Si TECHNOLOGY
0‘.‘
)
X No. of Number of Beams as a Throughput in
;; Sets of Hdwr Function of Sample Rate Real Multiples/Sec
i
)
N 10 MHz 1 MHZ 20 MHz Clock
!
n 1 2 20 5.12 x 109
__‘_ 4 8 80 2.048 x 1010
F.
E 16 32 320 8.192 x 1010
Ko
e 64 128 1280 3.2768 x 1011
fad
@
T
Q@ For a digital beamformer, the throughput rate can also be defined
ﬁ in terms of the number of beams which can be computed for every
N sampling period. Current silicon technology supports a 20-MHz
& clock rate for instruction execution for each stage in the
. Pipeline. Table 2-2 indicates that four sets of hardware permits

e BQ weighted beams to be formed when the input sampling rate is
_,..I: 1 .:m-(z -

i
#ﬁ For the far term application of digital beamformers, GaAs—
ﬂ? based processors can be considered. In the near future, this
ij technology may support a 1-GHz <clock rate. Table 2-3 shows
p? throughput rates based on the GaAs technology. As shown, a
:\ single beamformer will be able to provide 100 beams for an input
3# sampling rate of 10 MHz. The processor throughput, in terms of
{q real multiplies per second, is 256 GIGOPS.
K
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TABLE 2-3. THROUGHPUT RATE AND HARDWARE REQUIREMENTS
FOR 64—ELEMENT DFT BEAMFORMERS, GaAs TECHNOLOGY

ey
S ox

oS

No. of Number of Beams as a Total Number of Real
Sets of Hdwr Function of Sample Rate Multiplications/Second

10 MHz 1 MHZ 1 GHz Clock

1 100 1000 2.56 x 1011
4 400 4000 1.024 x 1012
16 1600 16000 4.096 x 1012
64 6400 64000 1.6284 x 1013

2.1.2 Fasgt Fourier Transgsform (FFT) Algorithm - The Fourier
transform relationship between the weighted signal samples and
the array response is given by :

where

gin 1 (i A/Nd)
Illumination taper (same for all beams)

9%
Won

The FFT processing is similar to multiple beamforming using
a Butler matrix. With FFT processing, a set of overlapped beams
are formed. This processing requires about 2*N*log(N) real
multipliers and hence much less hardware than is required for
N~beam DFT beamforming. Because of the fixed nature of thess
output besams, individual beam control requires the following

) Interpolation between beams to fine steer the beam
) Linear combination of output beams to synthesize a
shaped

beam or a low sidelobe pattern

® Linear combination of a selected set of beams to create
nulls in the direction of the interfering sources.

The FFT processor, therefore, requires a set of beam space
combiners to generate weighted independent output beams. The
need for separate beam space combiners can offset the advantages
of reduced hardware requirements for FFT processor. Figure 2-2
shows the implementation of a FFT based processor. The digitized
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signals from the antenna elements are fed to the FFT processor
which generates N simultaneous beams. Selected sgets of these
output beams are then fed to post processors for fine beam
steering, adaptive nulling or shaped beamforming.

A practical system utilizing an FFT processor would consist
of a set of unweighted output beams, a low sidelobe sum beam and
a low sidelobe difference beam. The unweighted output beams
could be used for target searching over a wide spatial region.
They can also be used as the auxiliary beams for adpative
sidelobe or mainbeam nulling. The low sgidelobe sum and
difference patterns would be formed by the linear combination of
the weighted component beams. The linear combiner has
esgsentially the same complexity as the the beamformer used in the
DFT algorithm.

The throughput rate of an FFT-based beamformer for a
64—element array, using near term silicon and far-term GaAs based
technologies, is shown in Table 2-4. The throughput rate shown
is for weighted beams uging post—-processors. The table also
shows the hardware requirements for an FFT-based procesgor. It
is assumed that each post-processor performs linear combinations
of all 64 FFT beams.
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ﬂh TABLE 2-4. THROUGHPUT IN OPERATION PERIOD

$$ FOR 64—ELEMENT FFT BEAMFORMERS

“0,.'.

! Number of Beams by Sample Rate

(i)

*ﬁu Silicon Technology GaAs Technology

hy

B 0..

£$ Post 10 MHz 1 MHz 10 MHz 1 MHz No. of Real
et Processors Multiplies/Second
) 20 MHz Clock
4" u

s 1 2 20 100 1000 2.098 x 1010
'

0 2 4 40 200 2000 2.560 x 1010
X

{ 4 8 80 400 4000 3.584 x 1010
L)

16 32 320 1600 16000 9.328 x 1010

2.1.3 DFT Vergsus FFT Trade Study - The impact of DFT and
L FFT algorithms on areas such as hardware complexity, throughput

) rate, and expandability are summarized here.
W
-'{:.
@ﬁ 2.1.3.1 Hardware Complexity - From the resgults in the
'V Tables 2-2 and 2-4, it is evident that the FFT beamformer has no
- significant hardware advantage over the DFT beamformer if the
: number of differently weighted beams is the same. This
o comparison is based only on the number of real multiplies
'ﬁ: required to implement the beamformer. There are however,
Q additional processors required in the FFT approach to control the
hLs data transfer between different sections (FFT section, beam
~) select network and the weighted beam summers). For a small
?* number of simultaneous beams, the DFT approach is simpler to
:5 implement because each of the units is identical and there is no
ﬂ‘ need for a separate processor to handle the data transfers.
s
R According to Tables 2-2 and 2-4, the hardware
. requirements for digital beamforming to demonstrate two weighted
sh beams (low gidelobe sum and difference beama) at a 10-MHz
W sampling rate are four times less for the DFT processor than for
:Q- the FFT processor. With no additional hardware complexity, the
e DFT approach using a single beamformer can provide weighted beams
; if the sampling rate is reduced to 1 MHz. These beams can be

used to demonstrate adaptive nulling in the beam space.
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2.1.3.2 Throughput Rate - The two major considerations
in determining the throughput rate are the multiplication speed
with present and projected technologies and the processor
architecture to yield the desired set of beams. Tables 2-2, 2-3,
and 2-4 compare the throughput rate and the number of complex
multiplies required for various processor architectures. The
results show that for a small number of weighted output beams,
both the throughput rate and the number of multipliers required
are comparable for DFT and FFT processors.

Tl
DA

,
A A, 1,

2.1.3.3 Expandability - There are two posgible reasons
to expand the beamformer in the future. One reason can be the
need to merge the number of elements in the linear array to yield
improved spatial resolution. The second can result from a need
to have larger numbers of simultaneous output beams.

£

ﬁ If the number of elements should need to be increased,
N then the beamformer modification can be handled more readily with
N the DFT approach than with the FFT approach. However, if a
o at larger number of weighted beams are desired, both approaches
ﬁfl require the same level of complexity since, in each case, this

1
L 3

]
.

would be tantamount to adding additional beamformers; for the DFT
approach this beamformer combines the elemental signals whereas
for the FFT approach the beamformer combines the component beams.
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2.1.4 Recommendation - Baaed on the trade study, the DFT
algorithm is recommended for the digital beamformer for the
following reasons:

® It allows generation of an arbitrarily shaped beam at
any arbitrary angle

L

S [ The algorithm is easy to implement

G

:1~ [ The processor based on this algorithm is modular in

f: nature

@ . . . . .
E ) The algorithm is compatible with integer arithmetic

processing

The algorithm is compatible with the adaptive nulling in
element space
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) Partial adaptive nulling in the element space or beam
space domain can be demonstrated with some changes in
the data flow paths

) For a small number of weighted output beams, the
throughput rate and hardware complexity are comparable to
the FFT algorithm

) The DFT algorithm allows multiplexed beamforming for
each beamformer if the processor clock rate is much
faster than the input signal sampling rate.

2.2 DIGITAL BEAMFORMER PROCESSOR ARCHITECTURES

The objective of this task was to investigate architectures
suitable for demonstrating digital beamforming using the DFT
algorithm. Four different architectures have been developed.
Each architecture is configured to demonstrate adaptive nulling
by using one of the following approaches:

° Full adaptivity in the element space domain
° Partial adaptivity in the element space domain
] Adaptivity in the beam space domain

) Adaptivity in both the element and beam space domain.

Each of these four architectures is described.

2.2.1 Full Adaptivity in the Element Space Domain - The
digital ©beamforming architecture (Figure 2-3) which allows
generation of multiple simultaneous beams and also allows full
degrees of freedom for adaptive interference rejection. Full
adaptivity implies the number of degrees of freedom equals the
number of elements in the array.

As shown in Figure 2-3, four separate beamformers are
provided. Each beamformer consists of a register which can store
eight different weight vectors. These weight vectors are updated
by the beam controller. Depending upon the sampling rate of the
input signal, a number of sequential beams can be generated from
each beamformer. Beamforming weight multiplexing will allow
calculation of 32 beams during a sampling period.
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An important part of the digital beamformer is the
calibration for the receiver channel errors. In the architecture
shown in the 'Figure 2-3 this calibration 1is applied to the
quiescent (steering) weight vectors rather than to the digitized
input signals. The rationale for providing calibration in this
manner is explained 1in the paragraph 2.4. This calibration
procedure will allow demonstration of high quality beams in both
nonadaptive and adaptive modes of operation.

(AR AL LS

This architecture will allow demonstration of the following
features of the digital beamforming:

%)

® Low sidelobe patterns by compensating for the channel
errors

-
ek

ﬁ—‘su}_« -

Variable number of output beams
Independent adaptive interference control for each beam

Demonstration of multiple target tracking in the
presence of interfering sources.

The architecture described above will meet the statement of
work requirements. However, the following additional
architectures are included in this report because they have the
advantage of reducing the size of the covariance matrices used in
the adaptive weight calculation. (Althougsh the beam controller
is not part of the beamformer, it was felt appropriate to address
these requirements from a system perspective.)

; <
)N.'\.' e L4

)

2.2.2 Partial Adaptivity in the Element Space Domain - The
adaptive nulling can be demonstrated using a selected number of
element outputs as auxiliary elements for the nulling algorithm.
The number of auxiliary elements can be far less than the number
of elements in the array but at least one greater than the number
of interfering signals to be nulled. The advantage of doing this
is that the size of the covariance matrix, which is determined by
the number of auxiliary elements, is reduced. This allows fagter
computation of the adaptive weights and imposes less hardware
requirements for the adaptive array processor.
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Shown in Figure 2Z2-4 13 an architecture for element space
nulling using partial adaptive beamforming. The architecture is
egssentially the same as the one sgshown in Figure 2-3 for full
adaptive beamforming, the difference being an additional buffer
-] required to store element channel signals and to switch
curtputs from a preselected number of elements to the beam
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controller. For partial adaptive nulling, the full array output
with quiescent weights is treated as a primary antenna output.
This primary antenna output is treated like one of the element
outputs in the adaptive algorithm. For the partial adaptive
array, the beam controller calculates weights using the following
gsample matrix inverse algorithm:

= -1
W = Ryy r (2-5)

where w is an M+l element vector, M being the number of elements
aelected for adaptive beamforming, Ryy is an (M+1l)x(M+1)
covariance matrix and r {s a steering vector of dimension M+l
with all elements equal to zero except the first one which is
equal to 1. In the algorithm, the primary antenna output is
treated as coming from element No. 1. Although the beam
controller computes an M +1 element weight vector (M < N), it can
output a full N element weight vector given by :

W =W, -Dw (2-6)

where D is a matrix which maps the selected (auxiliary) M element
weight vector to an N element vector, having =zeroes for those
elements not used for adaptive beamforming. W, is a calibrated
steering vector chosen to provide desired sidelobe
characteristics to the quiescent pattern.

All features of digital beamforming can be demonstrated with
this architecture. This architecture has flexibility in that
both the partial and full adaptivity can be demonstrated as the
beam controller processing capability is improved to handle large
8ize arrays.

2.2.3 Beam Space Nulling Architecture - Another approach to
reducing the size of the matrices for adaptive weight computation

ig to do the nulling in the beam space domain. In beam space
nulling, only a sgelected set of beams in the vicinity of the
interfering signal directions are selected for interference
suppression. The selected beams are called the component beams.
These component beam outputs along with the desired beam outputs
are linearly combined in a beam space combiner. The algorithm to
generate the weights is the same as used for the element space
adaptive nulling.

The beamformer architecture for performing adaptive nulling
in the beam gpace domain is shown in Figure 2-5. The
configuration consists of three separate beamformers (vector dot
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*Qﬂ product processors). Two beamformers are used to generate a set
m?{ of multiple beams. At a 1000~-nanosecond sampling interval, for
! example, a total of 16 beams are generated. These beam outputs
s are stored in a buffer. All, or a selected set, of these beams
9?{ are passed on to the beam controller for generating the adaptive
:3} weights. One of these beams is designated as the main beam to be
rﬁq protected against interfering sources. The beam controller
,Q} computes the weight vector in a manner similar to that shown for

the partial adaptive nulling in the element space domain. This
weight vector is applied to the the beam space combiner. With a

Y/

«

1 single beam space combiner, a s8single weighted beam can be
Q;ﬁ demonstrated for alQ-MHz input gignal sampling rate or eight
:‘: sequential weighted beams for a sampling rate of 1 MHz.
’k.
(wc 2.2.4 Combined Element Space/Beam Space_ Beamformer - It is
~§ﬁ desirable to have the capability to demonstrate both the element
,“: space and beam space domain nulling algorithms as a digital
Ao beamforming test bed. Figure 2-6 illustrates a configuration
bt which allcws both element space and beam space nulling
® demonstrations without changing or reconfiguring the hardware.
1 The configuration is similar to that shown in Figure 2-5
jﬁ for beam space nulling and Figure 2-4 for partial adaptive
-ﬁ element space nulling. However, in this architecture a switching
:jﬁ: network is provided so that the beam controller accepts data
By - either from the element space side or from the beam space side.
{
A For element space nulling using full adaptivity, all element
;;ﬂ channel signals are directed to the beam controller. The beam
:b& controller computes a set of weight wvectors which are then
.&?. transferred to the element sSpace combiners. The set of weight
oy vectors given to the beam space combiner form an identity matrix.
:) This results in the output beams being the sgsame as the input
s beams. For the architecture shown in the Figure 2-6, one
j¢~ weighted output beam can be demonstrated for 10-MHz input signal
.}3 sampling rate or eight weighted beams at 1-MHz sampling rate.
e >
1;}' For element space nulling wusing partial adaptivity, a
e selected sgset of element sgignals are directed to the beam
‘qf controller. Two steering vectors are given to the beam
3%3 controller: one vector that sets the desired sidelobes for the
:§ quiescent beam and the other which is used in the adaptive weight

computation as shown in Equation (2-5). Again the weight vector
is directed to one of the element space combiners.

ol
‘l
N Y

)

e For beam space nulling, the weight vectors given to the
.§§ beamformers are the quiescent weights designed to generate
-
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1;“ scanned beams with or without low sidelobes. The component beam
3_ﬁ outputs are directed to the beam controller. The beam controller
N generates the weight vectors using an equation similar to that
{ . shown in Equation (2-5). These weight vectors are directed to
:\ﬂ the beam space combiner.

. »

k 3 2.2.5 Recommendation - The full element space adaptive
Y beamformer architecture is recommended as a baseline
K) configuration for Phase II. However, an architecture which
fmw allows both element space and beam space combining with adaptive

]
-
-

beamforming provides the versatility needed for a digital
beamforming testbed. The adaptation of this architecture,
however, will require a careful look at the whole system design
and assegsment of the future needs for the test bed.
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}%ﬁ 2.3 DIGITAL BEAMFORMER PROCESSOR ARCHITECTURE
{ 'w-.".
:%ﬁ 2.3.1 Programmable Procesgor Architecture - Traditional
ot processing architectures are based upon a single processing
o element that executes a stored program which manipulates data in
gt 8 a random access memory space. The memory space, both for the
} " stored program and for the data, make up the largest part of the
fﬂﬁ system. Since there is only a single processor, communication
;“a with the memories is done is a serial manner. The overall
; 7 throughput achievable by such an architecture is limited by the
L clock speed of the processor and the access times of the
’*ﬁ memories. This permits great flexibility in system operation in
:j;# that the program can execute any operations needed, storing
- intermediate results within as large a random access memory as
pd needed by the particular algorithm execution. The architecture,
ij” however, {g throughput limited. Memory locations are only accessed
A occasionally by a procesgsor that is in continuous operation.
e
'-E The processing throughput required for the digital
'ﬁ} beamformer system is far beyond what can be obtained from a
'ﬁ single processor. Thus a scheme for using multiple processing
N elements in parallel is required. Extension of the traditional
f processing architecture to a system with multiple processing
Q~4 elements could provide the necessary throughput. Each processor
) ﬂ‘ could independently execute part of the algorithm, with a
,jf controlling processor to coordinate the activity and combine the
>, final results. The individual processors could each have local
s memories and, as well, have access to a global memory where final
.;; results would be stored. However, all 1local processors must
%Q contend for access to the global memory. This architecture still
t{z permits & great deal of flexibility, but system control and
oy
[
P

S

28

v

N Wb resrioer )
CrERE

m|

3
KA 4,

-

e G TR s S
P, ,{{ ,\'-(‘ EAY “ .“"‘.'
) L AV ! . . N

Lo -

A A W
mintt, sl e el

|
ALY , ML ATA T . « . O - A
I ,‘I ,'i‘!:‘t‘. A.!',‘,.b Y, G !:\ ! !h ':.."u"" X ) ‘!".'..... M

N .F'\).)l.‘ ',"" ~
a! L S,

-
- .

»

ho



.2

Y e
ol of &

PPEEESL.

Elek

L=

fe & &

x

Y e e
ALY S Y

-

gl by

I @ e,

ARREN R

L

-;.-’.“‘.;

P

[ N M)

o

% T i
"l‘-...;"‘n'l »

0 AT g » N r W . (oI o
‘!'o‘.'o ORI s .'o,!'l‘.!‘m. IO R b‘l.d‘l::' X 0‘.0'_’. J."."" XN RN X Z .A )

coordination requirements still limit the number of processors
which can be reasonably used in this type of architecture.

2.3.2 Dedicated Processor Architecture - Another type of
architecture is needed to achieve the throughput required for
digital beamforming. Since the algorithms which must be executed
are known, the architecture does not need the programmable
flexibility of traditional computers. Indeed, the program may be
hardwired so that each processing element does not require an
inatruction to execute, but instead always performs the same
instruction. The beamforming algorithm is then being controlled
by the data flow through the system. Random access to memory
elements is no 1longer required. Each processor 1is provided
inputs from fixed locations while results are sent to another
fixed 1location; another processor can then perform operation
faster on it. This scheme requires only 1local interconnections
between the processors and the memory elements, and avoids
contention for memory locations. Each processor is kept busy,
constantly computing 1local regults. Thig type of architecture
has been referred to in the literature as a systolic array
processor. A general systolic array processor still may permit
some flexibility by not hardwiring the instructions for each
procegsor, but then an instruction memory for each processor is
still necessary and the overall coordination of the system for
execution of any particular algorithm must be maintained.

Given that only the execution of a particular algorithm is
desired, the systolic architecture may be referred to as a
dedicated hardware implementation of the algorithm. The memory
for the system consists of local storage registers that hold
results for use by the next processing element, and local data
registers that hold coefficients that are associated with a
particular procegsing element. The local storage registers serve
as pipeline regigters. The throughput of the system is limited
only by the number of processing elements used in the system.
The pipeline registers permit each processor to be continually
engaged in computation. The total number of pipeline stages that
must be passed through from raw data inputs to final data output
is the pipeline delay for the systolic array. The system is
simultaneously executing a number of independent iterationg of
the algorithm equal to the pipeline delay.

2.3.3 Dedicated Procesggor Algorithm Selection - For the

beamformer program, two algorithms for beamforming are to be
congidered. These are the direct DFT type beamforming using
element space processing, and the FFT type beam space processing
followed by 1limited DFT combining. While the FFT algorithm
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execution permits a considerable savings in the number of
multiplications required for the beam space processing, the need

-for further combination of these results to produce the final

output beams mitigates this advantage. Loss of capability must
be endured when using the FFT approach, if the approach is to
maintain a computational advantage in the number of
multiplications required. For further details of the study of
beam space and element space tradeoffs refer to paragraph 2.1.

Assuming that only the DFT beamforming algorithm is to be
implemented with systolic pipelined dedicated hardware, the next
questions to be addressed are the numerical accuracy and
arithmetic implementation of this hardware. The numerical
accuracy needed for the beamformer is a function of the
applications, but general requirements have been delineated by
the statement of work. The arithmetic implementation method may
be selected to provide the optimum performance for a given amount
of hardware needed.

The use of floating point arithmetic and fixed point
arithmetic have both been considered. Fixed point arithmetic may
be integer arithmetic internal to the algorithm with no round off
errors except appropriate scaling of input and output data. Use
of truncation internal to the algorithm may also be used by
gcaling appropriately at each algorithm step, but also thereby
encountering roundoff error accumulation in the calculations.
Floating point arithmetic also encounters roundof f error
accumulation but provides much greater intrinsic dynamic range.

For beamforming, the dynamic range provided by the hardware,
determines the sgsimultaneous ability of the hardware to process
both near range and far range 1input gsignals to the system.
However, this dynamic range is maintained only by the mantissa
portion of the floating point arithmetic system. The intrinsic
dynamic range above does not help, since weak signals are lost
due to roundoff errors when strong signals set the input signal
gain levels at the input to the digital processing system. The
DFT beamforming algorithm consists of essentially only the
implementation of a complex vector dot product, and as such does
not require a large intrinsic. dynamic range. However,
maintenance of the working near/far dynamic range is desired;
therefore, a minimum of roundoff error accumulation is required.

2.3.4 Procegsor Arithmetic Implementation - Given that
dedicated hardware implementation of the DFT beamforming
algorithm is desired, the next question is what arithmetic for

this implementation is best. Since the algorithm does not
require cascading of multiplications, either a fixed point or
pure integer implementation is acceptable. Furthermore, since

the 1ynamic range for the complex vector dot product is limited,
an integer implementation with no round off errors is attractive.
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This type of arithmetic lends itself to a very efficient
implementation by the use of Quadratic Residue Number System
(QRNS) arithmetic. For comparison of the implementation of
beamformer system chips using QRNS arithmetic and conventional
binary integer arithmetic refer to paragraph 2.6.

The use of QRNS arithmetic as compared to conventional
arithmetic permits higher clock speeds to be attained in the
hardware implementation for comparable technologies. For systems
of sufficient dynamic range, the QRNS system also will require
less hardware. For either near-term or far—-term beamformer
systems, the QRNS arithmetic implementation provides an
attractive solution. In a traditional processor environment,
QRNS arithmetic presents several drawbacks.

To use QRNS arithmetic, all inputs must be converted into

QRNS representation. The overhead associated with this
conversion is approximately equivalent to a conventional multiply
operation. Similarly, conversion of final outputs back to

conventional binary representation is normally required. The
overhead for this conversion ig of the order of about three
conventional operations. Operations in QRNS arithmetic are
integer operations, so that cascading of multiplies results in a
rapid growth of the output dynamic range. Gain in efficiency by
using QRNS arithmetic requires that many operations be executed
in the QRNS s3system for each associated input and output
conversion. Thus, QRNS arithmetic is advantageous when a
hardware intensive implementation is needed for an algorithm that
requires many noncascaded mul‘iply operations before an output is
obtained.

Any algorithm requiring vector dot products may satisfy the
need for many operations performed in the QRNS system for each
input and output conversion. For the beamformer, since all
inputs are in parallel, multiple beams must be formed from the
same inputs in order to alleviate the overhead for the input
conversions. The number of input channels must be reasonably
large to alleviate the overhead for the output conversions. Both
of these properties are present in the beamformer gystem
requirements.

2.3.5 Processor Pipelining Copnsiderations - Another
architectural consideration in the implementation of a hardware
intensive arithmetic processor design is the use of pipelining
within the arithmetic operations themselves as opposed to the
pipelining discussed to this point which involves the use of
pipeline stages only between arithmetic operations. There are
two ways in which internal operational pipelining may be
performed. If a convenient intermediate state exists within the
operation, a pipeline register may capture the lines representing
this state and essentially halve the logic delay incurred, by
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.;q; doubling the number of pipeline stages. The resulting structure
hk' may be capable of supporting twice the clock rate, thus doubling
( the system throughput at only the expense of the additional
s“ﬁ pipeline registers.

EfQ Alternatively, the inputs to an arithmetic operation may be
s delayed on a bit-to-bit basis to systolize the input data. That
_ﬁi‘ ig, the 1least significant bit of an input data word is not
.‘) delayed, the next significant bit is delayed by one pipeline
Y stage, then the third bit by two stages, and so on. This scheme
~:' allows the use of ripple carry addition arithmetic without
&?ﬁ incurring any delay for this ripple, since each stage of the
{ ) addition is performed only after the carry from the last stage
vy becomes available. The scheme could be employed on a n-bit basis
( as well, by delaying the next gignificant n—-bits in each pipeline
A stage. This scheme, however, does not 1lend itself readily to
;*3 implementation of multiplication circuitry, since the carry
e ripple into a given bit posgsition of the final output is dependent
_K: upon carry bits generated from all of the input word bit
;;:2 positions. Multiplication would thus have to be implemented
Py using successive additions with this architecture and timing
-&E between operations would become cumbersome. Although this scheme
v;ﬁ may present the highest permissible clock rate, its
Zﬁh implementation would become increasingly unwieldy as word widths
ko increase. Additionally, developing and testing such a time
;ww skewed data system would prove to be a quite formidable task.
t}g; QRNS arithmetic 1lends itself more readily to internal
:¢:, operational pipelining of both of the above types than does
i conventional arithmetic. Since QRNS arithmetic consists of
:}ﬁ forming modulo arithmetic residues, it does present convenient
B intermediate states within the numerical calculations. In modulo
addition it is convenient to first form the binary sum of the

] inputs and pipeline the result. Also, the need to fix up the
'i{ binary result in the event the modulus is overflowed can be
;ﬁx stored in the pipeline as well. Then in the next stage a fix up
ey binary addition is performed and the proper result (fixed up or
Y not fixed wup) is selected. Modulo multiplication presents
() similar intermediate stage results that may allow for internal
Corln arithmetic pipelining as well. Implementation of QRNS

-
[

multiplication by use of modulo logarithms, is efficiently
accomplished using a scheme with three pipeline stages internal
to a multiplication operation.

*
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®
X 2.3.6 war M eg - Another general
H{\ architectural issue is that of multiplexing the hardware. This
:Qﬁ multiplexing may be done for any one of several reasons. First,
s:}} if the hardware is incapable of supporting the input data
:g} bandwidth, then multiple hardware systems could process subbands
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to support the higher bandwidth. This is not a desirable choice
since it 1leads to enormous amounts of hardware, which must be
coordinated together in producing the high bandwidth outputs.
The opposite situation is desired. The clock rate capability of
the processor should be higher than the desired bandwidth to
permit multiple output beams to be produced from the same
hardware.

Another alternative would be to reduce the amount of
required hardware for producing a given beam by altering the
implementation of the vector dot product to a serial
multiply/accumulate operation instead of the parallel multiply
and add tree operations. This choice implies a processing clock
speed that is much higher than that of the input data, even for
the far term goals. This 1limitation of this architecture is
necessary, since the bandwidth available is restricted by serial
operation. The other choice above, to produce multiple output
beams of lower bandwidth by multiplexing, is compatible with
producing a single output beam with maximum bandwidth, using the
same hardware.

GaAs technology may allow both types of multiplexing
gimultaneously. The clock speed may support the formation of
multiple beams even with an architecture based upon serial
execution of a multiply/accumulate operation for the individual
beamforming. The number of coefficient registers required in
using this approach, however, may become prohibitive.
Paragraph 2.10 presents a GaAs system design with a length 16
multiply/accumulate operation for a 100-MHz input signal sample
rate. Multiplexing this for 10-MHz input signal samples would
imply a coefficient register of depth 160 words.

2.3.7 Progcessor Architecture Selection - The above
paragraphs have qualitatively defined several architectural
options for the implementation of the digital beamformer system.
First, a choice between DFT and FFT algorithm usage identifies
the DFT implementation as providing maximum beamformer capability
with 1little, if any hardware advantage realizable even with a
reduced capability FFT approach. Given a hardware intensive DFT
implementation of a complex vector dot product for the
beamforming processing, a choice of arithmetic implementation can
be selected. The use of conventional arithmetic restricts the
achievable clock rates and hence bandwidth achievable for the
digital beamformer. The choice of QRNS arithmetic is recommended
by the superior bandwidth capabilities as well as the favorable
hardware growth for far term sgsystems. Quantitative comparisons
of these two choices are made in paragraph 2.6.

Examination, of all of the architectural 1i{ssues 1in the
implementation of a generic beamforming system is seen to be a
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}\ difficult task due to the great range of requirements that may be
fﬁ needed for specific applications. The approach taken for
o -architectural study for the digital beamformer Phase I program
g‘ has been to examine architecture with maximum bandwidth
:ﬂ capability, but to allow multiplexing to produce multiple beams
q of lesgser bandwidth to facilitate the demonstration of brassboard
R\ capabilities.

0'.‘

1

; 2.4 CHANNEL ERROR CORRECTION AND CALIBRATION

Y The objective of this task was to evaluate the methods for
9V calibrating and correcting the errors in the receive channels of :
ﬂ: the array and to analyze their impact on the beamformer design.
),

S The calibration of the array was considered for the
.gh following two situations:

5

af: ® Small level of frequency dependent errors over the

" bandwidth of interest

o

o 3 Large level of frequency dependent errors over the

i) bandwidth of interest

I,

M For small error levels, the calibration can be considered
:f only at the center frequency of the signal bandwidth. For large
3 frequency dependent errors, frequency dependent calibration need
o to be considered for demonstrating desired null depths. The

impact on the beamformer design for each of these schemes is
described below.

-

ot

fs 2.4.1 Channel Error Compensation at Center Fregquency - An
- estimation of channel errors involves injection of RF signal in
1N each element path with equal amplitude and phase wusing =
f§ calibration manifold and measuring the amplitude and phase of the
~ digitized signal. The differences in the amplitudes and phases
? between channels constitutes channel errors. These errors can be
r represented as diagonal matrix, the inverse of which then
o represents an error calibration matrix, C.

-

‘¥; The calibration of the input signals to correct for the
o channel errors is the direct approach for digital beamformer
% design. This approach called the "in-line " calibration approach
." is illustrated in Figure 2-7. This approach provides calibrated
signals to both the beamformer and to the adaptive array

A. processor (beam controller). In~line calibration requires
% incorporation of a complex multiply chip in each element channel
1& to perform the multiplication of the input signal with the

. calibration weight. For the QRNS multiply chip, this would

require that the calibrated signals be converted back to the
regular binary format before feeding to the beam controller,
unless the beam controller is also a QRNS processor.
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Additionally, the pins required to get the samples out would
v: raise the pin count for these chips to an unacceptable level.
( Implementing the complex multiply chips using binary format do i
" ! not present a technical problem. However, the requirement of an
o additional chip can make the implementation of digital beamformer
'; unattractive from a cost standpoint. Additionally, the speed at
Hhel which this chip would operate would 1limit the overall system
KA speed and bandwidth to legs than half of that achievable with the
l’ QRNS beamformer chips. !
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RELELLEA o
= S C L LX) <~

. .
-

1 [
4,
.
¥ 4
™ f
’ 36 .
(] )
F '
k) ¥
\ \4

SN ’ 0 0 WO OO OO R O DAL 0 Pt b
R A R e A KSR

0 X

I a0 _ NI
) e W aR AN s
RO OROGTRD ?A:!?‘A':,’l"',ﬂ!?n‘-’n'!?n'ﬁ'a'.'.n'.«'A".'ﬂA\!’a’!’-’!’l‘!’o‘!, N ..c:!:n!



it i A A T A B e B hae ARe AR, AR, “AL *alh Sab §

An alternate "off-line"” approach would be to calibrate the
signals going into the beam controller and also to calibrate the
weight vector going into the beamformer. The placement of the

- calibration weights for this case is shown in the Figure 2-8.
The advantage of this scheme is that the multiply operations are
done at slower rate, since the input signals going into the beam
controller do not have to be sampled at Nyquist rate. Also the
updates in the weight vector being output from the beam
controller can occur at a slower rate. The 3lower speed
requirement for the calibration weight multipliers therefore
makes this approachanattractive one. However, one still has to
provide multiplier chips in two different areas. Also certain
algorithms may require the input signals going into the beam
controller to be sampled at the Nyquist rate. In this case the
approach may loose its attractiveness.

P SN SO o LN

“x

~. -1

-

Another "off-line” approach involves calibrating only the
steering or training vector given to the beam controller. The
basis for this approach is given below. It is assumed for the
derivation that the beam controller processor uses Sample Matrix
Inverse algorithm to perform adaptive nulling. However, the same
arguments are applicable for other algorithms as well.

The output of the digital beamformer 1is a discrete time
sampled series represented by ¥Y(t). The received input signals
are represented by Xj(t) for the i{ith antenna element, and the
beam weights are represented by wjij(t) for the ith processing
channel. Collecting test gignals and weights as
components of N-dimersional vectors x(t) and w(t), the output of
the beamformer is exp:.essed as

y(t) = xT(tHrw(t) (2-7)

Congider the least squares solution for the weight vector based
upon k input data samples

wig(k) = [XT(k)X(k)]~ls (2-8)
where X(k) is a k by N matrix of k received signal vector

samples, and 8 is the beam steering vector for a particular
output beam.
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Substituting Equation (2-8) in Egquation (2-7) produces the
least squares solution for the output y(t) as

y(t) = xT()[XT(k)X(k)]-ls (2-9)

Calibration of the input signals is represented by
multiplication of the input signal vectors x(t) by a diagonal
matrix € containing the <calibration coefficients along the

diagcnal to produce calibrated input signal vectors xo(t)
expressed as

x=(t) = C x(t) (2-10)
Likewise the matrix of k calibrated input signal vectors becomes
Xc(k) = X(k)C (2-11)

€ appears on the right side of X(k) because the x(t) are column
vectorse and X(k) consists of k rows of the transposed vectors
xT(k). Now the least squareg solution for the weight vector
based upon k calibrated input data samples becomes

weig(k) = [C XT(k)X(k)C]-1ls (2-12)
Now taking the inverse through the brackets produces
weig(k) = C-1{XT(k)X(k)]-1lc-1ls (2-13)
Finally, the output when using calibrated inputs becomes
ye(t) = [C x(t)IT weyg(k) (2-14)

Substituting Egquation (2-13) into Equation (2-14) and
simplifying yields

ye(t) = xT(e)[(XT(x)X(k)]1-1¢c-1a (2-15)

Now by comparing the resulting output Equations (2-15) and (2-~-9),
it is observed that the only difference is that the steering

vector 8 must be premultiplied by the inverse of the calibration
matrix, C-1

The above analysis has been verified through simulations.
The adapted pattern without any calibration is shown in
Figure 2-9. Figure 2-10 shows the adapted pattern when the
steering vector used in the adaptive weight computation was
multiplied by the inverse of the calibration vector. For these
figures a linear Taylor taper with 30 dB peak sidelobes was used
in the simulations.

] - This off-line calibration method removes not only the need

2 for calibrating the input signals before they are passed to the

S beamtormer, but also allows noncalibrated input signals to be
Iad
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used in the beam controller processor. Figure 2-11 illustrates
the modified digital beamforming system necessary to accomplish
this method of off-line calibration. Only the beam steering
vectors need to receive inputs from the calibration subsystem.
The calibration 1is then accomplished by modifying the beam
steering vectors to account for the channel errors. This
indirect approach requires no additional hardware, since the
calibration weights are essentially constants that change only at
a very slow rate and the beam ateering vectors are antenna system
constants that are applied to direct the multiple beams as
desired for system operation. Thus the beam steering vectors can
be calibrated off-line and then still be applied to direct the
multiple beams as before. Two modes of operation are necessary

according to whether the adaptive beam controller is being used
or not.

When the system is operated in an open loop manner without
the adaptive beam controller this method becomes equivalent to
the off-line beam weight calibration method. The beam steering
vectors are the beam weight vectors in this case and the
associative property of the multiplication permits the
calibration of these beam weights instead of the input signals.
In this mode the calibration matrix, C, multiplies the beam
weight vector, for example in beam scanning operation. The
requirement to accomplish the calibration within 10 microseconds
is removed, however, since the beam steering vectors are the
beamformer system constants that only need altered when the
calibration weights change.

When the beam controller adaptive nulling processor is
present the calibration of the beam steering vectors must be
altered from that used above. This may require that two sets of
calibrated beam sSteering vectors be stored when the system
operation is required to change between the two modes rapidly.
The multiplication of the beam steering vectors by the inverse
covariance matrix in the beam controller requires that the
inverse of the calibration matrix, C-l, be applied to the beam
steering vectors instead of applying the calibration weights
directly as in the open loop operation mode above
(Equation 2-15).

2.4.2 Recommendation for Frequency Independent Error

Correction - Testing of the off-line beam steering vector
calibration method has been performed by making appropriate
modifications to the digital beamformer simulatio. model
developed earlier. The results from the simulation have

indicated no difficulties are encountered in using this
calibration technique. The simplicity of implementation of this
technique makes it the recommended method for performing the
calibration function.
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2.4.3 Frequency Dependent Error Correction - The frequency
dependent errors are unavoidable in the digital beamforming
"systems. These errors stem from the incorporation of recievers in
each of the element channels. The multiple down-conversion
processes and attendant filtering operations inevitably introduce
errors between channels which vary as a function of frequency
over the bandwidth of interest.

Analysis sgimilar to that given by Mayhan in [l] was used to
compute the null depths in the array patterns for a jamming
signal of different bandwidths and different standard deviations
of the frequency dependent channel errors. These results are
tabulated in Table 2-5. The results indicate that 2 dB rms
amplitude error and 20 degrees rms phase error acrogs a l-percent
bandwidth may be tolerated in the demonstration of greater than
50-dB null depths in the array pattern.

TABLE 2-5. NULL DEPTH AS A FUNCTION OF BANDWIDTH AND
RMS VALUE OF FREQUENCY DEPENDENT ERRORS

Frequency 0% 1% 10%
Error Bandwidth Bandwidth Bandwidth
Anplitude Phase Average Average Average
(dB) (Deg) Null Depth Null Depth Null Depth
0.0 0 -85.11 -82.12 ~59.22
0.5 5 -84.81 -81.90 ~59.06
1.0 10 -83.96 -81.28 ~58.62
1.5 15 -82.66 -80.31 ~-57.98
2.0 20 -81.07 -79.07 -57.25

If the actual implementation errors far exceed those given
above and if better than 50-dB null depths are to be achieved,
then compensation for frequency dependent errors is needed. Two
approaches were considered for the frequency dependent error
compengation. They are:

® Frequency domain correction

) Time domain correction

The frequency domain correction involves performing FFT of
the time domain samples in each element channel as shown in the
Figure 2-12. The frequency domain samples are then multiplied by
the calibration weights calculated to correct for the rhannel
2rrors  at corresponding frequencies. The frequency corrected
samples are then inverse transformed and passed on fto the digital
beamformer. The advantage of this approach is that excellent




o

I*"

? frequency dependent error compensation can be achieved. The
%. disadvantage is the need for two FFT operations in each channel.
L ]

%. The time domain correction involves use of finite impulse

response (FIR) filters in each channel. The weights in this

Yy filter are selected to equalize the frequency response of each
%‘ channel. This equalization can be done either by "a priori”
- measurements of the errors in the channels or in an adaptive 1
\ manner. Figure 2-13 shows implementation of the frequency L
K dependent channel correction using FIR filters in each channel.
) This digital filter may consist of many taps. The implementation
k‘ of such digital filters is best done using RNS hardware. The use
a: of RNS arithmetic for both digital filter and beamforming makes
W the application of this frequency dependent error correction
H quite attractive. The disadvantage of the digital filter §
F approach is the large number of taps which will be required for
‘ﬁ correcting frequency dependent errors.
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2.4.4 Recommendation for Freguency Dependent Error
Correction - For near—-term demonstration of the digital

"beamforming it is recommended that only frequency independent
error correction be applied. For long—term application of
digital beamforming, either frequency domain or time domain
filtering schemes are recommended for frequency dependent error
correction. For a digital beamformer based upon RNS arithmetic,
the FIR filter uesign approach is recommended. For a beamformer
using conventional arithmetic processor, the FFT approach is
recommended. All word widths include a sign bit.

2.5 1IMPACT OF QUANTIZATION ERRORS AND FINITE WORD LENGTHS

The objective of this analysis task was to investigate the
impact of signal and weight quantization errors on the sidelobe
levels, dynamic range and the nulling performance of the digital
beamforming array. The impact on these errors on the beamforming
performance is discussed first, followed by simulations for a
64-element array.

2.5.1 Impact on Sidelobe Levels - The signal and weight
quantizations and the round-off errors caused by finite word
lengths iIin the multiply operation, contribute to the random
amplitude and phase errors in the beamforming process. These
random errors in turn add a random component to the ideal
radiation pattern., The rms value of this random component
relative to the peak of the beam is referred to as the rms
sidelobe 1level. Table 2-6 gives relationships between various !
error sources and their contribution to the rmg side.sbe level of
the array pattern.
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Table 2-6. Contribution of Various Errors to the
RMS Sidelobe Level

Source Parameter Contribution
-2b,
Signal Quancization word length (bg) 2 2
3 NN,
-2bv
Weight Quantization word length (by) 2 2 _
3 N Ny
Gain/Phase Mismacch rms amplitude erro (a)) 1 (62 + a2)
rms phase error (&%) 4 N ° N,
-2bﬂ
Truncation After Multiplication word length (bg) 4 2
T NNy
N
P ywl?
N - n-l
: p th
N©* 7 |w |2 W, = complex weight for the n
P ast " antenna element
"
$4r N 2 N = number of elements in the array
f [ 1wl
1
" Nb - n=|
s N2

Table 2-7 shows the impact of signal and weight quantization
on the rms sidelobe level of a 64—element array with a 40-dB
Taylor taper. The combined effect of 9-bit signal quantization
and 8-bit weight quantization on the rms sidelobe level is less
that 3 dB. A comparison of the computed 64-element array pattern
with and without quantization errors is given in the Figures 2-14
and 2-15.

TABLE 2-7. EFFECTS OF WEIGHT QUANTIZATION ON RMS
SIDELOBE LEVEL OF 64 ELEMENT ARRAY

9
Y
) No. of Bits RMS Sidelobe Level
)
8 - 76.4363
‘” 9 - 82.4569
o 10 - 88.4775
11 - 94,4981

i2 -100.5187
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Figure 2-15. 64—~Element Array Pattern with 9-Bit Signal
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2.5.2 Impact on Dynamic Range - The dynamic range is related
to the digital word lengths used in the signal representation and
is stated in terms of the maximum difference that can be detected
in the power level of high and low amplitude signals incident on
the array. The quantization and round-off errors combined with
the thermal noise determine the minimum detectable signal. The
particular representation of the digital number system (fixed
point, floating point, etc.) determine the largest signal level
that can be handled.

Table 2-8 shows the effects of the thermal noise,
quantization and round-off errors on the dynamic range of the
digital beamformer, as a function of the number of bits used for
the representatior of the gignal at the input and output of the
beamformer. The quantization level is considered to be equal to
the rms voltage level of the thermal noise. The dynamic range is
related to the word length (bg) by

N

Dynamic range (dB) = 10 logjg ( 22b_ (2-16)

where N is the number of elements in the array.

TABLE 2-8. EFFECTS OF THERMAL, QUANTIZATION, AND ROUND-OFF
ERROR ON THE DYNAMIC RANGE OF 64 ELEMENT ARRAY

No. of Bits Dynamic Range (dB)
8 56.22659
9 62.24719
10 68.26779
11 74.28839
12 80.30899

2.5.3 Impact on Null Depth

2.5.3.1 Signal Quantization Effects - Computer

simulations were performed to analyze the impact of signal
quantization on the null depth performance. For this analysis,
an interfering signal, 40 dB above thermal noise was considered

incident on the array at an angle of -8 degrees from the
boresight. The quiescent Aarray weighting was usgsed to
yield a -30-dB peak sidelobe 1level. Except for the signal
quantization, the array implementation was rconsidered perfect.

The impact of signal quantization on the null depth for a
64—element array is shown in Table 2-9. A degradation of 10 dB
is observed going from a 12-bit to a 9-bit representation for the
input signals. The results in Table Z~9 show that the 9-bit
quantization of the input signal will meet the 50-dB null depth
regquirement.
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TABLE 2-9. IMPACT OF SIGNAL QUANTIZATION ON NULL DEPTHS

No. of Bits Null Depths (dB)
8 - 69.48
9 - 75.44
10 - B8l.49
12 - 85.15
Analog -109.94

2.5.3.2 VWeight Quantization Effects - The antenna

pattern null depths are influenced by the precision with which
the weights are computed and the digital word length used to set
the weights in the beamformer. The analysis of the null depth
degradation caused by finite bit representation of the weights is
dependent upon the specific algorithm used for adaptive nulling
and on the jammer scenarios. A worst case analysis performed by
Nitzberg [9] for the case of Sample Matrix Inverse algorithm was
adapted here to evaluate the impact of finite word length on the
null depth. The results are given in the Table 2-10. The
degradation is given for two different values of cancellation
ratio. The cancellation ratio is the ratio of the jamming powers
at the array output before and after adaptation. The
cancellation ratio of 30 dB is typical for jammers close to the
main beam and 20 dB for jammers in the far out sidelobe region.
This worst case analysis indicates the need for 9-bit to 10-bit
word length for the weight values.

Computer simulations were also run to quantify the
effects of weight quantization on the null depth. Table 2-11
shows the impact of weight quantization on the null depth. The
degradation in the null depth going from 12-bit word length to
8~bit word length for the weights is seen to be 24 dB. However,
even with 8-bit weight word length the null depth is better than
50 dB.
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TABLE 2-10. DEGRADATION IN CANCELLATION RATIO
DUE TO WEIGHT QUANTIZATION

No. of Bits Degradation (dB)
CR = 30 CR = 20 4B
8 13.39120 4.890204
9 7.929750 1.820816
10 3.621210 0.531585
11 1.223865 0.139119
12 0.339784 0.035199

TABLE 2-11. IMPACT OF WEIGHT QUANTIZATION ON NULL DEPTH
(Jammer at -8 degrees)

No. of Bits Null Depth
8 - 82.78
10 - 82.62
12 -118.78
Analog -109.94

2.5.3.3 Combined Signal and Wejzht OQuantizatjon and

~ Simulationg were run for sgeveral
multiple Jjammer cases. Figure 2-16 shows the adapted array
pattern for eight interfering signals. For this simulation, the
signal was quantized to 9 bits, weight to 8 bits and the channel
errors were 1 dB rms in amplitude and 10 degrees rms in phase.
It ig seen from this figure that the null depths for all jammer
cases exceeded 60 dB.
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Both the analysis and simulation results have shown that
the signal quantization of 9 bits and weight gquantization
of 8 bits will support the 50-dB null depths for the adapted
patterns. The computations done in the beamformer using QRNS
arithmetic, effectively represent the precision of a 25.5-bit
word length, and no round off takes place in the arithmetic
operations. The impact of the compuatational accuracy on the
null depths or on the sidelobes is therefore negligible.
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Figure 2-16. Adapted Array Pattern for Jammers at
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aci 2.6 PROCESSOR CHIP IMPLEMENTATION TRADEOFF
Y »
x - 2.6.1 Introduction - To achieve the maximum bandwidth
‘\ processing goal of the SOW requires an architecture with
: SJ dedicated algorithm processing. A systolic implementation of the
3h:q DFT element space beamforming method is recommended. Each
..%ﬂ processing node continually executes the same function with
Ao systolic data flow between processing nodes. With separate I and
: \' Q channel processing, the achievable system bandwidth is
*; essentially equal to the achievable processing clock speed. Each
R beam weight coefficient for a particular beam is applied on each
L clock cycle to produce anoutput beam for that cycle which appears
L@% at the output several pipeline delay stages later.
8
( . The hardware may be multiplexed to produce more beams, each
. with a smaller bandwidth. Given that a smaller bandwidth than
235 the maximum achievable is sufficient permits an architecture
Lff which multiplexes the processing to reduce the hardware required.
R}ﬁ By sacrificing more of the dedicated processing performance the
Q;y hardware can be made more programmable. The design of system
‘;ﬁ chips for a dedicated processing system as opposed to a
~— programmable processing system is considerably different. The
‘:k} chip implementation trade off studies performed for the digital
%{T beamformer program assume a dedicated processing architecture of
:qg: the DFT beamforming algorithm type. Chip implementations are
oﬁ{ examined for both near term and far term system goals.
{ ,( Two goals from the SOW produce severe restrictions upon
‘%g digital implementations. First the signal bandwidth
t;& requirements, especially for the far term require digital
.y}, implementation that strain the technological capabilities of
a¢: digital clock speeds. Second the sheer number of input channels
C) and output beams required necegsitate a large amount of hardware
" with an inordinately large amount of interconnection. These
k A factors require the beamformer architecture to congist of many
ﬁf’ modules, each with large numbers of input and output pins.
h\é Restrictions on the practical number of module input and output
‘db pins, especially for standard boards make demands on the
b architectural 1layout of the beamformer system chips. Far term
s solutions to these problems can overcome these difficulties
oy without affecting chip design and module 1layout. Thus chip
L iy implementation tradeoffs will be made without consideration for
i near term module layout restrictions.
) ',
‘ A primary architectural consideration involves the
;;E arithmetic used by the beamformer system. The effectiveness of
W digital beamforming when implemented with RNS or with
in conventional arithmetic has been examined. The effectiveness of
'\-;‘ these designs has been determined by the amount of hardware
;: required and the achievable throughput attained by the opposing
6 implementations. The use of custom cell performance ASIC gate
2 arrays for either implementation is assumed. Since the
e
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b- architecture involves a 1large number of pipeline registers, a
o, cell structure that is optimized to include standard cell
;L “implementation of DFFs is the proper measure for these
}u ° components. This implies a gate count of five gates for each
.r DFF, whereas gate array technology without standard cell DFFs
;#f takes seven gates for each DFF. The implementations are evaluated
ié ’ by determining the total gate counts and the total nominal gate
:ﬂ delays required by the opposing implementations. The system

requirements for chip layout and module construction are also
N\ examined.
Y

b,

&

'm 2.6.2 Egstimation Methodology - Gate counts are determined by
L the ASIC cell count required for the particular gate structures
( used. In general, the cells required for a particular gate is
* one less than the number of inputs, unless the number of inputs
t« is divisible by 4 in which case the number of cells required is
*: two less than the number of inputs. For example, a two—input
#\ NAND requires one ASIC cell, a three—-input or a four—input NAND

‘ﬂ requires two ASIC cells, a six—input NAND requires five ASIC -

: cells and a eight-input NAND requires six ASIC cells. !
W P
;: Actual delay performance analysis requires simulation of the

.?2 electrical characteristics of the design in the implementation

o medium. This amount of effort is not appropriate for this

o analysis and inctead a simplified delay analysis method is

( employed.

LW

&' NAND gates with two, three or four inputg implemented in

'W ASIC have essentially the same delay for the same implementation

geometry sizes. This will be considered as one nominal delay.
NAND gates with more than four inputs incur essentially twice the
delay in ASIC cell implementations available and are thus
considered as having an effective two nominal delay. Combination
gates such as two two—input AND gates into a two—-input NOR gate,
as well as exclusive OR and exclusive NOR gates each consist of
two levels of logic and although slightly faster than two nominal
delays, are considered as two nominal delay zgates for the delay
analysis. Gates with high fanocut also incur greater delay and to

SRR )

’: account for this gates with high fanouts are evaluated as

?\ two nominal delay gates where appropriate. The use of NOR gates

o in CMOS ASIC cells produce poorer delay results than do NAND

i\ gates and as such NOR gates are avoided in any critical pathways.

<

@

s {
Y 2.6.3 RNS Component Evaluation - The QRNS rings of 5, 13,

{: 17, 29, 37, 41, 53, and 61 have been evaluated for use in the

}: above components. Larger moduli may also be used, but the

f{ complexity level becomes less advantageous. For systems

PN requiring larger dynamic range than can be attained by these ¢
<N moduli, the use of non—quadratic RNS moduli with complex RNS or E
-
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CRNS arithmetic instead of QRNS can also be used. A system with
mixed QRNS and CRNS usage is permitted by the independence of the
parallel RNS arithmetic channels. The use of CRNS components for
the beamformer system hag not been considered for the baseline
component development. Far—term system design with CRNS
compcnents mixed with QRNS components does not provide the design
with as easy modular expandability, however their inclusion is
necessary to maintain the advantage of RNS throughput without
increased complexity. Detailed examination of CRNS components
has not been included in the scope of the Phase I Digital
Beamformer Design effort.

The dynamic range provided with the eight QRNS rings is
sufficient for the near—term and far—-term goals from the SOW.
For the basgseline system the first 6 rings provide an effective
binary integer processing range of approximately 25.5 bits. This
is seen from S%13%17%29%37%4] = 225.5, 1Including the 1last
two rings expands the effective binary integer processing range
to approximately 37.2 bits. The dynamic range required for the
DFT beamforming algorithm when using complex integer
processing is 25  bits for the near term agssuming 9-bit
coefficients, 9-bit data, 64 I channels and 64 Q channels. For
the far—term with 1l4-bit coefficients, l4—bit data, 256 I
channels, and 254 Q channels the DFT dynamic range is 37 bits.
Near—term and far—term system comparisons of QRNS and
conventional complex integer arithmetic will be made using
9 x 9 and 14 x 14 multipliers in the conventional implementa-
tions. The size of the multipliers in the QRNS implementation is
restricted by the requirement to not exceed the total processing
range with the computed output, and by the bit width accuracy of
the inputs provided.

Components of the QRNS beamformer include RNS format and
QRNS transform components to convert input data from binary
representation Lo QRNS format. The vector dot product is
executed with the QRNS multiplication and QRNS addition
components. Finally, reconversion to binary representation

requires the QRNS inverse transform and binary reformat
components.

Gate counts for critical gate delay paths of six gate delays
are given in Appendix A. Using these components gate counts for
the QRNS beamformer systems for near—term and far—term
comparisons are determined. A particular chip implementation
option is given in Section 3 based upon the six near—-term moduli.
This implementation wuses a minimum number of chip types to
minimize near—-term chip development NRE.

A different chip set would be required tno realize the
advantages of reduced pin counts for the chips that are possible
because of the independent 0QRNS rings. By partitioning the QRNS
system with different rings on different chips the pins needed
for that chip include onlvy the inputs for the ring on that chip.
This reduces input word width requirements to only o. However,
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the large number of parallel input channels required by the
beamformer remain a problem. With only one ring per chip, more
channels must be input to the same chip to not increase the
number of chips in the system, which again results in chips with
large I/0 pin requirements.

2.6.4 Conventional Arithmetic Multiplication and Addition -
Gate countg and number of gate delays in the critical path for
conventional multipliers have been provided by the ASIC develop-
ment division of TI. For a 16 x 16 multiply, 2200 gates are
required for a 30 delay implementation. For a 12 x 12 multi-
ply, 1470 gates produce a 24 delay implementation. An 8 x 8
multiply using 890 gates requires 18 gate delays. For the beam-
former comparisons 9 x 9 and 14 x 14 multipliers are needed, for
the near term and far term systems, respectively. By interpola-
tion using the above implementations, gate counts and delays for
the 9 x 9 multiplication are 1000 gates with 19 delays, and for
the 14 x 14 multiplication are 1700 gates with 27 delays.

Adder implementations for the beamformer comparisons congist
of 25 x 25 and 37 x 37 for the near-term and far—-term systems
respectively. A combination of 4-bit fast carry lookahead with
ripple carry between sections can be employed to achieve
the 19 and 27 delay counts with the minimum number of gates.
This requires about 300 gates for the 25 x 25 adder and 450 gates
for the 37 x 37 adder.

2.6.5 OQRNS and Conventional Beamformer Comparisons - Using

the gate counts as determined above and in Appendix A comparisons
for implementing a digital beamformer have been made. These
comparisons have assumed a systolic pipelined DFT beamformer
implementation. Both nonmultiplexed and multiplexed beamformers
are considered. Gate counts for registers for the pipelining and
for tap weight application and loading have been included at five
gates for each register bit. This is consistent with custom cell
implementation of the chips that would be appropriate for far
term system applications.

The near term QRNS beamformer uses moduli S5, 13, 17, 29, 37,
and 41 to achieve a dynamic range of 25 bits. The far term QRNS
beamformer uses moduli 5, 13, 17, 29, 37, 41, 53 and 61 to
achieve a dynamic range of 37 bits. Conventional arithmetic
implementations with identical dynamic ranges are compared toc
the QRNS implementations.
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As a basgsis for the comparisons, a single complex multiply
combined with a single complex addition is used to define the
basic building block. To implement the DFT beamformer, one such
bagic building block is needed for each channel of each
beamformer. The gates for the pipelining registers are included
in the gate counts for the building blocks. Additional gates for
the coefficient register files are included in the multiplexed
implementations. Multiplexing is assumed to be to a level of 8
for generating the comparisons, although other multiplexing
levels could be implemented as well. The QRNS implementations
also include conversion into and out of the QRNS representation.
The overhead for these conversions slightly reduces the advantage
of QRNS.

Table 2~-12 shows the approximate gates required for the
bagic building blocks of the different systems. The QRNS systems
all have a critical path of 6 gate delays while the conventional
near-term system has 19 gate delays and the conventional far-term
System has 27 gate delays. These throughput criteria are
combined with the gate counts to produce gate count, throughput
pProduct complexities for comparison. The QRNS complexities are
expressed as a fraction of the conventional products.

TABLE 2-12. BEAMFORMER BASIC BUILDING BLOCK GATE COUNTS

BLOCK: COMPLEX MULTIPLY AND ACCUMULATE WITH REGISTERS

QRNS CONV QRNS CONV
NO - MUX NO - MUX MULTIPLEXED MULTIPLEXED
NEAR TERM
GATES 4400 6200 6600 6900
DELAY 6 19 6 19
COMPLEXITY 0.22 1.0 0.30 1.0
FAR TERM
GATES 7000 10200 10600 11100
DELAY ) 27 6 27
COMPLEXITY 0.15 1.0 0.20 1.0

Table 2-13 gives approximate gate counts for the QRNS
conversion components. The QRNS to binary conversions are rough
egtimates. The recommended QRNS brassboard system includes a
binary to QRNS conversion chip for each channel of each

beamformer. This organization was chosgen to simplify
interconnection difficulties. Far term module development wiill
Allow sharing of these converterg over at least eight

beamformers. Theoretically, only one input converter is required
for each channel no matter how many beams are formed. If the
final system is to operate only in a multiplexed mode, then the

number of input converters needed is further divided by the
Muitiplexing level.
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z' One output converter is always required for each beamformer. }
W However, this overhead 1is divided by the number of antenna i
}' -elements since each basic block corresponds to one antenna E
i . element. The overhead for the output converters 1is therefore )
5 less than the input converters, since no interconnection 1
;2 difficulties are encountered for these components. i
L= .

) M
»

6, TABLE 2-13. QRNS CONVERSION COMPONENT GATE COUNTS (6 DELAY)

]

Yy BINARY TO QRNS QRNS TO BINARY

% CONVERSION CONVERSION

K NEAR TERM 6500 40000

( FAR TERM 10300 60000

DY

'

:* Combining the QRNS conversion components into the comp.exity

:. comparisons produces a complexity ratio of 0.63 for the QRNS

q brassboard system multiplexed implementation. If only one

1 converter were ugsed at each element for all 4 beamformers then

< the complexity ratio would be 0.41. If the system were to be

- used only in the multiplexed mode then one converter could supply

2 inputs for 8 elements for all 4 beamformers. This would produce

[ a complexity ratio of 0.34, which ig nearly equal to the maximum

e, achievable of 0.30 found in Table 2-12 for the near term

multirloxed system without conversion components considered.

] For a far term system, with no multiplexing so that maximum
v throughput is achieved, and with each input converter supplying
converted inputs to eight different beamformers the complexity
ratio is 0.20, or a 5 to 1 advantage for the QRNS implementation.
K This assumes only 64 antenna elements. With 256 elements the
complexity ratio is 0.18 for the nonmultiplexed far term system,
and 0.23 for the multiplexed far term system.
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'ﬁ 2.7 CHIP VENDOR SELECTION

% A preliminary ASIC development RFQ for the digital

. beamformer brassboard gsystem was prepared during the Phase I

’f effort, and quotes were solicited for seven ASIC vendors.

- Information was also sought about the maximum clock rates

'J achievable for the baseline component designs from each of the

P # vendors. The replies to the RFQ indicate that 4 of these vendors

: are capable of supplying the ASIC chips needed for the Phase II )|

. development effort. The costs for the chip development and the

) necessary number of deliverable chips remain approximately the

. same as was estimated for the program in the original proposal.

j“ However, the system utility has been expanded by the multiplexing
capability and by the expected throughput performance in

_: comparison to the original proposal. )
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Selection of the actual vendor for the development of the
ASIC chips will be made early in Phase Il after solicitation of
best and final offers for the ASIC chips. Finalization of the
beamformer system design and the chip partitioning shall be
completed prior to thig solicitation.

Some of the vendors indicated that the masks used in the
generation of the chips would not be deliverable since they
contain information considered proprietary by the vendor.
However, magnetic tapes containing the cell interconnections can
be generated from the design without the inclusion of any vendor
proprietary information.

Preliminary analysis of critical paths for the brassboard
design indicate that the ASIC chips from any of the four
qualifying vendors should be capable of a 50-MHz clock rate.

The use of gate array technology to construct the brassboard
system has been assumed, for reasons of cost and capability.
Recent advances in programmable gate array technology could
permit the use of these devices for the system. This would
further reduce NRE but also 1limit performance somewhat. The
splitting of the QRNS parallel rings into different chip types
could be done without incurring excessive NRE and thus reduce
chip pin counts. Module layout could be divided also into the
parallel rings and thus reduce module pin counts. Further study
is needed to determine the feagibility of using these devices.

2.8 SYSTEM INTERFACE AND TEST ISSUES

The design of the digital beamformer subsystem cannot be
entirely separated from the design of the rest of a digital,
adaptive and surveillance beamforming system. For example,
paragraph 2.2.4 presents an architecture for combining adaptive
nulling in element space or beam space using gelection networks
for both element gpace and beam sgpace adaptation control. This
design presents many more system interface issues than does the
recommended brassboard system design.

In particular the number of degrees of freedom that the
adaptive controller can process in real time sets a limit on the
channels that need to be sampled by the controller. A selection
network to control this process would be advisable, and update of
only the adaptation weights could reduce the weight update time.
The brassboard assumes that all channels are sampled by the
controller and all weights for a given beam are updated together.

Calibration requirements produce different modes of steering
vector calibration depending on the operational scenario of the
beamformer as a surveillance or tracking instrument. This
control must be considered in applications systems. Overall
system control for various application systems may present
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different system interface requirements. Recognition of and
allowance for these requirements needs to be included in the
design goals of the surveillance and adaptive beamforming system
of which the digital beamformer subsystem is a part.

Design of an overall system with built-in—-test and fault-
isolation capabilities, as well as system reconfigurability for
fault—-tolerance 1ig desirable. System maintainability must be
achieved in any viable design. The use of QRNS in the
architecture presents additional advantages in these areas. The
small independent word widths of the QRNS rings allowa easier
testing by greatly reducing test vector requirements. The use of
redundant rings in the QRNS processing system can permit design
of a system with Fault-Tolerance capability. System failure, can
be replaced with graceful degradation with this capability.
Further study of design with fault—-tolerance capability should be
pursued in future programs.

An issue of particular concern to far—-term systems is the
great number of parallel inputs to both the beamformer and beam
controller subsystems produced by the antenna elements.
Multiplexing these inputs to substantially reduce their number by
increasing the input clock speed will be particularly difficult
with high bandwidth far — term gignals. Use of optical
interconnection methods, however, may still permit this
achievement to be realized. Some progress in this area is needed
to alleviate the I/0 difficulties presented by large number <c?¢
parallel inputs to the beamformer system.

Of more immediate concern, are system test issues for the
brassboard demonstration system. Requirements for component and
subassembly testing in the recommended brassboard design are
recognized in Section 3, and development with these test methods
is emphasized in the brassboard development and test plan in
Section 4.

2.9 MODULARITY AND FAR-TERM GOALS

The objective of this task was to study how the modular
nature of beamforming architecture can be extended to large
planar arrays. Ag gpecified in the statement of work, the
following three array types were investigated:

. 256 element linear array
™ 64 x 8 planar array
. 64 x 64 planar array.
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The DFT implementation using QRNS arithmetic was considered
for the digital beamformers. Both silicon and GaAs baged
processor implementations were considered. For silicon based
processor, a 50-MHz clock rate (processing speed for a pipeline
stage) was considered. For GaAs based processor, 1-GHz clock
rate was considered feasible in the near future. The input
signal sampling rate of 25 MHz was assumed for far—-term
implementation of digital beamforming.

DFT digital manifolds of the future were considered to be
built using the following processor chips:

™ Binary to QRNS conversion chip (BQRNS)
) Two way complex multiply and accumulate chip (MUL)
° Four way real adder chip (ADD)

® QRNS to binary conversion chip (QRNSB)

The digital beamformer requirements for the above large arrays
J were cast in terms of the number of above processor chips
required for its implementation. The two-way complex multiply
and accumulate chip will have a set of programmable weights
gtored in a register. This processor chip is designed to multi-
plex through these weights during every sample period. For a
clock rate of 1-GHz and an input sampling rate of
25 MHz, 32 different multiply and accumulate functions can be
carried out during one sample period. Figure 2-17 shows an

example of a 8-way digital manifold using these four basic chip
sets.
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The architecture, multiple beam capability, and hardware
complexity for the far—-term digital beamformers are discussed

£

I\l
' below.
N
N
AN 2.9.1 Digital Beamforming for 256-Element Linear Array -
° Figure 2-18 shows the beamformer architecture for 256-element
~§y linear array. Four 64-way combiners are used. Each of these
'“c combiners can generate 32 partial beam outputs for GaAs basgsed
A _ iy s
)¢ processor and 2-beam outputs for silicon based processors. The
'ﬁf outputs of these beamformers are next combined in a set of four-
fﬁ way beamformers. Thirty—-two of these four-way beamformers would

e

® be needed or GaAs based processor and only two for a silicon
I based processor.
YNy

j~m Table 2-14 shows the multiple beam capability and hardware
j&, requirements for GaAs and gilicon based processors. The
i;ﬂ composition of the DFT uweamformers and the number of processor
o chips required and the corresponding cost are shown this table.
-
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TABLE 2-14. DIGITAL BEAMFORMER CHARACTERISTICS
FOR 256 ELEMENT LINEAR ARRAY

Beamformer Processor Chips
Processor Construction No. of
Technology QTY Type BQRNS MUL ADD QRNSB Beams

4 64 way BFM
GaAs 64 128 121 32 32
1 4 way adder

4 64 way BFM

Si 64 128 91 2 2
1 4 way adder

2.9.2 Digit Beamforming for 64 x Element Planar Arra

A beamformer architectures for planar arrays is shown in
Figure 2-19. Using number of column manifolds equal to the
number of beams from each row manifold, an area coverage of the
output beams can be achieved. Using only a single column, a line
coverage is achieved within a sample period. Both the area and
linear coverages can be changed within a time period required to
update the weights in the beamformer.

ROW DFT MANIFOLDS

4————— COLUMN OFT
MANIFOLDS
o <}
) = F‘
Figure 2-19. Beamformer Architecture for Planar Arrays
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Table 2-15 shows the multiple beam capability, and hardware
requirements and the cost for such a beamformer based on GaAs and
silicon technologies.

TABLE 2-15. DIGITAL BEAMFORMER CHARACTERISTICS
FOR 64 X B PLANAR ARRAY

Beamformer Processor Chips
Processor Construction No. of
Technology QTY Type BQRNS MUL ADD QRNSB Beams

Area Coverage
8 64 way BFM

GaAs 512 384 240 1024 32 x 32
32 8 way BFM

Line Coverage
8 64 way BFM

GaAs 512 260 178 32 1 x 32
1 8 way BFM

Area Coverasge
8 64 way BFM

Si 512 264 180 4 2 x 2
2 8 way BFM

Line Coverage
8 64

si 512 260 178 2 1 x 2
1 8

293&inkal_E=memin&_igL§ﬁ_xJﬁ__Elgm§.n;_mm§:
Just as in the previous case, two beamformer types were
considered: one to provide an area coverage and the other to
provide a 1line coverage. Table 2-16 shows the multiple beam
capabilities, and hardware complexity associated with the digital
beamformer for this size array.
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TABLE 2-16. DIGITAL BEAMFORMER CHARACTERISTICS
FOR 64 X 64 PLANAR ARRAY

Beamformer Processor Chips
Processor Construction . No. of
Technology QTY Type BQRNS MUL ADD QRNSB Beams

Area Coverage
64 64 way BFM

GaAs 4096 3072 2112 1024 32 x 32
32 64 way BFM

Line Coverasge
64 64 way BFM
GaAs 4096 2048 1430 32 1 x 32
1 64 way BFM

Area Coverage
64 64 way BFM
Si 4096 2112 1452 4 2 x 2
2 64 way BFM

Line Coverage
64 64 way BFM
Si 4096 2080 1430 2 1l x 2
1 64 way BFM

2.10 GALLIUM ARSENIDE BEAMFORMING DESIGN

One of the study tasks was to formulate a digital
beamforming design using gallium arsenide devices, asses its
performance and compare it with the silicon version. The
following paragraphs summarize the results of that study.

2.10.1 Processor Design - Gallium arsgenide (GaAs) material ;
provides the potential for increased performance for any
processor architecture. The increased speed is obtainable as the !
result of better carrier mobility in the gallium arsenide.
Carrier mobility in GaAs is approximately five times better than
it is in sgsilicon (Si). However, the technology for processing
GaAs material is not as advanced as it is for silicon. In
particular, the ability ¢to implement structures similar to
silicon CMOS and ECL are not available for GaAs production
devices at the current time. Recent advances in silicon bipolar
technology now promises to provide silicon ECL devices with
increased speed and reduced power. The switching szpeeds for
the new silicon ECL devices is about 250 picoseconds.
Hence if GaAs devices are to realize a 5X speed increase over
silicon, for the same power disgsipation, then gate delays or S0
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picoseconds must be realized. Such speeds have been obtained in
laboratory devices, but production devices are not yet capable of
these speeds. However, if it is assumed that the technology will
advance sufficiently to permit these speeds, then it is proper to
project the performance which can be expected from a digital
beamformer using GaAs technology.

First assume that gate delays of 50 ps are possible. The
minimum number of gate delays for the multipliers and adders is
six. Hence the minimum gate delay time ig 300 picoseconds, which
supports a maximum clock rate of approximately 2 GHz. However,
this is the on-chip clock rate, and even this will be difficult
to achieve. The technology for operating a module at such clock
rates is still not practical. However, the speed may be utilized
to multiplex operations so that a single chip can process several
channels. If the sample rate is assumed to be 100 MHz, then
perhaps 16 channels could be procegsed by one chip. However, if
the word widths are assumed to be 12 bits, the number of pins
would be prohibitive, i.e., 12 X 16 = 194 for input alone.
Hence, another architecture is needed to exploit the speed
obtainable with GaAs chips.

If the sample rate is assumed to be 100 MHz and the number
of bits per sample is assumed to be 12, then the samples can be
converted to serial form and loaded at a serial rate of 1200 MHz.
However, the decomposition of the signal into QRNS format will
result in a wide-word output. Hence assume that there is one
decomposition chip for each I/0 element pair. This means that
the number input 1lines for each chip will be 24. Also assume
that the decomposition chip performs a parallel to serial
conversion operation. If eight rings are used in the far—term
system to achieve 37-bit precision, then the total number of
outputs is 41 real and 41 imaginary bits. This is too many
to multiplex (41 X 100 MHz = 4100 MHz), even for GaAs. Hence
aggsume that there are gsix l6-~to—1 multiplexers to perform the
parallel~-to—serial conversion. This results in a serial transfer
rate of 1600 MHz, which is supported by the GaAs technology, but
may be difficult to accomplish for chip~-to—-chip transfers.
However, asgssume for the moment that this 1is possible. Three of
the output channels are for real values and three are for
imaginary values. Hence to multiplex each processor to

handle lé—channels, it will be necessary to provide 3 X 16 = 48
serial inputs. Each input must be transferred ¢to 1its own
serial—-to—parallel converter, which is then followed by a

regigter for holding each word for gsubsequent multiplication.
Each input word is multiplied by the appropriate weight value
(previocusgsly stored in a regigter), and the results added to the

accumulator. After 16 clock cycles (10 ns), the accumulatonr
contains the weighted sum of either 16 real or 16 imaginary
antenna elements as a 4l-bit wide word. Hence 41 pins are
required for output. If the weight vectors are loaded as
decomposed numbers, one ring at a time, then six pins are needed
for the weight vectors. Hence a total of 48 + 6 + 41 = 97 pins
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are needed for I/0. With 16 bits for address and 8 bits for
control, the total pin count is 121. If power and ground account
for 12 1lines, then the package size is still within the size
of the pin grid array packages. However, these packages will not
support the GHz speeds needed for the GaAs devices. Current chip
carrier packages are available for pin outs of 80 to 100.
However, even these packages will not readily support speeds up
to 1 GHz. Since 48 of the pins must accommodate 1.6 GHz clock
rates, the package must be such as to support these frequencieg. !
This means that the packages must have controlled—-impedence I/0O.
Although devices which have clock frequencies in this range
(e.g., shift registers and counters) exist today, the packasges
are rather small compared to those needed for the processor.
Hence even if a GaAs processor could be implemented today with
50-picosecond gate delays and 1.6-GHz clock rates, it is not
likely that it could be fully exploited because of current
package limitations. However, with gsilicon technology now
capable of supporting much higher speeds and much denser
circuits, large packages which will support speeds up to at
leagt 1 GHz will almost certainly be available for far-term
applications, i.e., 5 to 10 years from now.

Assume for the moment that GaAs technology and chip packag-
ing technology will progress to the point where 50-picosecond
gate delays and clock rates of 1600 MHz are achievable. Also,
assume that circuit board technology will support short runs
(e.g., from one chip to an adjacent chip) at serial clock rates
of 1600 MHz. Then, what type of architecture is possible to form
256—-element modules which operate at 100-MHz sample rates? One
possible architecture is shown in Figure 2-20.
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In this configuration, there is one processor chip for each

of l6 antenna elements, i.e., 16 I/0 channels. The A/D
converters are operated at a sample rate of 100 MHz and the word
widths are 12 or 13 bits. However, the A/Ds are assumed to

provide a 16:1 parallel to serial multiplexer which outputs
the sample at a 1600-MHz serial data rate. Hence 32 1600-MHz
serial channels are required for inputs to the processor chip.
The processor chip performs decomposition of the I/0 inputs
signals, multiplies each channel by the appropriate complex
weight and accumulates the products. The output from each chip
is an 82-bit QRNS format word, multiplexed as six l6-bit words at
1600 MHz. The output from up to 16 other processor chips can be
summed with this output to produce a 256-element beam. After
adding the 16 real and 16 imaginary values together, the result
is converted Dback to integer arithmetic. The summing and
recomposition operation is performed by one chip. The input
congists of 96 1600-MHz serial input bit streams, and the output
congists of a 37-bit real and a 37-bit imaginary part for a total
of 170 I/0 pins. (It should be noted that the output lines need
only operate at 100-MHz rates.) Hence a 256é-element beamformer
congsists of 16 processor chips and an adder/recomposition chip
for a total of 17 chips. In addition, it is expected that
external memory will be required for the recomposition operation.
Although the multiplexed processor operation reduces the
recomposition rate requirement to 100 MHz, this implies that
memory access times on the order of 5 nanoseconds are
required. Hence the memories will need to be GaAs to support
such access times. (A possible alternative is the new silicon
bipolar ECL memories.) An additional 16 memory chips may be
required for the recomposition operation; however, these are
small chips and will require minimum board space. Thus it is
conceivable that a beamformer to combine 256 antenna elements
into a single beam could be implemented in GaAa on a single
module having an area of 100 square inches, i.s., one double-
sided SEM-E size module. The sample rate supported would be 100
MHz and the word size (both A/D word width and the weight
accuracy) would be 13 bits. The processor power dissipation for
such a module is expected to be about 100 watts. The throughput
of such a module would be equivalent to more than 50 billion

complex operations per second or 200 billion real operations per
second.
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2 2.10.2 Comparison with Silicon Deecign - Table 2-17 shows
ﬁm the projected performance parameters achievable in the 1990s for
_ " Silicon and Gallium Arsenide technologies. Silicon technology is
e expected to be the best technology for implementing chips for
5 . beamformers through 1995 because:
#
é&. a. recent advances in Si promise very high gate densities
ok and good speed

V)

—d b. GaAs requires several technology developments and
»&( possibly a "breakthrough” in gate densities
f?f c. the large 1I/0 requirements combined with limited speed
ﬂ‘f for module implementations negate the chip speed
i" advantages of GaAs
LS
)}E d. projected costs of GaAs remain high.
‘.‘r'.::‘:I

e TABLE 2-17. GaAs vs Si COMPARISON:

.’ PERFORMANCE PROJECTIONS FOR THE 1990sa

NI

-(l

e PARAMETER Si DESIGN GaAs DESIGN
:-:_:-
-2 Gates per chip 150K - 200K 20K -~ 40K On-
N chip clock rate 240 MHz - 400 MH=z 1.5 GHz - 2.0 GH=z
{ Relative power SAME SAME
;ng Estimated chip costs 8500 83K - $5K

1ed Relative size of processor EQUAL EQUAL
'yj Development ccst per chip $S0K - $100K $500K - $700K
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SECTION 3

RECOMMENDED BRASSBOARD DESIGN

3.1 SYSTEM ARCHITECTURE

As a result of the comparative study of architectural choices
for both near and far-term digital beamforming, the architecture
selected for the brassboard demonstration design is a direct form
implementation of the DFT beamforming method using QRNS system
arithmetic. This architecture 18 directed toward the use of
beamforming 1in the element space, although beamforming by the
beam space method can also be achieved by suitable
interconnection and control of the hardware modules. The design
is comprised of 4 sets of beamforming hardware using five modules
each. One control and interface module makes a total of 21
modules in the gsystem. Each set will be capable of producing up
to 8 interleaved beams when operating in a time division
multiplexed mode. Thusgs 32 simultaneous output beams can be
achieved In the demonstration system after the outputs are
de—-interleaved. Goals 1include capability of producing 32 beams
with 3 MHz bandwith , or 16 beams with 6é MHz bandwith , or 8
beams with 12 MHz bandwith , or 4 beamg with 24 MHz bandwith
each.

The beamformer ASIC chips shall be implemented in Si CMOS
gate arrays using established technology thereby reducing both
risk and cost. The chips will actually be capable of supporting a
50 MHz «clock rate to further enhance future system capability
without redesgign of the chips. However, the system modules will
only be targeted toward a 25 MHz capability. The achievement of
50 MHz modules i3 not required for the demongtration system and
would require special module construction and interconnection
techniques that would adversely impact the demonstration gystem
budget. The hardware when completed shall exceed the capability
of producing output beams with a gignal bandwidth of greater than
10 MHz as required by near term design goal from the statement of
work.

The architecture for cthe beamformer demonstration system has
been selected to produce a system with maximum throughput
capablility while maintaining a reasonable hardware complexity.
There are several reasons for this choice. The far-term system
goals of signal bandwidth of 25 to 50 MHz cannot be achieved
without an architecture capable of supporting a clock rate of at
least this order or higher. Although slower hardware may be used
by distributing the processing over multiple sets of hardware the
recsultant complexity 1is prohibitive. The potential for faster
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capability of even higher bandwidth or allow the multiplexing of
O] the system hardware to reduce the hardware complexity while still

i j )
)
o
N
®
R "n:.""
e
AN
»:25 hardware in future systems through advances in Si CMOS technology
O or use of faster Si ECL or GaAs technology, will then present

&g‘ achieving the bandwidth stated for the far term system goal.

o

ﬁ% Design of the brassboard system includeg several functional
Gy efforts. Foremost i{s the definition and partitioning of the QRNS
Y architecture into the system chip set logic design. The 1logic
O definition and chip partitioning have been extensively studied in
;#\ Phase I design effort and transfer of this design into the actual
W' ; chip set design will thereby proceed smoothly during the early
%h stages of phase II. Chip packaging shall be in pin grid arrays
) for the brasgboard, for reasons of both cost and effective use of
%AA digcrete wire circuit board technology. Socket adaptors will be

n required for mounting the pin grid arrays on standard circuit
}ﬁ boards designed for the use of standard DIP chips. The use of
ﬁﬂb leadless chip carrierg and surface mount technology would be the
*%Q preferred configuration for high density far term applications
*ﬁ} uging printed wiring boards.

The beamformer system presents an unusually high input
requirement due to the 128 channels of 9-bit input words. Module
layout and interconnection have been designed to permit use of
standard boards and connectors, although gspecial mounting of an
additional connector will be required to satisfy the module I/0
requirements of the beamformer system. Multiplexing of the input
lines into the system would alleviate this problem considerably.

23 -
Pt el
MR
e l’,'.'n.\
O IO

&

“;: However, thig alternative is not practical for the high input
bﬁ gsignal bandwidth required.

‘NA
J;: Additional functional efforts required 1include the system
) interface and control, beam weight loading, module level built-in
N tests, host processor 1interface, and design of hardware test
a?{ support equipment. Details of the design efforts for each of
Sﬁ. these functional areas are presented in the remainder of Section
}i: 3 and in Appendix A.
SR

;ﬁ' 3.2 SILICON BEAMFORMER SYSTEM CHIP SET LOGIC DESIGN

ANty

5&i The digital beamformer system has been partitioned into two
) chip types that allow the construction of the demonstration
;ﬁﬁ system with a minimum cost for nonrecurring engineering effort
P associated with the chip production process. These chips are the
o input conversion chip and the beamformer processor chip. The
h 1 output conversion shall not be implemented as a chip but instead
A will be congtructed from discrete parts for the demonstraticn
' ﬁ system. The processor chip will serve a duail role in the
~ demonstration system. It will contain both the logic for
° beamweight application for 4 channels and an add-tree to
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combine these 4 channels. As such, development of a separate
add-tree chip can be avoided by providing for use of the
processor chip in an add—-tree only mode for the further
accumulation of the required 64 input channels of both the
inphase and the quadrature data.

Figure 3.2-1 1illustrates the input conversion chip. This
chip accepts 9-bit digital input data from both the inphase (I)
and quadrature (Q) channels of an antenna element and produces
the QRNS channel outputs for all 6 rings in the QRNS system. The
chip 13 functionally subdivided into 3 sgections. The two
gections at the top of the figure perform converasion or the I and
Q data from binary integer representation into the é independent
rings comprising the RNS representation. These rings total 29
output lines from these two sections for each channel. In the
third section at the bottom of the figure the I and Q data from
each RNS ring interact and are transformed into the QRNS rings,
Sum and Difference Channels. There 1is8 no interaction between
different rings, but only between the I and Q channels of each
ring. The last 1logic block in each channel performs the modulo
logarithmic mapping of the channels to prepare the data for
logarithmic multiplication by exponent addition in the processor
chips.

The input conversion chip ig pipelined such that only 6 gate
delays are required between pipeline registers to allow maximum
throughput to be achieved by the chip. The number of equivalent 2
input nand gates for each block are included for reference
purposes in the figure, either to the immediate 1left or right of
the blocks. The functional purpose of each block in the figure
will be described next.

Each ©block 1labeled as a register {8 simply a parallel
configuration of type D flip-flops (DFF) which are clocked by the
system clock to store the intermediate results of the processing
in a pipelined manner to achieve maximum throughput. Each
individual DFF 1s implemented with an equivalent of 7, 2-input
nand gates and provides both a true and an Inverted sense of the
stored bit at the output, for use in subsequent processing. This
avolds the need for inverters when both or the opposite sense of

-
Lok A G W 3

{%a

:5 the data bit i3 required in the subsequent processing.

32 Since the 9-bit binary input is required in the decomposition
:2 of all of the 6 RNS rings, line drivers are provided to prevent
el excegsive delay due to high signal fanout in the MSB and LSB
.' RESIDUE blocks. All subsequent processing is now independent for
S each of the 6 different RNS rings. For simplicity only one block

[
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is dzsed in the figure to represent the processing for all o
ringes.
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The MSB RESIDUE blocks provide a logic reduction sums of
products implementation of a table lookup of the most significant
four bits of the binary inputs to produce the modulo remainders
for each RNS ring. Similarly, the LSB RESIDUE blocks provide the
modulo remainders for the least significant five bits of the
binary inputs. The MSB and LSB residues then must be combined by
modulo addition to produce the RNS residues for the 9-bit binary
inputs.

The blocks labeled BINARY ADDERS, MOD CARRY 0OUTS, MOD ADDER
FIXUPS and DATA SELECTORS taken together perform the modulo
addition. The BINARY ADDERS perform a fast carry lookahead
addition of the residues to produce binary outputs of the same
bit width as the respective rings. Any overflows from these are
ignored. Instead the overflows for the respective rings are
determined by the MOD CARRY OUTS whenever the modulus of that
ring is exceeded in performing the binary sum. The MOD ADDER
FIXUPS provide the binary addition of a constant for each ring to
the BINARY ADDERS outputs in the event that an overflow of the
modulus occurs. The constant required is the next higher power
of 2 minus the respective modulus. The DATA SELECTORS then select
the final residue outputs according to whether the MOD CARRY OUTS
determined an overflow for the respective rings occurred or did
not occur. At this point the decomposition of the input data
into the six RNS rings has been completed. Next transformation
of the RNS I and Q channels to the QRNS SUM and DIFFERENCE
channels is accomplished in the bottom section of Figure 3-1.

The third section of the converter chip performs the QRNS
transform of the RNS residues into other RNS residueg in which
the multiplication of complex numbers is performed in independent
channels requiring only half the number of physical
multiplications. The trangform equations (Appendix A, Equations
A-1 through A-5) require a sum and a difference and hence the

outputs are refer.cda to here as *he QRNS SUM and QRNS DIFFERENCE
channels.

The logic block labeled QRNS XFORM provides the
multiplication of the input residue for each ring by a constant
for that ring. This constant represents the square root of -1 in
that ring, which is not an imaginary number for the QRNS rings
and thus the product is again a residue in the respective RNS
ring. The QRNS XFORM is implemented by a logic reduction sums of
products table lookup of the product outputs.

The modulo sums and differences of the RNS I channel with
rhe GRNS XFORM output are formed next. The logic blocks for the
modules sum are identical to those in the tirst two sections or

Fizure 2-1. The logic blocks tfor the modulo difference work
similarly +©o those for the modulo sum. The BINARY SULTRACTS are
performed by the binary addition of the true outputs rom the RNS

I <channel and *“he Iinverted outputs from the QRNS XFORM block.
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The BINARY COMPARES determine if the magnitude of the RNS I
channel or the QRNS XFORM output is larger. When the RNS I
channel output is greater than or equal to the QRNS XFORM output
then the output of the BINARY SUBTRACTS are selected by the DATA
SELECTORS block. If not then the MOD SUBTRACT FIXUPS outputs are
selected. The MOD SUBTRACT FIXUPS are formed by addition of the
modulus for each ring to the outputs of the BINARY SUBTRACTS. The
outputs from the two sets of DATA SELECTORS are the QRNS
transformed channels.

Circuitry is also included on the converter chip to prepare
the QRNS transformed channels for 1logarithmic multiplication
which is performed by the processor chips. This is accomplished
by 1logic reduction sums of products table lookup in the MOD
LOGARITHMS blocks. These blocks determine the exponents
corresponding to the input RNS residues for each of the QRNS
rings. The base of the logarithm used for e2ach ring has been
selected to produce a minimum logic gate count for that
particular ring.

The final outputs of the converter chips are registered on
the chip so that chip—to-chip interconnection is achieved without
additional allowance for 1logic function delay. Similarly the
inputs to the processor chipg are first registered before any
logic functioning is performed.

Figure 3-2 illustrates the beamformer processor chip. This
chip includes four multipliers as indicated by the four sections
in the top half of the figure, and an add-tree to combine these
four outputs into a single sum. Since the QRNS transformed
channels are independent, the processor chipgs may combine either
four of the QRNS SUM or I channels or four of the QRNS DIFFERENCE
or Q channels. Not included in Figure 3-2 is the circuitry
necessary to use the processor chip as an add-tree only chip.
This circuitry shall allow the inputs to each of the multipliers
to be registered either for multiplication or to be registered
instead in the output registers of the multipliers for direct
accumulation by the add tree circuitry. This requires additional
data selectors for the inputs to both sets of registers and an
additional input pin on the chip to control this data selection.
Alternatively this 3election could also be made by fuse
programmable selection circuitry allowing programming of the chip
as either an add—-tree or a processor chip before installation
into the beamformer system. The total gate count given for the
chip has included allowance for the additional gates necessary to
achieve this dual purpose usage of the chip.
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?3& The add-tree section of Figure 3-2 consists of three modulo
;\ﬁB adders that are identical to the modulo adders found in the
o converter chip of Figure 3-1. They are interconnected to form
( the sum of the four outputs from the multipliers. The final
:}ﬂi output is registered as in the converter chip to provide maximum
&K» throughput operation of the beamformer system.
(\
:2; Each of the four multiplier sections at the top of
L Figure 3-2 are identical. These multipliers accept one input
! ) from off chip which is multiplied by a coefficient stored on chip
:3&‘ in a coefficient register file. The COEFFICIENT REGISTER FILE is
.qﬁ: organized as a circulating file that provides eight different
:": coefficients in turn to be applied to the incoming signal data.
e This assumes that the input data will be the same for eight
v congsecutive clocks so that eight interleaved output beams will be
\ produced. If the same coefficient is 1loaded into all eight
:&} registers in the register file then an input which changes at
}}: 2ach clock interval will produce only one output beam with a
jﬁ} maximum bandwidth. Thus the system is capable of either
v:& multiplexing multiple beams with reduced bandwidth signals or
O providing a signal output beam with bandwidth corresponding to
!ﬁ the maximum clock rate at which the hardware will operate.
vix Intermediate configurations are also possible. By alternating
N two coefficients in the register files, two interleaved beams may
o be produced with an input signal that changes every two clock
N intervals. Similarly, a set of four interleaved beams may also
(‘7 be produced.
oo Control of the coefficients is provided by the COEF.LOAD
l:ﬁ CONTROL block in Figure 3-2. This block will contain a holding
:v: register and a data selector to allow recirculation of the data
:ﬁ in the register file or to select a new coefficient from the
:5’ holding register to be entered into the register file. The
B holding register will allow new coefficients to be entered for
N?\ each tap weight with sequential operations and then to load all
:%Q of them simultansously without loss of any output data while
1 }s loading is accomplished. Control of this loading operation will
,&*\ be external to the chip with only a single input selector pin to
e v determine when a new coefficient shall be passed into all of the
:“_ circulating register files.
N
A The total pin count given for the processor chip assumes
o that only one ring will be loaded to each tap at a time. This
el will require additionmal circuitry in thc COEF. LOAD CONTROL block
i to address the particular ring of the holding register that is
‘35 being loaded. Additionally, external circuitry will be reqguired
b "3 split nff the individual rings for loading in this manner.
45 Alternarively, the total pin count may be raised to allow for
f#ﬁ loading all rings simultaneonusly for a given tap. The simplicity
tsb nf nperation in this manner would probably justify the additional
:ﬂ pins, providing that the resulting chip dones not significantly
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impact the chip packaging NRE. A decision on this issue shall be
made early in Phase II.

Other additional load control circuitry not shown in
Figure 3-2 will be necessary to select which holding register of
the four multipliers is being loaded. This will consist
essentially of only a 2 to 4 decoder with gated outputs and
occupying only an additional 15 equivalent gates.

The multiplier cells of Figure 3-2 assume that both the
input and coefficient data have bteen preexpressed in modulo
logarithmic representation. As such, to complete the
multiplication, these logarithms must be added and then the anti-
logarithm of the result determined. Since the logarithm of =zero
does not exist, additional circuitry is provided for =zero
detection. The SUBRING MOD ADDERS perform the modulo addition of
the logarithms. These adders are formed from subrings of the
QRNS moduli after zero is removed, and consgsist of bit widths no
wider than four. As such, they are implemented in the six gate
delay maximum with unique circuitry for each subring modulus.
The RING ZERO PRODUCTS force the result to zeroc for a particular
ring if the RING ZERO DETECTS detect the encoded zeroc state for
that ring. The MOD ANTILOGARITHMS are implemented with a 1logic
reduction sums of products table lookup of the anti-logarithm
outputs. The final cutputs of each multiplier cell are the QRNS
ring representations of the multiplication products.

3.3 CHIP PACKAGING

In the assembly of the beamformer brassboard demonstration
system, packaging options for the ASIC chips are restricted by
the size of the chips to either leadless chip carriers or pin
grid arrays. For a demonstration system, the costs associated
with use of mounting leadless chip carriers include the necessity
of having special purpose modules constructed with I/0 pads on
the modules for contacts with the leadless chip carriers. Such
modules must also include the chip interconnection wiring, which
implies that printed wiring boards with leadless chip carrier I/0O
pads provide the only reasonable solution. This provides little
flexibility for development of the demonstration system. However,
such boards would be the proper choice for a final application
system.

Therefore, the use of pin grid array packaging for the
demonstration system is recommended. These packages come in a
variety of sizes, and for mogt of these sizes, socket adapters
are available to permit them to be mounted on standard wire wrap
boards. For the converter chip, an 84—-pin ceramic pin grid array
should be sufficient to provide enough pins for the 76 functional
I/0 pins plus power and ground pins. This does not, however,
leave much margin for additional test pins which may be
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necessary. For the processor chip a 180-pin ceramic pin grid
array is currently planned. However, if all rings of the
coefficients are to be loaded simultaneously, a larger package
will be necessary. Final decisions on these issues cannot be
made until the ASIC chip vendor is selected and the number of
power, ground, test, and control pins are firmly identified for
each chip.

3.4 MODULE DESIGN

The breadboard system 1is partitioned into geveral module
types. Each module is a composed of a l4.4-inch by 1ll.0-inch
board based on DIN specifications. Because of the large number
of I/0 lines required for each module, the board must be modified
by using four 96é-pin DIN type connectors instead of the normal
three for connection to the backplane. Additionally a fifth
96~pin connector will be available at the front of the board.
The board uses a Unilayer (Augat brand name for a planar wiring
technique) design that features a high—density, plated-through
hole pattern on a 0.100- by 0.150-inch grid. Voltage and ground
planes are individually plated and etched on each side of the
double—sided board. The discrete wire layer is constructed with
insulated #38 gage wire that is bonded to the board surface using
a thermosetting adhesive.

Figure 3-3 illugtrates the digital beamformer hardware
modules. The beamforming hardware is partitioned into four sets
of modules, where each set corresponds to one beamformer. A set
consists of four identical processor modules and one
recomposition module. The whole system is controlled by one
controller module. Each set produces 8 interleaved output beams
when operating in the multiplexed mode, or one output beam when
operating in the full bandwidth mode.
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The block diagram of the processor module 1is shown 1in
Figure 3-4. Each processor module handles 16 I and Q channels.
A channel consists of 18 input lines divided equally between I
and Q. The samples are initially passed through line receivers
and latched into the decomposition chips. After trangformation
to QRNS format, the samples are passed to the processor chips
where they are multiplied by the beam tap weights. The beam tap
weights are loaded into the processor chips through 18 data input
lines and five tap select 1lines. A tap select decoder block
routes the tap weights to the appropriate processor chip.

Finally, the output ig passed to the add chips. The rest of the
module consists of the distribution of the system ~<lock and the
interface to the controller bus. Because of tne large number of
chips requiring the system clock, the clock input is buffered to
provide the necessary fan—-out capability. The controller
interface consists of control/status registers and bidirectional
buffers.

An example layout of the processor module is shown 1in
Figure 3-5. Because the board uses a 0.l-inch by 0.15-inch grid
pattern, special adapters are used to mount the pin grid
components. Regular DIPs are placed directly on the panel. The
components are arranged such that the input beam samples enter
the panel through connectors Pl, P2, and P3, and the module
output is passed thought connector P4. Connector PS5 is reserved
for the controller bus interface.
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The block diagram of the recomposition module is given in
Figure 3-6. The module takes the output of the four processor
modules and feeds them iirto two final Add chips. The result is
then transformed back to normal arithmatic by a table lookup
algorithm. The table is made up of a number of PROMs of wvarious
sizes. To maintain the pipelining of the system, registered
PROMs are used where possible. After unregistered PROMs, and at
various intermediate points, discrete registers are used. The
rest of the module is identical to the processor module. The
system clock is buffered onto the module, and a controller bus
interface is implemented using registers and bidirectional
buffers. An example layout of the recomposition module is given
in Figure 3-7.
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%5 The controller module initializes and monitors the system.
:ﬁ The block diagram is given in Figure 3-8. The proposed
(j‘ controller for the beamformer system is a TMS320C25
by microprocessor having 16K words of program memory and l6K words
N of data memory.
gl
iﬂ The TMS320C25 has access to several interfaces. The first
interface is a RS232-C serial port implemented with a UART and
\ line drivers and 1line receivers. This interface allows an
g external monitor or personal computer (PC) to display system
?* status and provides a secondary host interface. The sgsecond

interface is the controller bus interface that connects with the
processor modules and the recomposition module. This i a
general purpose bus containing 16 address lines, 16 data lines,
and several control lines. Initialization commands, BIT
commands, status words, and sample data allow the TMS320C25 to
control and monitor the system. The third interface is the host
interface. The host is assumed to be a VAX minicomputer with a
DR11-W Direct Memory Interface Module. Messages and data are
exchanged between the VAX and the TMS320C25 through the use of a
Dual—-Ported RAM and a standard software protocol.
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The TMS320C25 also controls the loading of the beamformer
tap weights into the processor modules. If the tap weights are
received from the VAX, the TMS320C2S5S funnels the data to the tap
weight storage memory which is implemented with Dual—-Ported RAM.
If the tap weights are received from a beamcontroller, the
TMS320C25 switches the multiplexer so that the beamcontroller has
access to the weight storage memory. The actual loading of the
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j} weights into the processor modules is performed by a discrete
¢$ controller/sequencer circuit. The controller/sequencer generates
fq addresses for the weight storage memory and control signals that
) facilitates the routing of the weights to the appropriate
~ processor chip. Note that an additional path is present that
Hﬂ allows the beamcontroller to bypass the tap weight storage memory
iﬁ and directly load the weights into the processor chips. An
,i§ example layout of the controller module is shown in Figure 3-9.
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Figure 3-8. Controller Module Block Diagram
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% 3.5 SYSTEM INTERFACE AND CONTROL

The beamformer subsystem will be mounted in a standard )
aluminum card cage that conforms to the DIN 41494 specification.
The backplane is loaded with 96-pin, press—-fit, DIN connectors
for each module. Each connector has 3-level wire-wrap tail pins
for intermodule connection. Once all the modules are seated in
the card cage, an external ribbon cable connects all the modules
b through the 96—pin connector at the front of each module.

{-‘.‘éﬂ

e
- -
-

The card cage will be installed in a standard 19-inch rack.
The 64 I and Q channel input lines and the beamformer output
lines are routed from the backplane to front panel connectors.
The serial RS232-C interface and the parallel host interface of
ol the controller module are likewige routed to the front panel.

R = The system may be controlled in three ways. The first
:: alternative is by a personal computer (PC) via the serial port.
: Commands and simulated tap weight data may be downloaded to the
o) controller module. The controller module then fans out the data
N to the appropriate modules. The second alternative is control of
¢ the system by the Host. In this case, commands and data are
transferred to the controller module through the VAX DR11-W

Interface Module. The final alternative is a hardware only

- operation. The controller module places the system in a mode
> where it operates at full speed without host intervention.

g 3.6 BUILT-IN TEST

The built-in test (BIT) for the brassboard will attempt to
: igolate faults to at least major sub-blocks at the module level.
The controller module has the responsibility to test its program
and data memory, serial and parallel interfaces, and the tap
weight memory storage block. The processor modules are tested by
sending a command to each of the decomposition chips on the
module to output a particular embedded test vector. Simulated
tap weights are then loaded into the processor chips. After

- -
N I

«'w

-

s combining the processor chip outputs with the add chips, the
4 final output sample is read back by the controller. The result
: is compared with the correct value to determine if a fault ig
N, present. If a fault occurs, the sample value can be used to
19 determine which of the decomposition—-processor—add chip
S combination 1is not functioning correctly. If the result is
M correct, the recomposition module is enabled. As with the
q processor module, the result of the recomposition module is
': :ompared with the correct result. If a fault is present, the
3 output result iz used to determine sub-block faults.
b
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3.7 VAX INTERFACE

The VAX interface is implemented through a DR1ll-W Direct
Memory Interface Module. This module plugs into the VAX BUS and
an external cable connects it to the front panel of the
brassboard rack. Software on the VAX makes use of the DR11-W
interface driver (XADRIVER) to communicate with the brassboard.

3.8 HARDWARE TESTS

To test the brassboard system, it is necessary to provide a
gimulated digital element input signal. This can be done by
generating a set of 1/Q data words for each element to represent
a particular source location. This requires 64 I and 64 Q data
words for each spatial point to be simulated. These data words
will be generated by the VAX and transferred to a separate test
box. The block diagram of this test box is given in
Figure 3-10.

The VAX interface is another DR11-W module. The simulated
data samples are downlocaded to a sgstorage memory made up of
64 8K x 9 RAMs. After all samples are stored, the VAX passes
control to the output controller. The output controller is
essentially a sequencer/state machine that cycles through the
memory and sgenerates the appropriate control signals to load the
contents into the beamformer in parallel.
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Ml SECTION 4

BRASSBOARD DEVELOPMENT

'\-p

Rt

- The brassboard development can be dividedinto three tasks.
f The first task is the development of the chip types given in
4;3 Section 3.2. The second task is the development of the six
; > module types and the overall sgsystem design as outlined in
\; paragraphs 3.4 and 3.5. The third task is the development of the
iy software to run the brassboard. Although the three tasks are
( * listed separately, they are all interdependent.

K

P 4.1 CHIP DEVELOPMENT

o4y

DQ: The initial step in the development of the required chips
o is the finalization of the architecture. A RFQ will then be
:. gonerated and distributed to the various ASIC chip vendors. From
g: the received quotes, a final vendor selection will be made based
5\ on criteria given in paragraph 2.7.

! I-'

;ﬁ Once the vendor is selected, the chip design will be entered
f‘“ into a workstation (e.g., Daisy workstation) using the vendor’s
e logic 1library. Extensive logic simulations and timing analysis
Q' will be performed using previously generated test vectors. After
% verification, the design will then be released to the vendor.

$s Chip development subtasks include:
%S . Finalize architecture
;j: ] Generate RFQ
By 7
;ﬁ ] Select vendor
*‘ﬁ ™ Enter design on workstation
E ® Optimize and test design
D
$ ° Verification and release of design to manufacture.

.L 2

b 4.2 MODULE DEVELOPMENT

A baseline design for each of the module types was given in
19 paragraph 3.4. However, the detailed design is dependent on the
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SN finalized ASIC chip architecture and chip packaging. This 1is
;‘, especially true of the processor module and recomgosition

S modules. The controller module, on the other hand, ig
(. . essentially a general purpose microprocessor board and its design
::ﬁ should be straightforward. A design review of all the modules
wﬁi will be held to ensure that the system requirements are
:ba . satisfied. The majority of the components will be ordered after
:: the design is finalized. However, long—lead items will be

ordered as soon ags they are identified.

Although the physical dimensions of the selected board is

;\ standard, a customized board will be developed because of the
vﬁ: number of I/0 connectors required. A board layout and wiring
kz node list will be generated and released to the board vendor.
) Depending on the pin count of the selected ASIC chip package, a
( customized pin grid array adapter may also have to be developed.

»

The board vendor currently supports a maximum of 132 pins for its

ok

Eﬁ UNILAYER PGA adapters.

o,

;ﬁ The beamformer modules will be housed in a suitable card
o cage and rack. An interconnect list will be generated and sent !
z. to the board vendor for the wire-wrapping of the backplane.
’ﬁﬁ Initially, one set of beamformer modules will be made using
fk standard wire-wrapping techniques. The boards will be tested and
‘ﬁ any design errors corrected. After the wiring list has been
a@: updated, the deliverable modules will be made using the UNILAYER
i wiring technique.
i:; Concurrent with the chip and board manufacture, the physical
o setup of the system will be assembled. This subtask includes the
;{{ modification of the 19-inch rack (if any), assembly of the front
;:} panel, mounting of power supplies, mounting of fang, and the

manufacture of connectors and wiring harnesses. Module
development subtasks include:

O

5

W

® Finalize system definition

Ryl
¢¥ -

Manufacture of custom board and PGA adapter

R
e

1 J

° Design modules

o
[ ]

Generate board and backplane wirelists

R

) Order wire—wrap boards
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oy
" 'Y Order parts
K
P ° Complete rack assembly
i
; e Assemble modules
N
"
5' [ Test wire—~wrap boards
\
A
? ® Update wirelist
1
’&1 ® Order unilayer boards
e
g
R 4.3 SOFTWARE DEVELOPMENT

In general, the software development will consist of a

: planning phase, a requirement definition phase, a design phase, a
: code and unit test phase, an integration phase, and finally a
2 system test phase. After each phase, a review is conducted to

‘j keep the development on the correct path. This cycle is repeated

= for the three programmable devices in the beamformer system (VAX,

5. TMS320C25 microprocessor, and PC).

A

- The major software blocks required for the VAX are:

g

i:: ) Generation of steering vectors

L%

[ 4

. ® Calibration of steering vectors

;; ° Generation of simulated antenna samples

R

yj ® Adaptive algorithm simulation

ﬁ ® Beamformer output analysis

e

5, ° Bragsboard interface

? ) System test and control.

', The major sofware blocks required for the TMS320C25

b microprocegsor are:

I

H

, ) Module initialization

I

. ° BIT

3

» . VAX interface

-

K, ° External monitor(PC) interface

: ) Bsam weight loading.

4
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A personal computer provides an alternative to the VAX for system
test and control. It will be used extensively in the hardware/
software integration phase because of its convenience and
availability for lab use. In the final system, it will provide a
seccndary method for monitoring the system.

The major software blocks required or the PC are:

® Brassboard interface
) System test and control
® Downloading of simulated data.

4.4 TEST PLAN

4.4.1 Built-In-Test (BIT) - Both <chip development and
module development for the beamformer brassboard design have
included consideration of the need for hardware testability and
fault isolation. The control processor for BIT will be the
TMS320C25 microprocessor 1located on the brassboard control
module. When the beamformer system is supplying interleaved
output beams in the multiplexed mode the capability to use one
or more of the interleaved output slots to perform on-line BIT
could be added to the system control software in applications
gsystems in which multiplexed hardware operation is the normal
mode. However, for the brassboard system BIT will be an off-line
system function.

Fault 1isolation capability is planned to allow BIT to
isolate faults to individual modules and within data paths on
that module. The system test box will be used to supply known
inputs to the beamformer modules. Loading of known beamforming
weights can be tested against the known input patterns.

Interface access to the the output data from any processor
module or recomposition module will be supplied to the control
processor to complete the test paths. Analysis will be completed
by comparing test data with expected results and recording any
discrepancies. Combinations of test results in some cases may
allow igolation of faults to the chip level.

The large input and output pin requirements for the
beamformer system do not allow the inclusion of many pins
dedicated to test purposes, on either the modules or the chips.
However, the parallel 3structure of the QRNS architecture allows
data path isolation to the small QRNS ring word widths in the
testing of the hardware. The system test box when loaded with
known patterns can stimulate portions of the hardware with non-
zero test patterns while holding all other inputs to zero. This

101

A 4

e X Dt e LA QRPN (8000 1 LD R
S S O A Dt W SOOUGOS OB DA MO OLO U AN X n 0 B0 ), 5 | SREENA l‘-\'-‘.t'.‘c‘.,‘l‘:,\'. WAL

AN
LW
‘:';‘:‘_-‘!’;0!'




v“mmmmmmmmm“vﬁﬁmm

greatly reduces the number of required test patterns, and
therefore allows a better covering of possible fault conditions.

>, BIT will also include the verification of system control and
N3 interface functions. System initialization will normally execute
p ) BIT on power up, or system interrupt control will execute BIT
'ﬁ} upon request from the Vax host processor.
Yod
\
?'7 4.4.2 Chip Tests - Chip test functional verification can
|3i either be done by the chip manufacturer prior to delivery of the
oy chips, or by TI upon receipt of the chips, or both, depending on
,cﬁ Phase 1I beamformer program requirements and chip manufacturer
o procedures. The need for building a chip test "burn-in" board
( could be avoided since MIL-STD screening will not be required.
7. However, the convenience of sguch a test board for both chip
O acceptance from the manufacturer and for fault isolation testing
ﬁ&» after system ingtallation will speed both development and
‘:)&':‘: maintenance procedures.
) The chip functional tests will include the verification of
‘;; control of the chip and the examination for correct outputs in
‘:j response to known test vector conditions. The test vectors for
‘%j the QRNS component blocks have been developed along with their
‘bﬁ degign during Phase I and only need be translated to the
' appropriate format during the design entry process to the chifp
( manufacturer. Test vectors for chip control and QRNS component
N interconnection will be developed during the design entry
S process.
B3
:Nﬁ Verification of maximum on chip clock speed capability will
.3’ not be readily achieved in the brassboard system and may have to
:) be supplied by the chip manufacturer.
st
‘of
SN
;:3 4.4.3 Module Tegtg - Module tests include two board types.
%N First wirewrap boards will be used to test the module layout and
Wy interconnection wiring. An automatic wiring machine will prepare
[ ] the wirewrap boards for each of the three module types. A wire-
ey wrap 1list drives the machine. As the first chips become
o available from the chip manufacturer the module and its parts
aj will be asgssembled for testing by laboratory test equipment. This
o will involve the trouble shooting of the wiring list to correct
ASC any errorg or deficiencies.
®
.:& The functionality of interface and communications between
:‘ the modules will be tested. Control module testing of the
‘.: TMS320C25 processor will be performed. Limited software testing
will verify control of the hardware. Any resulting corrections
) will be applied by altering the wirewrap boards and a verified
® wirewrap list will then be created, for each module type.
\,‘-:

'6 102




g “l“&ﬂ >

@,
.

3

e
AN Al R

Pl s

_a
‘.‘v{\v Y

o

(
¥

The verified wirewrap lists will be used for the wiring of
the UNILAYER rype boards. These boards will increase the system
reliability as well as reduce the system volume. Again a
laboratory test setup will be used to reverify the application of
the wirewrap lists to the UNILAYER boards.

The final aspect of module stand alone testing will be
evaluation of the performance clock rate capability of the
individual modules. The laboratory test setup will be extended
to include this evaluation.

4.4.4 Test and Verification Software - Software for
analyzing the brassboard outputs will be developed for the host
VAX computer. This software (described in paragraph 4.3) will
load the system test box with simulated input signals for each of
the 64 I and 64 Q antenna channels, and control or simulate the
adaptive weight update process. Beamformer output analysis
software will be developed and tested on the VAX for the purpose
of brassboard system performance verification by the VAX.

4.4.5 Processor Performance Verification Tests Using Vax -
Test scenarios will be generated for performance testing of the
various functions of dispersion correction, beam scanning and
adaptive pattern nulling. These scenarios will be applied to the
brassboard input channels through the system test box. Output
beams will be captured for performance evaluation and passed to
the VAX through the system interface bus for analysis.

Verification of the ability to generate 4 output beams using
a 12.5-MHz sample rate for the input signals will be tested. The
maximum sample rate capability of the brassboard system will be
ascertained. The capability to update a given weight vector
within 10 microseconds will be verified.

4.4.6 Acceptance Tests - A suitable set of test scenarios
will be generated to fulfill the requirements of acceptance
testing. An acceptance test procedure will be agreed on. After
the brassboard installation and checkout the acceptance tests
will be performed. These tests will provide for the
demonstration of the various functions of antenna control as
mentioned above. Successful completion of the tests will require
the demonstration of 10.0 MHz bandwidth capability for four
independent simultaneous beams and adaptive weight update
~apability nf less than 10 microseconds. Demonstration S F
beam scanning and adaptive pattern nulling with this weizght
update rate will be perfarmed with the use of signal inputs from
the system test box and with weight update inputs from the weizht
memory buffer provided on the control module.
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4.5 DEVELOPMENT SCHEDULE

Figure 4-1 shows the development schedule for the Phase II
Beamformer Program brassboard demonstration system. In order to
meet the scheduling requirements several tasks will need to
proceed in parallel at various points in the program effort as
indicated in the figure. This results in some risk in meeting
the schedule but sufficient allowance for some delay is present.
In particular, acquisition of a sufficient chips to populate a
module in order to perform the wirewrap module layout testing
will be done as rapidly as possible. Procurement of the full set
of chips needed for che brassboard system, however, will follow
at a much slower pace while other module and software development
tasks are proceeding at full pace. System assembly and test will
be accomplished along with software/hardware integration and
tests.

Delivery and installation of the hardware will be followed
by delivery of the final report concluding the program effort.
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All of the objectives for Phase I have been achieved. A
breadboard design was defined, based on the near—term
requirements and silicon technology. The DFT approach was

s

e

] selected, and element space nulling was preferred for the near-
™~ term implementations wusing the DFT approach. The processor
,*ﬁ architecture selected is based on integer arithmetic using the
¢: Quadratic Residue Number System (QRNS) for the computations. Two
chip designs were defined to meet the processor requirements for
| . the brassboard. Seven ASIC vendors were contacted to provide
w{- quotes for chip fabrication. At least four possible sources have
' been identified. Chip development costs were verified, and
Qf: performance estimates from the various vendors were consistently
K much better than the minimum requirements. (Some estimates
‘;‘ exceed minimum requirements by a factor of five.) A brassboard
o processor was designed based on the chips defined for the
ofg brassboard. A design plan was completed for Phase II. No major
;iq problems which might impact the successful outcome of Phase II
\ : were identified.
o~
( The recommendation 1is to proceed with Phase 1II. The
.+ brassboard will includse provisions for multiplexing the
&i beamformer hardware sn that 32 beams can be formed when the input
o sample rate is less than 2 MHz. Four beams will be demonstrated
|2$ for a clock rate of 12.5 MHz. A goal for the brassboard chips is
(-. to achieve an on—-chip clock speed of 50 MHz while the goal for

the brassboard system is to demonstrate clock rates of 25 MHz.
The probability for achieving a practical digital beamformer
which meets the near~term goals is very high. Phase II
objectives should be achieved with minimum risk.
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QRNS COMPONENT DESIGN AND MODELING
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A.l1 INTRODUCTION

This appendix summarizes the development of the logical gate
structure implementation of the digital beamformer QRNS
components. The baseline QRNS arithmetic system includes s3gix
modulo arithmetic rings. The far—term QRNS system includes eight
modulo arithmetic rings. For each of ¢the rings, components
required include: RNS converters, QRNS transforms, mod
multipliers, mod adders, and inverse QRNS transforms. A final

S5

e
L

ﬁb component performg binary recomposition of the RNS residues for
;\:j the output beams.

oy

LLQ Development of near optimal gate structures for the QRNS
° components has been accomplished by first developing and
N tailoring the methods of 1logic design and modeling to the
fﬁ particular needs of the implementing the QRNS components. This
NN methodology has been applied to develop the logic gate structures
g o for the mod multipliers and mod adders. Logic model verification
AR .

Wwn of these components has also been accomplished.

A.2 METHODOLOGY

Three basic methodology developments have been accomplished.
The first is a technique for multiple output logic reduction
providing an improvement in reduction of approximately 15 percent
for most cases compared to results achieved with individual
output 1logic reduction techniques normally used in developing

NI,
L4
-

YA

-
T
s

¢

"

}2f programmable cell structures such as used in programmable array
gl logic (PAL) chip technology. The second is a technique for the
iﬂb realization of fast carry modulo arithmetic adders. The third is
® a multi-pipeline technique allowing pipelining within operations
R as well as between operations to double system throughput
A%I capability at only the cost of the additional gates necessary for
;{j the extra pipeline registers.

-J"-I
\;i' The QRNS beamformer baseline design accomplishes modulo
o multiplication by the technique of logarithmic mapping of the
QE multiplier QRNS inputs, modulo addition of ¢the logarithms and
iﬁ zero detection within each ring, and antilogarithmic mapping of
}{ the result to produce the multiplication output. These mappings
o have been accomplished by sums of products logic reduction by the
}g first technique of the above paragraph. The converter and
® transform components also require use of the logic reduction
R
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ﬁ;: mapping technique. Facterization of the implicants derived from
fﬁﬁ the logic reduction methodology can permit some further reduction
:4*‘ of the gates required. This factorization has not yet been
(' applied to the modulo logarithmic tables implicants, but has been
WIS applied to all other logic reduction outputs. Application to the
If3 modulo logarithm tables will be accomplished early in Phase II.
;f{ The design of fast carry modulo arithmetic adders for the
oy QRNS baseline rings as well as for rings of modulus 53 and 61 for

'T far—-term system requirements have been completed by the use of
the second methodology technique mentioned above. These adders
) may be pipelined within the operation itgself as well as between

)
{?' operations producing a double pipelined implementation with only
ak- 8ix gate delays in the worst case path. Similarly, modulo
ﬁ > subtractors needed in the transform components have also been
( developed. This mid—-operation pipelining may also be applied to
% the modulo multipliers as well. Pipeline stages may be employed
yﬁ between the logarithm mappingg, the modulo subring additions, and
fﬁ antilogarithm mappings to produce triple pipelined multipliers
;?t also with only six gate delays in the worst case path.
A m Similarly, the converter and transform components may be
PY pipelined between mappings, and within their modulo additions and
;QF subtractions to the same six gate delay level.
L .
:ﬂq The binary recomposgition component still presents a
~§~ challenge to achieve the same pipeline delay performance.
Tk Methodology to accomplish this implementation has not yet been

developed. Multiplexing of the output streams into two
recompogition sections may be necessary to maintain the six gate

YL

':C delay level of throughput performance achievable in the rest of
Jﬁ the QRNS system. Since a recomposition chip is not being
:~~ developed in this program effort, further effort toward
T, optimizing gate structure to be employed in chip implementation
D) has not been made.
<.
?Q The residue class core function of Akushskii, Burcev, and
ab Pak presents another alternative that may enable development of
ﬁq an efficient recomposition component with minimum gate delay
I level capability. This function permits scaling, magnitude,
;' parity, and gign detection calculations to be performed within
= the residue rings of the RNS system and one additional ring, that
;Sﬂ of the residue class core function. Calculations involving each
- ring of the RNS are performed within the modulus of the core
ifj function to produce a core characteristic of an input RNS value.
.s} Further modulo arithmetic operations involving both the RNS rings
‘5' and core ring on one or a pair of RNS numbers can accomplish the
xz operations noted above.
P
3ﬁ For recomposition component development one approach would
f: be to use scaling methods based on the core function to first
.23 scale the output stream to a new RNS system value just
i' encompassing the reduced dynamic range of the output stream that
4
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‘jx is actually required for further processing. For example, a
'{? system with 46-dB dynamic processing range for near/far signal
Lo ‘reception and 50-dB null depth capability against the far signal
( . would need 96-dB total dynamic range and require 16 bits for the
:nf- output signal word width. This could be covered by only three
'bﬁ rings of the RNS system and thus rescaling would need only be
s:\ . applied to those three rings and output conversion based upon
:;ﬂ table lookup using a 256K by lé-bit word memory would produce the
s o final output. The rescaling process and a 1logic reduction
[;} implementation of the table lookup could well be accomplished
) with a single ASIC chip. This analysis, however, is not part of

the scope of the Digital Beamformer Program demonstration

" A development since an off-the~shelf parts implementation of the
M recomposition function is planned for demonstration to defray
X further custom chip development expenses.

roo A.2.1 Multiple Output Logic Reduction Methodology - As
= previously mentioned, several components of the baseline
-~§{ beamformer system design require 2-level or sums—of-products
0 logic reduction. The problem is usually stated in terms of an
L2 input logic table and a corresponding output table. The
;;Q variables expressed by these tables correspond to the address and
NN data lines of memory chips in a memory table lookup
%jﬁ implementation. The memory lookup method uses the so called
gﬁ- minterm implicants consisting of all combinations of the
%l variables from the input logic table. For each minterm address
( | all outputs are retrieved as the corresponding data values for
ﬁ{b that address. Logic reduction reduces the number of minterm
jxg addresses which must be implemented by examining the set of all
'jq implicants composed of true or inverted values of one or more of
g the input logic table variables.

&

:) For an n input table there are 2n minterms and 3n possible
;63 implicants. From the set of 3n possible implicants there exists,
N in general, several subsets of these implicants which cover all
rn of the true values of the outputs present in the output logic
'\N table. The total subsets possible from a set of 3n possible
A implicants is staggering even for small n. However, only the
qﬁ subsets of the set of implicants which cover the outputs required
yg need be examined to find the minimum possible solution. Still,
ﬁb when four to s8six inputs and outputs are involved the set of
‘ j implicants contains many possible subgets. Logic reduction
AL algorithms such as the Quine-McCluskey method simplify the
o problem considerably for single output logic reduction by
:1 deriving a set of ©prime implicants from the minterm set by
’f? nearest neighbor comparisons. This set of prime implicants may
f}j contain more than the necessary number of implicants to rcover the
uﬁ: output but will have eliminated all implicants which are also
{B: covered by any individual implicant from the set of prime
o implicants. Following the restriction of the implicants to only
,v the prime implicants by the Quine-McCluskey method, next the
p

o
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minimum covering subset from the prime implicant set is desired
W to be found.

No general method short of an exhaustive search for finding
this subset is known. The problem is again simplified by
AN identifying some of the prime implicants as essential in that
0 they must be included in the output implicant set since no other
implicant covers at least one output that is covered by the prime
implicant in question. Finally, from the set of remaining
a nonessential prime implicants, an examination of gsubsets of these

~ implicants is made to select enough further implicants to cover
lﬁ the output. The nonessential prime implicants may be grouped X

into several cyclic tables from each of which at least two prime
implicants must be included in the final output covering. The
cyclic groupings may be examined by arbitrarily picking an
implicant and then reexamining all other nonessential prime
implicants to see if inclusion of the arbitrary selection covers
any remaining nonessential prime implicants. If so then they may
be eliminated, and the further reduced set is reexamined for
egsential terms given the arbitrary selection. This process is
‘. repeated until a full covering is achieved. Cost criteria rules
may be devised for governing the arbitrary selection process.
Still a minimum optimization cannot be guaranteed in the general
problem unless all possible branches of the arbitrary selection
tree are examined.

For multiple output reduction the situation is gignificantly
L worse. Prime implicants now include all prime implicants from
each individual output and also some new prime implicants for the
multiple output problem that are not prime implicants of any of
. the individual outputs. These additional multiple output prime
implicants arise because an implicant necessary for one
individual output may be covered by an implicant containing an
additional input variable. If this same implicant also arises in
" the same manner for another individual output except with a
Ny different additional 1input variable then the new implicant
‘$ replaces two individual raduction implicants. An extended
" Quine—McCluskey method can be used to find the full set of prime
. implicants for the multiple output case. A description of the
multiple output case is best first preceded by the individual
output case.

"~ In the individual output reduction case prime implicants are
O generated with respect to the combinations in the input table for
® which the output is true. These prime implicants express the
» sums of products logic implementation form. Conversely the prime
- implicants may also be generated with respect to the combinations
j in the input table for which the output is false. These prims
implicants express the products of sums logic implementation
form. The sums of products form 1is preferable for CMOS ASIC
implementation, since it i3 expressable as NAND—-NAND two-level
logic and NAND gates have better delay properties than do nor

- -
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gates for CMOS ASIC gates. The products of sgsums implicants
express the NOR-NOR two—-level logic form. Either set of
implicants, however, can be used with the nand-nand logic
implementation. The sums of products form produces the true,
logic one, value of the output, while the product of sums form
produces the false, logic zero, value of the output.
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In the multiple output case an analogous situation occurs.
For multiple output reduction prime implicants are generated for
each possible output combination except zero. For individual

30

W‘ reduction there is only one such output combination that being
4 when the individual output is ¢true. This generalizes to all
‘ non—-zero output combinations for multiple output reduction.
Y There are 2n - 1 non-zero output combinations for which prime

=5

implicants must be generated. This set of prime implicants is
then the set in which the minimal logic implementation subset

. ‘HD— g

[V must be contained. However, this set of implicants can approach
)iﬁ the upper limit of all possible 3n implicants from the input
h{? table if the number of outputs needed is relatively large. With
}i the number of outputs equal to the number of inputs the complex-
¥ ity of the multiple output problem grows by over a magnitude with
t respect to performing the reduction of each output individually.
vﬁ Additionally, another order of magnitude in complexity is added
7 to the multiple output problem by the consideration of the output
:?: "sense" combination. Again this is an analogous situation to the
»&;1 individual output reduction problem. There the "true” output
i "sense" produced those implicants which defined the true output
g’ as a sums of products NAND—-NAND implementation, and the "false"
2{: output "sense" produced those implicants which defined the
-ﬁu inverted output when the products of sums implicants are
. implemented with a NAND-NAND form. Now with multiple outputs
5i each output can be considered in either true or inverted form.
e,

Any particular input minterm can be excluded from the prime
implicant generation by taking the output combination "sense"

O

f}t choice that corresponds to that minterm. In other words oavery
::? one of the 2n output combination sense choices produces another
B multiple output reduction problem that eliminates a different
‘j} minterm from the prime implicant generation process. All
et implicants may be generated by the NAND-NAND gate form and the
.V final outputs are either the true or inverted* values of the
»}tg output depending on the output combination sense choice that was
?{ used to produce the prime implicants from the 2n - 1 non-zero
_)} possible output combinations.
A
‘ The above discussion of the multiple output logic reduction
¢ problem was necessary in order to understand the methodology used
;3 tn zZsnerate multiple output logic reductions for the logic
Al mappings required in the digital beamformer QRNS design. The
}3 methodology really just consists of a compromise between the
)}) vastly superior run time needed to perform individual logic
AL reductions compared to multiple output reductions. This
2- compromise improves the multiple output reduction performance in
2
|:$
<
b. 111
]
o
-."

.
v

2
»
X

“

LR ?)?;“;‘;“ e
AN E AR

4
Eed

N .
N
'l

A S e % e G e N B L " QA0
o P A T AT R e

)-“("..*;'wv‘q‘u"\ -‘f
N i) ) _ » £

\\



®

N

‘jx two ways by basing the multiple cases upon prior determination of
T the minimal individual output reductions performed for both true
( and false senses of the individual outputs.

-

::& An existing program for multiple output logic reduction by
‘b& the extended Quine—-McCluskey method was used for all of the logic
fqg reductions. The methodology congists of first using the program
MW with each output singly in both true and inverted form. For a
) six input table this requires only about a minute of TI business
R, pro run time for each individual output. From the listing of the
D individual output implicants a gate count for all choices of true
‘}a and inverted outputs may be calculated. Those choices producing
,ﬁﬁ the lowest gate totals for all outputs combined can then be used
W as the multiple output combination ocutput "sense" choices to be
( examined in multiple output runs. A single multiple output
Fo . "sensr ° choice for a six input and six output logic reduction
#b takes on the order of three hours of TI business pro run time.
g?ﬁ Thus the process of limiting the output sense combinations to be
Zj_ examined is essential. Discussions of considering all output
) J sense combinations in the multiple output reduction were not
° found in any literature examined in this study effort. The
Y. "best" output combination sense choice can sometimes produce up
;Q& to a 20-percent improvement over that attained by arbitrary
:q; selection of the "zero" output combination sense.

o, ',;.

,sf This limitation of the output sense combinations considered
{ is one compromise obtained by first examining the individual
3 reductions. This procedure can greatly reduce the choices

L
gF W i)

congidered from 2n output combination sense choices to only a few

- e

AL candidates to be considered for multiple output reduction.
? However, the second compromise of the methodology is the more
N important. As was discussed above when large numbers of possible
:) prime implicants are available as is the case with multiple
v output reductions, situations in which many nonessential prime
A:ﬁ implicants from cyclic subsets arise. Resolution of these cyclic
::ﬁ: subsets of implicants requires the selection of many arbitrary
::t implicants in generating a covering from the prime implicant set.
4N
[} The examination of many branches of arbitrary choices may be
'¢Q necesgsary to find an implicant set that performs only as well as
4y the individually derived implicants. This fact suggests the
%E second compromise. The implicants produced from the individual
‘ti‘ reductions are saved and when arbitrary selection is required in
T the multiple output reduction problem at least that arbitrary
® selection may pick an implicant needed by one of the individual
<}§ outputs. This method thus examines only arbitrary selection
éﬂ trees which will produce at least as good a result as the
- individual reductions. This technique was found to be essential
_{?: in the avoidance of many poor arbitrary selections made when
Al performing the multiple output logic reduction in an

unconstrained manner.

112

égﬁ e

Halndaly

P
V)
Loy

T A AT AT I AT AP AK Ly 0 4,5 11 1) X KK AR ; A 2 » O]
l,.'lh'l:f N X !.‘: X 10'. .l!"" :'t'. { ) ‘!‘t"'\ A ’o AV ne" A .\’u’t gﬁ’h !‘; !’I AW ‘::'G \,‘,l\."oe\'!.":!";‘.l‘;’l‘:’l‘:’i‘:!"u‘:‘:‘t » :‘:‘:‘. WGULLY



S G 4
"' i

;7 ~
A

t

e
£

o

-
-

e )

)
i
1,

"\-

S:"b:g

‘P’------n

The two-level NAND-NAND gate arrangement specified by the
logic reduction methods above, cannot actually be implemented in
two gate delays except when the largest nand gate required has at
most four inputs. With four input systems this is wusually the
case, but for five and six input systems there are often gates
with more than four inputs in each of the two NAND-NAND levels.
For available CMOS ASIC implementation four input fan—in is the
standard single gate maximum. An eight—input NAND gate must then
be realized by the logical OR of two NAND gates each with four
inputs. The OR must be implemented as a NOR followed by an
invert. Thus ¢the total 1lewvels of 1logic becomes three for a
single eight—input NAND gate. The performance delay, however, is
closer to that of two typical gate delays when implemented with
the three gate structure composed in close proximity to each
other. This can be attained by the use of a gate macro structure
in the CAD layout specification in the ASIC implementation. Thus
the two-level NAND-NAND 1logic reduction gate structure for the
typical component used in the digital beamformer basel.ne design
will have a performance of four nominal gate delays.

A final note of application to the implementation of the
NAND-NAND reduction structure is that of factorization.
Dependent upon the implicants of any reduction there exists a
factorization of those implicants which will minimize the gates
required in the implementation structure. This factorization may
require many more levels of delay for implementation. However,
control of exactly how much factoring is performed allows the
designer to control the number of gate delay levels used in the
structure, to match the level of performance to that of other
components of the system. As an example a NAND-NAND logic
representation for an adder can also be factored into the ripple
carry add structure thereby using far 1less gates but at the
expense of considerably more delay. Conversely, the ripple carry
add structure may be expanded through Boolean algebraic
multiplication to produce a two level NAND-NAND structure. The
particular NAND-NAND structure produced depends upon the output
combination sense used. Control of the factorization can produce
a structure with delay and gate count between the extremes of the
two structures and that may be more favorable in terms of overall
throughput per gate uged in the implementation. Thus the 1logic
reduction NAND-NAND structures serve as a beginning point for
further architectural optimization through possible advantageous
factorizations of the implicants. For some system situations
further advantageous factorizations may not be possible in which
case the NAND-NAND structure is the optimum overall throughput
per zate structure possible for that system =situation.

A.2.2 Modulo Adder Development Methodology - The
exploration of structural implementation possibilities for ~he
erficient implementation of modulo arithmetic produces many
possible options. One such option is the representation format
of the numbers by the bits in each word. Normal binary

] -.q - -\,,~

n"-."n-"o.!" e R SR i -.l'vd C‘QJ &3‘ 4' -' .0'|,0 t '."o.' "o.l‘-.' 0.0 e ,u‘.:". Yot eid, 0 e ""‘ n"'"'ﬁ‘.c-

l’ 't"'l N




TR TEITH N ST AN e RN U WU REU R e U Et iR T OO TR T O PO T O PO PO O VORI W lall Aok Aok Aok Sat o |

o !

[

e

“u “:

YA

ﬁ representation may not be the best choice. Indeed, for mod 5, an
3*: implementation using deficit one notation, in which each number !
g * is represented by one less than its normal binary equivalent and
o zero is represented by binary 100, does yield an implementation
! N that is more efficient for both multiplication and addition.
;?k Some time has been spent analyzing alternate bit representations
W for other moduli as well. However, the lack of a systematic
'fi procedure to explore these possibilities doomed this path to
oy failure. The ideal would be to achieve the best representations
AT of the operands within the overall optimization problem of
\& performing both multiplication and addition with a minimal
‘\“ ad justment of representation between the requirements for the two

different operations.

[2

%

The ideal mentioned above does motivate the structure
proposed for the digital beamformer QRNS implementation. The

- P

:E multiplier and adder are both accomplished by data
:} representations conducive to efficient adder implementations, and
‘\: the adjustment between representations is the modulc logarithmic
:J function which is implemented by logic reduction table lookup.
° It may be surmised that this does produce the optimum data
o representation scheme for the system, but it is known that for a
:’ small dynamic range RNS system using only certain 4-bit wide or
> less moduli that direct implementation of the multiplications
,j& instead of logarithmic representation produces the more optimal
h: implementation.

X However, for a larger dynamic range system as required for
Ny the digital beamformer the QRNS 1logarithmic multiplication
.Q appears to produce the best implementation choice. This is

oA %
o

partly because this scheme presents an efficient method for
Pipelining within the multiplications both before and after each
table lookup for the logarithm and antilogarithm. The
multiplications are thus produced after three pipeline delays and
can achieve the throughput of the worst pipeline section. As
highlighted above the table, lookups can be achieved in four
delays, although factorization to greater delay may improve their

TS

Lt

W efficiency. The modulo additions per formed between the
Y logarithmic operations are not in the modulus of the
e multiplication but, instead, in a modulus one less than the
}V modulus of the multiplication. These are thus composite numbers

allowing further factorization into RNS subrings for the
implementation of these adders. A 2zero detect is necessary to
complete the multiplication. For the moduli of the baseline QRNS

<7

® beamformer system the subrings required are all small moduli and,

S thus, can be implemented with a smaller number of gate delays

;~: required in the worst case path. The moduli required for the

»;- baseline subrings are 3, 4, 5, 7, 8, 9, and 16, all of which can

)x be implemented with worst case gate delay paths of six or less

~;- g8ate delays. The larger moduli of 17, 29, 37, and 41 cannot be
® efficiently implemented in only six gate delays. However, a
f? 12-gate delay implementation for these adders, which can be
v
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pipelined to six gate delays in mid—operation, presents an
implementation for the QRNS adders that matches the capability of
the QRNS pipelined multipliers.

Thus, two types of modulo adder arithmetic architecture are
presented. One allows for only six gate delays in the smaller
subring moduli, while the other allows for 12 gate delays, double
pipelined to six, for the QRNS addition moduli. The methodology
for the moduli 4, 8, and 16, simply, is to implement them with
standard binary adders, using fast carry only to the extent
necessary to minimize the delay path to six gate delays, and is
needed only for one carry bit in mod l6. Mod 3 presents no
problems, being achievable with only three gate delays. For
mod 5 and mod 7, efficient seven—gate delay implementations were
devised before the six—gate delay double—-pipelined idea was
developed. These can be improved to s8ix delays by 1logic
reduction and subsequent factorization, if by no other method.
Mod 9 can be achieved as a ripple carry of two mod 3 sections,
gsince 9 is the square of 3. Since mod 3 is achieved with three
gate delays, the mod 9 implementation using the ripple of two
mod 3 sections take six gate delays. For far-term systems also
incorporating moduli 53 and 61 into the QRNS system, additional
subring moduli of 13 and 15 are needed. The use of 15 can be
avoided by factoring it into sgubrings 3 and 5, however, at the
expense of increasing the tatal bit width. The use of subring
mod 13 cannot be avoided if mod 53 is included in the QRNS
system. Efficient single—pipeline six-gate delay implementations
for sither mod 13 or mod 15 adders have not yet been exploread.
Again, logic reduction followed by subsequent factoring will
permit the result of gix gate delays to be achieved, but this
method may not produce a very efficient implementation.

The use of logic reduction and factorization can also be
applied to the implementation of the larger QRNS adders, but this
has not been found to be a satisfactory method. A variation on
this methcd was devised. First, form all NAND and NOR gate
combinations of the corresponding input bit positions. Then,
apply 1logic reduction to find the fast carry implicants from
combinations of the NAND and NOR gates and their inverted values,
the AND and OR gates. This method presents large logic
reductions to be performed and a more direct procedure was
desired. The development of ¢this direct procedure has been
achieved, and used co produce the fast carry mod overflow detect
implementations used in the six—delay double—-pipeline mod adders.

This method is bagsed upon defining partitions of the size of

ZQ the bit width of the modulus that are weighted by one of three
=f: values. These values are 0*2n, 1*2n and 2*2n where n is the bit
e position starting with n=0 for the least significant bit. The
:q generation of the adder carry implicants is achieved by
) generating the partition sum associated with each combination of
l! : the weights, then selecting those combinations that produce the
N
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carry implicants, and then decoding the bit position weights to
identify the carry implicant aggociated with the selected
combination. The selection and decoding process is outlined
below. Using these three weights for each bit position allows the
generation of all of the possible 3n combinationg of implicants
having either a NAND gate or a NOR gate or no gate at the
corresponding bit positions of the inputs to the adder. Or,
alternatively, the 3n combinations may be decoded as either an
AND gate or an OR gate or no gate at the corresponding bit
positions. Thus, two types of implicants may be tested. General
implicants consisting of mixtures of NANDs, ANds, NORs, ORs or no
gates are not considered by the method.

A partition is selected as being needed for the generation
of an essential implicant for the nth carry bit position, if the
weights used for that partition are just sgsufficient to cause it
to either just exceed or just fall short of certain test values
for that bit position. Just exceed (fall short) means that, by
reducing (increasing) the value of the weight at any bit
position, the partition sum is then less than (greater than) the
test value. The test values are a function of the bit position
of the carry and of the modulus and, also, the next greater
power of 2 of each. The method can generate either the
noninverted or inverted form of the carry bits. Neither is
preferable in the subsequent implementation of the rest of the
mod adder circuitry and, hence, the more optimal should be
chosen.

The implicants produced by this method have been tested for
both nonredundancy and correct production of the carry bits and
have passed in all cases. These implicants are believed to be
the optimal NAND-NAND implicants for two-level generation of the
fast carries for any modulc adder. Indeed, when the modulus is a
power of 2 mod adder is just a binary adder of bit width equal to
the bit width of the modulugs. The same implicants that are
typically used in standard parts for fast binary carry adders are
produced by the method in this case. This lends a high level of
confidence to the optimal production of the other modulo carry
bits as well.

In the partition sgselection and implicant decoding process,
first consider generation of the most gignificant carry out of
the mod adder. The most significant carry out indicates that the
sum of the inputs to the adders exceeds the modulus and that
wraparound fixup addition i3 necessary to produce the correct
output for the modulo sum. The partitions that just exceed or
are equal to the modulus select the implicants for the
noninverted most significant carryout. The modulus is the test
value In thisz case. The partitionsa which pass the selection
criteria are then decoded as implicants. Bit positions with
waight 0*2n contribute no gate, those with weight multiplier 1*2n
contribute the OR gate of the nth bits of the inputs to the adder
to the implicant and thogse with weight 2*2n contribute the AND
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._w‘
:: gate of the nth bits of the inputs to the adder to the implicant.
gt: For the inverted form of ¢the most significant carryout the
~e partitions that just fall short of the modulus are selected.
{ They are decoded from their weight combinations by 0*2n
2 ' indicating inclusion of a NOR gate, 1*2n for inclusion of a NAND
f?t gate, and 2*2n indicating no gate for that bit position of the
fk implicant.
X
:ﬁ For the carry posgitions less than the most significant, the
) gsituation is slightly more complicated. Both noninverted and
DA inverted forms now require two test values, and two sets of
o, implicants are produced and must be appropriatly combined in each
Q¢i case to correctly produce the carry bit. For the inverted form
o the logical or of the two set of implicants produces the carry
Nﬁ out. This means that both sets of implicants may be included in ]

the second level of the NAND-NAND implementation and that two
levels of 1logic still sguffice. For the noninverted form the

5

NN ;
5{: logical AND of the NAND-NAND implementation of the first set of }
S implicants and of the inverted wvalue ©of the NAND-NAND

:}ﬁ implementation of the second set of implicants is required. This

h;j means that another level of logic is needed for this case.

o

S For the inverted form’s first sget of implicants, the same

}Q selection test and decoding is wused as above for the most

‘¢Q significant carry bit’s inverted form, except with the test value

e changed. The test wvalue 1is expressed as the modulus minus the

A sum of 2n for all n between the modulus width and the position of

the carry out, except not including in the sum those n for which

({
oy 2n is less than the shortfall of the modulus from the next power
:a: of 2. The inverted form’s second set of implicants are found
;jﬁ using another test value which is formed by adding 2n for the nth
.f: carry bit to the test value described immediately above. The
{' selection and decoding criteria used here is the same as for the
noninverted form of the most significant carryout. Thus, the

“n final NAND-NAND form includes both implicants with only NAND and
;bﬁ NOR gates and implicants with only AND gateg and OR gates.

S
.. For the noninverted form’s first set of implicants, the
ﬁﬁ: selection and decoding is the same as for the most significant
° carryout’s noninverted form with the test value being the first
,R& of the two test values described in the paragraph above. For the
‘ﬁ{ second set of implicants the test value, selection, and decoding
'{Q criteria are all the same as for the second set of implicants in
i the above paragraph. The difference is in the application of the
*b inverted value of the NAND-NAND implementation of these
o implicants being logically ANDed to the NAND-NAND implementation
:§§ nf the first set of implicants.
b
T As mentioned earlier in conjunction with the logic reduction
’gﬁ methodology, "he implicants produced in the NAND-NAND sums ot
\ﬁ. product form may be factored by Boolean algebra to produce a3
o final form that is preferable for actual implementation. This is
‘r:f:-
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! definitely the case for the implicants produci-.s the mod adder
34\‘ carry bits derived by the partition method described here. These
S factorizations are not achievable by any .nown general method and
must be applied within the capabilities of gate fan—-in and

{

;ﬁk fan-out of the technology in which the implementation is being

:LS' executed.

'O

? “w"\_-l

; N A.3 IMPLEMENTATION ACCOMPLISHMENTS

yda This section summarizes the implementation accomplishments
i‘ for the QRNS components of the baselire beamformer system. The
> use of pipeline stages internal to the QRNS component operations
sy has established a pipelined six—sgate delay arrangement of the

( ; QRNS architecture as a practical choice for implementation of the
beamformer system. Both the logic reduction and mod adder carry

.2?¥ implicant methodologies described in Section 2 have been used
oﬁ} extensively in the generation of the internally pipelined
;:f: six—gate delay components.

Sy

Sty The internal pipelining of the QRNS components is performed
:2_ in a manner such that each system operation is always at the same
A stage in the pipeline sequence. Note that this does not have to
;Sﬁ’ be the case when internal pipelining is employed. For example,
e pipelining may be employed after each bit in a systolic
:jﬁ implementation of a ripple carry adder. For adder circuitry,

( ) this can be an efficient method. However, it does not provide a
" reasonable implementation for direct multiplication. This

:ﬁz systolic bit ripple technique requires that the input bits must
.ﬁ¥ be delayed by n delays for the nth bit before processing, and
:&r output bits must be realigned bit-wige with corresponding delays
.R( after processing for subsequent system use. The internal
:j Pipelining of the QRNS components is employed across the full bit
3 width, and ripple alignments and realignments are not necessary.
b

i
-ﬁ} A.3.1 QRNS Component Resultgs - Components include those for
jﬁ conversion to QRNS representation, those for QRNS arithmetic
N operation, and those for reconversion from QRNS to binary
‘:y representation.
\_f
f:¢: The conversion to QRNS representation process includes first
:\?. the decomposition to RNS residues and then the transformation of
::Q the two complex RNS residue channels i11to two QRNS residue
;r channels. The decompositions are dependent upon the near—term
G and far—-term requirements in terms of the input signal word
r:: widths and also in the number of QRNS rings employed in the
?4 system. The transforms and subsequent QRNS arithmetic operations
ﬁ:: are dependent only on the number of QRNS rings emploved in the
. system.
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A.3.1.1 Decomposition Logic Reductions — Near—-term and
far—term input signal word—-width requirements are examined for
9-bit and 13-bit inputs, respectively. It 1is assumed that the
inputs are 28 complement integer binary base representations.
The 9-bit RNS decomposition components will reagnire three
pipeline stages. The first stage will be a logic reduction
implementation of a table lookup of the four higher—order bits
reduced to their modulo residue, and the five lower—order bits
reduced to their modulo residue. These residues are added in two
pipeline stages using a double pipelined mod adder. The mod
adders are described later.

The 13-bit RNS decomposition components will require
five pipeline stages. The 13-bit inputs are broken into three
segments for residue lookup and requires two modulo adders for
adding the segment residues. Logic reduction implementations of
table 1lookups of the four highest—-order bits, the next four
higher—order bits, and the five lower—order bits, each reduced to
their modulo residues, are all performed in the first stage. Two
stages are required for each of the modulo adders. Extra
pipeline registers are required to maintain alignment of the
third residue to the second modulo adder.

Table A-1 summarizes the results of the logic reduction
lookups for both the 9-bit and 13-~bit input word width cases.
All eight moduli needed for far—-term dynamic range requirements
are included.

TABLE A-1. LOGIC REDUCTION LOOKUPS

GATE COUNTS GATE COUNTS
9-BIT INPUTS 13-BIT INPUTS

MODULUS LSB MSB TOTAL LSB NSB MSB TOTAL
5 70 32 102 70 26 32 128
13 S4 31 85 54 29 35 118
17 25 12 37 25 24 0 49
29 23 39 62 23 40 48 211
37 0 42 42 0 43 43 86
41 0 40 40 0 43 35 78
53 0 41 41 0 435 48 33
61 0] 31 31 Q 13 42 55

A.3.2 QRNS Traneform Logic Reductions — The QRNS transform

and inverse transform components will both require three pipeline
3tages. One stage again will be used for logic reduction
implementation of a table lookup function and two stages will be
needed for the double pipelined mod adder or mod subtracter that
will be required to complete the transform equation operations.
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A The QRNS transform equations remove the dependence on the
e square root of negative one in making complex calculations._This
( is possible since the equation

l.‘:
':: JZ = -1 mod mj (A-1)
RS
!
,ﬁt has a nonimaginary soclution for QRNS moduli mj. QRNS moduli must
oA be integers whose factorization includes only prime numbersg that
v ) leave a remainder of 1 when divided by 4.
8

o
. $ The transform equations produce residue components S and D
rtj in the QRNS residue system from the I and Q residues of each
;}' modulus that were obtained from the RNS decompositions.

' S = (I + Qj) mod mjy (A-2)
‘)
D= (I -~ Qj) mod my (A-3)

"l'-.

g

ﬁi The inverse transform equations regenerate the I and Q RNS
,ﬁg residuegs that can be recomposed to binary integer representation
LB of the I and Q output channels.
.

» I = (S +D) (mjf + 1)/2 mod mj (A-4)
s

7 Q = (D-5S) j(mj + 1)/2 mod my (A-5)
(' Implementation of the transform aquations requires
.iﬁ multiplication of the Q residue of each respective modulus by the
;{g factor j (a constant for each modulus), followed by modulo
'}E addition or subtraction for Equation A—-4 or A-5, respectively.
‘jq Alternatively, multiplication by -3 followed by modulo

-~ subtraction or addition for Equation A-4 or A-5, respectively,
:) can be implemented. The best choice for each modulus can be
VE' selected for the implementations.
"J-‘
::j Implementation of the inverse transform equations requires
o, first modulo addition or subtraction, then multiplication by the
"o residue constants (my + 1)/2 or j(mj + 1)/2 for each modulus.
g, Reversing the subtraction order in Equation A-5 allows using
j& ingstead the constant -j(mj + 1)/2 for that equation. Again the
,J best choice for each modulus can be selected for the
,jc implementations.

-
r’ -

"
O The multiplications using the trangsform and inverse
.31 transform equation constants shall be implemented using 1logic
o reduction sums of products gate structures. Table A-2 1lists the
ﬂk residue constant multipliers needed for the transform and inverse

transform equations for each of the eight QRNS prime moduli of
6~-bit nor smaller width. Table A-3 gives the logic reduction gate
counts needed for implementation of these constant
multiplicationsg.
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j"u TABLE A-2. QRNS TRANSFORM EQUATION CONSTANT MULTIPLIERS
{ " MODULUS j -j (mj + 1)/2 jmy + 1)/2 -i(m; + 1)/2
s 5 2 3 3 1 4
.‘t: 13 3 8 7 9 4
N 17 13 4 9 15 2
- 29 12 17 15 6 23
’ 37 6 31 19 3 34
M 41 9 32 21 25 16
" 53 30 23 27 15 38
i 61 11 50 31 36 25
e

)

N TABLE A~3. QRNS TRANSFORM EQUATION CONSTANT
{ MULTIPLIER LOGIC REDUCTION GATE COUNTS
BOy

o MODULUS j -J (mi + 1)/2 j(mi + 1)/2 —j(mi + 1)/2
)

"y 5 5 5 5 0 3
ﬁ; 13 25 28 16 23 21
o 17 27 27 18 25 17
> 29 97 87 28 89 89
bet 37 117 121 36 112 119
R 41 126 131 37 129 119
N 53 166 207 51 196 213

61 287 258 42 265 272

Py T

f: A.3.1.3 Modulo Logarithm Logic Reductions - The QRNS
g system multipliers will require three pipeline stages for
- operation at the six—gate delay level in each gtage. The

:j operations performed are logarithm, then addition, and then
y antilogarithm in the three stages. The logarithm and

zq antilogarithm are implemented by logic reduction table 1lookup.

iy The adders needed here are small modulus, subring mod adders that

;é can be performed in one pipeline stage.

A

.' The multiplier logic reductions have been completed for
—~ eac cf the six moduli of the baseline system, and for two

:;ﬁ additionul far—term moduli. In each modulus there are several

iﬁ candidates for possible use as the base for the logarithmic

N operation. These elements are referred to as primitive elements

:i of the particular ring. By taking successive powers of any
“ primitive element, all elements of the ring are generated, and,
@

; hence, these elements are also often referred to as generator

o elements. Any primitive element of a ring may be used for the

ﬁ* logarithmic base in that ring. The best choice for

{' implementation may be selected after examining all of the

o4 possibilities.
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Different primitive elements could be used for the
54 logarithm and for the antilogarithm, but a change of logarithmic
base would then also have to be implemented by another logic
reduction. The base change reduction would be inherently smaller ’

S

L

e
;:q than the other reductions since some elements will always map to
;ﬁi themselves. However, the use of three, instead of two,
:‘q reductions would not result in less circuitry. Thus, the same
- primitive element is selected for both logarithm and
) antilogarithm table reductions.
L»* Many candidate primitive elements were eliminated by
\ aprlying individual output reduction techniques. The best
§‘> candidate individual primitive element reductions were chosen for
A multiple output reductions based upon the best output combination
( sense choices as provided by the individual reductions. The best
N results of these reductions provide the implicants needed to
“¢\ implement the logarithmic operations. Gate counts required for
%Q the varioug candidates for individual and multiple reductions as
.\}' performed are summarized in Table A-4.
S
Y These gate counts are based upon direct form
!iﬁ implementation of the NAND-NAND structure. Some further
55 reduction can be achieved by factorization of the implicants.
o The columns under INDIV in Table A-4 give gates determined by
;gﬁ individual output reductions. Only a few primitive elements were
‘ selected for multiple reduction. Several output combination

{ gsenges were tried in each multiple reduction and only the best
b result is listed in the columns under MULTI in Table A-4.
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;’. TABLE A-4. GATE COUNTS FOR MODULO

b ’ LOGARITHM LOGIC REDUCTIONS (continued)

" MODULUS  PRIMITIVE LOGARITHM ANTILOGARITHM TOTAL ,
KoL ELEMENT GATES GATES GATES
\ '__2 (INDIV/MULTI) (INDIV/MULTI) (INDIV/MULTI)
S

,"ii 41 6 147 139 286
i.ﬁ‘ 7 171 129 300
oy 11 157 140 297
B 12 143 124 121 105 263 229
i 13 169 129 298
! 15 142 135 277
K 17 143 148 291
: 19 149 160 309
e 22 162 150 312
99 24 156 140 296
i 26 129 146 275
" 28 161 126 287
Lo 29 151 125 276
' 30 165 135 300
R 34 163 134 297
o 35 160 143 303
e 53 2 254 225 479
L 3 212 241 453
5 230 217 447
o 8 221 240 445
T 12 240 204 444
P 14 220 212 432
4 $§ 18 200 185 202 182 402 367
ot 19 211 211 422
~ 20 210 213 423
ol 21 236 213 449
‘l.o‘,:. 22 246 194 440
o) 26 240 215 455
;. 27 237 230 467
',3 31 249 197 444
o 32 239 213 452
R i 33 207 229 436
53:-3 34 208 209 417
W 35 203 178 185 170 3g8 348
R 39 223 219 442
5 41 243 211 454
P 45 224 212 436
. 48 233 215 448
K, \ S0 209 224 433
?:::':or. 51 251 218 469
;:::,-
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,‘ TABLE A-4. GATE COUNTS FOR MODULO |
e LOGARITHM LOGIC REDUCTIONS (continued)

! . MODULUS PRIMITIVE LOGARITHM ANTILOGARITHM TOTAL

e ELEMENT GATES GATES GATES

:: (INDIV/MULTI) (INDIV/MULTI) (INDIV/MULTI)

)

: 61 2 3lé 268 584

b 6 276 255 245 219 521 474

v 7 316 268 584

D 10 303 245 548 !
P 17 303 245 548

%. 18 289 259 548

3 26 289 259 548

; 30 289 259 548
{ 31 276 245 521

n 35 276 245 521

) 43 276 245 521

y 44 316 268 584

ol 51 316 268 584

W 54 303 245 548

‘. 55 289 259 548

o 59 303 245 548

s

B

e A.3.1.4 Subring Mod Adder Development — The subring mod !
?' adders wused in the 1logarithmic modulo multipliers have been
; defined and modeled for all subrings needed for the baseline QRNS

: system. Table A~5 summarizes the results of this design work.

Ky

[\

TABLE A-5. SUBRING MOD ADDER GATE COUNTS

LS

; # GATE # NEEDED

%1 MODULUS GATES DELAYS IN BASELINE

N

f 3 12 3 1

e 4 9 4 4

Wy 5 39 6 1

i 7 38 é 1

b 8 18 S 1

1 9 38 6 1

; 16 29 é 1

K 1
’ These components are implemented with gate structures

W derived by a combination of logic reduction and engineering

N judgment. The power of 2 moduli are simply standard binary adder

P ripple carry implementations. The other modulo adders are :
s implemented with unique gate structures. Mod 3 is easily derived !
Yo by logic reduction. Mod 9 isgs efficiently implemented with ripple :

carry bagsed upon cascading two mod 3 implementations. This

- .o
- -
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realizes mod 9 as mod 32. Mod 7 is 1 less than a power of 2 and,
as such, is implemented by using logic reduction derivation of
the mod 7 carry out combined with binary addition with a carry in
bit, the carry in bit being supplied by the mod 7 carry out.

. -

TN
l:ﬁ‘ Mod 5 is 1 more than a power of 2 and, as such, the binary adder
;bﬂ carry bit ripple is adjusted to perform carries assuming -1 is
X : included in the sum. Again, logic reduction derivation generates
j . the mod 5 carry out, but here no carry out indicates to include a
f} carry in to the modified binary adder with carry in bit. Other
f}y posgibilities for implementing these mod adder structures were
o tried, including using different bit assignments than standard
dﬂ binary representations of the residue magnitudes. For instance,
":'_C‘\-' it was found that mod 5 is efficiently implemented using a 1
Ly deficit representation with only 25 gates. However, to be
consistant with the other moduli the standard representation is

e planned for implementation.

NS
:%5 For the far term moduli QRNS rings of 53 and 61 two
A additional subring mod adders will be needed. These are mod 13
NN and mod 15, respectively. These moduli have 4-bit wide words.
® Thus, they produce 8-bit wide logic input tables if implementa-—
%ib: tion with 1logic reduction methods 1is performed. Using this
ﬁ?ﬁ method, the sgix—-gate delay criteria can be satisfied. Estimated
Suas gate counts for these implementations are about 150 gates for
ﬁ?: either modulus. Using techniques similar to the QRNS ring adders
{fx in Section A.3.1.5 permit achievement of seven gate delays for

{

either modulus with counts of 96 gates for mod 13 and 115 gates
- for mod 15.

._:{«
o A.3.1.5 QRNS Mod Adder and Subtraction Development -
jHS The double pipelined mod adders needed for the implementation of
e the add tree components, as well as in the implementation of the
:) RNS convert and QRNS transform components, have been designed for
I8 all rings of the baseline, as well as for the far—term rings of
LQﬁ 53 and 6él1. The design of these adders was formulated by trying
';1- many arrangements of the subparts making up the modulo addition.
H?f Fast carry bits were generated as described in the adder carry
o bit methodology in paragraph A.2.2. From these were also
. generated the implicants needed for adding the modulo fixup when
i${$ the inputs to the adder produce a sum equal to, or exceeding, the
{y modulus. The selected scheme consists of forming the binary sum
'j}j and the modulo carryout bit in the first pipeline stage, and in
AR the second stage adding the modulo overflow fixup to the binary
2 sum, and then selecting between the modulo fixup output and the
Q'; binary sum as 1indicated by the modulo carryout bit. It is
o asgumed that the inputs to the adders are available from D type
?{- flip—flops (DFF), and either the noninverted or inverted form of
'f: each input may be used from the DFF. This applies also to the
~i sacond pipeline stage. Double-—-pipelined mod subtracts needed for
SN the implementation of the QRNS transforms have been designed
E ) following a method analogous to the mod adder implementations. -
B3
,l..
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Table A-6 summarizes the gate counts for the modulo
adders. The gates required for the pipeline stages are included
in the counts as well. It may be noted that the six-gate delay
limit appears to be an optimum for these adder structures.
Decreasing the latency below this level can only be obtained at
the expense of many more gates required. Relaxing the criteria
to a seven—gate delay limit does not allow an appreciable further
reduction in the gate counts.

Table A-7 summarizes the gate counts for the modulo
subtracts. The high 1level 1logic simulation by test pattern
generation and verification for thaese logic designs has been
completed, as well.

TABLE A-6. DOUBLE PIPELINE FAST MOD ADDER GATE COUNTS

(6 DELAY)

FIRST MODULO SECOND FIXUP
PIPELINE BINARY CARRYOUT PIPELINE AND TOTAL
MODULUS REGISTER SuUM BIT REGISTER SELECT GATES
5 30 17 6 20 12 s
13 40 29 13 25 19 126
17 50 43 18 30 26 167
29 50 43 18 30 26 167
37 60 59 24 35 35 213
41 60 59 24 35 36 214
53 60 59 33 a5 39 226
61 60 59 28 35 33 215

TABLE A-7. DOUBLE PIPELINE FAST MOD SUBTRACT GATES

(6 DELAY)
FIRST SECOND FIXUP
PIPELINE BINARY BINARY PIPELINE AND TOTAL
MODULUS REGISTER DIFF COMPARE REGISTER SELECT GATES
5 30 17 5 20 12 84
13 40 29 8 25 18 120
17 50 43 12 30 25 160
29 50 43 12 30 25 160
37 60 60 17 35 37 209
41 60 60 17 35 34 206
53 60 60 17 35 34 206
61 60 60 17 35 32 204
127
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MISSION
of

Rome Air Development Center

RADC plans and executes research, development, test and selected
acquisition programs in support of Command, Control, Communications
and Intelligence ( I ) activities. Technical and engineering support within
areas of competence is provided to ESD Program Offices (POs) and other
ESD elements to perform effective acquisition of cr systems. The areas
of technical competence include communications, command and control,
battle management, information processing, surveillance sensors,
intelligence data collection and handling, solid state sciences,
electromagnetics, and propagation, and electronic, maintainability, and

compatibilitv. .
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