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PREFACE

The various aspects of fighter aircraft design have not been the subject of many publications during the short history of
aircraft construction. Since the requirements for transport and fighter-type aircraft diverged significantly 50 years ago, the
design of military airplanes of any type has been at least “Company confidential” and performance data have been “Top
secret” in each country.

On the other hand, the so-called “primary task” in aerodynamics, namely the problem: “What shape would an airplane
have to give certain desirable properties” has proved in the past to be much harder to solve than the analysis of a given
geometry. Nevertheless some books have been published, most of them dealing with the design of aircraft having wings of
large aspect ratio flying at subsonic speed. The typical “design-po..it” for optimum cruise has overruled other conflicting
problems. The requirements for modern fighter airplanes have led however to a much different position. Many “design-
points” have to be matched and many disciplines such as aerodynamics, propulsion, structures, materials, avionics,
performance and weights have to be compromised by a team of highly qualified and experienced engineers. Concerning
aerodynamics, even classi~al principles such as design for attached flow conditions everywhere are not applied in the case of
highly non-linear vortex-controlled wings. Concerning the impact of materials, classical experience concerning aeroelasticity
of a swept wing has been revised.

To avoid a priori any conflict with current development of fighter aircraft in different countries, this special course has
been restricted to “Fundamentals”. But in order to provide at least an overview to all the above-mentioned major disciplines
in aircraft design, we have brought tcgether experts to give an example of “interdisciplinary cooperation” — a special course

for students, young engineers in industry and research institutes and people having technical interests outside of their
professional routine.

The course will start with basic mission requirements and their impact on aircraft sizing. The acrodynamic design of the
wing-body configuration, the use of non-linear lift control, stability and control, and the question of performance
optimization will be treated separately but not independently. The impact of materials and aeroclasticity will be outlined and
special attention will be given to major aircraft components such as the enginc-intake, afterbody, and airframe-store
compatibility. Experimental and theoretical work will be demonstrated as playing complementary roles, and some
recommendations for the future development of enginecring tools will be derived in conclusion.
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“FUNDAMENTALS OF FIGHTER AIRCRAPT DESIGN"

by
P.W. Sacher, LKE122
Messerschmitt-B6lkow-Blohm GmbH
Helicopter and Military Aircraft Division
P.O. Box 80 11 60, D-8000 Minchen B0, FRG

There have been several reasons for the Fluid Dynamics Panel of AGARD to decide
for a special course on Pundamentals of Fighter Aircraft Design, Following the techni-
cal programme of the FDP during the past years, the aeronautical engineer has found
many subjects related to a specisl technical discipline and directed to industrial
applications. But in nearly all cases the analysis of given geometry by experimental or
theoretical techniques has overruled the more important enginwering task - the design
of a new shape which has desired properties. But in all cases concerning successful fly-
ing aircraft the result of engineeringwork has been a design compromise achieved by the
fruitful cooperation of all technical relevant disciplines.

PROPULSION S$TRUCTURE

NUMERICAL AERODYMAMICIST's DREAM

PRODUCTION

Pig. 1 The aeronautical engineer's "Dream Configuration”

So one of the most important intentions of the present course has been to attract
people from different aeronautical disciplines, working at industry and research insti-
tutes and to look for links within the different branches of aerodynamics like Wind
Tunnel Test Technique, Computational Fluid Dynamics, Vortex Dynamics, Uiasteady Aerody-
namics, Viscous Flow Drag Prediction and their impact on designing aircraft components.

In the specific case of a fighter aircraft, the design comp-omise must cover more
than one design requirement:

o Classical Design - Compromise

short T.0./Landing - High Supersonic Speed (Tornado)

Transonic Maneuverability - Supersonic SEP (Advanced Ccmbat A/C, ACA)

Clean Design - Store Compatibility (Fr4)

Merodynamic Performance - Detectability/RCS (Medium Range Mission Fighter, MRM)

® Dulgn-Opt:luntlon - Techniques (Strategies)

Wing/Body/Tail-Arrangement (Area-Rules/Wave Drag)
Design for Supersonic Flow (Panel Methods)
(min. Ind. Drag, min. Wave Drag, min. Trim-Drag)

- Design for Sub- and Transonic PFlow (Panel Methods/SPE)

- Trade-off and Analysis using FPE/Ruler-Solutions
("SPE" stands for Small Perturbation Potential Flow BEquation,
*FPE" for Pull Potential Flow Equation)

80 as a result of different design requirements the resulting A/C shape reaches
from Variable Sweep Wing Concept (performance low speed/high speed) to Strake-Trape-
goidal-Wings (transonic Maneuverability) and to Canard-Delta-Configurations (supersonic
performance). In more recent time detectability (Radar-Cross-Section) plays an impor-
tant role. Typical examples for existing A/C are shown in PFig. 2
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STORE-CARRIAGE _
CAPABILITY

Fig. 2 The "Classical Design Compromise” leads to different A/C geometries,

In all cases of designing a new fighter A/C the intention is to extend the capa-
bilities of the new A/C beyond the existing limits for the flight envelopes. Fig. 3
show:/how this envelope defines the usable region of altitude versus speed for a speci-
fic MC.
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Pig. 3 Typical Plight Envelope for Fighter A/C

Before dealing with the more specific Key Problem Areas of Pighter A/C design at

1eal:dtvo of the most important general aerodynamic flight limitations have to be dis-
cussed,
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Pig. 1 Breguet's Range Formula Fig. S Tranconic Drag Rise




Breguet's range formula according to Fig, 4 shows the aerodynamic impact on the
max. fligkt range, the relation lift over drag (L/D). Together with Specific Fuel Con-
sumption (SFC) and Take~ Off-Weight/Zero Fuei Weight (TOW/ZFW) is the "aerodynamic
afficiency® (L/D) the most impcrtant design parameter for maximum range. Fig. 5 demon-
strates the impact of compressibility (speed) on drag. The transonic drag rise defines
in most practical applications the limit of efficient flight, Cp - M2 as an opti-
mum, Sofar limitations according to Fig. 4 and 5 lead to single "Design Points".

The design of fighter type A/C is significantly different from the design of civil
projects. This is of course due to the fact that the requirements for fighter A/C do
not allow any optimization for a single design condition. While minimum DOC overrules
any other requirements in civil transport airplane design, various conflicting design
requirements have to be fulfilled in a fighter project. (Fig. 2 has already shown how
different fighter A/C looks like).

Key Problem Areas for fighter ‘A/C design could be identified as:
(1) Performance in trans- and supersonic regime,
(= Design for attached Flow)

(2) High Angle-of-Attack (HAOA)
- Vortex (-separated) Flow Control
- Post Stall capability
- high Maneuverability
- lateral, directional atability
(= Non-linear Design)

(3) A/C Components
- Intake/Airframe Compatibility
- BEngine/Afterbody integration
- Aerodynamics of Controls

(4) Detectability
- 'RCS (Radar-Cross-Section)
- IRS (Infrared-Signature)

Only Key Problem No. ! and 2 may be outlined more in detail:

As an example to achieve a gocd compromise between conflicting transonic maneuver-
and supersonic speed requirements (Xey Problem No. 1) the Delta-Wing may be considered
as a practical solution:

Delta concept: Supersonic low wave drag

(aree ruling, thin profiles)
300 improvement to existing A/C

Subsonic as good as eristing A/C if:
e Unstable config. (low trim drag, tailored lift/drag)
use of canard, to get c¢.g., as aft as necessary

e Cranked delta, (increase AR)

e Regain suction force by wing (leading-edge)
design

e Optimum canard/wing interfarence

Aerodynamic efficiency L/D is just one (important) factor which contributes to A/C
performance. Stress analysis leads to structural optimizution and sofar to minimum
weight for a given load. The chosen "Design Philosophy” in combination with a suitable
“Design Procedure® requires a serics of "Design Tools" which are described later on in
the main lectures:

DESIGN~ ain. ind, drag
-PHILOSOPRY min. wave drag » performance
min. trim drag
¢ min, wing roo% bend.mom. streus/structure/weight
e min. shock-extension efficiency (drag rise/buffet)

L}

HOW TO e DEPFINITION OF RESULT:
PROCEED - pressure (W/1), camber/thicknesa/tvist
- pressure (u)+thickness camber/twist/pressure(l)
- l\cp + thickness asber/twist
e MINIMUM PROCERDURE POR DRAG (or/and pitching moment)
= Cp, + spline (x,y) mml>-canber/twist/pressure (u/1)
(+ thickness)
(+ Cn)

FP=D+ Ay (L -0)+ My (M=)
“LAGRANGR operator"
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The design for partially separated Flow Conditions ("Non-linear Design") has been
fidentified as "Key Problem Area” No. 2.

Fig. 6 shows typical "Key Problem Area No. 2" for a first generation supersonic fighter
A/C and the more recent developments which are characterizad by the use of controlled
*Vortex-Type-Separated” Plow. Also the arcangement of aerc’ c-mic control-devices
(Plaps, Slats, Canards) is significantly different.

first generation of supersonic more recent development
fighter aircraft

@ Butfer onset i
buff, oundal
@ eaw uffer, we e

D suli (- s, 1ire)
(@ Dbesarture (divergence)
(® vortox bursting (trailing sdge)

® winerxe

Fig. 6 Aerodynamic Key Problem Area No. 2 (schematically) in Fighter A/C Design.
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Fig. 7 Controlled Vortex Plow Separation to increase NC Performance

Conventional technology and advanced technology has to be combined in order to ex-
tend the flight envelope of already existing A/C.

To conclude the introductory remarks, Aerodynamic Design Tools for Phase I of any
new project, the "Conceptual Design-Phase®, will be shown in Piz. 8
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Fig. 8 Summary of Design Tools for the Conceptual Design Phase
(B. L. = Boundary Layer, CCV = Controlled Configured Vehicle)

Three main reasons exist for restricting the present special course to Phase I ac-

cording to Pig. 9

It is commonly weli known that the development of military airplane of any type
underlies many restrictions concerning publication.

Not only "Company confidential® is a severe handicap because of competition as in
civil projects, in the case of fighter A/C many additional restrictions are due to
national classification requirements. So we tried to avoid any conflict with current
develomments in different countries.

Within the time limit of a one week special course only a small number of topics
could have been selected and only a limited number of experts could have been made
avajlable to give the presentations.

Purther special courses or lecture series may follow this first approach (see e.g.
PMP "Integratod Design of Advanced FPighters®, AGARD Ls 153, 1987)
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MISSION REQUIREMENTS AND AIRCRAFT SIZING

by
James L. Parker
Chief, Design Branch
Technology Assessment Office
Flight Dynamics Laboratory
AFWAL/FIAD

Wright-Patterson AFB, OH 45433

USA

SUMMARY

The developmant of requirements for new fighter aircraft involves defining threats, targets and
scenarios for the future. Current fighte: requirements emphasize the nead for closa-in-corbat and beyond
visual renga combat cspability to achieva superiority {n the air-to-air rola. High sortie rates and the
ability to perform air-to-surfsce missions are elso primary requirements. Conceptual design and aircraft
sizing ere used to help defina raquiremants. With concaptual design tools, different fighter designs can
be sizad for different missions. These configurations ellow life cycle cost and effectivaness analysis to
be performed which provida tha basis for the definition of the requirement., The process ellows tha
requiremsnt to ba constrainad to a technologically feesible and economically alfordabla solution.

2.1 Introduction

The process of developing mission raquirements is one of matching beliefs about the future with
the financial and human resourcas available for the development and operation of naw eircraft. This is as
it has alvays been. Tha dacisions about the kind and numbar of ships in tha Spanish Armada had to have
involvad tha same alamants as the decision to develop tha latest fighter aircraft. The mistekes with
respact to those decisions ara wore obvious in retrospect then they can be to tha requiraments developer
looking 20 to 30 years into the future.

The major activities in tha davalopment of a requirament are shown in Figure 1. The developmant of
requirements begins with a definition of a scanario vhich reflect e potential military conflict for soma
specific time ir the future. The scensrio includes targets, thraats and militery goals, including
timelinas. Basad on the scenario preliminary mission raquirements ara defined. A number of different
sets of preliminary requiraments may ba definad from the sema scanario and militsry goels, reflecting
diffarent vays of doing the job. Thase will be the basis for the conceptuel dasign of a spectrum of
differant aircraft, aach of wvhich will ba sized for the renga and payload specified in its preliminary
mission requirament. The cost of each eircraft will ba estimated es wvilt its anargy manauvarabilicy,
eignatures, vulnarabla evaes end all othar cherecteristics raquirad to astinmate tha survivebility, combdbat
affactiveness end sortie rete. The results of such analyses will be usad to compera the diffarent concep~
tuel designs with axisting eircraft. This procass is rapaatad until a concapt amarges vhich offars suffi-
clant increesed military cepability to warrant development end is low enough in cost to permit enginaaring
davelopment within funding constraints. When such 2 concept has baen dafined, e requirement can be pub-
lished.

1t is implicit thet a requirement is not simply a stetament of e military need, but a specification
for a spacific system concapt. A spacificetion for a fighter thet is impossibla to build or so expencive
that it is impractical to davalop and produca does not, in my view, constitute a requiramant. The desira
for a leek proof ballistic =issile defense system does not constitute e requiramant by this definition.
The requiresant vill emerga vhen, end if, a system can ba dafined vhich is affordable end affectiva.

Thisa is not to sey that ell of the design featuras of tha aircraft have bean dafinad at the time
tha raquivement is published. The YP-16 end YF-17 wera both propesad to satisfy the same light weight
fighter requirament. From tha designars perspactive thesa two eircraft sra quite differant. Howevar,
vhen ona looks, not et tha hardwere itse -, but rvathar at the performance cherectaristics and cost the
systems vere indaed similer. Pigure 2 is a grephical illustretion of the importence .«f the dacieidrs made
during the davelopment of tha requirement. Tha raquirement is devaloped during the conceptual dasign
phase. At the end of this phase naerly 70X of tha total life cycle cost of the aystem will hava bean
committed.

Vhen ths requiremente spacificetion has been agreed upon, tha deeign tesms in eircreft companies
can proceed vith the preliminery design phese. They will select specific designs snd converga upon the
detaila of subeyetems and componente. Whila thare will be lerge differences in the deteile of these
designs, the cost differencas of iha alrcreft of different companies wiil mot be lergu. The specilica-
tions of requirementa limite the syetem concepts to narrow bounds and deteraines system costs for the life
cycle of the aircraft. Most of the funds thet will be expended for developxent, production end operetion
of the aircraft ere comitted onca the requirement has bean published.

2.2 Concaptual Deeign and Afrcraft Sising
Conceptual design ie the procass of developing eircraft configurations that setisfy a preliminary

set of mission raquirements. Although thase will ba peper designs, they oust be configurations thet could
be converted into raal havrdvara given tha resvurcas to do sc. During the conceptual dasign phasa many
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different configurations must be axamined. There will be several sets of requirements, severel config-
urations vhich setiefy each of the requirements, and many varietions of each of the epecific configuration
examined using tradeoff enalyaie, Thie anelysie ia necessary to insure that each configuration is near
the minimum cost for a specific set of requirements. Unless e configurstion is neerly optimum, con-
clusione relative to the viability of e particuler mission will not be valid. Comparisons betwsen alter-
netive configurations will also be invalid if one cunfiguration is neer optimum end another is far from
“ptimum,

The reletionship of conceptuel design to the more deteiled design phasss is shown in Figure 3.
Even within the domain of conceptuel design, there are different levels of methode dspending on how much
time is available for a particular atudy end the required level of fidelity., Figure 3 illustretes three
levels of deaign prior to entering ths preliminery design phese. At the lowust lavsl are those methods
used prior to the initiel layout. These are often referred tc es "beck of the envelope" methods. The
internediate level is the level used in sizing codee to perform tredeoff analysis. The upper level
overleps to the preliminary design methods., This level is used for more detailsd analysis of the baeeline
design and for anelysis of the final sized configuretion.

Conceptual deeign may be divided into the three phases shown in Figure 4. The conceptual design
process is a highly interactive triel end error process. Each succeeding phase feeda back information to
its prsdecsssor. The design is continually eltered until a configuretion emerges whoss geocmetry and mass
properties ere compatible with some set of requirements. This neceseitetes that the design procedures and
methods ellow rapid turnaround so es to be competible with the environment of many and frequent changes.

During the iniciation phase the designer sterts with only a set of preliminary requirements and
m-st define enough design parameters to produce e layout of a baseline configuretion. The designer must
seiect en evionics suite, a propulsion system, weapons end the major eirframe psrametars. He must heva en
understanding of the ecenario, the technology end of how design perametere relate to design requirements.
Much of what goes on in this phese depsnds on the experiencs end ecumen of the dasigner. It eleo depende
on his deta base and the bag of tricks that he has developed.

Avionics, propulsion end weapons will depead, to a large degree, upon manufacturers who spacialize
in these areas. The avionice must be sslected for the wide variety of functions required for the perticu-
lar mission and scenario. A typicel evionics suits for a fightsr will consiet of some, or ell, of the
functions shown in Figure 5. In a modevn fighter avionice csn weigh 2000 to 3000 lbs., Its recl estete
tekes highest priority end ths optical and infared epperatuzes end microveve antsnna cen have considerable
impact on the design, signetures and performence of the aircraft. The life cycle coet of the avionics is
nov typically 1/3 of the total life cycle cost. The reliebility and maintainebility have a major influ-
ence on the operetinnal readiness of the aircrafe.

Technology advances in avionics tends to increase rather then decreaee the avionics cust and weight
beceuss the number of funciions thet cen be performed and the cepebility offered by thsse edvances more
than cffsets with the cost and other penalties. There is a tendency to edd mors avionics beceuse of the
promiss of incrsased effectiveness. Although there is e csrtain amount of rssistance against thie trend,
increasing sophistication in defensive threats end offensive syatems seems to demand it.

During the initietion phese the designer will want to consider 2 wide variety of engines. The
ability to do this hes besn grsetly enhanced by the availebility of the Pratt and Whitney parametric
engine deck, During the initietion phese this deck can be run to produce thrust end SFC for all of the
criticel flight conditions for a verlety of engine cycles. The designer can do some
"beck-of-the-envelope" performancs celculetions for eech of these cycles and selait the one which gives
the wmilnimum fuel. This {s very approximate because ths dete is ell uninstalled end the engine
thrust-to-wveight ratic declines with decreesing specific fuel consumption (SFC)., The tredeoff between
thess two opposing effscts cannot be properly conducted during tho initietion phasc., Nevertheless, this
procedure does givs some besis for eelecting an engine cycle. Where there ere a wide variety of subsonic
and supsrsonic flight conditions in the mission, one often finds that the sensitivity of eircraft weight
to engine cycls sslection is not great; consequently, the penslty for selscting a non optimum cycle is
scceptahle for dssign initiation,

Weepons are ona of the major influences on the design of the aircreft. Usuelly, the choice of
weapons {s 2 comhinetion of existing weepons and conceptual weepons. 1f conceptual weapons ere used, the
conceptual dssign of the weepons has to be developed in the same wey es is being describsd for the eir-
creft. Ths designer has to assure that the fire co. trol evionics ere matched to the weepons. He elso hes
to provide for cerrying sll of the existing weapons. In many fighter studies, conceptuel weepons ere
integretsd with the airfrase. These weepons are designed for the primary mission end cerried either
intsrnally, subnerged, tengential or pelletized to minimize dreg end observetrles (Figure 6). The existing
veepons are eithsr carried axtsrnally on conventionel recks end pylons or pellstized in e conceptuel
pallse.

At ths end of the {nitiation phase it is nacsssery for the designer to select e size and weight tor
the inicial iayout. 1t (s possible to do e feir job of weighing end sizing en eircreft et this stage aven
tefore there is eny drawing sctuelly on the boerd. Simplified versions of weights and eerodynamiec mathods
er¢ used in conjuncticn with nimple performance equations and the uninstelled thruet and SPC dete.
Computer progrems heve baen written to essist in thia process. Requirements are input into these pro-
grams end the gsometry of the elrcreft end the gross weight ere output. During the initietion etege
computer programs are not of greet benefit, Experiencs is the biggest fector. The designs and require-
ments are unique so that preprogrammed codes are usually not ee ueeful et this stege es in other phases of
the design process.

During the concept devslopment phese e layout must be produced. Thie rough layout is eesentiel for
eeverel reasons. It provides the besis for mass properties and eerodynamic analysis. The internal
srrengenent helps to resolve the weight end balence. The edequecy of the volume which hes bsen elloceted
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fo 43¢ . .,-tems i{s checked. Landing gear is located to provide adequate helance and tail strike
. T+ ,ayout is also used to develop the aree progression which is very critical for supersonic
Once a satisfactory layout has been completed an analysis of the configuration can he con-
1. o The goometry of tha configuration could be transferred directly to a sizing program and eising
wucted 1f tha methods contained in the sizing program are capahla of analysis of tha particular deeign,
-ais is rarely the case since configurations which respond to new requirements must employ very advancad
technologias and are frequently different from anything that has previously been built. For this reason,
an snalysis of the configuration is usually done in the areas shown in Figuze 7. Tha mass properties and
aerodynamic analysia will be performed before sizing. These analyses permit the sizing code to be csli-
brated to reflect the peculiarities of the haseline configurstion. The remainder of the areas will he
analyzed after the configuration is aised.

A method for sising of aircraft is an important design tool for the reasons shown in Figure 8.
Sising wethods are used to determine the weight and cost of an aircraft that is needed to setisfy a
particular set of mission requirsments. By repeating the sizing procsss for various missions, different
sets of requirements can be assessed. - This aizing process is also used to evaluat) the impact of certain
advanced technologies. Any technology that nas an impact on the gross weight, aerodynamics or engine
performanca can be evaluated through the methods used in the sising process. Sizing is done during the
conceptual design phase of a project. The conceptual design aircraft will provide inputs for effective-
ness analysis. The seiected configuration will also he uaed ae the starting point for more detailed
design phases.

The state—of-the-art in aircraft sising is to layout a haseline design and match the fuel available
with the fuel raquired for a specifisd mission for this baseline as shown in Figure 9. The haseline
design is usually developed on the draving board or with a computer aided design system. An analysis of
the aerodynamica, stability and control, mass properties snd propulajon performance is performed on the
hasaline. The analysis resulte are used to calibrate a computerised sizing code which allows the baseline
to he sised to a mission. The aircraft is scaled holding a constant thrust-to-weight ratio (T/W) and wing
loading (W/S) to keep the point performance approximately constant.

These sizing codes are valuahle ryols and very refined in some cases. Most sising codes allow one,
not only to resise to different missior. but to conduct tradeoff analysis ou at least the wing '. iding
snd the thrust to wveight ratio. The spe .ric exceese . wer, turn retee, laading and takeoff diecunces,
acceleration times end other point performance requirements can bs overlaid on the plots of W/S and T/W to
shov the design sprce for which all of the requirements are satisfied. In casea where several different
performance points are being simulteneously considered, it is an aexcellent approach to evalusting the
combined effects of all performance reguirements. This process will he discussed in detail later.

In concept fuel natch siziug 1is a rsther simple process, Given a fuel sizing mission and a
hsseline design the fuel required for thet design to .erform the mission csn he calculsted hy summing the
fuel raquired for each mission leg, with sppropriate fuel allowances and reservea. If the fuel calculsted
for the mission does not equal the fuel evailshle in the hsseline design, the aircreft is scaled up or
down depending upon whether there wss excees or ineufficient fuel for the mission. This process converges
on a sized sircrsit vhere the fuel available equals the fuel required. Figure 10 illustrates the resson
for this convergence. Since there are many items in the aircraft such as the paylosd, avionics, crew,
crev station, and so forth, which do not scale with the sise of the aircraft, the fuel fraction of the
baseline will increase as it i{s scsled up and decreesed ss it is sc:’'ed down. Because the fuel fraction
required for the mi. #ion is such less sensitive to sise than the fuei availahle, the two curves ususlly
intereect. Converge e is by no means guersnteed, however. In some cssee, the tvo curvee sre so nearly
parsllel thet they do not converge within the region of scalahiiity of the haseline. In some cases the
curves may sctually diverge.

While this seems to be a rather simple process it is, in reality, quite complex. The problem stems
from scaling the aircraft. When the size of the baseline is sltered practically everything in the sir-
craft changes; halance, stability margin, landing gear size and placement, drag and 1ift, control surfece
sising to mentioa just a few., Each point on the curve in Figure 10 is a diffarent design. No computer
code can adequately account for all of these effects. Consequently, the rsnge of scalsbility must be
carefully considered. After sising the aircraft, the geometry of the sised vehicle is laid out sgsin ond
the process repeated.

Mission sensitivities can be conducted using the same basic sising method previously described, ae
shown in Figure 11. TPor mission sensitivities, the fuel required curve is constructed for each of the
mission variations of intersst. The intersection of these curves with the fuel avallable curve can be
plottsd versus ths miseion parameter of interest. Radius, combet fusl, crrise and dash speed, altitude
and alternative cocbinations of mission legs can be vsried in this same way. For these mission sensi-
tivities the W/S and aircraft T/V are held constant so that ths energy maneuverehility is changed as
little as possible.

Fuel match sising only satisf’es the mission fuel requirements. It is still necessary to insure
that all of the point performance requiraments sre met. These point peiformance requirements include
specific excess power, sustained and available turn rates, landing and takeoff distancea and acceleration
capability. Thers may be dosens of these pointa since snergy mansuverability at many different mach
number and altituds combinations are usually specified. In order to simultaneously satisfy all of ihe
point performance vequirements, tradeoff asnalyses ~rs conducted. The fuel match sizing hss to be con~
ducted for several different W/S and T/W values. The results of these fuel match calculations for each
¥/S and T/¥ can be plotted on a single graph ae shown in Figure 12.

Figure 13 shows hov the point performance constraints can be displayed en s map of W/S, T/W, and
gross veight. The hash marks on the constraint linus indicats the portion of the solution epace which
vill not simultaneousaly satisfy both the P and sustained turn constraints. Any combination of W/S and
T/¥ above the constraint linea (opposite th hash marks) will satisfy both conatraints. The intersection
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of the two constraint lines dafine the minimum gross waight aircraft which satiefies both parformance
requirementa. i LY ;

Pigurse 13 can be'used to illustrate the value of the graphical display of this information as opposed
to a computer optimization, The P :constraint line is very nearly the ssme as a T/W line wvhereas the
sustained turn rete constraint ia n‘hrly horizontal. This means that if both the engine size and the wing
loading are increased the sustained turn rate will be mainteined wvhereas the P. will increase substan-
tially. Thus, added P_ can be achieved with little increese in the gross weight 8¢ the aircraft. This is
apparent on the greph But would not be known if the computer were allowed to optimize the solution.

The foregoing discussion of aircraft sizing and tradeoff anelysis has been concerned with only .two
design psrameters, W/S and T/W. Even et the conceptual level there ere many more design psrameters that
must be considered in the design and aizing of the aircraft. Figure 14 gives examples of perameters that
have @ first order effect on tha size of the aircraft. Values hed to be assumed for all of these params-
ters for the baseline design and it is necessary to conduct tradeoff anelysis to select the values yield-
ing the lowsst gross weight. Figure 15 is an examplas of a wing sveep versus aspect ratio tredeoff. Such
tradeoffs must be performed for all first order peramsters. The W/8 versus T/W tradeoff shown in Figure
13 represents a local optimum for the specific value of each of the parameters shown in Pigure 14 that
wvere selected for the baseline design. The large number of design perameturs involved greatly increased
the complexity of the tradeoff analysis.

No discussion of conceptual design would be complate without a discussion of conceptual design
methods. Conceptual design relies heavily on ewpiricel methods. In the eerly phases of the design
process enslytical methods are inappropriate for sevaral reasons. First, the methods should predict what
the weight or drag of a configuration would be given the normel time to refine the design in the prelimi-
nery and detailed design phase. Every bump will not be removed from the area progression curve during
conceptual design. This prediction must account for technology advances. Second, the method must be
comprehensive, that is, all weight, dreg, 1lift, thrust loss, and signature contribution, from every
sou ce, must be pradicted. Faw analyticol methods do this. For example, the most sophisticated struc-
tural analysis codes predict less then 502 of the weight of eny structural component. Since structure
accounts for only 301 of a fighter's weight, e complex finite element enalysis code will predict less thsn
152 of the total weight. This is inaduquate for conceptual design. Third, the time to input and run
snalytical codes is inconsistent with the number ¢~ pecpla on a conceptual design team snd the turn around
time required during the conceptual design phese. All of these fectors tend to make the conceptual design
methods a rether spacialized field.

Conceptual design is encompassing more arass then it has in the past, as shown in Figure 7. This
is beceuse all of these aress ere included in the requirements and it is necesssry to be abla to evaluete
them at that level. Much mure attention is currently being focused on logistics factors and cost thsn has
been the case in the past. Signaturas end vulnereble areas are importent for effectiveness enelysis.
dethods have been developed for analysis of these factors and {t is now axpected that such anslysis data
vill be produced in the conceptual design phase.

Conceptuel design involves the use of computers in mary aspects of the design process. Codss for
sizing, performance, and anelysis heve been in eristence for many yesrs. More recently the davelopment of
grephic software and high resolution terminals permit tha configuretion leyout to be done at the terminel.
Layout of e configuration i{s a high skill leval funztion whether it is done with tha eid of e computer or
on the boerd, A design craated on the board mey be digitized into the computar for enalysis purposes as
shovn in Figure 16.

One of tae more importent advantages of the use of computer aided design systems to davelop config-
uration geometry may be the ebility to genarete the input to snslysis programs that raquire a lsrge amount
of geomatry dste, such as eerodynamic peneling codes or finite element structural analysis. Figures 17,
18, & 19 shov ocutput taken directly from the terminal screen of e computer aided design (CAD) systenm.
Figura 17 {s e graph of the eree progression and the volume¢ cf the components. Figure 18 shows s perime-
ter plot with vetted ares. FPigure 19 is a far field wsve dreg cnalysis. All of this output i{s evsileble
once the geometry is in the computer.

Another axample of the use of geometry files is to fabricste models. Figure 20 shows s configura-
tion file boing displayed on a color tarminal. Figura 2! {s e -~hotograph of the fsce of the terminel
displeying this same conf{iguration. Finelly, Figure 22 shovs e model that was fabricatad from this sare
geometry filu. Tha configuration geometry file wes transfarred to a commercially svailable CAD system end
then to a nuserically controlled milling machine to fsbricate tha model, It is well within tha
state-of-the-art to create geometry input for different enalysis tooly snd to interfuce files for model
febricetion.

2.3 Fighter Requirements

Thie section wiil present a summary of some of the key issues thst are addressed during the vrocess
of defining a fighter requirement. The publication of a requirement for a new fighter is a commitment of
tens of billion of dollers in total life cycle cost, not including wespons. Such a commitment of funds
essures that the decisions es to vhen z nev fighter devalopment will begin go fsr beyond the technicel
consideretions alone. The enormous political and ecvnomic implicetions of a nev eircraft development have
a major influence on what is deveioped and when it {s developed. These aspects of tha gestaticn of »
requirement are not addressed in this paper.

Before attempting to discuss the principal issucz that must be addressed in dafining s fighter
raquiresent, there must be some agreement as to vhat is meant by a fighter aircraft. A fighter may be
defined as eny aircraft vhose primary mission i{s to maintain eir auperiority by engaging in air-to-air
combet. This definition includes the mission roles of air superiority fighter, fighter escort and fighter
interceptur. It does not preclude, as a sacondery role, air-tn-surface attack, reconnaissance or o*her
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roles. Bacsuse of the expense of developing and maintsining different aircraft in the same genaral weight
and performance class, ground attack may be included as a secondary role for fighter aircraft, A dis-
cussion of fighter aircraft would be incomplete without soma coneideration of the eir-to-surface role.

Among the contents of a typical fighter requirepent are those illustrated in Pigure 23. All of the
requirements listed contribute to the abiliry of tha fightar to perform ita mission. The ceuse and effect
betwaen thase requirements and the general capebilities that are sought in a fighter must be astablished
in order to provide the rationale for each of the requirements. Each of the requirements contribute to
the cost of the fighter, consequently it must be shown that it ir needed. A rationale that has been used
to justify performance ia that a margin is needed of ovar the threat to assure success in combat. This
rationale usually contributes to at least a part of any fighter requirement. Even this simple rationale
has its problems however.' Msny important questions remain unanswered such as; how much of a performance
aargin is needed, is it needed over the entire flight envalope, is performance really important since
technology A, B or C substitute for the need for performance, can weapon performance aubatitute for
aircraft performance and can quality of aircraft replaca quentity. Thase ara difficult questions but
ansvers are needed to formulata s requirement. Analysis, simulation and tast all are used to attempt to
provide answer3s to these queations.

The following discussion of fighter requirements focuses on the major categories of capebility
listed in Pigure 24, All of the requirements contributa to one of these general capabilitilas. A quanti-
tative assessment of this contribution is beyond the scope of this lectara. The purpose of this dis-
cussion is to highlight the major concerna which currently influence fightar design.

Close-in-Combat

Close-in-comvbat has traditionally been the very essence of fighter aixcraft design.
Close-in-combet ir sometimes referred to as a dogfight because of the twisting, turning maneuvers of the
combatanta. Figur- 73 is a graphical output from a close-in~combat simulation which supports the analogy.
Por early air superiority fighters, the only armament was a gun vhich was most effective at 300 to 800 ftc.
Close-in-combet literelly meant within gun range. The pilot was the target acquisition and fire control
system, The eddition of the IR missile did little to fundamentally alter what was important in fightsr
design. The IR missile still required the pilot to maneuver to the 6 o'ciock position bsfors the missile
wvas affective. In racent years there hsve been a number of advances that are altering all of this. The
improvements in tha all aspect missile is one of the principal new technologies that may change forever
the natura of the fighter dasign. Early evidence from simulations and actual combat indicata that there
is some reason to believe that this is so. On the other hand, we have heralded the end to the dogfight
before, only to have it reappesr due to the failure of the missile systems to deliver as promised. There
is still reason to believe that even in this advanced age of avionics, the missile will not be the total
solution. In any event, the user has not seen fit to dispense with the classical maneuverability of the
fighter. Sinca the user has the final prarogative whan it comes to ..quirements, it is still important to
understand what effect they have on the aircraft.

Tha characteristic that is generally thought of as defining a fighter aircraft is its ability to
maneuver to a position of advantage in aerisl combat and succeed in shooting down the opponent. Enough
has been said and vritten on this subject to fill many books. Still, when it comes to making a definitive
statement of the maneuverability requiresents for advancad fighters, the task is not easy. This is partly
due to the many diverse technologias that open up new possibilities for air combat. It is also due to the
fact that the design of an aircraft involves aany compromises and must be constrained to the funds avail-

able. Requirsments cennot ask for all of everything, so one is faced with the problem of daciding vhat is
most important.

In the mind's ey2 one can envision close-in-combat as two opposing aircraft epproaching each other,
engaging in a dogfight with one aircraft aventually shooting down the other. This, in fact, is the
scenario that has flavored much thinking with respect to fighter requirsments and sanalyses. Models havs
been developed vhich csn simulete such engagemsnrs and it is straight forward to transliste the analysis
results into design requirements. The outcome of the analysis of many such engagements has been corre-
lated against msneuverability parameters. These correlations result in the conclusion that the important
maneuverability parameters ars specific excess pover, sustained turn rate, instentsneous (available) tun.
rete and acceleration.

Specific excess pover is defined by the following equation:

p - =DV Eq (1)

s W

Where P. = Specific Excess Power
T Thrust

Drag

Adrcraft Weight

= Velocity

D
v
v

Specific excess power varias vith ths flight condition and it ia ccmmon to displsy P as a function
of Mach number snd altitude as shown in Pigure 26, P_ 1s assessed hoth for level flight and turuing
flight where the drag is higher. As the turn rste is increased the point is reached where the thrust
wquals the drag. At thirz point, the aircraft has reached its maximus sustained turn rate. Thus, the lins
on the 5g plot in Figure 26 where P_ = 0 determines the boundary of the S5g sustained norms! load factor
capability for this particular airerfft. The turn rate can be further increased at a sacrifice ia energy
level. When the aircraft turn rste is increased to the point where is reached, it csn be increased
no further. This is the available tura rate (ATR) or instantaneous tufn rate.
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For o aixcreft that is well designed aerodynsmically P_ in onc g level flight is primarily de-
termined by the eircraft thrust-to-weight ratio (T/W). Very hidﬁ thrust engines are desired for high P ,
The high thrust-to-weight. ratio of modern fighter engines, (T/W),, sllows the achievement of very high
values for future fighters. Even given modern high (T/W)_ enginés, the increments in P_ can cost dearl
in 'increased gross weight of the aircraft., Consider a hypothetical ‘aircraft, for example a well designed
supercruiee fightez, with a combat wing loading of 56 lbs/ft? and a combat T/W of 0.52, Thie equates to
an uninstelled ses level static thrust-to-weight ratio of. about 1.0, The' P_'of such a hypothetical
aivcraft st M=0.9 and altitude of 30,000 ft would be about 370 ft/sec. If %00 fps more of P’ were
required; a combat T/W of 0,636 would be needed. Figure 27 shows the resu’.ts of resizing this afrcdaft to
the nev P requirement to be over 10,000 1bs in weight. This is e rather extreme cese because of mission
fuel rnquirin‘ntn. but it illustrates the point that P_ requirements are to be carefully considered in
developing a requirement for a nev aircraft., This eizing was done with a (T/W), of 9,0, 1If a higher
(‘I'IH)B were achieved through technology sdvances in fighter engines, the results would be less dramatic.

Maximum sustained turg rate (0) is a second important design requirement which contributes to
close=-in-combat capability. is the sngular velocity measured in degrees per second. Sustained turn
rete is also commonly expressed in "g's" which is the normal load factor. Sustained turn rate and normal
1oad factor are related by the following formula.

6 = vynt -t Eq (2)

Where: 9= turn rate
n = normal load factor

The g's for & maximum sustained turn are related to the wing loading end thrust to weight ratio by the
following approximation:

LR n o

Where: n_ = maximum sieady stete normal load factor
q'- dynamic pressure
W/S = combat wing loeding
T = thrust
K = wing dreg-due-to-1ift factor for
uncambered wing
ving reference srae
zero 1ift dreg coefficient

It ia apparent from Eq (3) that the maximum eustsined turr cepsbility of a fighter is e function of
both the combat thrust and combst wing loeding. A tradeoff analysis is required to determine the correct
combination of wing loading and thrust-to-weight ratio. Figure 28 shows the results of such s tradeoff
analysis. There is s unique combination of W/S end T/W for lovest gross weight for any required sustained
&, 88 showvn by the minimum point on the curve.

Figure 29 is snother presentetion of the results of a trsdeoff snelysis of W/S and T/W. This plot
maps constent gross weight lines on a T/VW versus W/5 plot. The point of tangency of these gross waight
lines with the lines of constent susteined g's defines tho minimum gross weight. The locua of combina-
tions of T/V and W/S which minimize the gross weight for esch g level is dramatized by this plot, Cross
veight is quite sensitive to the requirement for additionsl maxi{mum sustsined turn rste cspsbility. The
requirement for #n sddicional 0.5 sustsined loed factor can increase the gross wveight by 102,

The third requirement which effects the outcome of dogfight engegements is the maximum instanta-
neous turn razs slso called avsilable turn rste (ATR). Thie parameter {s effected only by the maximum
11ft coefficient of the wing and thn wing losding. ATR is not affected by engine thrust and relates to
load fsctor by Eq (1), Maxisum {nstentaneous load fsctor is givan by the following equstion.

o e cLll!q Eq (4)
z w/s
Where: n = maxisus {nstentaneous loed factor
ana = maximum 11£2 coefficient
5 = dynamic pressure
¥/S 1ia the wing loeding

Although there is a loss of energy when the aircrsft 4s turning at a rveta greeter than the maximum sus-
tained turn rate, the instantencous turn rete is nevertheless an importent perameter. In the one-on-one
engsgenent modeled in Figure 25 neerly all of the sngegement is conducted ar conditions vhere the P. < 0.

Over a large part cf the flight envelope the maximum instantsneocus load fsctor wili de limited by
the structural design limits of the aircraft zather than the Cl of the wvimg. This is grepiifcally
illustrsted in Pigure 30, &

The tradecffs illustrated here ere very complex {f done correctly, The problem is sultidimentionsl
since the aeruodynamic efficiency of the total eircrsft is involved. This implies that the planform of the
aircreft should be optimized at esch point in the W/§ versus T/W plane. The engine cycle is alme involved
as well ss the structural efficiency. A further complicatinsg factor is thet there are many constraints
other thau turm rste and !.. The global optisisstion problem resulting from the many parameters and many
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constreinte is lerge. In gsneral, however, the type of tradeoffs illustratsd here are used for making
decisions relative to fighter requirements.

As mentioned earlier the result of comhat simulations heve heen correlated ageinst the P, sus-
tained turn rate end availshie tnrn rate. These parametere produce a good statistical correlatidn with
exchange retio in one-on-one combat. If an engagement ie other than one-on-ona the outcome is different
than one would predict by one-one-one analysis. Wherees in e one-on~one engegemant, the excharge ratio
(nuaber of aircraft killed/number of aircreft lost) can resch almost any value depending on the difference
in the level of anergy maneuverahility between opponents, in one-vereus-two or two versue two engegements
the results do not correlate as well, Multiple aircrsft engagements are much more difficult to analyze
and much more dependent on the tactice ueed hy the opponents. Analysee, simulation and operetional evel-
uation have all been used -to avaluate the multiple engegement problem. The results of many sisulations
ara shown in Figure 3l.- Ona ganeral conclusion ie thet requirements cannot he based exclusively on energy
nmaneuverability but that mansuvarahility is still eignificant, although it ie most important in 1 vereus 1
combat. The results of analyscs of engagementa of multiple aircraft, do not elter the desire to heve an
energy maneuverability margin over any projected threat. As a consequence a section on turn retes end
specific excess power will be included in any requiremeats document.

There are several nev technologiee that also have ¢ bearing on the relience on energy maneuverebil-
ity for success in air-to-eir combet. These technologies incrsese the volume of ths envelope for which
the armament may be used effectively. Included in this category are treinshle guns, unconventional flight
sodes, off boresight missiles, and all aspect miesiles. The effect of these technologien ie to increase
the time of the target in the lethal envelope of the armament during &n air-to-eir engagement as shown in
Figure 32. In the past, guns and missiles have besn limited primarily to engagements from the rsar
quadrant for high probshility to kill. The rear aspect missiles are IR missiles vhich depend on vieving
engins hot parts in order to home on the target. In terms of comhat tectics tbey do not change the
emphasis or aircraft performanca since it ie etill neceesary to position near "6 o'clock" for an effactive
target kill, The all aspect missile, trainahle gumn, unconventional flight modes and off horeeight mis-
silee on the other hand, permit engagement from any position relative to the target. With an all aspect
niesila it is only necsssary thet the terget be ecquired and within range. In theory theee tschnologies
could bdbe snhstitutad for some of tha energy maneuverehility requirements with no loss in effectiveness.
Analyses and flight demonatrations have been performed which indicate that fighters employing these
technologies can eucceed against fighters which have superior ensrgy mansuvsrahility but lack these
technologies. In the future, these technologies may have an influence on the level of energy maneuver-
ahility required. At present, howevar, there is insdequate demonstrated capabilicy from these terh-
nologies to alter the thinking about fighter requirements eignificantly,

Beyond Visual kang? (BVR) Combat

The more serious prohlem associated with the focua on aircraft parformance for close-in-comhat,
hovever, is that the nature of eir combat may be changing. The factors contributing to the change are
illnstrated in Figure 33. There ere still eome vho maintein the view that long range missiles, avionics
snd reduced signatures do not alter the fundemental nature of eir combat. At one time the feilure of
misailes to live up to expectetions seemed to support their case. Recent combat experience, however,
seems to indicete otherwise. While there have been fatal flavs in soms missile systems in the pest,
progress has been made towerd correcting these deficienciee. The scceptance of long-range missiles as the
prisary armament for eircraft has a fundemental impact on fighter raquirements. Long range miesilee shift
the empheeis from ths close-in-combat arens to the other types of combat shown in Figure 34, BVR comhat
includes the M versus X combat in vhich the friendly aircraft cen eesily he distinguished from the oppo-
sition by position and the ) versus 1l versus ! combst vhere there ic general chaos smong comhotante. In
this latter csse, knowledge of the target position does not identify the aircraft and any aircraft may bde
sizultaneously both being ettecked end ettacking. Of course, BVR may also be ¢ one versus one situetion
and ~1oce-in-combat may involve multiple aircreft.

An engagement may begin at heyond vieual renge and end in a dogfight as illuetreted in Pipur- 15,
This eimuletion begins at & separation distance of 40 nm vhere the first missilee are fired. The
combatants begin maneuvers et this point but are constrained to keap esch other in their field of view.
After the BVR missiles fail to effect e kill, the sngagement gventually turns into a dogfight. The
relative magnitude of the scale between BVR end CIC is shown {n Figure 3}3. Typical BVR eimulations bagin
at 40 to 30 ym vhersas CIC aimulatinne gsrare 2t 3} nm, This figure 2lac Jervee to illustrare thst the
msneuvers in BVR simulation are not nearly es violent as CIC maneuvers.

The fundaments]l cspabilities thet contrihute to success in CIC ere the seme in BVR combat i.e. to
sde without being seen, to shoot without being shot at, and to kill without being killed. The afrcreft
cheractcristics which contributes to these capabilities ere grsatly diffsrent, however. The rteletive
saneuverebiiity betwesn the opposing eitrcreft has very little to do with the outcoms of the sngagement.
Lov epeed missfieer aircraft such ee the one shown in Figure 36, which have very little energy mancuver-
ability, heve been shown in analynis to heve very favorahle exchange retios in certein air combat mit-
uations, if they have effective long and medium range missiles. A miseileer is like a porcupine; very
dangeroue if it is attscked but not very effective in an offeneive role.

BVR combat is not mew. Long renge redar guided miesils have besn operational for meny ysere oun
F-lés, I-13s, F-de ond many other aircraft. BEven so, it is not really clear vhat will muke e pgood BVR
fighter in ¢ tactical situation. At prasent, the iesuse shovm in Pigure 37 duminate the discuseicna.
Speed uith mansuverability is ome of the key issues. A fighter with a susteined high speed cruise ca-
pability has the ability to provide defensive cspsbility as shown Pigures 38, 39, and 40, The higher
speed capability ellovs the interceptor to be ferther euay from ite hese than e lower apeed aircraft in
«ay given period of tims, (Figure 39). The average speed from bases to intercspt point defines the capture
anvelope. Pever zircreft ere chle to penetrate the defense simply becauss the interceptor camnct get tc
the intercspt point before the threet has flown hy. This larger radius of action sakes it possible to
defend a larger eree from e given base, thue reducing the number of interceptors and interceptor bases
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required. Spaed elso allows an interceptor to catch up to flaating targets from the rear as shown in
Figure 40, The delay tima and target speed heve a dramatic affect on the interceptor snead required to
capture the target.

‘A second advantege of a high speed capability for e fighter is tha expansion of the migsile launch
envalop2 dua to the highar leunch spaed. The launch speed of the eircraft is edded to the miss'les energy
permitting the missile to be launched at e greater runga than the opponents missila. Figure 41 shows the
reletive leunch envelope aree dffference due o speed differential,

In the cheotic situation there is enother advantege to speed. Where the position and velocity
vector of tha zergets sra random and plentiful the aircreft that is fest and maneuvarabla has more firimg
opportunities. This is due, not only to the expended leunch envalope, but to the fact thet a fester
aircrsft will overtake more of the slow movars in the same way thet the fastest car on tha autobahn will
encounter more cars than the eutomobile moving at tha evarage treffic speed., Figuras 42 and 43 show two
cases; ona with tha blue eircreft at twice the speed of the red and tha othar with the blue elrcroft et
half the speed of the red aircrsft, In the first cese tha blue aircraft nes three firing opportunities
end ia not firad upon. In the later case the blue aircraft is fired on twice end does not fire on eny
opponent. In the scenario of chaotic combat, the spead advantege y.elds more firing opportunities.

In hesd-on engegements, npeed can also have e detrimental effect. Figure 44 illustrates this
point. Two heed on intercapt situations are shown here; one is equsl speeds for opposing efrcreft (upper
left) the other is with blua at e higher speed them red. In both cssas the aircraft continue their
haed-on etteck until missile impect. In the former case, the impact is eimultaneous. In the lattar cese
the red missile impected hefore tha blue missile. The blue aircreft literelly flew into the red missile.
Most long rsnge missile guidanca systems require thet the aircreft continue to close on its target after
tha nissile hes baen launched.

The diaedvantage of the engegement kinematics with e high speed aircreft cen be mitigated to some
extent by supersonic maneuverebility. The analysis of tha use of maneuverebility et suparsonic speed and
the design implications are shown in Pigure 45. The basic tectic is to maneuver awey from the ettecking
aircraft as much as poaeibla without losing the ebility to track end retein speed for a reatteck., Whst
one trias to achieve is the maximum F-Pole which is the aeper:tion distance between the aircraft et the
time of blue missile impect. Figure 46 illustretes the effect that msneuver has on increesing tha F-Pole.
Maximizing the F-Pole increaaes the probability of killing tiie target before the guidsnce in the threat
missile "goes active.” When the missile guidence goes ective, it no longer depends on the lsunch eircraft
for any kind of essistance and it will kill tha tsrget irreapective of the existence of the launch air-
creft, F-Pole is plotted in Figure 47 for increaaing speed and increasing normal load fector. Note that
F-Pole always increases with increasing loed factor but some threshnld must be passed before the F-Pole
begins to increase with speed. All of this muat be tempered with the ebility to keep the tsrget in the
sensor field of view so thet blue doer not lose its own kill capebility. It should be obvious that F-Pole
can also be increased by slowing dowu. Although reettack cepability end the ebility to disengage may be
lost by slowing down, it is better than getting killed.

A hypothetical supersonic maneuvcring engagemant is illustreted in Figure 48. In this case both
red and blue initiete a manauver sfter firing their missiles, both initiel shots miss. Blue, however,
with its spead sdvantege, c.n initiate a successful reatteck. The result of this eituetion is thet blue
eurvives end red is killed as a result of the reatteck.

With regard to the requirement fur speed, enalysis results are still incenclusiva. Vhen combined
with supersonic manauvarability, speed offers the edventege of en {acreesed number of favorable encoun-
ters, increesad missila leunch envelops, tha ebility to ¢isangsge end a lerger defanded aree. On the
nagstive si{de is the aarlier intercept of the threst eircraft in haed on angegaments vhere tha leunch
eircraft ere reetricted by the need tc illuminate the terget. Overell, susteined supersonic speed ca-
pebility {s likely to be e raquirement for future fighter eircreft,

In addition to supersonic spead and maneuverebility, there is a requirement for control of redar,
infrared end visuel eignatures. This obviously contributes to the ability to eee without being seen.
Figure 49 {llustretes this point. Signsture reduction reduces tha BVR leunch envelope beceuse BVR mis-
siles are dependant on return from the thrast stircreft for lsunch, guidence and fusing. The moet fevor-
ebla situation {s {llustrated in Figure 50, If the blua miesila can impect the target before the red
aircreft detecte the bluc sircraft, red hes no probebility of killing blue, This, of course, meane that
the RCS of the blue eircrsft muet bc low enough thet the thrcat reder cannot detect it with its acquiei-
tion/treck radar et the time of {mpact and thet blue must heve a missile of eufficient renge so thet this
can be echievad.

Pigure 51 shovs the results of many & vereue 4 engegenent simulatione. These tend to confirm vhet
ona would expect, thet is, incraesing spued, menauverebility end reducad signeture, vhen combinad, result
in higher exchanga ratios in BVR combat than do any ona of the three by themselves. It also shows the
adventaga of reduced signature end maneuvarebility can be lost if the speed adventege is not mainteined.

Afr-to-Surfece Requirvments

The rola of attecking ground targets may seam to be a contradictivn of terms vhen addressing the
subject of fighter raquiraments. There erc sound raasons for including the ground etteck rolas aa pert of
a discussion of fighter rajuireaent, howevsr. The main rveason is thet aircreft that ere designed es eir
superiority fighters may end up heving, as either thair primary or secondary rola, thet of ground ettack.
A fighter that has no capability to perform air-to-surfece missions {s of loss velue than an eircraft that
cen perform both. The flaxibility that the "sving” cepability offers is that the fighter forca can be
elloceted to ground attack vroles es the nature of tha bettla changes. Analysis indicetee that this hes sn
important effect on the outcome when one lonks et tha totel campeign. It is necceeary to look at tha
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whole campaign to eee thie effect. Modele that eimulste only the air combat cspability cannot adequstely
account for the value of a fighter with multiple role capability.

The iseues which dominete the specification of air-to-surface requireumente are ehown in Figure 52.
These iseues do not really change with time, technology or cless of aircreft. The problem does get woree
with time, however. At the top of the liet is survivebility. Survivebility dominstee all of the other
issues because it has such a lsrge impact on the others. The target acquisition and target kill functiona
are complicated enormously by having to fly either low end fast or high and fast to enhance the
survivability. Range and payload are also both compromised in the intereet of eurvivability. Higher
speed, lower signaturee and increases in countarmeesurss all eat sway at range and psyload. Neverthelees,
without the capability to find and hit targets, or without sufficient weapone to inflict relevsnt drmage,
the most eurvivable aircraft is of no value.

Figure 53 shows the lethal rediue of eurfsce-to-air missiles (SAM) defenses against s subsonic
aircraft penetrating a highly defended area in Europe. It ie clesr from this figure thet there are no
sanctuaries for an aircraft penecrating this zone regardlese of the penetration altitude. As the altitude
is increase, however, -the defenses are lees dense. Tlhe two regione of primary intereets for penetration
of defensee are shown in Figure 54. The supersonic high altitude region hes the advantege of fewer SAM
defensee but hes the inherent problem of hitting targete. There sre currently no air-to-surfsce wespons
that are effective from the high and fsst flight regiime. A number of research snd development efforts
have been undertaker to remedy this eituation, but, even for advenced weapons, there are significant
problems in killing many targets of intereet. PFigure 54 elso ehows a thermal cost diecontinuity at
approximately Mach 2.5. At thie point, material and fabrication coets for both the airframe snd engine
increase markedly.

Analysis indicates that supersonic high altitude penetration does have ite benefits in terms of
reducing effective SAM envelope. The percentage of SAMs that arc effective at high sltitude ie subetan-
tially reduced and the area in which the aircraft is vulnerable to attack by SAMs is reduced by the speed
because the exposure time 18 ehorter. The combined effecte of speed and altitude are grephically die-
played in Pigure 55. When combined, these “wo effects make the high sltitude region the flight corridor
that i{s least vulnerable to succeeeful atta. by SAMs,.

Figure 56 compares the targets kiiled from high and low altitude penetrsting corridore over a 30
day campaign. Two curves are ehown for the low altitude corridor; one with terrain maeking and pene-
tration aide and the other without. It is clear from this anelysie thst, without terrain maeking end
penetration aids, lov altitude penetretion is not effective. Terrain masking ia evsilable only in eress
that are hilly or mountainous., Over flet terrain the eurvivability of eircraft penetrating at low alti-
tude is going to be :educed over vhat can be achieved with terrain following flight in rough terrein.

Terrain masking is a two edge sword, however. What protecta an aircraft from the threat prevente
targets from baing seen from the aircraft. The probability of targst acquisition over moderately rough
terrein from an aircreft of traveling at Mach 0.9 ie {llustrated in Figure 57. Note that at an altitude
of 200 ft the probability of ecquieition of the target is 0.05, that is, only one of twenty targets will
even be scquired., Even fewer targets '7ill actually be attacked and killed. It is epparent that this is
an unscceptable mode of operation. Even if the defenses never killed & eingle aircraft, they would have
been completely effective beceuse they forced the aircraft to fly vhere it csnnot fight.

The terget acquisition problem is also complicated by the environment. Figure 58 makes this point.
Even wvithout battlefield swoke, visual detection can only be relied upon for tsrget detection ebout 12X of
the time in winter. Infrared, because of its cepability to detect targets st night and through light
haze, allows one to detect targets 43X of the time. Radsr, being neerly insensitive to both weather snd
darkness, fucreases the acquisition time to nearly 100X. There is keen interest in IR and rsdar ecquisi-
tion systems for this rasson.

All of thie paints a rather bleak picture of the air-to-surfece mission for fighter eircraft., Even
vhen the effects of eignature control, speed, couutermeesuree end vulnerability reduction are combined the
air-to-surface role probability cannot be effectivaly accomplished without the support of other eyetems
for defense suppreseion, standoff jamming, tsrget acquisitior, navigetion and target identification. All
of this overhead detracts from the overall cost effectivenese of airpover end adds wany more elemen:s for
potential enemy attsck.

Sortie Generstion

The topic of sortie generation relates to the number of sorties which can be produced daily by an
aircraft, squadron or ving. Most of vhat hss been said in the previous discusiion has teen concerned with
the ability of aircraft to kill targets. The ability of the aircraft to get off the ground in a condition
that permits it to perform its mission ie elso a primary factor in the overall effectiveness of the
fighter. A fime and sophisticated machine that can kill anything within miles but spends all of its time
in the hanger with master machanics repairing its fine sophisticsted equipment is of no value., Neither is
an aircraft vhich functions wonderfully until the first bomb hite its runway. These ere some of the many
concerns vhich currently have much influence on fighter requirements. Thure are many proponente of the
view that we have bean only concerned with the performance of our fighters and too little concermed with
the logistics, maintainability and other design fectors thet contribute to sortie generation.

By itself the number of sorties produced per day by an aircraft does not mean much. One can read
accounts of World War II Stuka pilots in very adveree conditions producing over 10 sorties per day. These
vere obviously very ehort missions with very little armament. A modern aircraft that is going to be on a
mnission two or more houre with several tons of payload is not going to produce ten missions per day. On
short missione, AV-8's and A-10's can still produce sortiee at this rate during e surge period. Sustained
rates are much lover for longer range fighter aircraft, howsver.




]
]
g
§

R T

.The sortie generetion issues of current interest ere listed in Figure 59. Sortie generetion spens
e broed spectrum of concerns. At the top of the list is the desire to minimize the time spsnt in mainte-
nence. Maintenance not only effects sortie generation but all of the logictics associated with the
aircraft. If the stetistics can be believed, steedy progrees hes been made in recent years in increasing
the meen time between failures in spite of the increese in sophistication of fighters. Figure 60 shows
vone plot of statistical dete of several fighters. Current fighters show MIBFs exceeding the time of a
single mission. . Part of this increese can be attributed to the increase in meen time between failure
(MTBF) of the reder system as shown in Figure 61. This curve shows the MIBF prior to 1960 to. be zero.
Whether this is fect or not is questionable, however, it does confirm the stories that the MIBF for esrly
radars wes shorter than the time between the beginning of the taxi and the time thet the wheels were off
the runwey. Current evionics hes e sufficiently high MIBF, thst improvements in avionics will no longer

heve e major effect on the MIBF of the eircreft.

Statistics on MIBF and mean time to repair (MITR) tell only part of the story. Missions can be
flown, and will be flown, in wartime situations without ell systems in perfect operating condition. Surge
sortie rates will be much higher then the sortie generation potentiel shown in Figure 62. However, for
susteined sortie generetion ths date indicates thet current fighter can produce between two (2) end three
(3) sorties per dey. The requirements for future fighters are likely to be much higher then this. Row
these ere to be echieved is currently e topic of study.

Another important fector in the ability to generate sorties is the turm around time, thst is, the
time to reerm end service the aircraft when no repeirs are rsquired. Many approaches heve been proposed
to speed the process of erming en aircraft. Conformal pellets, with ell of the weepons on a single
psllet, is en example of e technique of speeding up the process. The problem is more compliceted where
the bese has been contamineted with chemical or biological egents. A lerge reduction in time to perform
all operations occurs when such contaminetion is preeent. Obviously, this hes en edverse effect on the
sortie generetion. Future fighters will be required to operete in such environments. The eircreft mnst
include the necessery provisions to protect the pilot end internal equipment. Provisions for servicing
end rearming must be such thet they cen be parformed with crews in protective gear.

The landing end takeoff distsnce will determine whether fighter aircreft csn continue to operete
after an eir base atteck. Pigure 63 ghows the results of an Israeli attack cn an Egyptian air basse during
the Yom Kippur wer. All of the runways ere severly cratered. To continue operation the eircreft must be
eble to operete between the creters. The shorter segment of runway for landing end takeoff required, the
more ingensitive the fighters will be to runway cretering. Thic effoect 1is illustrated in Figure 64.

A finel issue vith regerd to sortie generation is the ability to operete fiom tough and soft
fields. For modern fighters this capebility has been completely loet. Nor is there any thought of
returning to the deys when a fighter could operete from e muddy farm field. Thers will be s requirement
for fighters to operete from cratered runvays thet heve been repeired and to taxi from shelters across
unpaved surfaces to the portion of the runwey that hes been repuired or survived the sttack. This may not
seem on the surfece to be much of e compromise in the design but it does have a considereble influence on
the design of the landing gser end the basic size of the eircraft itself,

Susmery of Requirements

Emphesis in eir combat cepebility is divided bdetwsen focus on CIC end BVR combet. For
close-in~combst the focus in on the clessic maneuverability parameters; P , susteined end instenteneous
turn rete end acceleretion. For BVR combet the technology focus in on the Jcepon end fire control system.
Tne vehicle cherecteristics which ere likely to be of most interest for BVR ere susteined supersonic
cruiae with meneuverebility, end control of the signetures. Future fightsr will probebly heve, es e
secondery role, the attack of ground tergets. Survivebility dominetss the ground etteck mission. High
speed, high altitude end lov eltitude terrein following atteck ere the penetretion profiles of interast in
high thraat arees but sccepteble survivebility end terget atteck will not be echieved without supporting
systems. Sortie gsneretion from e demaged end contamineted airfield is needed to echisve productivity in
e wvertime situetion. High reliebility end the ebility to turn eircreft eround vapidly in e
chenicel/biologicel environment is necsssery. 1: eddition, STOL or VIOL with soft field cepebility is
needed to operete from damaged sirfields.

2.4 [ffectivensss Anelysic

No discussion of rcquirements would be complete witlout sention of effectivcness enelyeis. The
amount of date thet is evaileble for modern fighterx from en ectuel werfere {s very spersc. Furtherwore,
the nsxt generation of fightec eircreft will not be operetional for ten or more yeers. The ectusl threets
will change during the 30 or more yeers of dsvelopmant end operetion. 1t is necessary, therefore, to
devise methods for essessing the combet cifectiveness of conceptuel fighter eircreft designs.

There ere many methods of essessing the effectiveness of edvenced eircreft, These raage from
digitel siruletion models to opsretional evaluetion tests. In the eerly pheses of e prugram, before
requirszents ere defined, the models must be et the ssme level es the conceptuel design methods. The
charecteristics of the conceptual designs must fevd these enelysis tools and the turn eround time on the
date must be on the order of days or veeks.

The wajority of enelysis models that are used to assess concsptuel fightsr eircreft designs fell
into the generel cetegories shown in Pigure 65. The digitel close-in-combat wmodels were originelly
developed for one-on-ome combet. They heve been expanded in recant years to & versus 4 models. The
flight peth of the eircreft ere besed on equations of motion. Alrcreft cherecteristics ere predicted from
the conceptual designs. The tectics of the engegement ere input end fixed et the beginning of progrum
sxecution end no feedback from e pilot is evaileble as the simulution progresses, as would be the cese for
mnanned simuletions.
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The BVR combat simulators ere similar to the CIC simulators except that the BVR usually include a
more detailed missile flyout trajectory as part of the simulation., ECM, IFF end sensors are emphaeized
heevily. For the BVR cese the missile flyout trajectory ie modeled with more fidelity becauee the BVR
maneuvers are constreined by the ability to keep the target in the field of view until the BVR missile
locks on the target. The constraints on the aircraft maneuvers due to the inability to lock on before
launch at long range is a major factor in BVR effectiveness. Group strategiss and tactice are included.
The digital combet evaluation model illustrated in Figure 66 is an example of a BVR model thet evolved
from an earlier CIC model, " ‘ ; —

SAM flycut models sucn es the one illustrated in Figure 67 are sophieticated models thst simulate
the flight characteristics of the missile, the missile guidance system and the capabilities of the site
acquisition and tracking system. Aircraft cen be flown through these eites and their probability of
survivability cslculated. The AAA models are similar to the SAM models except that the projectiles are
not guided. None of these models include the human factors in the operation of the defenee sites.

Sortie generation models such as the one illustrated in Figure 68 simulate the vperations performed
st the base from the time the eircraft lands unt{l the time it takee off. Allowances sre made for servic-
ing and reerming cues. Air base demage effects include the cratering of runways, repair times associeted
with crsters, slow downs due to chenical or biological attacks and all other operations that determine how
long it takes to turn sn aircraft around in a wertime situation.

Finally, there are campaign models. Figure 69 shows the air operations that ere included in a
campaign evaluation. A campaign evaluation, to ba complete, should aleo include the ground forces. Fven
conceptual level csmpeign models are very complex and time consuming to run. There are certain fundamen-
tal questions thet are not answered unless one goes to this level, however. The priorities of the roles
of eir power is an example of the type of questions that are only exsmined at this level. PFor a fighter
aircraft the emphasis on the air-to-air role versue the air-to-surface role is a campaign level eval-
uation.

No one seriously expects effectiveness models to fully simulate the actuel combat situsation.
Sti1ll, they are essential in devaloping requirements and prioritizing technologies. There must be some
assessment of how well future fighters do in their assigned roles. The models help in this process, not
by replacing judgement and common sense, but by providing an accounting mechanism for the essential
ingredients in the combat environment and identifying the purpose of each requirsment. It also provides
ingight into the fundamental problems by simulaiing each of the essential mission roles. )¢ is thie
ingight that provides the rationale for requirements and technology needs.

All of this may appear to be quite unscientific when compared with the refined design and analysis
toole that hsve been developed by sngineers and scientists. It is a fact of 1i{fe, however, that judge-
ments about what requiremsnts are, {n fact, desirable and how lesirable these requirements actually are,
is being evsluated with these models. FEegardless of how uwuch cur deeign methods are perfected, if we
select the wrong "desirable properties" then we will have fighter aircrsft that are not doing what needs
to be done to win wsrs. This ie vhere the emphssis wust be. We do not place the palace guards on the
front lines of the battle and we do not wish to place elegsnt aircraft designe that do not provide the
needed combat cepability into the battle.
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SUPERSONIC MANEUVER REQUIREMENTS

ANALYSIS
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TYPICAL SAM THREAT DISTRIBUTION
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PRIMARY SORTIE GENERATION ISSUES

o MEANTIME BETWEEN FAILURES
1‘ o MEANTIME TO REPAIR (INCLUDING BATTLE DAMAGE)

* TURNARGUND TIME (IN CHEMICAL, BIOLOGICAL OR RADICLOGICAL
ENVIRONMENT)

* LANDING AND TAKEQFF DISTANCE
o SOFT FIELD AND ROUGH FIELD CAPABILITY

J FIGURE 59

‘“"Q‘ MEANTIME BETWEEN FAILURES FOR ALL AIRCRAFT SYSTEMS

LA

5.0




I 2-42

RADAR SYSTEM RELIABILITY
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CONCEPTUAL LEVEL EFFECTIVENESS MODELS
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DESIGN OF WINGS AND WING/BODY CONFIGURATIONS FOR
TRANSONIC AND SUPERSONIC SPEEDS

H. Yoshihara
Boeing Military Airplane Company
Seattle, WA, 98124, USA

SUMMARY

Procedures to design wing/fuselage configurations at transonic and supersonic conditions are
described. This is preceded by an introductory section sketching the significant flow features as the
shock wave and separation patterns for typical fighter wings which affect the performance, followed by a
description of the interference effects due to the fuselage.

V. INTRODUCTION

In the present chapter we consider primarily the transonic and supersonic design of the
wing/fuselage for a supeiCiuiser Tighter at cruise conditions. Variable geametry concepts are then used
on the cruise design to meet other mission requirements as the supersonic and transcnic maneuverability
for survivability and weapons delivery. Constraints on the aerodynamic design may be further required
to alleviate non-zerodynamic consequences as excessive wing root bending moments. The expected flows &t
cruise 1ifts are relatively well-behaved and well-understood compared to the flows at the higher angle
of attack maneuver conditions.

The starting point for the optimization is the baseline wing/fuselage confiaurations evolved froi 2
pre-design study which yjelds candidate configurations that meet approximately the mission
requirements. When the design is biased to the supersonic cruise condition, typical wings evolved are
highly swept with a subsonic leading edge (650-70° for a Mach number 2 cruise) with small thickness
ratio and aspect ratfo. If, however, some weighting is given to the transonic maneuver condition, wings
with less sweep result which have sharp supersonic leading edges (400-500 sweep at Mach 2). Here
for example & supersonic leading edge is defined as that for which the Mach number normal to the leading
edge is supersonic.

In the introductory sections we describe the flows for the above wings at cruise and maneuver 1ifts
for a sequence of Mach numbers in the transonic and supersonic range. Salient features as the shock
configuration and viscous effects are sketched. The interference effects of adding a fuselage are then
described.

Current wing/fuselage optimization procedures are next outlined for the cruise optimization, first
for the simpler supersonic case where the linear inviscid theory provides a viable first approximation;
and then for the considerably more difficult transonic case which is essentially nonlirear and viscous.
In the latter case a linear optvimization procedure is still used tu provide a starting configuration.
Nonlinear analysis methods are then used to search for a more optimal configuration. Such search
procedures are either ad hoc guided by prior experience incorporating for example uniform upper surface
isobars, or more formal using procedures as the method of steepest descent,

The flows at maneuver 1ifts are essentially nonlinear and viscous for both the supersonic and
transonic cases with free shear layer separations and shock-induced separations present. Because of the
complexity of these flows, only isolated design examples using nonlinear analysis methods have appeared
in the literature. Description of some of these cases will conclude the chapter.

2. FLOW STRUCTURE FOR SWEPT AND DELTA WINGS

We now describe the significant flow features as the shock wave pattern for the two sample wings
described in the Introduction. In Fig. 1 we consider first the sequence of shock patterns for the swept
wing of moderate sweep at cruise 1ifts for various free stream Mach number-. In the high subsonic case
a rear shock typically first appears as shown in Figure la. It is usually attributed to a coalescence
of compression waves generated along the symmetry plane (3D effect), dut clearly streamwise flow
constraints that necessitated the terminating shock in planar airfoils must also play 2 role (2D effect),

With an increase in the free strea® Mach number towards one., the rear shock is strengthened,
dispiacing downstream and extending la2teraily primarily in the inboard direction. Additionally a
forward shock now appears (Fig. 1b) which originates from the neighborhood of the wing apex. This
shock wave 1s weak and hence swept approximately at the Mach angle corresponding to the “plateav”
pressure. It closely forms the upstream influence limit of the leading edge kink and the symmetry plane
in much the same manner as the shock wave for a wing at supersonic speeds with a supersonic leading
edge. In Figure 1b the foiward shock is shown intersecting the rear shock. The rear shock outboard o
the intersection point is relabeled the outboard shock because of its significance as the strongest
shock segment. Shock-induced separation will usually first arise aft of the outboard shock. As the
Mach rumber is increased, the separ.'ion suddenly worsens, and the outboard shock veverses its
dowmstreaw displacement and moves upstrec”. This occurs when the reattachment is abruptly displaced
downstream of the trailing edge by a Type B interaction which we shall shortly describe. This upstream
movement will decrease the shock sweep, stil) further strengthening the shock wave and worsening the
shock-induced separation. This severely sepirated flow is highly unstesdy, and if it occurs over a
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sufficient stretch of the trailing edge, a significant wing buffet will arise.

The sequence of flows in the transonic range for the above wing at a given moderate transonic Mach
number and for increasing angle of attack is physically similar to the sequence described above.
Deterforations of the flow that arise for the increasing 1ifts are the direct consequence of the
strengthening of the outboard shock ieading first to drag divergence and then to the onset of buffet and
to its worsening. For sufficiently large angles of attack, leading edge separation appears greatly
complicating the flow. We shall defer description of these flows to a later paragraph in this section.

Let us now return to the sequence of flows at the cruise 1ift and consider the flows in the
supersonic range. With the increase of the Mach number to supersonic values the rear shock eventually
displaces downstream to the trailing edge in the usual case of a supersonic trailing edge, thereby
eliminating the rear se~‘ration responsible for the buffet. A detached bow shock wiil now appear, and
the forward shock adjusts its sweep approximately to the new "plateau” pressure. As the supersonic
cruise Mach number is approached, the wing leading edge becomes exposed to the free stream as the bow
shock sweeps across the leading edge onto the wing assuming its cruise location. The forward shock will
disappear when the bow shock sweeps onto the planform.

The shock configuration for the case of the highly swept delta wing with a subsonic leading edga is
generally similar to that described above, but a given flow pattern sketched above is displaced to a
higher Mach number due to the unloading effect of the higher leading edge sweep and lower aspect ratio.
The effects due to the higher leading edge sweep is illustrated in Figure 2 for the case of a flat swept
wing of 53.50 leading edge sweep, aspect ratio of 2.8, and with a 6% RAE 102 airfoil. This sequence
of flow features for varying Mach number and angie of attack was obtained by Rodgers and Hall (Ref. 1)
from surface oil fiow pictures. Here the anglas of attack are extended well into the maneuver range.
The shock J\atterns to be expected for the above delta wing at the cruise cordition would then follow
those at 30 in Fig. 2.

The shock and separation patterns for a given wing at a specific Mach number and angle of attack are
directly dependent upon the planform shape and the twist and camber distributions and may accordingly
differ in detail to those described above. Thus for example the wing leading edge radius and cumber
will affect the upper surface plateau pressures which in turn will afiect thz sweep of the forward shock
and hence the location of the outboard shock.

Consider finally the viscous effects and in particular the separation patterns. In the upper part
of Fig. 3 we first show the viscous interactions arising over the upper surface of an afrfoil to
i1lustrate a Type B interaction (Ref. 2) which plays an important role in the separaticr phenomena for
swept wings. Type B interactions arise when the boundary layer encounters two successive adverse
pressure gradients as for example the shock wave and the trailing edge pressure recovery. Here the
boundary layer thickness and the displacement thickness (measure of the los; of velocity profile
fullness) both increase abruptly afte: passage through the shock wave making the boundary iayer more
susceptible tc separation as it encounters the second adverse pressure gradient. In Ref. 3 a 3D version
of the Type B interaction was described where additionally the influence of the degraded state of the
boundary layer at an inboard span station propagated tipward along the limiting {surfuce) streamlines
and worsened the separation further nutboard as shown in the lower part of Fig. 3. Tris 30 Type B
viscous effect plays a direct role in the promotion of severe separation aft of the outboa~d shock of
Figure 1b. These Type B interactions are reflected in both the 2D and 3D integral boundary layer
equations by the greatly enhanced growth rate of the form factow H (which governs separation} as the H
increases and exceeds a value of the order of 2. (Here the form far.:r K is increasea when the boundary
layer encounters an adverse pre<- .re gradient.)

The above separation aft of the outboard shock wave, labeled the bubble-type, must be contrasted to
the free-shear layer separaticn arising along a swept leading edge vr along the forward shock as shown
for example in Figure 2 at a Mach number of 0.6 and c¢ngle of attack of 20 and at a Mach rumber ¢f 1.5
and angle of attack of 990 respectively.

0f major importance in maneuver flows is the free shear layer separation vortices which arise both
on the fuselage and on the forward portion of the wing. The properties of such vortices are well
understcod, su that we chall briefly summarize those features that affect the performance., In Fig. 4 we
first show the principal effects of the separation vortices on the spanwise presstre distribution for a
thin delta wing at subcritical Mach numbers (Ref. 4). Here the primary vortex, formed by the vorticity
shed from the leading edge, eliminates the large theoretical nose suctions that arise in attached flow
(see Fig, 4) and induces a suctfon peak further inboard beneath the vortex. At a larger angle of
attack, the adverse pressure gradient formed on the outboard side of the suction peak becomes
sufficiently strong to cause a secondary separation, The secondary separation then alters the pressure
distribution as shown in Fig. 4 by lowering the suction peak and increasing the suctions outboard of the
lowered peak.

The presence of the leading edge separation vortices in the case of a sharp leading edge stabilizes
the flow relative to the highly unsteady separated flow for a more-conventional blunted leading edge,
producing steady enhanced 1ift., Xuchemann advocated this use of vortices in designs in his concept of
controlled separations. The severe drawback of using vortex flows for maneuver enhancement is the large
accompanying drag. DOr. Lamar later will describe the use of leading edge flaps to take advantage of the
increased 11ft with the vortices without incurring the severe drag penalty.

With regard to the calculation of these vortex flows, when the leading edge is sharp, inviscid Euler
methods can be used to predict the effects of the primary vortex since the location of the separation
line is fixed at the leading edge. If secondary separations are present, inviscic Euler methods are no
longer adequate (sec Fig. 4); and viscous flow methods must be used. For wings with rounded leading
edgus or for the case of the fuselage, the separation iine is not known a priori, so that a viscous flow
method as the Mavier/Stokes code must be used.
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The property of vortex flows that decisively 1imits the maneuver performance is the appearance of
vortex bursting where the well-ordered spiraling vortex is suddenly changed to a chaotic flow. Bursting
occurs in two forms, the spiral type ana the bubble type. These types are shown occurring
simu) taneously on the same delta wing in the classical photograph from Ref. 5, which {s reproduced in
Fig. 5. Much is known about vortex bursting (see Ref. 6), but also there is much that is not fully
understood; most importantly for applications, methods to predict its occurrence do not exist. In many
respects bursting has similarities with boundary layer separation, both being triggered by adverse
pressure gradients. Evidence however indicates bursting to be independent of Reynolds number,

For a delta wing of given sweep, vortex bursting will first arise downstream of the trailing edge.
Wii: increase of the angle of attack, the burst point will move upstream and will eventually move onto
the wing at which point wing stall occurs. There is a strong influence of the leading edge sweep on the
movement of the burst point with angle of attack. With increasing sweep, the burst point for a given
angle of attack is pushed further downstream, delaying the burst stall to a higher angle of attack.
This behavior results from the stronger more burst-resistant vortex formed with the greater swee,. The
arrival of the burst point at the tiailing edge and hence the onset of the burst stall is shown as a
function of the angle of attack and the leading edge sweep in Fig. 6 from Ref. 7.

The burst stall dependence on the leadinr edge sweep can have a disastrous effect on lateral
stability just below the burst stall boundary. Here a wing yaw can push the upwind wing with reduced
sweep into the stall region, while the downwind wing will move further into the unstalled region. A
catastrophic roll moment will result. Finally, the possible interference of the separation vortices
from the nose and strakes on the rear stabilizing surfaces, under high-1ift yaw conditions, poses a
challenging design problem for the proper placement of the rear surfaces.

With the increase of the Mach number to supersonic values, leading edge separation will still occur
so long as the leading edge is subsonic. Relative to the subcritical case, the primary vortex, though
closer to the wing, is weaker inducing significantly smaller suctions on the wing. Cross-flow shocks
can arise with increase of the angie of attack resulting in a variety of flow configurations as shown in
Fig. 7 from Ref. 8. Also shown here is a sketch of the sequence of flows arising at M = 3.5 for
increasing angles of attack.

3.0 WING/FUSELAGE INTERFERENCE

We shall now describe the significant interference effects due to the fuselage restricting the
discussion to the transonic case where the offocts are more profound. These effects are well known, and
they will be illustrated by several examples taken from a recent review by A. B, Haines (Ref. 9). We
consider first the case of an untwisted swept wing of 300 sweep mounted centrally on a fuselage with a
circular cross-section. In Fig. 8 we show the pressure distributions with and without the fuselage at
two Mach numbers, M = 0.4 and G.8. In this figure we shall consider only the experimental results given
by the symbols. (The solid and dashed lines are computed results which are described in Ref. 9.) If we
compare the pressure distribution for the wing alone (curve A} with the wing/fuselage distribution
(curve B) along the juncture where the largest interference arises, we see the typical effect of the
fuselage of depressing the wing-alone suctions. This effect is larger at the higher Mach number. Such
an unloading will deteriorate the span load distribution, leading not only to a reduced 1ift, but to an
increase of the induced drag. This inboard unloading is usually eliminated by locally increasing both
the angle of attack and the wing chord. In Fig. 8 we cannot show the spanwise extent of the fuselage
interference since the wing-alone pressure distribution was not given at the outboard statfon. It Is
however well known that at low speeds the fuselage interference rapidly attenyates in the spanwise
direction being confined to the inboard stations. With increase of the Mach number into the transonic
range, there {s some sparwise spread of the interference, but at some point a forward shock will appear
confining the fuselage interference to the region downstream of the shock. This will next be shown 1a
the second example,

In Fig, @ wo consider the case of a “flat" untapered wing mounted centrally on a cylindrical
fuselage of circular cross-section. Here the fuselage interference is shown by a calculation with an
exact potential method. For this transonic case the fuselaje interference has generated a significant
forward shock. As described in the previous section for the wing, this shock forms the upstream limit
of the fuselage interference which limits the spameise extent of the interference. Experimental
wing/fuselage pressure distributions are also given in Fig. 9 to support the calculations.

In the final example given in Fig. 10 another aspect of the fuselage interference fs {llustrated by
comparing the interference due to two different fuselages with an elliptic or square cross-section.
Here the significant differences of the two fuselages are not only the cross-section shapes below the
wing but the streaswise rate of chanje of the cross-sectional area upstr:am of the wing. Thus if we
compare the two cases at the same angle of attack (curves A and B), we see the greater suction plateaus
and a stronger shock system on the wing for the elliptic fuselage. This is primarily due to the greater
Mach numbers generated upstream of the inboard portion of the wing by the elliptic forebody. (Here for
example slender body theory would suggest the 1ift to be dependent on the stresmwise rate of change of
the fuselage cross-sectional area.) The effect of the increased oncoming Mach number for the elliptic
fuselage is seen %o have a dramatic effect at the innermost span station at 0.24 semi-span. The large
difference of the suctions at the inboard station for the two fuselages now propagates spamwise along
the characteristics producing the difference in the pressures seen at the outermost span station. Here
:’:sokchanges in the forward shock have contributed to the outboard interference by altering the outboard

ock.

in summary ihe aeddition of the fuselage in the transonic case produces significantly reduced
sucilions in the inboard region of the wing wnich wiii de confined downstream of the forward shock when
such @ shack is present. The fuselage may #dditionally produce changes in the inboard wing flow by
altering the oncoming Mach numbers upstream of the wing. The resulting inboard wing flow change is then
propagated sparmise along the characteristics,
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With such significant interference effects due to the fuselage, it is not difficult to anticipate
the importance of the interference effects that will arise by the addition of strakes and camards in the
transonic case.

The interference effects of the fuselage at supersonic conditions, though not unimportant, are less
profound being confined laterally by the characteristic zone of influence. We shall thus omit this
subject in the present review,

4. SUPERSONIC CRUISE DESIGN

The specific problem on hand is to evolve changes to the baseline configuration at the cruise Mach
number which minimize the drag for a prescribed 1ift and pitching moment. Geometric constraints on the
fuselage and wing may be additionally required for structural and internal volume requirements and for
the avoidance of flow separations when an inviscid method is used for the optimization. In the following
we shall describe how this problem is typically addressed for the simpler supersonic case.

In the supersonic case linear small disturbance inviscid theory serves as a good first approximation
for supercruiser fighter configurations at cruise 1ifts. Here viscous interactions are weak. With
planar boundary conditions valid for the wing, the optimization problem can be divided into the
thickness problem and the 1ifting problem.

Consider first the thickness problem. For the determination of the wave drag, the farfield
perspective is used in the form of the well-known supersonic area rule. In brief the drag of a given
configuration is obtained by evolving its equivalent axial symmetry body as follows. The area of the
equivalent body at a given ,oint along the fuselage axis is obtained by introducing the aft free stream
Mach cone with the cone apex at the given point. A sequence of tangent planes around the cone are
constructed, and the area of th2 configuration intersected by each of these tangent planes 1is
determined. The average of these areas then yields the local area of the equivalent axial symmetric
body. Configuration changes respecting the geometry constraints are made to drive the equivalent body
towards an optimal shape as the Sears-Haack body. In general the thickness distribution of the wing is
kept unchanged, it being selected initially by structural considerations. Addition of inboard strakes
and permissible fuselage variations are frequently considered to obtain the smoothest equivalent shape
approaching the optimal shape. Practical guidance in the use of the area rule is given by Harris (Ref.
10).

In the 1ifting problem, the correct procedure would be to mount the zero thickness wing onto the
optimized fuselage. Frequently to simplify the problem, the wing alone is considered. A variational
problem is then posed seeking the camber distribution for the given planform which minimizes the wave
drag for a prescribed Mach number, 1ift, pitching moment, and possibly with geometric constraints.

A representative optimization procedure is due to Carlson and Miller (Ref. 11). Here a sequence of
significant loadings 1§ (i = 1,2,..,N) is defined, and the corresponding cambers cj yielding these
loadings are then determined by quadrature distributing lifting doublets or elemental horseshoe vortices
on the planform. For non-simple planforms the integrations must be carried out numerically.

For the optimization the sequence of loadings is now superimposed with coefficients aj, and the
functional

FoeD+ky(l-Lg) + kp(M-My)

is formed where ky and kp are the constant Lagrangian multipliers, and M, are the constrained
values of the 1ift anc moment, and the total 1ift L, the drag D, and the p?tching moment M are given by

L -I}‘:aﬂids D= !({201 1)L ay ci)ds
13
M= fx(}:ai’li)ds.

The functional F is therefore a function of the coefficients aj aind k; and kz. The minimum of €
will yield the minimum of D when the 1ift and moment constraints are fulfilled, and it is obtained by
setting the partial derivatives of F with respect to each aj and ky to zero; that is,

oF/oaj = 0 (11,2, ...N);
BF/oky = L - Ly = 0
8F/oky = N - Mg = 0,

Note that the second set of equations will insure the 1ift and moment constraints. The solution to the
above system of equations then yields the a;'s; and the optimum camber is then given by C -{aici.

The above procedure is illustrated by an example from Ref. 12 for the planform shown in the lower
part of Fig. 11 at the Mach number of 3.5, for a 1ift coefficient of 0.1, and with a pitching moment of
zero about the center of gravity shown in Fig. 11. Eight elemental loadings shown in Fig. 11 were
used. These are arbitrary, but if they are skilliully chosen such that each is physically significant
in an unique manner, fewer elemental loadings will be required. In i{'ig. 12 the resulting optimal camber
is shown. Here it is seen that a large negative displacement of the rost chord trailing edge has
resulted making it difficult to mount the wing on the fuselage. The optimization was repeated adding an
additional constraint on the vertical coordinate at the root chord trailing edge using the Lagrangian
muitiplier k3. The resulting constrained camber shape is compared to the original unconstrained
camber in Fig. 12, A comparison of the resulting drag-due-to 1ift factors is shown in Fig. 13. The
penalty of adding the moment and trailing edge constraints is seen to be small in this case. The
performance penalty due to constraints in gencral will depend strongly on the case on hand.
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In the above example the leading edge was supersonic, so that a leading edge suction force did not
arise nor were large upper surface suctions generated.

In the case of a subsonic leading edge, upwash upstream of the leading edge arises generating large
upper surface suctions. More importantly, a leading edge suction force is generated. Theoretically the
latter force is due to the linear solution singularity at the leading edge of the zero thickness wing.
The significance of the leading edge suction force is shown in Fig. 14 where the drag-due-to-1ift factor
Cp/BCi2 detarmined by linear theory is plotted versus gBcot Ao.  Here Cp and C) are the drag
and 1t coefficients, Aje the leading edge sweep angle, and B2 = M- 1 where M is the free stream
Mach number. Here also the significant effect of the trafling edge sweep Age on the drag factor is
shown due primarily to the influence of the aspect ratio on the induced drag.

The theoretical leading edge suction force used above in Fig. 14 is not fully realized in a real
flow duc to flow separation. For design purposes an attainable leading edge suction force was defined
in Ref. 13 using local sweep theory and incorporating empirical inputs to account for flow separation.
It was expressed in terms of a thrust factor k¢, the fraction of the theoretical suction force
attained in a real flow; and it was given as a function of the local sweep and leading edge radius, the
inviscid flow loading about the leading edge, and the free stream Mach number and Reynolds number.

In Fig. 14 we show an example from Ref. 15 for a wing/fuselage with a 700-sweep wing showing the
appreciable leading edge suction force that can arise. Here the chordwise force coefficient Cp, which
ref acts directly the leading edge suction force, is plotted versus the angle of attack at four values
of the free stream Mach number in the range 1.6-2.95. Here, aside from the experimental values, three
calculated values are shown, with and without the full theoretical suctfon force, and with the
attainable thrust from Ref. 13. The relative amount of the suction force generated can be gauged by
comparison with the calculated values with and without the theoretical suction. The results here show
that the measured suction force is of the order of one-half of the theoretical value up to an angle of
attack of 40, The calculated values of the Cp using the attainable suction are seen to agree
closely with the measurements.

Another interesting test/thecry comparison is from Ref. 15 for a series of 70°-sweep arrow wings
at M = 2 optimized at several design C|'s using the linear optimization code omitting the leading edge
suction force. In Fig. 16 the resulting maximum 1ift-to-drag ratio (L/D)pax and the zero-1ift
pitching moment Cp are plotted against the design 1ift coefficient C) 4. Here the measured values
are compared with two calculated results, with the attainable suctfon and without it. Though the
pitching moment is closely predicted by both calculations, the 1inear theory calculations without the
leading edge suctfon have greatly over-predicted the (L/D}gpax. The results using the attainable
suction closely match the measurements.

The cause for the poor test/theory match in Fig. 16 in the case of the 1incar theory without the
suction was due to the large nose-down leading edge camber generated by the optimization which
invalidated the 1inear thecry. In the absence of the leading edge suction force, the optimfzation drove
the leading edge camber to large negative values to create forward-facing surface elements on which the
large upper surface suction pressures could act to create a thrust. With leading edge suction included,
this drive towards large negative cambers is halted by the decrease in the leading edge suction force,
thereby preventing an invalidation of the linear theory. The above results point to the need of a
twist/camber optimization method which incorporates the attainable leadiny edge suction. Such a
procedure was developed in Refs. 16 and 17. We shall conclude this section by an example from the
latter reference.

The objective of Ref. 17 was the redesign of an existing Mach 2 supersonic fighter with a
400-sweep wing biased in part for a transonic maneuver requirement, to a new configuration bfased
solely for supersonic cruise. The use of the existing fuselayge was required, though a more slender
fuselage nose was permitted in the new design. The pre-design andlysis for a cruise 11ft coefficient of
0.0 resulted in the planform shown in Fig.17 where also the baseline fighter model is shown. Here the
leading edge sweep Ali was selected such that gcot Aje = 0.75 where g¢ = M- 1; that is, a
leading edge sween of 85 69 gt ¥ = 2, The traiiing edge sweep was selected at 20°, a compromise of
the aerodynamic preference of a large sweep for reduced drag-due-to-1ift and the structural preference
for reduced structural sweep. A break in the leadihg edge sweep was additionally incorporated,
increasing the inboard sweep to obtain ai increased inboard structural depth without an increase of the
local thickness ratio.

The wing camber was optimized in the presence of a simplified fuselage using a total of 14 elemental
loadings, constraining the 1ift, pitching moment, and the root chord geometry to enable the resulting
wing to be mounted on the existing fuselage. In the optimization the attainable leading edge suctfon
force was used. The resulting design was further modified by trial and error to limit the leading edge
suction to 0.7 of the vacuum pressure coefficient and the maximum adverse pressure gradient to a
specified empirical value to prevert flow separations.

In addition to the wing change, the fuselage nose was made more slender. The resulting imoroved
(smoother) normal area distribution is contrasted to the origimal distribution in Fig. 18. A
significant decrease of the zero-1ift drag should result from the smoother area distribution. The
expected estimate of the drag improvements is summarized in Fig. 19 where also the effect of the
redesigned inlet is shown which was tailored to the supersonic cruise condition,

The resulting research model was tested, and in Fig. 20 the measured untrimmed (L/D)gax and the
M(L/D)ggx are compared to those for the baseline fighter model. At the M = 2 crufse point, an
improved vaiue of (L/D)lgayx = 5.5 was achieved in the redesign comparad to the original value of 4.1.
The improvement here nust‘)e largely attributed to the planform improvement permitted by the removal of
the transonic maneuver bias.
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Also shown in Fig. 20 are the results for three designs from an earlier NASA/Langley
interceptor/fighter study. Ref. 17 attributes the higher performance of the SCIF 4 and 5 models to the
absence of the geometric constraints on the wing root chord required in the research model by the
mounting considerations on the existing fuselage.

Finally some results are given showing the viability of the computational method used in Ref. 17.
In Fig. 21 the measured drag polars for the research model with and without the camber are compared to
the three calculated values with no suction force, with the theoretical suction force, and with the
attainable suction force. Remarkable test/theory match is seen here for both models when the attainable
suction is used.

5. TRANSONIC CRUISE DESIGN

The problem on hand is again one of starting from a baseline wing/fuselage configuration evolved
from a predesign study and incorporating changes to the wing and fuselage such that the drag is
minimized for a given 1ift and pitching moment. Permissible configuration changes are usually
constrained by non-aerodynamic considerations as described earlier. The fundamental aspects of the
cruise design of the wing/fuselage can be illustrated by considering the configuration typified by that
given earlier in Fig. 10 with a wing sweep of 400, We shall in the following confine the discussions
to such configurations.

The transonic problem is non-linear, and viscous effects are significant. Direct optimization
procedures as used in the supersonic case are no longer possible, and one must turn to a laborious
search process using both the wind tunnel and the computer. Here the search is greatly expedited by
prior experience.

The cause of the flow degradation that limits the transonic cruise performance is well known and is
due to shocks and their interaction with the boundary layer. Drag divergence, the abrupt increase of
the drag with Mach number at a constant 1ift, is the direct consequence of the entropy generation by the
shock and the concomitant displacement pressure drag arising from the shock/boundary layer interaction.
To avoid a strong shock wave, wing sweepback and twist are employed together with fuselage contouring t2
maintain adequately swept shock waves. Additionally high performance airfoil sections, as the
supercritical airfoils, are incorporated into the fighter wing as a starting point decpite the absence
of a locally planar environment.

A typical design procedure starts by using the subcritical theory in the form of the Mach one area
rule to contour the fuselage and to modify the inboard portion of the wing, perhaps adding a wing
glove. The panel method is then used to determine the wing incidence and twist as well as additional
thickness modifications of the wing to obtain uniformly swept upper surface isobars as well as an
elliptic spanwise load distribution for minimum induced drag. 1In some cases the elliptic loading is
relaxed to a less fuller distribution to moderate the root bending moment. This linear subcritical
amalysis surprisingly yields a useful first approximation, particularly the wing twist which has been
found to be satisfactory for the supercritical design point. The next step is the refinement of the
subcritica) design using for example an exact potential code together with a bounuary layer code. This
is followed by a final tailoring of the design in the wind tunnel assisted by computations.

To illustrate one aspect of the transonic cruise design problem, an 2xample from Ref. 18 is
considered where fuselage fairings at the wing juncture region were added to improve the wing/fuselage
interference. Two fairings A and B shown in Fig. 22, were added to the wing/fuselage {elliptic
cross-section) of Fig. 10. Fairing A was shaped to fit the wing-alone streamline at the fuselage
juncture location, whereas .airing B was shaped to fit the wing-alone streamline at the 40% semi-span.
In Fig. 23a the chordwise pressure distributions obtained in a wind tunnel test are compared with and
without the fairings at the 24% semi-span station, The Mach number was 0.82, and the angle of attack
was 4,120, As might be expected, fairing A showed the best performance largely eliminating the
forward shock and greatly weakening the rear shock. The addition of the fairings however reduced tie
1ift coefficient from tne original value of 0.42 to 0.288. A more meaningful comparison is given in
Fig. 23b where the 1ift coefficients were more closely matched. Relative to the baseline case the
forward shock was displaced upstream and the rear shock significantly weakened by the fairing A. In
Fig. 23 the spanwise variations of the difference of the sectional drags between the two fairings are
compared for several Mach numbers. Here the fairing interference is seen to spread rapidly spanwise
with increase of the Mach number. The difference of the total drags plotted versus the Mach number is
also given in Fig. 24, again showing the superiority of the fairing A. In summary the fairings have
clearly decreased the drag, but this jain was moderated by an accompanying decrease of the lift.

The second example is from Ref. 19 which demonstrates a nonlineyr optimization procedure using the
exact potential code in a steepest cescent search. The starting point is the selection of a series of
relevant elemental shape changes each characterized by a parameter. The configuration with various
combinations of the elemental shape changes are calculated withk the ronlinear flow code, and the
resulting drag and 1ift are determined. Only those cases with the prescribed 1ift are retained. For
these cases the drag is plotted as a function of the shape parameters, and the direction of the greatest
drag decrease in the parameter space is ascertained. A suitable peint along this path of steepest
descent is then used to define an improved configuration. The above procedure is repeated starting from
this improved configuration. With many nonlinear calculations necessary, essential ingredients in the
above procedure are a computer code thet is fast and easy to use, a geometry code with an accurate
interpolation scheme, and finally an effective mesh generator.

The example from Ref. 19 is the C-141 swept wing shown in Fig. 25 at the Mach number of 0,77 and a
design 1ift coefficient of 0.60. The shape changes considered were the variations of the coordinates at
four points along the upper surface chord at three span stations. The location of the four points were
selected to cover the expected location of the supersonic r¢gion (see Fig. 25). That is, a combimation
of 12 parameters defined the optimal shape change. In Fig. 26 the optimized shape and corresponding
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pressure distributions are shown compared to the baseline shape and pressure distribution., It is seen
that the shock wave has been essentially eliminated. The airfoi) thicknesses, except for the root
chord, have been slightly decreased by the optimization. Finally Fig. 27 shows the drag divergence Mach
number to be increased by approximatély 0.02. ‘7he above optimization required 12 iterations and 1.43
hours on the Cray XMP computer with a single CPU. Nonlinear optimization procedures such as the above
method using the steepest descent search will become an 1important design tool in the not too distant
future.

Finally some comments are appropriate on the role of shockless airfoils and wings which can be
generated with available techniques. To be sure a shockless airfoil will have zero pressure drag, but
the general experience has been that a greater 1ift-to-drag ratio (L/D) can be achieved by permitting a
weak shock. In the case of the shockless airfoil the recompression on the upper surface must be
initiated sufficiently far upstream to generate the smooth gradual pressure recovery required to avoid
the shock wave. By permitting a benign shock the recompression can be delayed to a point further
downstream thereby generating greater 1ift without significantly adding an en*ropy increase and hence a
drag increase. With the benign shock the {L/D) is increased relative to the snockless airfoil.

6. SUPERSONIC MANEUVER DESIGN

As the angle of attack is increased into the maneuver 1ift range, the flow becomes highly nonlinear,
and the linear 1inviscid optimization methods are no longer valid. As described earlier, separation
vortices on the fuselage and wing leading edge region arise cs well as :-ross-flow shocks on the wing
with accompanying shock-induced separations. The flow becomes, not only n2nlinear, but rotational and
viscous as well., When the flow 1s nonlinear, there are no convenient ortimization methods as 1in the
11near cruise case.

The basic features of the wing/fuselage are usually established by the supersonic cruise
requirements. High 1ift performance is then addressed by incorporating variable geometry devices as
leading and trailing edge flaps. The detailed performance of high-1ift devices, both at supersonic and
transonic speeds, will be covered in a later lecture by Dr. John Lamar. In the present section we
shall confine our attention to two specific high-11ft wing design examples using exact potential
methods. Wind tunnel tests are available for these cases.

The first example is from Ref. 20 where the problem of moderating the cross-flow shock is aduaressed
using the exact potential method. Potential methcds can be used when the viscous effects are weak and
the shocks are sufficiently weak that the entropy generation 1s negligible. The configuration
considered 1s shown in the upper part of Fig. 22 which was conical except in the aft portion. The
surface of a conical configuration can be generated by straight lines passing through tke wing apex.
Such a configuration was selected, since in a supersonic flow the velocities are invariant along rays
pascing through the wing apex, and the 3 dimensional (3D) potential equation can be simplified to a 2D
equation in the cross-flow plane.

The leading edge sweep Aye was 57°, The design Magh number M was chosen such that the leading
edge was subsonic with ScotAje = 0.83 where ,32 = -1. The value 0.83 was found to be more
appropriate for the nonlinear high-11ft conditions than the value of 0,75 evolved from linear
experience. For Aje = 570, the resulting Mach number was 1.62. The design Vift coefficient was 0.4.

The starting baseline configuration is the flat wing. The calculated spanwise pressure distributiua
for this wing is given in the left part of Fig. 28 which shows the presence of a strong cross-flow
shock. Experiments further indicated the presence of a shock-induced separation. Also shown in the
left part of Fig. 28 are the measured pressures which are seen to agree closely with the calculations.
Such an agreement is surprising in view of the strong shock/boundary layer interaction present.

The objective was to modify the above baseline wina to eliminate or greatly weaken the cross-flow
shock keeping the lift coefficient invariant. To accomplish this, the leading edge portion cf the upper
surface was modified to reduce the large nose suctions and the large Mach numbers upstream of the
shock. This was accomplished by tailoring the nose radius, incorporating a nose-down leading edge
camber, and reducing the convex curvature upstresm of the shock. For the present highly nonlinear flow
a trial and error search was required to evolve the proper combination of the above changes. The
resulting configuration and pressure distribution are shown in the right part of Fig. 28. The design is
seen to be highly successful with the cross-flow shock essentially eliminated. Comparison of the
calculated results with the experiments here again shows excellent agreement. Finally in Fig. 29 the
drag-due-to-1ift for the two wings is plotted versus the 1ift coefficient. Notable here was the drag
reduction of 65% of the theoretically possible reduction deterwmined by linear theory. Here the
theoretical “worst and best” vilues predicted by the linear theory are o.1ly approximate, but they are
the only available estimates.

The second example is from Ref. 21 where the above design approach was applied to a fighter win?
shown in the right part of Fig. 30. The optimization search was carried out with the 3D exact potentia
code, The design Mach number and 1ift were respectively 1.62 and D.4. The resulting pressure
distribution 1s given in the left part of Fig. 30 showing a relatively weak cross-flow shock. Here
again excellent test/theory agreement was obtained. The success of the design is more clearly seen in
Fig. 31 where a drag reduction of 523 of the theoretically possible reduction as estimated by linear
1theor-_v was achieved, The resulting drag ccefficient at the design 1ift, not surprisingly, was very
arge.

7. TRANSONIC MAXEUVER DESIGN

Tne use of leading edge vortices to improve the transonic maneuverability of a fighter {a Harrier
model) from Ref. 22 is next described. The resulting flow problem ic muck 253 Ci=Diex ror analyeic by
existing methods. Ref. 22 is an outstanding ziiapie wnere prior experience and the skillful use of the
wind tunnel have evoived a successful design.
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An inboard strake was added to the existing model as shown in the upper part of Fig. 32. The
purpose of the strake is to generate a leading edge vortex that trails downstream over the inner part of
the wing inducing a tipward surface flow. This then thins the boundary layer, essentially eliminating
the severe separation that was present in the inboard region. The strake vortex further promotes
earlier leading edge separation outboard of the strake/wing juncture creating a second (wing panel)
seqaration vortex starting at the juncture. This vortex, trailing diagonally downstream over the inner
half of the outhoard wing panel, sweeps out the separation in this region. Sketches of the oil flow
pictures with and without the strake from Ref. 22 are given in the left part of Fig. 32 showing the
elimination of the separation in the inboard half of the wing. Note also that the forward shock with
the strake now originates at the further outboard strake/wing juncture leading to a considerably
shortened outboard shock.

The resulting performance improvements due to the strake can be seen in the right part of Fig. 32
where the 1ift, rolling moment, and the rms value of the roct bending moment are plotted versus the
angle of attack. Here the root bending moment indicates the onset of buffet and gives a measure of the
buffet intensity for the model. In summary one finds

1. significant delay of stall {1ift plot);
2. removal of wing-drop tendency (rolling moment plot); and
3. greatly reduced buffet intensity (root bending moment plot).

Not shown above is the drag. Skiilful tailoring of the strake was required in Ref. 22 to achieve
the above performance without the large drag increases associated with the vortex flows. Having to fit
the strake on the existing structure was a further design constraint.

Obtaining meaningful results at large angles of attack in the wind tunnel is at best a difficult
task due to the severe unsteadiness of the flow. The above wind tunnel results obtained in the ARA
(8edford) Wind Tunnel were subsequently confirmed by a flight test.

8. SUMMARIZING REMARKS

The fluid dynamics of the flow over fighter configurations at transonic and supersoric cruise
conditions is reasonably well understood. Optimization procedures for the supersonic case, based on
linear inviscid theory, yleld a good first approxiaation, For wings with subsonic leading edges,
inclusion of the attainable leading edge suction forie leads to improved results. Improved more-global
modeling of the attaimable suction is required, but it may be more expedient in the future to turn
instead to Navier/Stokes analyses.

Transonic flows at cruise conditions are essentially nonlinear and viscous. Optimal dcsigns must
then be evolved by a search process using prior experience with the wind tunnel and the computer as
complementary tools.

Tne above search can be guided for example by the method of steepest descent. In such a nonlinear
design approach an essential ingredient is an applicable computer code which is fast and relatively easy
to use. The speed of the computer code is essencial to enable an economic calculation of the many cases
required in the search process.

Present thecretical design tools are also inadequate to treat the maneuver problem at all Mach
numbers, Here a skillful use of the wind tunnel is the only recourse at the present.

The examples used in the present review are iwt filly renrecantative of the material existing within
NATD. Examples were used that were readily available to the author which illustrated the design problem.
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Figure 3.

secondary vortex

Figure 4.

PLAWA TYPE-D INTERACTIONS (PEARCEY, OSBORN, A0 HAINES)

3D TYPE-3 INTERACTION

SHOCK oo LARGE W
oo LNGER N AD 8
@ @ VERY LARGE H 4D £

© O PROPAGATION DIRECTION
OF TYPE B SYNERGISH

TRAILING EDGE
PRESSURE DIVERGENCE

SEPARATION LINE

REATTAOHENT LINE

2D and 3D Type B Viscous Interactions.

primary vertex

-1.6~[ :

A\

Y -~ Theory JHB SMITH —

L5 o & y(myrsc D THEORY)

¥
\

Ve

Primary and Secondary Separation Vortex Flows.
(From Ref, 4)




Figure 5.

Spiral and Bubble Type Vortex
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NONLINEAR LIFT CONTROL AT HIGH SPEED AND HIGH ANGLE OF ATTACK
USING VORTEX FLOW TECHNOLOGY

John E, Lamar
Senior Research Scientist
NASA Langley Research Center
Mail Stop 294
Hampton, Virginia 23665-5225
U.S.A.

SUMMARY

Noalinear 1lift control at subsonic, transonic and low supersonic speeds owes its
origin tn the separated but organized vortical flows interacting with the wing upper
surface. Since most of this flow originates near the wing or control-surface leading-
edge, a variety of devices have been studied experimentally which interact with and/or
control this flow in order to gain a beneficial effect. The benefits (effects) origi-
nally studied were only associated with lift enhancement. Whereas, now the studied
benefits encompass periormance increase, attention to changcc in trimmed conditions and
longitudinal stability, improvements in lateral stability, and the attendant variation
with changing Mach number.

For those devices that can be th .oretically modeled, state-of-the-art computer codes
have been used for device design and/or zialysis. Comparisons at design and off-design
conditions are presented for validation purposes.

LIST OF SYMBOLS

A aspect ratio of wing
h span
Cp drag coefficient, gEE%
L
Cy, lift coefficient, élﬁé
CL lift coefficient at ¢ = 0"
¢ aC
CLg lift coefficient curve slope, 3;9
o rolling moment coefficient, £oiling moment
q S
e “ref
3Cq
Cag lateral stability derivative, Y
Cm pitching moment coefficient, pitching mgment
Ya sref ¢
8C,
Cma pitching moment coefficient curve slope, e
Cn yawing =cment coefficient, XEELEE_E%ESEE
q S
= “ref
8C,
Cna directional stability derivative, Y]
p- P,
Cp pressure coefficient, -
ACp lifting pressure coefficient, Cp,y = Cp.g
iva
Cyu inlet momentum coefficient, —
g q_ S
e “ref
c chord
¢ reference chord, mean aerodvnamic chord primarily used
D diameter of the pumped vortex suction apparatus
F(X) objective function in optimization process




g acceleration due to gravity; also, inequality constraint in optimization process

h vertical distance between inlet centerline of the pumped vortex suction appara-
tus and wing chord plane; also, equality constraint in optimization process

L/D lift-to-drag ratio, Cr/Cp

M Mach number

t mass flow rate

p static pressure

q dynamic pressurw

R, ratio of exposed strake area to wing reference area, Ss/sref
S, Spef wing reference area

v velocity

V. X-component of the total velocity vector
Vy Y-component of the total velocity vector
v, Z-component of the total velocity vector

X, ¥, 2 coordinate axes centered at wing leading edge apex for LEE study

Xge¥g,2g vortex flap coordinate axes centered at the apex of the flap, see figure 34

X vector of design variables
AXi incremental step of ith design variable
x/c fractional distance along the local chord of the called out surface

Subscripts/Superscripts:

BD breakdown

b body

d design

I inlet of pumped vortex suction apparatus
i design variable index

LE leading edge

LEE leading-edge extension

1,2 lower surface; also, lower
max maximum

opt. optimum

r root

s strake

swb - rake-wing-body

T theory

TE trailing edge

t tip

tot total

u upper surface; also, upper
v wing

wb wing~body

o value at C; = 0.0

- freestream
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Greek Symbols:

« angle of attack, degrees

] angle of sideslip, degrees

8 flap deflection angle in plane normal to hingeline, positive downward, degrees
8p ajileron deflection angle, positive dovnvard,_degrees

Sp strake anhedral angle, positive downward, degrees

n fraction of wing theoretical semispan, (bT/Z = 16.771 in.), see figure 30
NLEE bLgg/by ¢ by/2 = 16.15 in. for wing in LEE study, see figure 30

[} angular distance along local chord; 0 at leading edge; «x at trailing edge
A leading-edge sweep angle, degrees

Ap hingeline sweep angle, degree

A wing taper ratio, ct/cr

Abbreviations:

AD analytically designed

CLDESL lower bound of design lift coefficient

CLDESU upper bound of design lift coefficient

FVS Free Vortex Sheet
LEE leading-edge extension
LEVF leading-edge vortex flap

PAN AIR Panel Aerodynamics

PSS Pseudo-Stagnation Streamline
PSSS Pseudo-Stagnation Stream Surface
R.F. Related Flow

STOL Short Takeoff and Landing

3-p three dimensional

TCDI(X) calrculated total induced drag coefficient
TCL(X) calculated total 1lift coefficient
TEF trailing-edgye flap
VLM-5A Vortex Lattice Method coupled with Suction Analogy
VORCAM VORtex lift of CAMbered wings
INTRODUCTION

Historically, up to &¢nd including the 1960's, fighter alrcraft were designed to
perform their primary functions best with attached flow, and to handle the occurrence of
ceparated flow in such a way that resulting concrol problews, such os loss of aileron
effectiveness, were avoided or delayed. Experimental experience and theoretical tocls
available for confiqurations made it clear {then and now) that attached flow would be
best for obtaining the lowest drag and/or highest 1lift/drag, Por configuraticns that
must satisfy an ex-ensive set of multimission requirements, references 1 and 2 point out
that the variablec-sweep wing was found to be an appropriate geometrical and aerodynamical
solution, This wing promotes attached flow during each phase of the mission. Examples
of implementations of this concept are the United States Air Force (USAF) P-111, Navy
(USN) F-14 (see fig. 1), the European Tornado, and the large variety of planes developed
by the Soviet Union.

However, there exists a need for design concepts which provide some degree of
multimission capability without resorting to variable sweep. One particularly important
combination of mission capabilities is that of very high transonic maneuverability
coupled with supersonic capability in a relatively lightweight fighter. To perform these
tasks the design flow field will encompass both attached and vortical flows (ref. 1).
Both the European Fighter Aircraft and the USAF's Advanced Tactical Fighter are examples
of vehicles which will likely have this particular mission combination.
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Organized vortical flow was successfully employed in the 1960's by SAA3 of Sweden in
their closely-coupled canard-wing Viggen aircraft. This arrangement used a canard with
trailing-edge flaps to control the aircraft and to delay gqross upper surface separation
on the wing. The latter occurred through a favorable interaction with the stable canard
tip vortex and led to a more maneuverable aircraft at higher angles of attack. In the
1970's and into the 1980's the concept of using a trailing vortex system to control the
flow on the main winy upper surface downstream was extended to include the direct lift
benefits from the forward surface, e.g., strake, and has been incorporated into the F-16,
F-18 and P-16XL aircraft (see fig. 2). This type Of flow may be generated along the
leading and/or side edge of a strake or the inner portion of a highly-swept cranked
wing. The latter can be thought of as an extensicn of the off-design (and perhaps even
on-design) vortex flow present on the Concorde (ref. 3).

Strakes and highly swept portions of cranked wings are only two means of generating
stable vortex systems for main wing flow control. There are other fixed geometries or
passive devices which have also been shown to perform similar functions, In addition, a
variety of variable geometry devices have also been experimentally and analytically
investigated which successfully manage the wing flow field through vortex flow creation
or suppression as required. Also, the validated tools for the analysis and design of
configurations generating significant amounts of vortical flow, which wWwere lacking during
the 1960's, began to become available during the 1970's, Futhermore, continued progress
has been made in the development of these computational methods to the extent that now
they are useful for both analysis and design (ref. 4). 1In particular, for some devices,
among them the vortex flap (ref, 5), both the estimation of the aerodynamic character-
istics and the design may be done effectively using analytical tools.

This paper deals with the control of the nonlinear lift asscciated with vortical
type flow at high angle of attack in various speed regimes. Since control is associated
with the impact of a deployed device, there is considerable emphasis in this paper on
devices, be they fixed or variable. The devices highlighted are 2ither relatively new,
or older ones which have been the subject of new research. 1In addition, published theo-
retical solutions in either the analysis or design mode are presented with respect to
pertinent data and the comparisons discussed. Where no computational solutions exist,
selected data sets are given to illustrate the acrodynamic impact of representative
devices.

VORTICAL FLOW CONTROL DEVICES

TYPES AND WIND TUNNEL CHARACTERISTICS
Fixed

Three fixed vortex flow control devices are covered in this section; including strakes,
leading~-edge extensions, and vortex generators.

Strakes

The general longitudinal aerodyvnanmic etfects of adding a strake to a wing~body are well
known, but are repeated in summary form on fiqure . for completeness., In particular,
strakes organize the wing flow field to a higher value of a4, i. e,, increase wing

agp, which leads to a larger nose-up pitching moment when this vortex system breaks
dowr.. Also, on this figure, two experimental studies are highlighted. The first is to
determine the effect of strake shape on the strake vortex system with emphasis on its

app <haracteristics; and the second is the effect of strakes on lifting surfaces which
interuact.

Planform Effects.- The photograph on the left of figure 3 shows a typical strake-
wing-body in the strake effectiveness study. Reference 6 reported that, for a range of
analytically and empirically designed strakes, those which developed a higher value of
the section leading-edge suction force at their spanwise extremities generally had the
higher values of app at the wing trailing edge. Related low-speed wind-tunnel studies,
reported in references 7 arnd 8, show the magnitude of the effect of planform shaping to
be significant on ¢y, both in terms cf Cp max (fig. 4) and the pust Ci max behavior
(fig. S5), as well as on Cp (fig. 6). Figure 4 shows the gothic-like strakes to be more
area efficient in terms of overall Cp pax Production than che reflexive type for Ry ,
ratio of exposed strake area to wing reference area, less than 0.,25. This figqure also
shows that both types generate Cp max Vvalues significantly above what one could expect
to occur from a wing area enlargement by the same amount. Figure 5 shows the post
CL,max Vvariaticn to be at a higher, almost constant, level for the gothic strake in
comparison with the others in that R, range. For nearly the same slenderness ratio
(total length over exposed semispan) as the gothic siicake; the middle-sized reflexive
strake configuration on the right has similar post Cp,max characteristics to those of
the gothic configuration, but at an overall reduced C(Cp level. So, whereas increasing
Ry does lead to an increase in Cy maxs making the strake less slender does not
necessarily improve the post C{,max behavior.

Regardina Cp, the addition of any strake to the wing-body produces a confiquration
which is often less stable, as seen in figure 6, and has pitchup near Ci, max. The
general reduction in stability before pitchup it due to vortex system enlargement, which
puts the highest induced velocites farther from the lifting surface, and strake vortex
burst or breakdown ahead of the wing trailing edge, At higher values of a, the burst
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position moves forward across the wing upper surface and causes the aerodynamic load
center to have a similar shift, hence pitchup results.

Figure 7 presents a summary (from ref. 8) of strake-wing-body-vertical tail lateral-
directional characteristics reported by Luckring, from which it is apparent that all
combinations were generally stable up to approximately 20°. For larger values of a the
data become highly nonlinear and adverse, with this occurrence being delayed to a higher
« for the largest reflexive strake arrangement.

Even for strakes which have good characteristics in combination with one planform,
may not produce a net benefit when a configuration embraces several strake-wing plan-
forms. An example of such an arrangement is a "Space-Jet" concept (configuration of ref.
9) shown on the right of figure 3, It is conceived of as being a candidate for a follow-
on to the Space Shuttle, in which the inventors, Jackson et al. (ref. 10) envisioned
using vortex lift to help chis turbo-jet-powered vehicle takeoff horizontally. However,
the resulting closely spaced interacting vortical flow systems were determined not to
interact favorably.

Mach Number Effects.- Figures 8 and 9 (from ref.7) show the effects of Mach number
on the wing-afterbody and strake-forebedy Cp and Cp components, respectively, for a
strake-wing-body model having a metric break and two balances. There, the Cp Iis
plotted with Cp,tot so that the contributions to the total model, shown in figure 10,
can be isolated and presented in a similar format. Figure 10 shows that for the total
configuration the Cp, increases with Mach number at a fixed «. From figure 8 the wing-
afterbody is seen to behave in the same manner as the total configuration; whereas, from
figure 9 the strake-forebody shows a reduction in lift with increasing Mach number. It
is somewhat surprising that the strake-forebody 1lift coefficient should fall off with
increasing Mach number since it is basically a low-aspect-ratio lifting surface and hence
should exhibit very little sensitivity to changes in Mach number. Evidently the cause
for the reduction in (C, is the decrease in wing upwash associated with the increasing
subsonic Mach number, as reported in reference 8.

However, it is not surprising that the increase in Cp max, which occurs at M =
0.5, shows up on the wing-afterbody graph since the wing is a moderate-aspect-ratio
lifting surface and, therefore, Mach number sensitive. Due to model and/or balance
limitations, Cp,,max was not reached at M = 0.7, Lastly, the overall pitchup tendency
previously mentioned results from the pitchdown tendency of the wing-afterbody at higher
values of ¢ or Cp,tot being exceeded by the pitchup of the strake-forebody. Configu-
rations of this type wfth vortex breakdown on the lee side would need to employ a low
tail for stability and control.

Leading Edge Extensions - LEE

Enhancing the aerodynamic characteristics of moderate aspect ratio wings in the low-
to-moderate « range can be accomplished by employing a leading-edge extension or LEE.
Two examples are given. The firet iz for a LEE applied to a thick round-edged, 60°
diamond shape, low-speed glider called the DM-1l. The problem to Le solved with this
device, shown in figure 11, was to energize the flow on the leeward side of the wing so
as to generate a CL, max Vvalue closer to that measured on thin sharp-edged wings. (Note
that this device was successful as seen by the organized flow in the photograph on this
figure at « = 18.9°.) This figure, developed from reference 11, shows the final place-
ment of the LEE to be inboard. The lower drag is associated with low surface pressures
acting between the LEE and the maximum thickness line of the wing section, thereby
producing an aerodynamic thrust.

An ideal arrangement would be for the LEE to be mounted to a thick round-edge wing
along the stream surface associated with smooth onflow at the attached flow design
condition. For flight attitudes above that for smooth onflow, which would occur for
takeoff, landing, and maneuver, a vortex would be generated in the region between it and
the upper surface. This would energize the leeward surface flow and produce the lower
pressures needed for drag reduction and 1lift enhancement. A methodology for
accomplishing this is given later.

The second application is more recent and is to the outer wing panel of a tramsonic
fighter model where improvements were sought in the drag polar by using vortices to
energize the wing flow in the tip region at the higher values of «. This investigation,
illustrated in figure 12, is intriguing because it involves the interaction of a vortical
flow over the outboard portion of a fighter wing designed for attached supercritical
flow. The early and advanced designs depicted in the figure are maneuver configurations
developed by Mann et al. {ref. 12) using transonic methodology. In this effort to alle-
viate the shock-induced flow separation that eventually occurs in the wingtip region as
lift increases, the attached flow design was supplemented with a sharp LEE (intended to
be deployable for this application) on the outer part of the wing. Pressure measurements
reported in reference 12 indicated that there was less flow separation on the outer panel
with the LEE, which corresponds to the drag reduction outained at high Cp. Further
research of this vortex control concept is necessary in order to fully understand the
implications of combining vortical flows with supercritical attached flows for maneuver
wing di signs.
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i Vortex Generators

The aerodynamic changes brought about by the introduction of vortex generators are
highlighted in fiqure 13. There it is pointed out that the alteration in flow field
results in a drag reduction due to improved lcading-edge suction, and a slight lift loss
due to the suppression of the leading-edge vortex. Another significant feature of the
vortex generators is their ability to improve longitudinal stability. The devices delay
the inboard movement of the tip vortex, which increases tip vortex 1lift and delays
pitchup, compared to a wing without these devices.

Typical devices, and the ones reported on herein, are the pylon, fence, and slot.
These fixed devices are generally placed at the leading edge (refs. 13-16) of round-edged
wings. FEach device produces a vortex that flows streamwise over the upper surface of the
wing and splits the primary leading-edge vortex into Segments. The outer vortex helps to
keep the flow in that reqion from developing into a large scale "stall flow" until higher
angles of attack are reached, thus alleviating pitchup.

Movable
Roll Control Device

An in-plane extension or retraction of the side-edge of a cropped delta wing (see
fig. 14), caused by pivoting a portion of the wing about the tip leading edge, has led to
a roll control (raked-tip) device for enhancing the high-a lateral characteristics.
This patented device (ref. 17) was first discussed in reference 18. 1Its purpose is to
modulate the strength of the vortex system and the associated reattachment area so that
significant amounts of rolling moment can be generated at attitudes where other devices,
such as ailerons, are known to be ineffectivec. The concept works best when the raked
tips of a wing move laterally in the same direction during deployment. The device has
been found to generate essentially a linear growth rate of rolling moment with either
increasing a« or tip rake angle, as opposed to a nearly constant value with aileron
deflection, as shown by fiqure id4. Furthermore, the deployment of this device produced
either no- or a proverse-yawing moment.,

Articulating Strakes

An alternate approach for improving usable 1lift at high g« 1is to utilize variable
strake geometry as a lifting and control device. Moss (ref. 19) evaluated variable
incidence and camber, while Rao and Huffman (ref. 20) studied ihe effects of anhedral on
a hinged-strake concept. The hinged strakes are articulated to suppress the strake
vortices, and thus eliminate or reduce the vortex breakdown effect. The hinged strakes,
which are structurally separate from the wing, are attached to the fuselage through
longitudinal hinges. The effect of hinged strakes on high~a aerodynamic characteristics
is shown in fiqure 15 for a wing-body-vertical tail confiquration. With respect to the
strake-off confiquration, the addition of the planar-strake (6r = 0°) leads to

the characteristic vortex breakdown condition evidenced by a peak in (| accompanied by
pitchup. Note also the cpposite lateral-directional behavior as a« avproaches 30° due
to the asymmetric breakdown of the strake vortices being different from that of the basic
configuration. Deflecting the strakes to 30° anhedrai greatly allevia*es these vortex
breakdown effects. Rao presents (ref. 21) additional data analysis to show that
horizontal-tail effectiveness is increased by symmetric deflections of the strakes, and
that large rolling moments occur due to asymmetric deflections that become larger than
conventional ailerons at high a.

vVortex Flaps - Various Kinds

concept and History.- Since the vortex flap concept has been well documented by
various authcrs (e.q., refs. 5 and 22-24) only a brief review of the NASA Langley
contribution will be presented. A depiction of its history is presented by figqure 16.
In 1978, an attempt to utilize leading-edge vortex flow for a transonic maneuver
configuration was jointly pursued by NASA and General Dynamics for a cranked arrow wing
called "“Pre-Scamp". The resulting transonic, point-design, highly-warped, surface
produced an impressive L/D and close to 7C-percent effective leading-edge suction at a
design Cp = 0.5 at M = 0,85 (ref. 25). Naturally, the camber was off-design under other
conditions, especially at low Cj, 8o ways were sought to achie¢ve the same benefit of
vortex flow utilization, but without fixed camber. During the same wind-tunnel entry, a
flat wing of the same planform with simple leading- and trailing-edge devices was also
tested. The drag polar for this flapped confiquration (fig. 17) indicated that effective
suction levels approaching those of the designed camber shape could be achieved at the
design conditions. The middle sketch on figure 16 shows that within a short time the
general plan for implementing the vortex flap concept, by a combination of appropriately
deflected leading- and trailing-edge flaps, was well understood. Experimental studies by
Rao (ref. Z6), among others, in which only the leading-edge flap was deployed, continued
to provide additional evidence of the validity of using a device of this type in order to
reap improvements in L/D or effective suction,

In order to have a proper implementation of the leading-edge vortex flap (LEVF)
concept for drag reduction, it is important that tvo fluid mechanics phenomena occur.
The first is that the shed leading-edge vortex system Se entirely confined to the flap
upper surface, which allows for the high suction pressures, associated with the nearby
vortex, to generate significant amounts of aerodynamic thrust. This is accomplished by




47

having a proper combination of design variables, discussed later. The second is the
avoidance of hingeline separation by having flow reattachment occur there.

To explore the LEVF concept, mary analytical and experimental studies were conducted
by employing various combinations of design variables; as typified by the sketches at the
lower-left and upper-right of figure 16, respectively. The Free Vortex Sheet (FVS)
method (ref. 27) was demonstrated by Frink (ref. 28) to be a useful tool in this process.
The experimental studies were performed by many researchers and typical results reported
in references 21 and 29. An examination of the results from these and other studies led
Frink, in 1982 {ref. 30), to the development of a LEVF design procedure. A typical
result is shown o the lower right of figure 16.

Engg.- The typical vortex flap used for drag reduction is a lower surface device
(or a simple hinged device deflected downward) and has been found to be effective at
transonic speeds in the angle of attack range generally between 10° and 15°. Figure 18,
taken from reference 5, shows typical lower surface devices which could be of the folding
(Krueger), hinged, or tabbed types along with accompanying flow sketches. There are
other uses for vortex flaps, as indicated on the left and top right parts of figure 18.
These devices and flow sketches show how large amounts of lift can be generated at low
wing angles of attack by deflecting an upper surface (ref. 31) or apex vortex flap (refs.
21 and 32) upward.

Apex Fence.- A variation of the last two devices is the apex fence (see fig. 19 and
ref. 33). The fence is a variation of the upper surface flap in that it is deployed from
there, is only part span, and wcrks best when its hingeline is near the leading edge.
Its relationship to the apex flap is twofold: both devices are located on the forward
portion of the wing; and the fence provides a practical way of generating an apex flap
type of vortex flow. The latter is mentioned because in an actual application the apex
region of the wing would be covered by the fuselage. The apex flap and fence are both
pitch controllers in that the provide a nose-up Cp ahead of the center of gravity at
low ¢ which requires a nose-down Cp aft for trim. This leads to a downward deflec-
tion of the trailing-edge flap and an overall increase in C. At high a, the apex
fence generates a nose-down Cp which aids in pitch recovery.

Lower Surface LEVF.- Since transoric maneuver is one of the key items for future
fighters, only the lower surface type will be considered for the remainder of this
discussion; although it is interesting to note how, with appropriate articulation, the
vortex flap may play a multimission role and even promote STOL-like performance. Con-
ceptual sketches are shown in figure 20 for a simple hinged leading-edge device to work
in conjunction with trailing-edge flaps s0 48 to yield benefits over the entire flight
envelope. The best sustained maneuver capability is obtained with the vortex flap
deflected down causing a forward rotation of the vortex force vector. Takeoff and
instantaneous maneuver lifts are maximized with the flap undeflected, while increages in
lift and drag for landing are achieved with the flap deflected up. Deflecting the flap
down 2at large angles on touchdown orients the vortex on the back side of the flap,
increases drag, and provides negative lift on the wheels for shorter stopping distance.
At subsonic and supersonic cruise, the flow may be attached and the flap functions like a
cambering surface, Research is underway to quantify these benefits and & summary of
recent experimental and theoretical work can be found in reference 34. Futhermore, from
rcsearch reported in this refereonce, the LEVF has been determined, in general, not to be
harmful to the lateral characteristics of the model to which it is epplied.

The characteristics associated with many of the lowe surface flap geometry changes
are depicted in figure 21. Rao (refs. 21, 23, and 26) demonstrated that reducing the
length cof the vortex flap inboard improved efficiency. In addition, shaping the flap
inboard improves the vortex formation while shaping outboard promotes vortex flow attach-
ment at the hingeline, both of which reduce drag and delay pitch-up. Increasing flap
size was shown by Rao (ref. 26) and Schoonover {ref. 35) tc delay the inboard movement of
the vortex, which combines with the increased flap frontal area to reduce drag.

In recent studies on an arrow wing configuration (raf, 36) and a cropped delta wing
model (ref. 37), Rao demonstrated that flap segmentation is an effective technique to
reduce the flap area while still achieving the same L/D as without segmentation. The
flap segments generate multiple vortices that remain clnser to the leading edge,
improving the efficierncy of the vortex flow in the tip region, which delays tip stall and
improves the longitudinal stability characteristics.

Another variation of the folding flap (fig. 18) has been devised by Rao (ref. 38) in
which the hingeline is moved away frum the leading edge so that upon deflection the
device resembles a forward facing split flap, much like one of the upper surface
devices. It is called the ‘'cavity' flap and is shown in figure 22. When applied to a
60° delts wing in a preliminary test, improvements in the subsonic L/D, relative to &
LEVF hinged at the leading edge, were iound to exist over a wide C| range for a 20°
deflection, but not at 40°®*. This device is one which still needs to be optimized.

Staudacher in reference 39 summarizes data from a number of sources on wings with
single- and double-pinged lesding-edge and trajling-edge flaps. One conclusion reached
is that only lower surface LEVFs applied to winas with leading-edge sweeps greater than
65° wil! show higher aerodynamic efficiencies, L/L, relat.ve to the flap systems devel~
nped for attached flow. This is 4 rational conclusion from his paper and it is ackiaow'-
edged that an attached flow solution will, in general, be the better one. The difficuliy
occurs in the transonic maneuver when attached flow cannot be maintained all over the
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flap system and thin wing even for some moderate sweep wings. The flow will first
separate in the tip region or along a hingeline without reorganizing. (This led Mann et
al., reference 12, to incorporate a LEE-type device on their moderately swept wing to
organized the tip flow and hence produced a higher L/D.) The utilization of the
available shed vortex system is one of the major reasons for using a LEVF. Flap systems
designed for attached flow may work as well in this environment as a poorly designed LEVF

system (i.e., one which violates the two fluid mechanics phenomena stipulated
previously), in that they do not promote vortex syvstem capture on the flap surface.
However, should vortex capture occur on the attached flow flap system, the ability to

maintain it there is inferior to that of a properly designed LEVF system.

Trailing Edge Flap

In general, the trailing-edge flap (TEF) performs the same whether the flow type be
vortical or attached; in that its downwara deflection causes a significant increase in
€, and L/D to occur., Futhermore, when the TEF operates in combination with the LEVF,
the aerodynamic benefit of deflecting the TEF may be larger than that associated with the
leading-edge device alone. A negative synergism may occur upon the deployment of both
devices, as reported by Staudacher in reference 39 and illustrated on figure 23. Just as
in attached flow, TEF hingeline separation will occur on the upper surface for this
device at toc large deflection angles. The most effective range of downward defiection
angles is from 0° to 20°.

Jet Augmented

Another approach for favorably effecting high-a aerodynamic performance is to use
jet flows to augment and control the wing vortex. Many jet-augmented vortex concepts
have been studied and three promising ones are shown in figure 24. ‘These concepts are
the fluid strake, spanwise blowing, and pumped vortex. Their function is to delay vortex
breakdown and organize the wing upper-surface flow field to yield the desired aerodyramic
benefits by the addition of energy to the systenm.

Fluid Strake.- The fluid strake concept (refs. 40 and 41) uses a jet sheet formed by
blowing through a series of small in-line orifices located symmetrically on the sides of
the fuselage ahead of the wing. The intent is to create the effect of a "fluid" strake
that can be activated to obtain the high-a berefits of a solid strake, such as those
discussed in figures 3 and 15. (Note this may be done either symmetrically or asymmetri-
cally, depending upon the individual blowing rates.) The jet sheet generates a stable
vortex flow over the wing, which increases Cp ma and improves the drag polar and
vertical tail effectiveness at high a«. The 11ft augmentation of the fluid strake is
comparable to that obtained with spanwise blowing.

Spanwise Blowing.- This concept energizes the leading-edge vortex by blowing a jet
spanwise over the upper surface of a wing in a direction approximately parallel to the
leading edge. Pressure data obtained by Campbell (ref. 42) demonstrated that full vortex
lift could be achieved at inboard wing stations with relatively small blowing rates, but
progressively higher values are reguired to obtain full vortex-iift levels at the more
outboard span stations. Research by Erickson and Campbell (ref. 43) and Staudacher et
al. (ref. 44) on fighter models showed that spanwise blowing increases lif%, improves the
drag polar, and linearizes pitching moment at moderate to high a«. Spanwise blowing has
significant effects on lateral-directional aerodynamics, which appear to be configuration
dependent. Both rudder and alleron effectiveness are improved by spanwise blowing (ref.
44). Futhermore, it results in more stable roll damping and, as demonstrated in a free-
flight experiment (ref. 45), helps eliminate wing rock.

Pumped Vortex.- Building on the work of Hummel (ref. 46), Taylor, et al. (ref. 47)
investigated a T :mped-vortex concept and showed the criticality of the location of the
suction device used to pump the vortex downstream. Using an injector drive system, they
were able to significantly increase the axial flow in th. vortex which stabilizes the
system to a higher value of a. The effec.s of the suction device on the lift character-
istics for a blended deita model are shown in figure 25, which indicates that increcas-
ing ¢ increases C; at moderate a and increases Cp, max. The augmented 1lift levels
obtatngd here are higher than those obtained in Hummel’s suction experiment because of
the much higher C values used for this test. These larger values induce higher
velocities over the wing upper surface which even increzses the potential flow lift
contributions.

PROGRESS IN ANALYTICAL DFSIGN

Much of the design work on devices for vortex flow management continues to be done
empirically by creative engineers who are guideu by a thorough understanding of the
ptinciples of fluid mochanics and aeronautical engineering. However, for some devices,
including the strake, leading-edge-extension and vortex flap, sufficient pcogress has
been made with available analytical tools to produce useful geometrical shapes. These
ave the topic of this section. In particular, details from two recently published design
methods, one each for the LEE and LEVF, are presented for the convenience of the reader.
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Reference 48 describies a correlation thact was found to exist between the stability
of the leading-edge vortex system and the leading-edge suction distribution. Those
distributions which were roughly triangular and had high peaks near the tip developed
stable vortex systems. This may be interpreted in a physical sense for separated flows,
with the aid of the leading-edge suction analogy, in that they are more stable for shapes
which have higher levels of separation induced vorticity near the tip.

However, to take advantage of this correlation for planform design, a simplification
of the flow field was necessary in order to be able to solve the problem efficiently for
the planform variables in terms of the leading-edge suction distribution. The assump-
tions employed in going from 3-D potential flow to the simplified flow field, called
"Related Flow", wre given in figure 26. Note the other assumptions which specifically
impact the resulting planform, It is intended that these shapes would be used for
strakes which would carry their isolated-planform performance characteristics from
"Related Flow" over to the 3-D integration with a wing-body configuration. A typical
resulting shape is gothic, as indicated in this figure. Strake shapes developed using
this approach have been tested on a wing-body in both the water and wind tunnel, and
selected wind-tunnel results have been reported previously in this paper.

Leading Edge Extension - LEE

This section presents a summary of a methodology for LEE design, which is detailed
in reference 49. It has as its goal the enhancement of the off-design aerodynamic
characteristics of thick, swept, cambered and twisted wings at high-subsonic and low-
supersonic speeds without altering the on-design flow. (The particular configuration
that prompted this work is a 58° delta for which a wing alone data base exists.) In
order to do this, the LEE is to be mounted to the wing along the dividing stream surface,
called herein, the "pseudo"-stagnation stream surface (PSSS), associated with the
attached flow design 1lift coefficient (Cp,4> 0). The surface - to be determined - is
called "pseudo" stagnation because, at its intersection with the wing, the velocity
components are not all zero. The PSSS is a dividing stream surface which separates the
incoming flow into twc regimes, in general, over the upper and under the lower wing
surface. Two streamwise cuts through the PSSS are shown schematically on the upper right
of figure 27 and illustrate the surface curvature.

A summary of the assumptions employed in determining the PSSS (fig. 27) is as
follows:

There exists a PSSS associated with a swept-wing alrcraft at the attached flow
design condition.

The intersection of the PSSS with a number of parallel XZ planes spanning the wing
produces curves which are representative of the Pseudo-Stagnation Streamline (PSS)
leading to the pseudo-stagnation point (i.e., |Vyx| » minimum,) |V;| =~ 0. (Note that
|Vyl is not assumed to be small nor zero, it is just not initially considered.)

The PSS shapes are derived from the local slopes of the resultant velocities

2

B b sz at appropriate poinis in the XZ plane.

A spanwise surface fitted linearly through the resulting intersections is an
approximation of the PSSS described in the first assumption.

Constraints associated with an acceptable, and hopefully optimum, solution for the
LEE are summarized in figure 27 as:

Its presence on the wing does not change the pressures and therefore the aevodynamic
performance of the wing alone at the design 1lift coefficient.

The net lifting pressure across it approaches zero (targetted value) at the design
1ift coefficient,

It maintains a minimum pianLorm area and chord length especially in the tip region
vwhere the wing local chord becomes shorter.

Its incersection with the wing remains on the wing lower surface.

At the bottom of figure 27 are sketches that indicate how the flow is envigioned to
behave both at and above ag.

A variety of analytical tools were examined for potential application in developing
this methodology, as discussed in reference 49, but the ones chosen were PAN AIR (ref.
50) for determining the PSSS, and the VLM-SA (ref. S51) for establishing an appropriate
extent for the LEE. (Note: Skin-frictior drag is ignored throughout.)

PSSS Detorminaticn,- To find the PSSS with PAN AIR, its survey network mode (non-
load bearing and not touching the surfac2) was invoked at some 16 spanwise locations for
thc desired Mach and « associated with Cp,4. In each of these parallel XZ planes the
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resultant of each set of Vy and V, velocities is drawn at its corresponding panel
center and superimposed with the adjacent leadirg edge. A typical result is given in
figure 28. From these velocity vectors a PSS curve .- graphically determined by
connecting a tangent to the vectors which terminated on the surface near where V; = 0
and Vy was minimum. After all these streamwise curves were determined they were joined
in a piecewise linear manner to produce the PSSS.

It is essential to examine ths degree of accuracy of the determined PSSS solution
for the thick delta of fiqure 29. For this purpose, the PAN AIR code was employed once
again to model the wing+PSSS combination at the design condition (i.e., ag = 6.0°, M =
0.8) by specifying the PSSS to be a lifting surface. Figure Zz9a shows the effect of the
PSSS presence on the wing pressure distribution at a typical wing section to be insigni-
ficant. Also, as shown in figure 29b, the net lifting pressure across the PSSS appears
small except at the local leading ecge for the same typical section. From these results,
it is evident that the addition of the PSSS surface does not cause much change in the
performance of the wing model at the design condition. Therefore, it is concluded that
the determined PSSS solution is close to the actual dividing stream surface (i.e., PSSS)
and, hence, now that portion which is to be occupied by the LEE must be determined.

LEE Planform Optimization.- The VLM-SA code is employed in an attempt to optimize
the PSSS planform shape. This optimum shape would then be designated as the shape of the
LEE device. The aerodynamic effectiveness of 36 different LEE planform shapas were exam-
ined for the given wing by considering the influence of geometrical parameters such as
constant chord (cpLgg), constant sweep (ALgg), and span extent (nLgg). The planform vievw
of these parameters relative to the basic wing geometry is illustrated schematically in
figure 30. Although the twist and camber of the basic wing is represented by its mean
camber surface, the thickness effect is ignored by the VLM-SA code. As discussed later,
the analytical solution for the basic wing model which was fivst .intended to provide a
base line for comparative assessments of the LEE device appears to be inadequate. As a
result, throughout this study the aerodynamic effectiveness of different wing+LEE combi-
nations were therefore emphasized relative to one another rather than to the basic wing.

Ficure 31 was prepared for the purpose of comparing the relative aerodyanmic
effectiveness of the different LEEs as a function of their geometrical parameters. In
general, this investigation revealed that, with the same planform area, constant chord is
relatively more effective than LEEs having sweep angles less than that of the wing.
Therefore, two LEE planforms, each with 89-peccent span extent relative to the wing span,
one with 1.2" and the other with 0.8" constant chord, were selected as being the best
candidates for the final LEE design planform.

Towards the Design Objective.- Several detailed mnodifications, described in
reference 49, were made to both the wing and LEE in order to have the lifting pressure on
the LEE be nearly zero. One of the biggest changes was rotating the LEE downward about 7
degrees to account for the three-dimensionality of the flow, i.e. no longer neglecting
Vy. The final result, using the 1.2" LEE, is shown in figure 32 where the configuration
is called Mod-wing and Mod2-LEE to reflect all the geumetrical changes made.

Movable Device - LEVF

Analyticel design procedures for the wvortex flap, a particular movable device, will
be discussed herein. The items to be determined for its design are flap planform shape,
deflection angle and wing angle of attack for specified C; and Mach number. There are
some four different schemes which have been developed that will be considered in this
section, All are summarized and nne is described in detail.

VORCAM - Lan and Chang

Lan and Chang in references 52 and 53 developed VORCAM (VORtex lift of CAMbered
wings), whicii has as one option that of designing a portion of a contiquous wing surface
t0 represent an integral vortex flap inset into the wing. VORCAM is an improved version
of Woodward's chord plare aerodynamic panel method (ref. 54) which uses the suction
analogy (ref. 55) to calculate the vortex induced aerodynamic effects on cambered wings,
including those with vortex flaps, and is valid in the linear range at subsonic and
supersonic speeds. The design process employed is that of determining the corner points
of the inset flap, its deflection angle and wing angle of attack by repetitive analysis
using the optimizer CONMIN (ref. 56) in order to maximize the L/D at the (C;, 4. Figure 33
siiows an example of a initial guess and final planform for a VORCAM desianed vortex flap.
The initial a and & are 5° and 0°, respectively, with the final vaiues being 17.5°
and 54.9°,

Free Vortex Sheet - Boeing

The Boeing Company designed LEVFs for the USAF AFTI/F-111 program using the subsonic
FVS method. Keference 57 reports solutions were obtained at high values of Cp, and Mach
by using a design by analysis mode, The FVS is a psnel method which models both the wing-
plus-flap combination and free sheet, and solves for the singularity strength on both,
and pusition of the lacter, by an iterative process for each sat of angle of uttack and
Mach number. Hence, this is a two level convergence process: first to obtain a con-
verged answer for all specified parameters, and second to change the flap and angle Of
attack incrementally until an acceptable planform, etc. result.




Modified Linear Theory - Carlson 411

Carlscn's method (ref. 58) has similarities to the previous two, in that it uses
linear theutry which has been modified for attainable thrust concepts and a modeling of
the distributed pressures associated with a vortex system over the wing. ~ - uses flap
segmentation vo seek a deflection set which yields the highest effective ‘ading-edge
suction. The flop planform and segmentation are based on representing che camber
required for atlached flow on the wing. The inclusion of trailing-edge flap segmentation
and deflection is an integral part of this method.

VORCAM - Huebner

This method is also VORCAM analysis based, but differs in that the flap geometry can
extend beyond the wing leading edge, i.e. a "bolt-on" flap implementation, and a differ-
ent type (more efficient) optimizing procedure is employed. The work reported is based
on reference 59 in which the primary goal is to develop the vortex flap planform, deflec-
tion angle, and wing angle of attack to maximize L/D and satisfy Cp a4 at M = 1.5 for the
P-10SB aircraft. This speed was chosen as typical of a supersonic maneuver for an
advanced tactical fighter. The P-106B was chosen as the application aircraft since its
60° swept leading edge is capable of generatini measurable amounts of vortex flow.

Optimization Background.~ This new design procedure uses the Automated Design
Synthesis (ADS) code of Vanderplaats (ref. 60). ADS is a general purpose numerical
optimization prcogram containing a wide variety of algorithms to solve the generalized
constrained optimization problem, ¢ mnimizes an objective function, F, which is a
function of the design variables, X, and the subject to inequality constraints {g),
equality constraints (h), ard limiting valuez on each design variable:

gj(X) <0 j=1,m

he(X) =0 k =1,18

) 4 (L P

X{ <X, <X/ i=1,n (1)
For the specific task of designing vortex flaps for the r-106B, the optimization goal is
to minimize the objective function, F(X), given by

TCDI(X) + C.
F{X) = e (2)
e TCL(X)

where TCDI(X) is the calculated total induced drag coefficient, CDo is the value of
drag coefficient at zero lift, defined by

[ = C =21 (3)
Do Do,experiment Do,VORCAM
and TCL(X) is the calculated total lift coefficient. Minimizing this objective function
is identical to maximizing its multiplicative inverse, which is the lift-to-drag ratio.
This is accomplished under the ineqguality constraints

gl(X) = TCL(X)/CLDESU - 1.
gz(X) = , - TCL(X)/CLDESL
QJ(X) = X(l)/X(Z) - 1. (4)

vhere g) and gy are upper and lower CL,4 constraints, respectively, and g3 is &
geometry constraint discussed in the next section. No equality constraints were used in
this procedure since they are the most difficult type to satisfy without relaxing
convergence tolerances, Finally, the manner in which the flap model was generated from
the design variables required bounds on their values that can be expressed by

0.0l ¢<x§ ¢1l.,i =1,7 (5)

Analytical Flap Modeling.- Figure 34 shows a typical flap, its design variables, and
its important features 1in flap coordinates. The X¢ axis corresponds to the wing
leading edge (hingeline) in global axes, and the dimensions of the flap have bg2en normal-
ized to have a range of zero to one. The Y variable determines the flap planform
shape. Using the VF-D4 flap (developed by Frink) as an initial gquess, this procedure
models the planform shape in three regions. Regions one and three are parabolas which
are uniquely defined by their two end-points and a slope coridition at the points where
they meet with region two, whican is a straight line. The specific design variables
needed to defines this flap are shown in the figure. X(1l) and X(2) determine the extent of
the three regions in the X direction; X(3) through X(S5) provide actual planform chord
length and ultimately planform shape, X(6) specifies the flap deflection angle and X(7)
is the model angle of attack.

It is worthy to note a few things about this method. The apex of the flap is shown
G be et the origin of the flap axes. In reality, the cnord length at this point need
not be zero, but it is not a design variable and remains constant throughout tiie Jesign
process. The value of X(1l) can go to zero while the value of X(2) can go to one. Thus,
the possibility exists that a flap design solution could yield a constant chord, taper,
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or invewse taper flap. Furthermore, the value of X(6) was chosen in such a way that it
represents the arctangent of the flap deflection angle.

Certain geometrical constraints arise based on this method. 1In order to restrict
the flap to a reasonable size, X(3) through X(5) are constrained such that their maximum
values are no more than 10 percent of the leading-edge hingeline length. Also, to avoid
meaningless flap shapes, the value of X(2) must be greater than or equal to X(1l).

Optimization Algorithm Development.- The development of the optimization procedure
is based on a programming synthesis system described in reference 61. VORCAM, ADS, and
all supporting programs and subroutines used in this design procedure are linked by a
series of nested procedure files, shown schematically in figure 35, Note how the
analysis module is not called directly by the optimizer. Moreover, it only functions
when the analysis module provides the necessary values and gradients of the objective
function and constraints. It uses this informztion in design space to determine improved
values for the design variables, which are then used to calculate an approximate value of
the objective function (constraints also) Dy linear extrapolation using the following
first order Taylor's series:

aFi

.
Fhew = Fora * i5 %, aX, (6)
5

Once the objective function cezlculated by the optimizer and linear-extrapolation-analysis
loop converges, the updated design variables are returned to the analysis preprocessor
and the cycle is repeated until the objective function does not vary by more than 0.10
percent for three successive cycles. At this point, the final design variable values are
input into VORCAM to produce final design aerodynamic values, and the process terminates.

Applications.- Two specific applications for the F-106B (60° delta) are given. The
design conditlons are M = 1.5 at C, = 0.223, and M = 0.3 at Cp, = 0.5.

The initial geometric design variable values X(l) - X(5), associated with the super-
sonic application, were taken from the design solution of vortex flap VF-D4 at M = 0.3,
along with X(6) which specifies flap deflection angle. The design variable X(7), which
determines « was started at an arbitrary value corresponding to a = 4°. Convergence
was achieved in 11 cycles.

Figure 36 shows the initial and final planform shapes and other pertinent results
from this design study. The flap chord has decreased for most of the flap, designated
VF-DOl, except near the flap tip where it increased slightly. Flap planform area
decreased by 6.5 percent. The flap deflection angle converged at 18.47°, which is quite
close to the slope value at and perpendicular to the leading edge of the cambered wing.
Finally, the angle of attack converged at 5.06°,

A comparison of the aerodynamic performance of VF-DOl and VF-D4 on the F-106B is
shrwn in fiqure 37. The VF-DOl design shows an improvement in L/D of 0.6 at Cp,g or 9
pe. “ent over the L/D value for the VF-D4 at 10° deflection. Further, the improved L/D
values extend throughout the entire C;, range. The initial design solution is also
included to show the tntal performance improvement from the beginning to the end of the
d«sign process.

Figure 38 shows the aerodynamic characteristics of these two flap designs at §p g =
30 and M = 0.3. The purpose of this is to determine the aerodynamic characteristics of
flap VF-DOl at an off-design Mach number. Minor variations occur for C; and Cp
versus g; however, a measurable improvement in L/D,max is noted. Thus, the flap
optimized for My = 1.5 would be quite satisfactory at M = 0.3.

The subsonic design conditions are the same as used for the VF-D4 and the initial
planform design variables were taken from that shape. Only eight cycles wecre required to
reach a converged solution for a new flap, designated the VF-DO2, and it is compared in
figure 39 with the initial design. The inboard 20 percent of the VF-DO2 ‘s nearly ident-
ical to the initial design, followed by a slightly smaller flap chord over the next 20
percent, and an increased chord on the outer 60 percent of the flap. The taule on this
figure allows for a comparison of the alpha and deflection argles required by each to
meet the design C;. The values for these parameters are seen tn be close.

A comparison of the theoretical aerodynamic characteristics for the initial and
final VORCAM vortex flap design solutions are shown in figure 40. The changes in Cy and
Cm V3. ¢ are minimal; however, there is again a measurable improvement in L/D,
approximately 0.4 or 4 percent, at Cp, 4.

CORRELATIONS WITH THEORY
Fixed
Strake-wing-body Combinatien
Fijures 41 and 42 (from ref. 7) present comparisons between measured and *heoretical

data for a complete strake-wing-body and for its components, strake-forebody and wing-
afterbody, respectively. The theoretical results, called high- and low-g, are based on

T e — e
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extensions to the suction analogy, outlined on figure 43, and described in reference 7.
For the complete configuration (fig, 41) at M = 0.2 it is seen that up to Cp,max the
data are better predicted by the high-¢ method. Above the corresponding «, neither
theory appropriately models the flow, hence the agreement is poorer. It is also seen
that the two theories generally bracket the Cp data, again up to Cp,max ©Or vortex
breakdown. The ability of these two simple theories to do this is encouraging, in that
they are able to estimate collectively the nonlinear Cp versus Cp,tot Ccharacteristics
for this class of configurations. It can be noted that the low-a theory estimates better
the Cp results than those obtained with the high-¢ theory. This occurs because the
low-¢ theory produces a load center farther aft at a particular value of Cp,rot even
though this value is larger than the data at the same angle of attack. The potential-
flow curve is added to the C,tor versus o plots for reference.

The wing~afterbody and strake-forebody longitudinal aerodynamic data and the high-g¢
ané low-a theories are given in fiqure 42 for M = 0.2. Just as for the complete config-
uration, the individual data components are generally well estimated by the high-g«
theory or a collective combination of theories up to Cp ,max oOr large-scale vortex
breakdown. What is particularly useful is that the individual Cp components are
tigh:ly bracketed by the high-q¢ and low-a« theories. The C|, data for the strake-
forekody and wing-afterbody are well estimated by the high-q theory until the strake
vortex begins to breakdown on the strake or ahead of the wing trailing edge, respec-
tively. Lastly, note that at the higher angles of attack the wing-afterbody 1lift vari-
ations follow the potential curve even though the flow is closer to a Helmholtz type.

LEE Related

PAN AIR Evaluation.- In order to evaluate the PAN AIR code for thick delta wings at
high subsonic speeds, the surface pressures ror the basic 58° wing, used in the computa-
tional studies with the LEE, were computed at ¢ = 6.0° and M = 0.8. The result at g =
0.30 is presented in figure 44 with data from reference 62, taken in the NASA Langley
7- by 10-Foot High-Speed Tunnel. The comparison shows good agreement between the theo-
retical and experimental data except in the peak pressure region on the upper surfaze.
The difference may be due to either differences in geometry (sting shroud omitted ia PAN
AIR) or flow types between the experimental configuration and theoretical modeling.

VLM-SA Evaluation.- As part of the wutilization of VLM-SA code for unusual
configurations, i.e. wing+LEE combinaticns, it is important to examine the analytical
results relative to existing data. Two data sets are compared; one by Wilson and Lovell
(ref. 11), on the thick DM-1 with and without the LEE, and the wing used in the wing+LEE
design study, already presented in figure 31.

The DM-1 is a symmetrical winjg configuration with an airfcil! section like the NACA
0015-64 and no twist, so the LEE design lift coefficient (€r,g9) was zero. Although the
effect of leading edge radii is included in the resulting VLM-SA solutions, the thick DM-
1 is approximated by its projected planform (flat DM-1) in this study.

Experimental values for the lift and drag polars obtained by Wilson and Lovell are
compared in fiqgure 45 with the VLM-SA solutions. Obviously, the code over estimated the
1ift for both the DM-1 and DM 1+LEE combination throughout the angle-of-attack range,
However, the drag polar comparison shows that, for the basic DM-1, the VLM-SA solutions
have the same variation as the experimental data up to Cp = 0.6. Beyond this lift coef-
ficient, the curves differ due to the disorganized flow over the basic DM-1l, which causes
both a drag increase and lift decrease (ref. 1l1). As a result, the theoretical drag
polar is lower than the experimental data. For the DM-1+LEE combinaticn, the VLM-=SA over
estimates the drag in the lift coefficient range of about 0.0% to 0.80. This difference
was ra*ther expected, because the resulting VLM-SA solvtions do not include the effect of
thz low pressures acting betwee: the LEE and upper surface maximum thickness line of the
wing section to produce a thrust. ience the computed Cp values are higher than the
experimental data. Therefore, by analogy, it is expected that tle VLM=-SA solution for
the drag would be higher than measured for the configurations considered in the LEE
design section. This is the reason why only relative comparisons are offered there.

Figure 31 shows a sample of the available L/D experimental data (ref. 63) for the
basic wing (zero LEE area) at four different angles of attack (6°*, 8°, 10°, and 12°) and
M = 0.8, These data appear as asymptotic values of the VLM-SA solutions for the
wing+LEE.

Movable - Vortex Flap

VORCAM Subsonic Modeling Studies

Reference 59 presents paneling studies for modeling the F-106B cambered wing and
vortex flap, and a study to deté.mine the best method of modeling its cambersd fuselage
from the various options available in VORCAM. The paneling arrangement which agreed best
with the longitudinal subsonic data was 4 spanwise atrips within the fuselage contour, l4
spanwise strips on the wing-flap combination, and 10 chordwise panels on both. Figure 46
shows the paneling layout. The best fuselage modeling that could he accommodated in
VORCAM was the one which included fuselage cambering and no accounting for body thickness
effects., The supersonic solutions were obtained using the same modeling as determined
best for the subsonic ones.




e .o, e

pe VORCAM Supersonic Results

Figure 47 provides a comparison of longitudinal results for the F-106B with the
VF-D4 vortex flap at M = 1,5 from VORCAM and measured data (ref. 64). 1In general, the
theory and experiment are in good agreement, although C is slightly underpredicted.
Concentrating on L/D, we see that both theoretical solutions overpredict the experimental
results., Further, the experiment predicts that an L/D advantage for flap-added solution
is not obtained until Cp ~ 0.45. This is due to the flap being greatly overdeflected for
this speed.

As a result of the experimental data, a study was performed to determire the
theoretical effect of flap deflection cr L/D versus Cp. Results for the baseline and
F-106B with vortex flap VF-D4 at three deflection angles are shown in figure 48. As can
be seen, theoretical predicticas for flap deflections at 10° and 20° show a slight
increase in L/D from the hzseline solution. Furthermore, the solution for the 10° flap
deflection maintains siightly higher L/D values than the baseline throughout the Cp
range.

CONCLUDING REMARKS

A variety of devices have been discussed for providing lift control by use of vortex
flow technology. Some are fixed, like the strake and leading edge extension, while
others are movable, like the leading-edge vortex flap. Some have already been widely
used while others are just now being developed. The diversity of implementing a
particular concept has also been highlighted, which reflects the variety of possible
soclutions to a single problem. For some devices there are theoretical techniques which
can be used in their design, while for others wind tunnel testing will have to suffice
for now in an empirical design process employing sound engineering principles from fluid
mechanics. Futhermore, for those devices which can be modeled theoretically, the
agreement with data is generally good. For others, the application of available theories
needs to be done or wind tunnel testing performed in order to develop the needed data
correlations,
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23.- Changes in L/D due to camber devices
from planar wing values.
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36.- Initial and final vortex flap design

results for the F-106B; Mg = 1.5,
CL,a = 0.223.

Baseline |
— -=="/F-D4, blE= 10° |

—-—VF-D0L, b = 1847° |
: e VFDA, B = 30 .
L .l._j Sl el ST} Jl
1 A3 |

,

|

s S 6 7
Ld Rel, 59
37.~- Performance of VF-DOl with VF-D4 on

F-106B at M = 1.5. |

l.oi //' 12
Y Yl B /"' 10
Region 1 Reglon 2 R"’;“‘ c, 6 / up g+ / \
o Xid) 5) 2 ——VF-04, B =30 4 :
0 ~——=VF-pOl, § .= 30° 2
l ..2{,1(*111;1.“:6“ L 3 e 3
e XU ) —— L0 x' < 2 6 lt‘)l' l:‘gll /4 0 -2 .4 C.6 .8 1.0
‘lz: x'u'.n.l'nl" c 'm 3 S WY WD U W W W W W S - l
Note: Y, scale Is greatly ()= Alrcraft angle of attack m_.mj& =
aggerated Rel. 59 06, e
34.- Analytical vortex flap model with -10°

design variahles.

35.- Supersonic design method flow chart
usirng analysis~optimization process.

Ref. 59

38.~ Assessment of longitudinal aerody-
namics for two vortex flaps on F-106B at
M= 0.3.

b G
= {nitlal design (vF-D4) X00dsg 100Gy TEKTE
finz! design (VF-DO2) 31.26deg 10.95deg Q4ST4
Nole: Vertical suale is &5

times larger than the
horizontal scal.,

e

Rel, 59

39.- Initial arsi linal vortex flap design
results for the P~106B; Mg = 0.3,
CL,a ™ 0.5.




AE Rl A B Tt

10 / el
B 0 7/ \'\-.
3 4 6F
i 2 /" VORCAM K 3
* i /-—vr-na, I
0/ ———VF-D®, b =3126°2]
i 2L b [T T VR T O
L § -2 6 10 _ld4egl8 2 0 2 4 f% S L0
E a,
Cm K- - ¢ L
; '.02\ le
p‘ -mt Ny
T Ref, 59
40.- Assessment of longitudinal aerody-
! namics for two designed vortex flaps on
F-106B; Mg = 0.3.
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AIRCRAFT DYNAMICS - AERODYNAMIC ASPECTS AND WIND TUNNEL TECHNIQUES
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Ottawa, Ontario, KIA OR6, CANADA

1.  INTRODUCTION

The dynamic behaviour of riodern fighter aircraft depends much more on the unsteady aerodynamics
considerations than in the past. Until quite recently an aircraft designer would dlsplay only a passing interest in
that subject, concentrating probably on classical problems such as aercelasticity and flutter. Dynamic stability
parameters were most often determined by low angle-of-attack calculation methods, without much recourse to
experiments; indzed suitable faciiities were rather scarce ana the priority habitually assigned to dynamic stability
testing very low indeed. The results obtained from those tew dynamic experiments that were performed were most
often used to confirm that there were no particular problems present rather than to be applied as one of the design
parameters or inputs, And yet, for most of the aircraft of the past, such a modest level of investment in unsteady
aerodynamics and dynamic characteristics of aircraft was, In fact, quite adequate, and many excellent aircraft
were successfully designed in thls fashion.

1L was only with the advent of modern advancer cequirements for a fighter aircraft performance that
this time-hicnoured methodoiogy had become clearly inadequate. The new requirements include the ability to fly at
high angles of attack in the presence of extensive regions of separated or vortical flows, relaxed static stability,
greatly ircreased agility and the interest in unorthodox geometries such as closely-coupled-canard or tail-first
conflgurations. There is also considerable interest in the ability to perform very rapid maneuvers and in the
aerodynamic characteristics of large amplitude motions. The time lags and the unsteady phenomena associated
with the resulting flow fields may significantly affect the dynamic behaviour of modern fighter aircraft and may
become as important for aircraft design as the classical static performance criteria.

The unsteady aerodynamics involved is mostly very complex and, aithough consiieiable effort is now
applied to the development of various anaiytical and numerical methods of calculations, the most important source
of data - at the present time - consists of experimental techniques. Consequently, in this lecture, a review will
first be made of the varivds aerodynamic aspects affecting aircraft dynamic behaviour, to be foilowed by a survey
of the most pertinent experimental techniques. In both cases the presentation witi emphasize applications to high
performance fighters, such as are exemplified, for instance, by flight at high angies of attacks.

2. AERODYNAMIC ASPECTS

The aerodynamic aspects of aircraft dynamics were reviewed by the present author in an 1983 survey
paper in the Journal of Aircraft (Ref. 1). For completeness, this reference is reproduced in fuil at the end of notes
for this lecture. It therefore only remains to add a few remarks about some of the most recent developments in
this field.

2.1 Rapid, Large-Amplitude, Pitch-up Motlons

High-angular-rate, large-amplitude pitch-up motions may result in maximum lift coefficients far
beyond the steady maximum values. In low speed experiments involving two-dimensional airfoils that pirform
pitch-up motions at constant pitch rate, &, up to a maximum angle of attac, a may, and then remain at that angle,
dynamic lift levels of three times the corresponding steady lift values riave been observed (Ref. 2). This is
illustrated in Fig. 1, where the maximum lift coefficient, C| may, Is plotted versus a dimensionless pitch rate,
k=dc/2V, for different values of amax, Where c is the airfoil chord and V the free stream veiocity. As deduced
from measurements of the unsteady pressure distributions during such motions, this lift augmentation is caused by
an energetic separation vortex which originates at the leading edge and convects downstream as the angle of
attack increases. This mechanism is similar to the well-known phenomenon of deep dynamic stali (Fig. 2), as
described e.g. by McCroskey in his 1982 review of Unsteady Airfoils (Ref. 3). Although dynamic stall has
previousiy been of interest mostly in connectlon with the helicopter biade osciilations and wind turbines, it may
now prove to be very important also for the attainment of sustained dynamic maneuvering in the post-stail fiight
regime such as e.g. described by Herbst (Ref. 4) as “supermaneuverability* (Fig. 3). Of course, for such a purpose,
the characteristics of complete configurations, rather than merely two-dimensional data, will be needed.
Experiments are now being plarned to cbtain such information.

For performance evaluation it may be useful to present the effect of the aircraft motion-time history in
some integrated fashion, rather than as the maximum lift coefficient that can be achieved only momentarily. One
such possibliity, proposed in Ref. 2, is to consider the area bounded by the lift-time curve from above and the
static maximum lift from below, which may be said to define an effective impulse function, lc, over a cycle. Such
a representation allows for comparison of airfoil (or aircraft) performance betweea cases where the motion-time
history is fundamentally different and this agproach therefore lends itself well for iift optimization analysis. The
variation of L with k for two airfoils is shown in Fig. 4. Results are depicted for several values of amay and V. A
rapid increase in I at low k is followed by a more gradual increase or even a gradual decrease at higher values of
k. Furthermore, the maximum performance does not necessarlly increase monotonously with a may, but is
achieved by terminating the unsteady motion and maintaining an amax at or near the value for which, for a given
k, the maximum Cp caiv be obtained. It is believed that such conditions correspond to the occurrence of the
strongest and most persistent vortex.

2.2 Ving Rock

Wing rock is an undamped oscillation, primarily around the roll axis, that is exhibited by many modern
fighter alrcraft when flying at higher angles of attack., Several possible scenarjos for the occurrence of wing rock
have already been discussed in Ref. |. Since wing rock is a very debilitating phenomenon, causing maneuver
limitations ranging in severity from degradation in trackinyg effectiveness to loss of control, a considerable amount
of work s currently being done to alleviate this problem by increasing our understanding of the underlying baslc
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aerodynamic phenomena. This work ranges all the wav from efforts to postulate mathematical models for the
prediction of wing rock characteristics, such as reported in Refs 5-7, to systematic low speed investigations, such
as performed at NASA Langley Research Center and described by Nguyen et al in Ref. 8.

The NASA Langley studies comprise (a) wing rock encountered on highly-swept configurations, such as
slender deita wings, and (b) wing rock induced by slender forebodies. The former type, already discussed in Ref. |,
seems to be associated with the alternating lifting-off and reattachment of leading edge vortices during each
osciliation cycle. This results in the occurrence of incremental rolling moments which promote and oppose the
oscillation in an alternating fashion. The latter type of wing rock is associated with the motion of forebody
vortices and their interaction with the wing and empennage. In both cases strong vortex flows are present and it is
the motion of these vortices, the mutual interaction of the two main forebody vortices or the two leading edge
vortices (because of the slenderness of the wing), and possibly the phase lag between the motion of the vortices and
the motlon of the wing or aircraft, that provi-e the basic mechanism for the wing rock.

The importance of the forebody vortex flow for the occurrence of unstable damping in roll and,
eventually, wing rock, is weil illustrated in Figs 5 and 6. Damping in roll is shown for a range of angles of attack
for an F-5 configuration with 3 alternative wings. The roii damping becomes highly unstable for all three wings in
about the same range of angle of attack from 30° to 43°, indicating susceptibility to wing rock in that range of a.
1t is known that the full-scale F-5 aircraft is prone to large amplitude wing rock in the same angie-of-attack range.
It is obvious that the planform of the wing is not responsible for the very unstable roll damping above o= 300.
Further corroboration was recentiy obtained during tests of a model of the X-29A Forward Swept Wing Airplane,
which incorporates the exact fuselage forebody {(which has a flat elliptical cross-section) of the F-5 but is
compietely different from the F-5 in almost every other aspect. Forced osciliation data for the X-29A showed the
same lightly unstable roli damping in the 30° to 45° angle-of-attack range. It seems clear that the basic cause of
the unstable roll damping in all these cases is the flow about the only common configuration feature, namely the
forebody.

In order to generate sufficient roliing moments to cause wing rock, the basic forebody vortex fiow must
interact with some aircraft component further downstreams. This was illustrated during the Langley experiments
during which the wing and vertical tail were alternatively removed from the modei. It was shown that, with oniy
the wing or only the vertical tail removed, the model stiil exhibited the wing rcck, which only disappeared when
both the wing and the vertical tail were removed at the same time.

With the forebody playing such a fundamentai role in the generation of wing rock, it was only natural to
investigate in some detail the cffect of the forebody cross-section on the static lateral stability as well as on the
wing rock occurrence and amplitude. This is now being done at NASA Langlcy (Ref. 8) on a generic fighter model,
as part of a larger ongoing investigation, during which many forebodies and wing: are systematically varied. Some
preliminary resu'ts are shcwn in Figs 7 and 8 for the generic riodel configured with a trapezoidal wing with 26°
leading-edge sweep and conventlonal taii. Four forebodies, ail with the same 3.9:1 fineness ratio, but different
cross-sectional shapes (clrcuiar, vertical ellipse, horizontal ellipse and triangular) were initially studied.

The preliminary resuits show that the forebody cross-section has a very strong Influence on the static
lateral stability, CJB » with the horizontal-ellipse and trianguiar crass-sections providing the stiffest "restoring
spring" effects in the angie-of-attack range in which wing rock was observed in the free-to-roil tests. Above that
range, the forebody/wing/tail flow fieids appear to be no longer strongly coupled. It is noteworthy that the sarn e
twe cross-sections were also found to be highiy susceptible to wing rock, causing the highest wing-rock amplitudes,
reaching 30°. It is also interesting that the horizontai-ellipse forebody is simiiar to the F-5 forebody discussed
earlier and that the wing-rock characteristics for those two configurations are quite similar.

Work is continuing at NASA Langley tc ‘urther expiore the forebody induced wing-ruck phenomenon.
Although most of the present effort is conducted at low Reynoids numbers and certainiy will have to be
compiemented by experiments at higher Reynolds numbers, certain similarities between the resuits obtained sc far
and flight test data (such as those mentioned above) seem to indicate that at ieast the basic mechanism Is being
properly identified.

2.3 Tumbling

Recerit design trends for future combat aircraft, such as the use of tail-first or tailless conflgurations
and highly relaxed static stabliity, have rekindled interest In a dangerous flight phenomenon known as tumbiing.
Last investigated during and immediately after World War 1l (see Ref. 9), tumbiing was Identified as a potential
danger for aircraft with design features that inciuded one or more of those mentioned above; It was aiso pointed
out that accelerations in a tumble may be exceptionaily dangerous. Since the conventional aircraft wiil not
tumble, no more work in this area was conducted for approximately 35 years.

Last year, however, studies were conducted in the NASA Langiey 20 - Feet Vertical Spin Tunnel on a
dynamicaily scaied model of the X-29A aircraft, which makes use of canards and highly relaxed static stability.
After initiaily confirming the occurrence of tumbiing (which was coupied with cyclic variations in linear as well as
anguiar rates) in a series of free - tumbling tests, more controiied experiments were conducted iu single-degree-of-
freedom, free-to-pitch tests (Refs 8 and 10). Autorotation was obtained by either imparting an initiai rotatlon to
the model in the proper direction, or by releasing the modei from a proper attitude with zero rate. Once initiated,
the autorotation persisted indefinitely. 1t was found that the canard and wing flap positions had little effect on the
motion, while the strake flaps had a very large effect. For instance, with strake fiaps fuily down, only nose-down
autorotation could be induced, regardiess of the initial reiease conditions. Reversing the strake flaps to fuil up
perinitted a nose-up autorotation.

Figures 9 and 10 show the static pitching-moment and pitch damping data obtalned from static and
forced-oscillation experiments, respectively. The highly unstable pitching moment characteristics for angies of
attack lower than p3% and higher than [145° |, as well as pitch undamping in the regions of around + 130* and
-120°, are clearly visibie. Using these data in a simulation programme, the time history of the motion for a full
scale aircraft could be predicted (Fig. 11) and compared to scaled-up (in time) frame-by-frame readings of movies
taken during the free-to-pitch tests iFlg. 12). Average pitch rate was about - 130°/sec, and maximum recycling
values of axial and normal accelerations at the pilot station were 0 to - 3 g and + 1.5 g, respectively. Although the
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attitude data are predicted quite closely, the match of velocity and acceleration data is not nearly as good,
indicating the need for further work In both obtaining the basic data and improving the mathematical model.

The above experiments were all performed with the controls fixed. Although It is unllkely that in a
highly augmented modern aircraft the controls would remain fixed through a large amplitude motion such as
tumbling, the susceptibility to tumbling remains as a possible threat In cff-nominal sltuatlons Involving fallures in
the aircraft control system. Unfortunately, one of the best means to Increase reslstance to tumbling is to limit an
aircraft's agility in pitch. However, control laws are now belng developed at NASA Langley for highly-relaxed-
stability fighter aircraft, which - assuming that some controls are still operational - would ensure a combination of
high agility and good resistance to pitch departure.

2.4 Flow Control

Any attempt to achieve high agllity and true super maneuverabllity must Include th. ability to manage
and control the time dependent, separated flows that are characteristic of such flight conditions. In the past such
attempts were primarily aimed at reducing or eliminating regions of separatlon and promoting flow attachment, as
exemplified by the use of vortex generators on wings of many current aircraft. For a high agility fighter,
however, the separated-flow areas can be expected to dominate the flow around the aircraft, and it is the
manipulation and even enhancement of that separated tlow rather than its reduction or elimination that becomes
the primary goal of any flow control procedure. For instance, if the residence time of the leading edge separation
vortex mentioned in Section 2.1 could be extended, beneficial effects on the dynamic lift enhancement and its
duratlon would resuit.

As discussed by Lang and Francis (Ref. 11) we are, at the present time, only taking the first steps in any
such control attempts of the unsteady separated flows. Most of these first efforts use the idea of an oscillating
spoiler to force and manipulate the flow. One of the earliest such studies dealt with the unsteady loading induced
by a harmonically oscillating fence on one surface of the airfoil and Its effect on both a fixed and a moving
trailing edge flap (Ref. 12). A related Investigation of the spoller-generated flow field (Ref. 13) revealed the
developing vortical character of the separation zone and described the behaviour of the suction peak on the airfoil
surface. In an extension of these experiments to higher angles of attack (Ref. 14), a spoiler located at the 20%
chord location was found to induce small spanwise vortices which greatly affected flowfield curvature, possibly i
increasing lift. Subsequent measurements confirmed a 60 to 110% unsteady load enhancement over the maximum
steady flow value. It was also shown that a pulsed air jet may be successfully employed in place of a spoiler.

The management of a 2 D separated flow region has been systematically investigated at lIT (Ref. 15).
Separated flow fleld was generated by using a wedge of a height equal to the local thickness of the turbulent
boundary layer and the unsteady vorticity field was controlled by an osclllating flap with a variable waveform.
Results have shown local surface pressure coefficient increases of nearly one hundred percent (Fig. 13) and a
reduction of flow attachment length to thirty percent of the natural steady flcw separation case. It was observed
that the most effective reattachment control occurred for reduced frequencles of 0.07 to 0.08 (Fig. 14), and that
the use of a triangular waveform, with a 90% duty cycle, resulted in a better organized, energetic and persistent
vortex than some other cases having the same amplitude and perlod. Simllar results 'vere subsequently obtained for
a separated flow generated by a backward facing step (Ref. 16); in that work It was also suggested that the control
Imparted by an actlve flap oscillation Is independent of whether the Incoming boundary layer Is transitional or
turbulent.

Separatlon control can also be achleved by actively stlinulating the separated shear layer by sound at
selected frequencies, as recently shown In Ref. 17, 1

An example of manlpulating the flow in a 3 D case Is provided in Ref. |8. which deals with the wing 1
rock induced by leading edge vortices, that was already discussed in Ref. | and Sectlun 2.2. It was shown that by

mounting a small deita canard In front of a main delta wing, self-induced ruli oscillations of the entire
configuration (In a free-to-roll experiment) were obtalned in a much larger range of angle of attack and with larger
roll amplitude than with the maln wing alone (Fig. 15). This was ascribed to the increased time lag (because of the
larger length of the canard-wing) between the wing response and the movement of leading-edge vortices. Up to {
30° the vortices from the canard and the wing were combined, whiie at higher angles of attack the resulting vortex

breakdown at the wing traillng edge was providing a damping which reduced the roll angle amplitude. In the range

44° <a< 48° an Interesting unstable asymmetric oscillation was recorded (Fig. 16), which could easily {lip from the ’
positlve to the negative roll angles and viceversa, and which was reiated to the capturing of one of the canard's

vortices by the opposite semiwing while the other vortex was shed into the flow. Also at the lower semiwing, a
major vortex breakdown was detected. These observatlons, zithough, In a sense, describing undesirabie results of
controlling the tiow, provide a useful insight into the fiuid dynamics of these rather complex phenomena.

2.5 Digital Datcom

Some of the static and dynamic stabllity derivatives may be obtained from a computerized version of
the USAF Stabllity and Control Datcom, catled Digital Datcom. This includes the direct and the cross derlvatives,
but not any cross-coupling derlvatives. The conflgurations and speed regimes for which Digltal Datcom methods
for dynamic derivatlve prediction are available are listed In Fig. 17. More detalls, including a comparison with
wind tunnel data for several configurations and Mach numbers (see examples in Fig. 18), can be found in Ref. 19.
All Datcom methods for dynamic derlvatives, however, assume attached fiow and hence are restricted to the iow
angle of attack regime.

3. WIND TUNNEL TESTING TECHNIQUES

As mentioned in the Introduction, the most important source of dynamic stability data for the advanced
flight conditions or unorthodox configurations which are of interest for the modern fighter design, lies in
experimental investigations. Although, in principle, experiments can be performed both in wind tunneis and in {ree
flight, the iatter cannot be rigorously carrlid out untll a prototype Is bullt and even then It usually does not provide
the well-defined experimental conditlons which are avaliable In a laboratory. On the other hand, of course,
although wind-tunnel testing is usually conducted at too low a Reynolds number and mev be subject to some form
of wind-tunnei or support-interference effects, it does, by and large, provide valuabie intormation, obtained under
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well controfled test conditlons. It is often only through a combination of both wind tunnel and flight data with
some addltional data sources such as dynamic model flight tests, analytical studles and piloted simulation that a
complete data set required for a satlsfactory design can be obtained {Fig. 19). However, as discussed by Chambers
et al (Ref. 20), dynamic wind tunnel tests are also to some extent involved In each of these procedures. For
example, conduct cf plloted simulator studies cannot be accomplished without dynamic stabillty parameters, and
the Interpretation and analysis of dynamic model flight tests and alrplane flight tasts may be subject to
conslderable question without dynamic wind tunnel data. Dynamic wind-tunnel experlments appear, therefore, to
constitute the most Important experimental source for dynamic data and the remainder of thls peper will be
devoted to examiring the varlous techniques that are presently available or under development for such testing.

Reviews of the wind-tunne] techniques for dynamic stabllity testing have been presented by the present
author at several occasions in the past (Refs 21-24), Since Refs 23 and 24 are easily accessible to the AGARD
community, the material presented therein wili not be reproduced here but will only be included by a suitable
reference, as appropriate. Of the multitude of techniques availabie (Fig. 20}, only thuse that, in the author's
oplnion, are currently the most important or the most proml sing for the future, will be listed.

3.1 Single DOF Forced Oscillation - Measurement of Reactions

This is commonly referred to as the "forced osclllation" technique, and ls, by far, the most often
encountered and most versatile technique in use today. It can be used for angular oscillation, such as in pitch, yaw
or roll, as well as for translational oscillation, such as In plunge or in lateral translation. In thz former case, the
dynamic derivatives around a fixed _axis, i.e. composite derivatives (such as Cyq + Crpd ) (see Ref. 1), can be
obtained while In the latter case derivatives due to linear acceleration (such as Cp%), - which in a linear situation
are approximately equal to the derivatives due to the time rate of change of the angle In the same plane of motion
(such as Cpg) are measured. In most cases the drive is Inexorable (of the hydraullc or mechanical type), resulting
in a constant amplitude slnusoidal oscillation. In some cases, an electromagnetlc drive Is used, resulting in a
constant amplitude of the applied torque (or force), unless a motion-amplitude stabllizlng circuitry is used.
Although In all the cases the motion is In a single degree-of-freedom (DOF), all three aerodynamlc moments and
two aerodynamic forces (normal force and side force) can be measured, usually with a single-piece constructlon
strain-gauge balance. The derlvatives are obtained from the in-phase and quadrature components of the measured
aerodynamic reactions with respect to the model motlon, and the frequency and amplitude data. All direct, rross
and cross-coupling derlvatives can be obtained using this technlque In various degrees of freedom. The dicect
derivatives can also be obtained from the measurement of the torque and Its phase wlth relation to the Induced
motion. Examples of the Instrumentation used at NAE and AEDC and of the required data acquisition and
reductlon systems are glven in Ref. 25, Numerous applications of thls technlque, as used at NASA Langley,
ONERA Chalais-Meudon, ONERA Modane, AEDC-VKF, AEDC-PWT, DFVLR and NAE, are described in Section 5 of
Ref. 24. The technique Is also used In Sweden (FFA, Ref. 26) and China (SARI, NAI and BIA). A recent sting-
mounted Swedish pitch/yaw apparatus Is shown In Flg. 21.

3.2 Multi DOF Forced Oscillation - Measurement of Motlon

In this technique, the model is suspended elastically In such a way that It can oscillate in several
degrees of freedom simultaneously, although one degree of freedom (cholce depends on the osclllation frequency) Is
usually predominant. The amplitude and phase of the various motlons (rather than of the varlous reactions, as In
the preceding section), together with the information aoout the driving force or torque and frequency, are
measured and fed Into a system of equations of motion, which is then solved for the unknown stabllity derlvatlives.
In the llmiting case of a single DOF osclllation, the above technique red:ces to the "constant-amplitude torque"”
subgroup of the preceding sectlon, where the direct derlvatives can be obtained from the amplitude and phase of
the forced motlon and the forcing torque and frequency (In the same DOF) by means of a direct calculation rather
than Indlrectly by solving a system of equations. That type of technique is used at RAE - Bedford, DFVLR-AVA
and NASA - Langley, as described In Sectlon 6 of Ref. 28. In the latter case the model Is elastlcally suspended for
multl-DOF experiments by a system of cables, whereas at RAE and DFVLR the model Is mounted on a spring unit
(attached to the sting) which limits the number of DOF's to 2 or 3 (Ref. 27).

3.3 Single DOF Free Oscillation - Measurement of Motlon

This technique Is the oldest and the simplest of the varlous osclllatory techniques. It Involves the
evaluation of a decaying osclllatory motlon performed by an elastically suspendad model following some inltlal
disturbance. No complicated drive or control system are usually required and the data reductlon Is relatlvely
straight lorward. Although the results are representative of an amplitude range rather than of a discrete value of
amplitude, with modern instrumentation thls amplitude range can be made sufficlently small so that any varlations
of the results with amplitude can be obtalned as conveniently as with other methods. The technique, however, Is
limited to the measurement of the direct derivatives (damping and stiffness) nnly, and In Its simplest form Is not
suitable for use under condltlons of dynamic instabllity or In the presence of large statlc moments. For these
reasons the free-oscillation technique Is now gradually beling replaced by the varlous forced-osclllation techniques.
Some examples of Its use In the past are given In Section 7 of Ref. 24.

3.8 Half-Model Testing

The use of half models (seml-span models) for testing of symmetricai contigurations at symsetrlc flow
conditlons has been a recognized experimental procedure for a long time. The technique ellminates Interference
problems usually associated with the presence and with the motlon of the sting, permits the use of models larger
than otherwise possible and allows for a more convenient arrangement of the test equipment (utllizing the space
outside of the wind tunnel). On the other hand, the use of half models has some probiems of lts own, such as the
possible effect of the gap between the model and the wind tunnel wall and, at higher speeds, the effect of an
Interaction between the shock and the wall boundary layer. Since all applications are strictly limited to
sym!rlnetrlclal flow conditions, the technique cannot be used at higher angles of attack, even for symmetrical
configurations.

Half models can be used for experiments involving pltching or plunging oscillation using approprlate
free- or forced - osclllation techniques described before. The technique Is particularly recommended for cases
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where statlc or dynamic sting interference effects may be significant or when the shape of the model afterbody Is
Incompatible with a sting mounting. Other possible applications include the determination of the dynamic
interference between two oscillating models and the measurement of the effect of the jet exhaust plume on the
pitching or plunging oscillations of a model (Ref. 28). The technique Is used for oscillatory testing in many
countries, including Sweden (FFA), Canada (NAE), USA (AEDC), China (SARI, BIA) and Japan (NAL).

3.5 Rotary Motion

There are a number of wind tunnei techniques where the model is performing a continuous rotary rather
than oscillatory motlon, as discussed so far. The two most important varieties of such a rotary motion are as
follows: ‘

3.5.! Rolling - a rotary motion of the model around the body axls or around the wind axis, at zero to moderate
angles of attack, usualiy at zero sideslip and at low %> moderate rotation rates. The main purpose of the rolling
experiments is to determine stability derivatives due to rolling, such as encountered during a rolling maneuver.
Although - strictly speaking - quite different, such derivatives are sometimes used interchangeably with those
obtained from roll oscillation experiments. Rolling techniques can be further subdivided into techniques using
steady roll and those using free decay of the roll rate. Ayparatuscs employing these techniques can be found at
NASA - Langley, AEDC, FFA, BAC - Warton and DFVLR-Kain, and are described in Section 9.1 of Ref. 24.

3.5.2 Coning - a rotary motion of the model around the wind axis, at arbltrary angle of attack, usually non-zero
angle of sideslip and low to moderate rotation rates. Such a motion is sometimes referred to as the iunar motion
and the apparatuses employed for such expe.iments are usually called rotary balances. The main purpose of the
coning experirments Is to obtain the aerodynamic coefficlents (rather than derivatives) as functions of the coning
rate. These are required for a better simulation of the aerodynamic phenomena that are associated with the steady
spin motion of aircraft and spin recovery. The coning motion is also one of the fundamental characteristic matlons
derived in the mathematical models of Tobak and Schiff (Ref. 29) and the acrodynamic moments measured during
such a motion are required for prediction of even nonspinning maneuvers. It should be noted that many apparatuses
used for steady roll about the wind axis can be used Interchangeably as rotary balances, that Is for the purpose of
obtaining the various aerodynamic reactions as functions of the roll rate. The difference lies mainly in the
Instrumentation and in the data reductlon. Several rotary balances are now In exlstence for both low-speed and
high-speed wind tunnels, including those at NASA Langley, NASA-Ames, BAC-Warton, DFVLR-Kdn, Aeronautica
Macchi and IMF. These were described in Section 9.2 of Ref. 24 and in Ref. 30. A new rotary balance at RAE-
Bedford (Ref. 31) Is shown in Fig. 22.

All rotary balances, of course, can be used to obtain derivatives due to the rate of roll. In addition, by
slightly tilting the axis of a rotary balance with respact to the wind axis, it is possible to superimpose an osclliatory
motion In pitch and yaw on the main rotary motion. Such a motlon, called "osciliatory coning", may permit the
determination of additional derivatives, viz. thase due to oscillatory pitch and yaw (Ref. §§$.

3.6 Pure Rotation

Since the results of osclilatory experiments (such as in pitch) around a fixed axis are in the form of
composite derlvatives which contain derivatives due to pure rotation (such as q) and derivatives due to the time-
rate-of-change of the angular deflectlon In the same plane of motion (such as a), there Is a need to separate such
component derivatives so that each can be Inserted at Its proper position In the equations of motion. To separate
the two parts, additional experiments are required, in which either a pure angular mction (with the appropriate
aerodynamic defiection angles remaining constant) or a pure translation (with the appropriate angular rates
remaining zero) is simulated. As already discussed, under certain conditions the translational acceieration is
aerodynamically equivalent to the time-rate-of-change of the aerodynamic angle in the same plane of motion.
Effects of translatlonal acceleration can be measured by single DOF forced os-illation experiments in vertical or
lateral translation, as done at NAE, using methods described in Sectlor: 3.1. Simuiation of pure anguiar motlon {or
pure rotation) in plitch or yaw can be achieved by snaking motion cxperlments or experiments in a suitably curved
fiow, while pure rolling can be simulated by experiments in a sultably arranged rolling flow. These iatter
techniques, which were all deveicped at NASA-Langiey in the 1950's and have nuw been transferred, together with
the 6 ft Stability Yunnei, to the Vlrginh Polytechnic Institute, wiil be briefiy described in the following paragraphs.
More detalls can be found In Ref. 33.

3.6.]1 Snaking Motion - This combines yawing and !ateral motions of a model In such a manner as to produce pure
yawing. The apparatus (Fig. 23) generates an oscillatory motion in the xy plane so that the  del always heads Into
the relative wind or, In other words, so that the instantaneous angle of yaw - which includes vector components
generated by the two basic motlons - remains constant at all times. This occurs when § = V sin ¢, at which
conditlon the angie of yaw contributed by the yawing oscillation Is exactly cancelied by the angle of yaw induced
by the lateral oscillation. A comparison of data obtained by algebraic summation of snaking and translational
oscillation tests with the data obtained from angular oscillation tests (around a .ixed axis) Is showr in Fig 2¢.

362 Flow - This technique is based on the concept of simulating a steady curved-flight condition by using
a fix arranging the wind-tunnei flow in such a way that it is curved In a circular path In the vicinity of
the model and that it has the velocity variation normal to the streamlines In direct proportion to the local radius of
curvature. This is achieved by using flexibie side wallz for curving the fiow and by emplcying special vertical-wire
drag screens upstreain of the test section for producing the desired velocity gradient in the fiow across the tunnel
(Fig. 25). These screenc vary in size across the wind tunnel, with the most dense portion of the screens located at
the Inner radius of the curved test section. The technique allows measuring pure yawing (due to r only) or pure
pitching (due to q only) derivatives with a fixed model mounted on a static balance. The simulation of the steady
curved llight is not exact, however, and usually corrections have to be appliad for the buoyancy effect caused by
the static pressure gradient normal to the streamlines (which does not exist in curved flight). In addition, there are
diss!milarities in the behaviour of the modei boundary layer (which on the model in a curved flow tends to move
towards the center of curvature, contrary to Its normal tendency in curved flight), and possible problems due to a
rather high degree of turbulence behind the wire screens. Hopefully, hcwever, in many cases these phenomena may
be considered to have only a minor effect on the measurements of the purely-rotary derivatives.

3.6.3 Rolling Flow - When a model at an angle of attack performs a rolling motion about a fixed body axis, the
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resulting aerodynamic reactions are furctions of both the roil rate and the simultaneously occurring time rate of
change of the angle of sideslip. This s similar to the ureviously discussed composite effect resulting from pitching
or yawing osciliatlon around a fixed axis. To obtain aercdynamic derlvatives due to "pure” rolling, one can use a
stationary modei immersed in a rolling fiow. The rolling flow must Le generated in such a way that its velocity
coinzonent normal to the tunnel axis increases proportionally to the radial distance. This can be achieved by using,
upstream of the test section, a large rotor with several vanes that are speclally shaped in order to impart a suitable
solid core vortex motion to the flow. One fascinating future application of this technlque would be to impart
pitching or yawing oscillation to the model and obtain measurements of the various damping, cross and cross-
coupling derivatives in the presence of the rolling flow, thereby providing valuabie data for studies of the incipient
spin and spin entry and, in particular, oscillatory spin (Ref. 33).

3.7 Control Surface Oscillation

So far we have dealt with dynamic stability testing of full or half models of complete configurations. A
brief comment shouid also be included about the stabiiity characterlstics related to the osciilation or motion of the
various control surfaces. These are normally of two kinds: (i) the hinge moment derivatives of an osciilating
surface and (2) the derivatives of the acroaynamic reactions imparted to the modei by the oscillation of a control
surface. Aithough the main interest iies usually in the static controi derivatives, the trend is increasing towards
also obtaining some dynamic control derivatives, which may become important in conneclion with high-rate
maneuvers and quick-acting controis. The necessary experiments are most conveniently pucformed using a half
modei of the aircraft configuration; the hinge moment measurements can be performed with any single DOF
oscillation method mentioned before, whereas the aerodynamic reactions on the model itself can be obtained using
methods similar to those empioyed for cross and cross-coupling derivative measurements. Some suitable
experimental techniques are mentioned in Section 14 of Ref. 23,

3.8 Non-Linear Dynamic Loads

The various wind-tunnel techniques previously mentioned are characterized by the relatively small
amplltude motion that they impart to the model. It has traditionally been assumed that under these conditions the
resulting aerodynamic phenomena are linearly related to the model motion, implying that if a sinusoidal motion ls
used, as is typically the case, the aerodynamic reactions are also sinusoidal and of the same frequency as that of
the model oscillation. In such a case the desired aerodynamic information can be represented In the form of
stabillty derivatives that can be obtained ising procedures like the ones discussed in Refs 25 and 28.

The applicabiilty of the locally linearized aercdynamics model, Implicit in the derivative formulation,
to large amplitude and high rate maneuvers, has been increasingly questioned over the last few years.
Consequently, a new wind-tunnel technique, specifically designed to investigate the aerodynamic loads acting on a
modei subjected to large amplitude and/or high rate motions has been recently developed at NAE.

3.8.1 Data Reduction - The goal is to measure the instantanesus value of the reactions In terms of the
corresponding Instantaneous value of the pertinent motion variables. Since no assumption of linearity Is made, the
components of the react’ “ns at the oscillation frequency as well as at its harmonics need to be determined.
Therefore the technique Jasically consists of measuring the Fourier coefficients of the balance outputs
(deflections), which are converted into their causative loads by using the appropriate modej-balance system
mechanical transfer functions. The inverse Fourier Transform is then applied to the above coefficlents in order to
represent the reactions in the time domain. This apparently round-about approach is required in order to account
for the dynamic response of the model-balanice system, which can have a substantial Impact on the observed
balance outputs. Inertial effects are eliminated by means of tare measurements. Further detalis on the technique
can be found in Ref. 34. The current implementation of the instrumentation system and data reduction procedures
are described in Ref. 33.

3.3.2 Reaction Representation - Once the concept of stability derivatives can no longer be used, it becomes
imperative to formulate an appropriate representation of the non-linear aerodynamic data in order to effectively
utilize it In flight mechanics computations. One possibie representation (Ref. 36) is based on the assumption that
there is a weil defined (although not necessarily singie valued) relationship between the instantaneous value of any
given aerodynamic reaction and the corresponding instantaneous value of the motion variables. In a topoiogical
sense, this representation impiles the existence of a unique (again not necessarliy singie vaiued) “reaction
hypersurface” that defines the reaction in terms of n motion variables.

if the hypersurface could be experimentally obtained In its entirety - e.g. by means of the technique
summarized in the previous section - it could be used to carry out sitnulations without resocting to mathematical
modeis. Practical considerations, however, limit the number of experiments that can be performed to sbtain tha
very large data base required to suitably define the hypersurface, therefore necessitating some level of
mathematical modelling to supplement the empirical data.

A detalled descripticn of the hypersurface representation with its rather wide-ranging implications can
be fourd in the above reference and is, therefore, not included here. However an example of how the
representation can be applied to the simple case of a singie DOF motion is briefly mentiones iwre jor
completeness. Let us consider a hypothetical case of a motion about the roll body axis where the reaction Cy is a
function of ¢ and p only, in which case the reaction surface becomes three dimensional and can thus be readlly
visualized. A schematic hysteretical surface is arbitrarily postulated as an iliustration (Fig. 26). The motioa of the
model s represented by a trajectory in the ¢- p phase plane and the corresponding value of the reaction is defined
by the reaction surface. The surface depicted in Fig. 26 is characterized by threshold values that are independent
of the rate, corresponding to the case of “static hysteresis”, as opposed to the situation shown in Fig. 27 where the
thresholds are a linear function of rate, indicating a convective time lag effect on the he values. Both
reaction sur{aces are single valued everywhere except at the line defining the “step” indicating that "minor loops®
are permissible under oscillation amplitudes below the threshold value. A double valued reaction surface where
such minor loops do not occur is shown In Fig. 28, in which case tiwe only way to transfer from one branch of the
hysteresis curve to the other is by exceeding the threshold value.

The reaction surface for an 80 degree deita wing in subsonic flow has been approximately detarmined
(Ref. 37), on the basis of experimental data obtained by Nguyen et al. (Ref. 38). Although sufficient information
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was not available to precisely define th: surface, the results indicate that the surface concept is applicable to this

CONCLUDING REMARKS

In this lecture a brief review was presented of some of the aerod. i..C wspects of the dynamic

behaviour of a modern, high performance fighter aircraft and of some of inc mwre important experimental
techniques that are avallable for measuring the dynamic stability parameters or an aircraft in a wind tunnel.
Because of space llmitations many topics had to be omitted and the reader Is referred to the three volumes listed
In "Bibliography”, and in particular to Refs |, 23 and 24 by the present author, for further details. More recent
pertinent informatlon can be found in Refs 39-46. It is hoped that the present review, together with the above
additlonal material, may provide a useful insight Into the aerodynamics of a maneuvering modern fighter and may
serve as a guide to the large variety of wind tunnel methods that have to be used in order to obtain the dynamic
data required for the design of such an aircraft.
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Aerodynamic Aspects of Aircraft Dynamics
at High Angles of Attack

K. J. Orlik-Riickemann
National Research Council of Canada, Ottawa, Ontario, Canada

Introduction

O achieve tactical superiority in the air, a fighter aircraft

must be capable of high-performance maneuvers. To
perform such inancuvers, the aircraft must be able to carry
out controlled flight at high angles of attack. To safely predict
and analyze such flight conditions, our understanding of the
acrodynamics of aircraft at high angies of attack (high o) may
require further improvements.

In the context of this review, the acrodynamic phenomena
at high o will be discussed mainly from the point of view of
their impact on stability parameters of an aircraft. Adequate
knowledge of these parameters is required for the prediction
of an aircraft’s behavior before departure, for the description
of its departure/spin-resistance characteristics, and for the
difficult analysis of the flight range between the departure and
the fully developed spin, if such an analysis is required.
Stability parameters are needed also for the assessment of the
tracking capabilities of an aircraft, for the efficient design of
the control system, and for the evaluation of the range of
mancuvers that can safely be induced by the pilot. Such
mancuvers at high angles of attack are not only relevant in
situations involving air combat and missile avoidance actions,
but may also be necessary durinig certain phases of the landing
approach.

Flow Phenomena in Steady and Oscillatory Flizht
at High Angles of Attack

The acrodynamics of an aircraft performing a steady flight
at high angles of attack has been studied for several years and
a considerable amount of information is now available in this
area.'’ It is well known that such an aircraft is exposed to a
variety of flow phenomena that usually are nonexistent or
have much less significance at lower angles of attack. These
phenomena encompass all kinds of transitional, separated,
and vortical Mows over the body, the wings, and the control
surfaces of the aircraft. Of particular interest nerein are those
flow phcnomena thst significartly vary witl: the angle of
attack and that, at high enough values of that parameter, can

cause asymmetric effects even if the aircraft itself continues to
head symmetrically into the wind (i.c., has zero sideslip). Two
of the most important phenomena of that kind are 1) the
formation and asymmettic shedding of forebody vortices and
2) the formation and asymmetric bursting of wing leading-
edge vortices. It is also known that the behavior of the
forebody vortices can be affected by blowing'* or by in-
troduction of a mechanical disturbance near the nose of the
forebody.

tf an oscillatory motion is superimposed on the primary
steady flight of the aircraft, the aforementioned phenomena
become much more involved due to the introduction into an
already complex picture of an additional variable, namely, the
element of time. Let us consider, for instance, an oscillation
in pitch. During such an oscillation the forebody vortices will
changc their lateral and vertical positions as functions of the
angle of attack, which itself is & function of time. Similarly,
leading-edge vortices will periodically vary the longitudinal
location at which they burst. The various components of the
aircraft, such as the fin(s) and the horizontal stabilize-, will
move in and out of the local flow regions in which they are
embedded. To make matters even more complex, all oi these
moiicns will take place not in a manner simultancous with the
motion of the aircraft, but with a certain delay, mainly due to
the convective time lag. This delay is a function of the
distance of the station under consideration (say, ai the fin)
from the station at which a particular flow phenomenon
originates (in the case of the forebody vortices, at the vicinity
of the nose).

The response of the forebody vortices to the oscillatory
pitching motion of a symmetrically mounted cone-wing
configuration was investigated at the National Aeronautical
Establishment (NAE) by flow visualization motion pictures
made in a water tunnel. The periodic lateral motion of the
vortices as well as the time delay between the motion of the
vortices and that of the model could be clearly seen. It is
obvious that such a lateral motion of the vortices must cause
lateral aecrodynamic reactions in response to the pitching
motion and that the observed time delay requires a vectorial
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representation of those reactions, i.c., one in which both the
components in phase with the motion of the model and the
components in quadrature with that motion (or in phase with
the angular rate) have to be considered. When presented in the
derivative form, such components are usually referred to as
static and dynamic derivatives, respectively, of the
acrodynamic reactions with respect to pitching. By repeating
the flow visualization motion pictures for several values of
water speed ¥, and oscillation frequency w, it was possiblz to
obtain the diagram in Fig. |, showing the angle of attack for
the onset of asymmetry, a,, when a was Increasing, and the
angle of attack for the return to symmetrical flow conditions,
a,, when a was decreasing during the oscillation. Simple
expressions were derived for a, and «, in which the phase lag
was proportional to the reduced frequency of oscillation, and
it is shown here that it was possible to obtain a good
correlation between these expressions and the experimental
pointe when the phase lag was assumed to be

wx/V, =2.5(wl/2V)

where ¥, is the convective velocity and x/{ is the dimen-
sionless longitudinal coordinate.

The NAE film also demonstrated how the direction of the
vortex asymmetry on a symmetrically mounted model could
be controlled by normal blowing or by introducing a
mechanical disturbance on the forebody.

Another movle film, made in the Northrop water tunnel,
showed the relation between the oscillation in roll of a highly
swept delta wing and the differential oscillatory displacement
of the longitudinal location on the wing at which the vortices
emanating from the wing leading edge break down. It is
known that vortex-burst location is sensitive to both the angle
of attack and the angle of sideslip, and the effective values of
these angles on cach half of the wing vary periodically as the
wing osclllates in roll. Although the time scale of the Nor-
throp experiment was such that phase lcgs could not easily be
observed, it is a safe assumption that sucn lags must have been
present during the experiment, with the resulting static and
dynzmic acrodynamic reactions due to oscillation In roll.
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1t should be noted that the oscillatory flow phenomena,
that involve shedding of the forebody vortices and their
asymmetrical motion, will occur on all oscillating, pointed,
slender bodies that fly at a high angle of attack and, therefore,
have impact on the dynamics of not only high-performance
aircraft but also of missiles. Although this paper deals mostly
with problems related to aircraft, much of the material can
also be applied to missiles and, indeed, one or two examples
of such applications will be included.

Effects on Dynamic Stability Para;acters

The aforementioned high-a flow pheacneaa havs large
effects on all of the acrodynamic characteristics of the aircraft
including, oi' course, the stz.iic and dynamic stability
parameters. For the dynamic stability consideratioas that are
the subject of this review, the most importaat such effects are:
1) large nonlinear variations of stability parameters with angle
of attack, angle of sideslip, ad rate of coning, as well as with
amplitude and frequency of oscillation; 2) significant
acrodynamic cross-coupling between longitudinal and lateral
degrees of freedom; 3) tinre-dependent and hysteresis effects;
and 4) strong configuration dependence.

Before discussing these effects in some detail, let us first
briefly consider the various categorie: of dynamic stability
derivatives. For simplicity, the discussion will be restricted to
dynamic moment derivatives, which, in general, are much
more important than the corresponding dynamic force
derivatives. The two main categories of the dynamic ment
derivatives (Table 1) are those due to pure rotation _).q,r)
and those due to the time rate of change of the two
acrouynamic angles (é, £). The latter is equivalent, in the first
approximation, to the translational acceleration in the same
plane of motion. !n oscillatory experiments around a fixed
axis, these two effects are present at the same time and,
therefore, the results of such experiments are obtained as the
sum of a pertinent rotayy derivative and 2 pertinent ac-
celeration derivative. Such sums are caiied composite
derivatives. Depending on the degre s of freedon. involved,
we can further distinguish between :he damping derivatives
and the cross and cross-coupling derivatives, as indicaied in
the table.

Nonlinearities with Angle of Attack

Large variations with the angle of attack of the various
complex flow features discussed in the previous section
frequently cause significant noniinearities in ihe dynamic
stability parameters. Some examples of these nonlinearities
are presented in Fig. 2, which shows two damping derivatives
and one dynamic cross derivative obtained at NAE for a wing-
body configuration at a8 Mach number of 0.7 (Ref. 5). These
results amply illustraie both the magnitude and the sud-
denness of the variations in dynamic derivatives with the angle
of attack. It can be appreciated tha, if the angle of atiack
about which the osciliation takes place happens to be in the
region where a sudden change in a derivative occurs, large
effects of the amplitude of oscillation may be cxpecied. In
cases like this the derivative concept can only give an
equivalent lincarized description of the dependence of the
aerodynamic reaction on the variable of motion and a beter
mathematical formulation may be need d.

Significant nonlinear effects were also obtained at NASA
Langley*' for fighter aircraft at low subsonic speeds. The
damping-in-yaw derivative (Fig. 3) exhibits a very sudden and
very large (ten times the low-a value and the sign reversed)
unstable peak at angles of attack about 60 deg, while the twe
dynamic cross derivatives (Fig. 4) exhibit an equally large and
sudden variation with a, but occurring at different values of
that variable. It is interesting to note from these references
that the angle of attack at which these peaks occur is largely
independent of both the wing sweep angle and the presence of
vertical tails, suggesting that the primary mecharism for these
effects is associated with some flow phenomena located
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upstream of the wing and tails, a likely candidate being
forebody vortices.

An example of the variation of a derivative with both the
angle of attack and the oscillation amplitude is shown in Fig.
5, where the damping-in-roll derivative of a fighter con-
figuration, obiained at NASA Langley® at low subsonic
speeds, is plotted vs angle of attack. The large unstable peak
that occurs at =35 deg when the amplitude of osciilation is
+5 deg decreases at larger amplitudes and completely
disappears at an amplitude of & 20deg.

Nonlinesrities with Rate of Roll (Spin)

Considerable nonlincarities with spin rate, together with
important effects of both angle of anack and Reynolds

Fig. 2 Nonlinesrities in damping and cross derivalives, A0 =AY
= + | deg tINAF).

o

]

0.4y

Fig. 3 Dempiag la yaw for a fighier configuration, M<O.1,
Ay = xS deg (NASA LRC).
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Fig. 4 Cross derivatives for a fighter configuration, M<0.1,
A=Ay = i 3deg (NASA LRC).

number, are shown in Fig. 6, where the nose side-force
coefficient for a model with a square forebody cross section
but with rounded corners is shown as a function of the spin
rate at a=7¢ deg and for various Reynolds numbers. These
experiments, performed at NASA Ames Research Center,®
shcw a strong nonlinear prospin contribution at all but the
two lowest Reynolds numbers investigated. No such prospin
contributions were detected at a =45 deg.

Another example® of large nonlinearities with spin rate is
shown in Fig. 7. Pitching, rolling, and yawing moments for a
series of general aviation moJdels at a =60 deg are shown vs
reduced spin parameter. The nonlinearity is pronounced and
the sense of the rolling and yawing moments can change with
rotation rate from autoroiative to damping. The pitching
moment Increases most significantly over the siatic value,
primarily due 10 the effect of the horizontal 1ail.

Occurrence of Wing Rock

An important manifestation of the effect of nonlinearities
is the well-known phenomenon of wing rock. This
phenomenon, primarily associated with the loss of damping in
roll at higher angles of attack (Fig. 8), requires the presence of
one or more nonlinear terms in the equation(s) of motion to
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render possible the characteristic limit-cycle type of oscillation
in roll. It can be assumed that the aerodynamics of the
problem, in principle, is related to the motion (or burst) of the
forebody vortices or the leading-edge vortices, or else to the
periodic variations from the attached to separated flow on
some portion of the wing as the wing oscillates in roll. At
transonic speeds an additional aerodynamic cavse can be the
periodic motion of the local shock waves. 1t is not yet wel!
understood how these acrodynamic causes can be expressed
mathematically in the equations of motion, but certain
nonlinear terms have been experimentally determined and
their effect on the resulting limit-cycle motion confirmed. Of
course, different nonlinearities can be expected to exist for
different configurations and different flight conditions. Three
such scenarios, all involving wing rock at subsonic speeds,
will be brlefly described below.

Variation of Damping in Roll with Angle of Sideslip

The variation of the rolling moment with the reduced roll
rate for various angles of attack and sideslip was reccently
studied at N2SA Langley.'® The data were obtained for an
80-deg delta wing at low subsonic speeds using a rotary
balance (with the rotation taking place about the wind axis).
Some of the results are shown in the upper part of Fig. 9. The
slope of the curves represents the damping in rol! and is
negative for positive (stable) damping and vice versa. At
a= 10 deg the damping is positive for all 8 investigated. At
a = 30 deg the damping is negative at small 8 but positive at
higher 8. A set of curves (bottom left of Fig. 9) constructed by
combining the above results with the results of some forced-
oscillation experiments shows the variation of the damping in
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roll with the magnitnde of sideslip for different angles of
attack. The damping in roll changes from unstable to stable in
the range of S 1o 7 deg of sideslip. Concurrent flow
visualization studies (not shown) have indicated that this
effect is associated with the upward displacement of the
iceward vortex from the surface of the upgoing part of the
wing, while the windward vortex remnains close to the upper
surface of the wing. A nonlinear simulation using these data
yieided a wing-rock motion in close agreement with the results
of a free-to-roll experiment, as can be seen on the botiom
right of Fig. 9, where the comparison is shown in terms of the
limit-cycle amplitude, (4¢) 4. and the period, Py,. of the
wing rock observed at various anglcs of attack. Alsc shown
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are the results of an approximate analytical solution based on
a simplified linear variation of the damping in roll with the
magnitude of sideslip.

Cubic Variation of Lateral Derivatives with Roll Rate and Sideslip

The representation of the observed nonlinearities by the
addition of a cubic term to certain static and dynamic stability
derivatives was investigated at RAE." 1t was shown that by
including such a cubic term in the damping-in-roll derivative a
fairly good agreement could be obtained between the flight
and computed time responses for the roll rate and the angle of
sideslip of a Gnat aircraft in a wing-rock situation (Fig. 10,
top). It was also indicated that an inclusion of a similar cubic
term in the cross derivative of the yawing moment due to the
roll rate could probably have a beneficial effect on the
prediction accuracy. In a separate study, cubic terms were
introduced in the static yawing and rolling moment
derivatives due to sideslip and it was shown that, although
limit cycles could not normally be expected to occur through
nonlinearities of a single-valued stiffness term in a second-
order differential equation, such a limit cycle could and in-
deed did occur in a multimode system where the two stiffness
terms were affecting both the frequency and the distribution
of damping between the two modes involved (yawing and
rolling). For a vsual combination of the linear terms of the
two derivatives (/,, >0, n,, >0) it was fouud (Fig. 10, bottom)
that with a positive (stiffening) n the limit cycde was
predicted to occur for a large range of values of /,,, while with
a negative (softening) n,; the limit cycle was computed only
for /.3 >190. Two different prediction methods (analog and
approximate) were used in this study with good agreement.
Since this type of nonlinearity in the moment derivatives due
to sideslip can lead to divergence as well as to limit cycle, it
was recommended that it be considered in the desizgn of
augmentation systems.

Aerodynamic Hysteresis in Steady-State Rolling Moment

Several reports!*™ indicate the existence of aerodynamic
hysteresis in the variation of the rolling moment coefficient
with the angle of sideslip (or angle of roll) at higher angles of
aitack. Such hysteresis can be accounted for mathematically'*
by introducing into the acrodynamic formulation for the
rolling moment a function A(#) that can have two possible
valuesin a given range of the angle of roll (Fig. 11, center). As
shown in Ref. 15, for a fixed amplitude of oscillation the
effective damping in roll can be expected (o vary inversely
with reduced fraquency if the acrodynamic hysteresis is
preseni, rather than quadratically as is normally the case
without hysteresis. 1t was further shown in Ref. |5 that some
carly damping-in-roll results from NASA Langley'* obtained
for a twin-jet fighter aircraft at low subsonic speeds (Fig. 11,
left) can be accurately correlated (with the exception of one
point) by the expression for the effective damping in roll that
takes into account the presence of hysteresis (Fig. 11, right). A
formulaticn is suggested in Ref. 15 for the rolling moment in
an arbitrary rolling maneuver (Fig. 11, bottom), which
contains the dovble-valued function A(r) and in which the
elfective damping-in-roll coefficient mus: be determined from
roll oscillation around a fixed roll angle with the oscillation
amplitude small enough 10 ensure that the deflection always
remains on one branch of the hysteresis loop.

The aforementioned excmples illustrate three possible
scenarios for the occurrence of the wing rock, cach on a
different configuration. No doubt other such scenarios exist.
When preparing the equations of motion for predicting the
dynamic behavior of a new, unknown configuration, the
mathematical model (at least initially) should be made suf-
ficiently general 1o encompass all such scenarios.

Acrodyasnic Cross-Coupling
The high-a Now phenomena discussed previously illustrate
cases where 1) lareral acrodynamic reactions, such as those
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ROLL 20 — FLIGHT tudinal acrodynamic reactions, such as those caused by the
RATE, Of-Ai --- COMPUTED longitudinal motion of the vortex burst locations, may occur
otws L on an aircraft as a result of some lareral motion, such as
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above acrodynamic reactions can be said to represent e
acrodynamic cross-coupling between the longitudinal and the
lateral degrees of freedom. As already mentioned, the cross-
coupling reactions are, in general, shifted in time in relation to
their causative motions and, therefore, will have components
~hich are both in phase and in Quadrature with these mouons.
When related 15 ihic causative displacements and their time
raies of change, these components of the cross-coupling
reactions become static and dynamic cross-coupling
derivatives, respectively. (The term crass derivatives should,
however, still be used 1o denote the traditional derivatives ihat
relate two lateral degrees of freedom, such as roll and yaw.) It
should be notad that the introduction of cross-coupling
derivatives requires simultancous consideration of all the
cquations ¢f motion of an aircraft, rather than of separate
groups of equations for the longitudinal and for the lateral
moiions, as often done in the past.

The concept of aerodynamic cross-coupling, especially in
relation to the dynan.c derivatives, was introduced only
relatively recently.!” New experimental capabilities had to be
developed to permit the measurement of the pertinent
derivatives. Thus far, only relatively few measurements of
this kind have been performed. Some cxamples of the
dynamic cross-coupling derivatives oblained at NAE on a
simple wing-body-fin configuration® are given in Fig. 12.
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From 10p (0 bottom, the dynamic yawing and rolling moment
derivaiives duc 10 osciiiation in pitch ars shown, followed by
the dynamic pitching moment derivative due to oscillation in
yaw. In all cases, the derivatives are relatively small for low
angles of attack, but attain large values and display sudden
variations at angles of attack between 18 and 20 deg, and
become quite irregular at higher angles of attack espevially in
the region beiween 32 and 38 deg. Both the levels attained and
the suddenness of variations is larger for the derivatives of the
lateral momen!s due 10 oscillation in pitch than for the pit-
ching moment derivative due to oscillation in yaw. It should
be noted that these cross-coupling derivatives may be of the
same  order, and somctimes cven larger, than the
corresponding traditional damping derivatives (except for the
damping.in-pitch derivatives at high angles of attack), such as
presiously shown in Fig. 2. The same conclusion can also be
reached when comparing, instcad of the derivatives, the
corresponding terms in the pertinent equations of motion.*
Dynamic cross-coupling derivatives (at a Mach number of
0.6) werce also measured at AEDC.,'* and the maximum values
obtained were approximately one half of the maximum values
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Fig. 13 Dyasmic rolling momen) derivatives vs aagle of sidesllp,
M=0.6:a=17.3deg. 30 = 2 2deg INAE).

obtained a1 NAE, which, considering the fact jhat the AEDC
cxperiments were performed on a different configuration and
in the angle-of-attack range of only up to 28 deg (rather than
up 10 40 deg a1 NAE), constituies a good collaboration of the
initial NAE resulis.

As can be cxpecied from basic acrodynamic considerations,
the direct and the cross derivatives should be symmetrical with
respect to zero angle of sideslip, whercas the cross-coupling
derivatives should change sign with the direction of sideslip.
This is demonstirated in Fig. 13, where the three dynamic
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moment derivatives duc to oscillation in roll are plotted as
functions of the angle of sideslip.'® The anticymmetric
variation of the cross-coupling derivative with the angle of
sideslip is clearly visible. Another example of such a variation
isgivenin Fig. 9 of Ref. §.

For very simple configurations (such as the cone-wing-fin
medel used in the NAE movie), it may be possible to relate the
dynamic derivatives 1o the corresponding static derivatives if
the phase lag associated with the main flow-separation or
vertex-shedding phenomenon is known. In Fig. 14 the ratio of
dynamic-to-static rolling moment derivatives due to pitching
obtained from such phase lag consideration (with the phase
lag determined in the water tunnel, as shown in Fig. 1) is
compared with the ratio of slopes of the two derivatives
obtained on a similar (but not the same) configuration in a
wind tunnel at a Mach number of 0.7. The ratios are of the
same order of magnliude and the approximate mirrorlike
symmetry of the dynamic and static curves is immediately
apparent. The reader must e cautioned, however, that even if
the phase lags could be easily measured or caiculaied (which,
as a rule, they cannot), such a procedure would not
necessarlly be applicable to more realistic configurations, on
which tiicre would be a multitude of separated or vortical flow
phenomena, cach one with its own individual phase lag and
cach causing reactions acting on different parts of the con-
figaration.

Time-Dependent Effects

In .. 1dition to quasisteady effects, such as represented by
deriva: ' ¢s of various acrodynamic reactions due to angular
velocitic  we have to consider the existence of purely un-
steady eficcis, such as those represented by derivatives due to
the time rate of change of angular deflectlons, & or 8. These
derivaiives have been known for many years, since they
constitule part of the dynamic results cbtained with standard
wind-tunnce techniques of oscillation wround a fixed axis,
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Fig. 16 Aerodynamic hysteresis a) with angle of atiack, b) with
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which always give composite derivative expressions such as
(Cung + Cimo ). Up 10 now, however, it was standard practice to
igrore the & and B effects (or to introduce a simple correction
for them) and to use the composite Jerivatives in place of t. ¢
purely rotary ones. At low angles of attack the error in-
troduced by such a procedure was cften small and the sim-
plification large enough to be justifiable.

At higher angles of attack, however, the & and # effects
unfortunately become quite substantial and can no longer be
ignored or corrected for in a simple fashion. This is illustrated
in Fig. 1S, based on Ref. 20, in which the yawing and rolling
moment derivatives due to the time rate of change of the angle
of sideslip are shown for a schematic delta-wing-body-tail
configuration. These results were obtained from a trans-
lational oscillation experiment at very low speeds. The small
values of the C,; and C,; derivatives at low angles of attack
and their sudden increase at a =22 deg are clearly aemon-
strated.

Derivatives due to the time rate of change of angular
deflections are acrodynamically equivalent (in the first ap-
proximation) to derivatives due to translational acceleration
in the same plane of motion. This fact renders them of high
interest for aircraft designs using direct-lift or direct side-
force controls and also makes it possible to determine iwenm
experimentally using a translational oscillatory motion in the
vertical or lateral direction. Because of this relation, & and 8
derivatives are often referred to as translational acceleration
derivatives.

Hysteresis Effects

As already discussed in cotinection with the wing-rock
phenomenon, high angle-of-attack flow phenomena such as
asymmetric vortex shedding, vortex breakdown (burst), or
periodic separation and reattachment of the flow are
frequently responsible for acrodynamic hysteresis effects.
Such hysteresis is characterized by a double-valued behavior
of the steady-state acrodynamic respor..¢ (o variations in one
of the motion variables such as angle of auack, angle of
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Fig. 17 Aerodynamic hysteresis with spin rate. Same experiment as
in Fig. 6 but =90 deg, Re, =0.6-10° (NASA ARC).

sideslip, or spin rate. Figure 16 shows an a-hysteresis in the
variation of location of the vortex burst on a delta wing,?' and
an example of the already described B-hysteresis in the
variation of lateral acrodynamic coefficients for an aircraft
configuration.'* Figure 17 shows an example of an -
hysteresis in ihe side-force coefficient for the previously
mentioned square forebody with roundsd corners® rotating at
a =90 deg (Nat spin). (This hysteresis effect was not observed
at a=7S deg and below, and even at o =90 deg it occurred
only in a relatively narrow range of Reynolds number.)
Another illustration of hysteresis effects is the delayed lateral
motion of the forebody vortices in response to pitching
oscillation, as shown in the aforementioned NAE water
tunnel movie film.

In the presence of hysteresis the dynamic derivatives
measured in large-amplitude oscillation experiments may
have two distinct components, namely, one associated with
the small-amplitude oscillatien (i.c., small cnough te remain
on one branch of a hysteresis loop), and a second one
representing tiie eftect of the hysteresis. This was shown in
Re’. IS for the case of the damping-in-roll derivative. The
large-amplitude osciliatory results, such as the magnitude of
peaks shown in Fig. 4 (see Ref. T, often display an ..iverse
variation with frequency, whicii is characteristic of the
presence of hysteresis. In such cases it must be remembered
that the effective value of the derivative will depend on
whether the oscillation amplitude falls inside or outside of the
range that encompasses the hysteresis loop.

Configurstion Dependence

The intricate vortex pattern that exists around an aircraft
configuration at high angles of attack is very sensitive to even
small changes in aircraft geometry. So is the behavior of this
vortex pattern on an oscillating configuration. The forebody
vortices are greatly dependent on the planform and the cross-
sectional geometry of the aircraft nose as well as on the
presence of various forms of protuberances on the forebody
(inciuding wose boom) thai may affect the stability of an
existing vortex pattern, give rise 10 new vortices and cicaic

uditions for strong vortex interactions. The wing leading-
edge vortices, in addition to being a sirong function of the
leading-edge sweep, are also known to be greatly affected by
various leading-edge modifications, such as apex drooping,
discontinuities or cosntouring, and by various moditications of
the wing itself, such as addition of wing lecside fences and
deflections of leading- or trailing-edge flaps. All of these
variations of the geometry of the wing affect not only the
position and the strength of the wing voriices but also the all.
important location at which these vortices break down.

The mosi commoen modificaticn of the aircraft geometry
intceded to eliminate cr delay the onset of asymmetric effects
's the use of forebody strakes. Although, when used alone,
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these strakes often prevent the formation of a unique vortex
pattern at nonzero sideslip, thereby seriously reducing the
directional stability of the configuration, they can be
amazingly effective when used in combination with a suitable
nose geometry. Figure 18 presents the effect of combining a
leading-edge extension (LEX), which can be considered a
form of strake, with a flat, broad nose (called the *‘Shark
Nose’’) developed by Northrop,'* on the variation with angle
of attack of the dynamic directional stability parameter,
Cospyn- The Shark Nose geometry, together with LEX, at-
tenuates the unfavorable local reduction in that parameter
and ai the same time extends this favorable influence on
stability to somewhat lower angles of attack. It has also been
demonstrated in Ref. 14, (but is not shown here), that the
presence of Shark Nose greatly enhances the directional
stability at small nonzero angles of sideslip (181 < S deg).

The effect of sirakes (or leading-edge extensions) on
various dynamic stability derivatives is illustrated in Fig. 19,
In all cases shown, the addition of strakes reduces the
magnitude of derivatives, practically eliminates nonlinearities
with angle of attack in the range investigated (except for pitch
damping derivative), and makes the derivatives almost in-
dependent of reduced frequency.?* The dynamic yawing
derivatives due to rolling become essentially zero. The
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Note t:

With all aerodynamic cross coupling derivatives equal to zero,
the ratea p, 7, and 3 remain essentlally conatant when per-
turbed In o; similarly the rate q snd & rer:aln easentlally
conatant when perturbed In 5.

Note 2
Angular ratea for the unperturbed case remain constant and
are denoted by py, go. 7.
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negative damping in roll (for a>13 deg), in pitch (for
12<a<23 deg), and in yaw (for a>11 deg) completely
disappears. It should be noted, however, that the range of
angle of attack investigated extends only to a=25 deg,
without reaching the range where the most significant
nonlinearities may be expected.

As is well known, however, strakes do have certain
disadvantages. Their successful development for a particular
application may require much trial and error. They often
adversely affect the directional stability. If mounted near the
tip of the nose radome, they may disturb the radar operations.
The strake vortices may adversely interact with aircraft
components farther downstream, such as air intakes or
control surfaces. Therefore, alternative approaches, such as
the use of forebody blowing, forebody deflection, or a
mechanical disturbance on the forebody, continue to be of
high interest.

Although most of the important flow phenomena occur on
the leeside of an aircraft, configuration changes on the
windward side may also have a noticeable effect on the
stability characteristics of the aircraft. For instance, an un-
symmetrical store release can be expected to create
aerodynamic cross-coupling effects, without even the
necessity of flying at high angles of attack. The possible
importance of such asymmetries is not very well known at the
present time.

Sensitivity of High-a Aircraft Motion
to Dynamic Stability Parameters

The need to introduce the dynamic cross-coupliig and
acceleration derivatives into the mathematical model, ap-
plicable to flight at high angles of attack, increases, ia
principle, the number of dynamic derivatives that may have ‘.o
bu included by a factor of two. This total number, however,
can be significantly reduced if a judicious selection and
assessment of the importance of some of these derivatives can
be made. This is usually done by carrying out, on a compriter,
so-called *‘sensitivity studies,’ during which the sensitivity of
the predicted aircraft behavior to the inclusion in the

oC =2 ac =0
L
‘q q
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equations of motion of the cross-coupling and acceleration
derivatives and of the taking into account the various
nonlinear effects is examined. Some studies of this type have
been performed in recent years and these were reviewed in
Ref. 23, from which some examples will be included here.

Sensitivity studies are usually carried out by 1) program-
ming, on a computer, a complete set of equations of motion
pertinent to a particular configuration and particular flight
condition, 2) inserting a set of stability parameters, including,
if required, some nonlinear effects, 3) varying thosec
parameter; in a predetermined manner, and 4) observing the
responses of the variables of motion to some form of
disturbance applied to the set of equations. The stability
parameters are usually varied individually, but may also be
studied in combinations. The difference between responses
obtained for two different values of a parameter or for two
different combinations determines the sensitivity of the
aircraft behavior to tl. variation of that particular stability
parameter or that particular combination of parameters.

As already discussed, both the cross-coupling and the
acceleration derivatives, and, in fact, most of the other
derivatives as well, display significant nonlinear effects at
higher angles of attack. Since an analytical description of the
variation of a derivative with angle of attack may be rather
complex, it is often more practical to limit the range of angle
of attack, for which the analytical description is made, to the
immediate vicinity of the equilibrium angle of attack and to
assume that the derivative varies linearly with o in that
narrow range of angle of attack. Such a locally linearized
derivative can then be written asa + b(a— ay )}, when oy is the
trim (or equilibrium) angle of attack.

Dynamic derivatives that are subject to sensitivity study are
often varied in a relatively wide range, such as from zero to
perhaps twice the nominal value including, in some cases, also
a change of sign. It is important that during such a variation
the remaining derivatives be kept at their nominal values
rather than zero, otherwise gross misrepresentation and, in
some cases, even an erroneous elimination of the effect of a
given detivative may result. Sometimes there may be some
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interest in investigating the effect of a whole group of
derivatives such as cross-coupling derivatives, by including or
excluding the entire group all at once. In cases involving
composite derivatives it is often of interest 1o divide the total
valuc between the two component parts in differemt
proportions and to insert the resulting two derivatives at their
proper place in the equations of motion, as purely rotary and
purely time-rate-of-change or acceleration effects.

The significance of cross-coupling nioment derivatives was
studied in Ref. 24 and is iliusirated in Fig. 20. The measured
values of composite derivatives were equally distributed
between their rotary and acceleration parts. The nonlinear
effects were taken into account by local linearization. The
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cross-coupling derivatives due to oscillation in roll were
unknown at the timc of the analysis and, therefore, set equal
to zero. The various angular rates (p,q,7,a, and ) are shown
as functions of time after an initial disturbance in the angle of
attack (Fig. 20a) and the angle of sideslip (Fig. 20b). The
constant angular rates for the unperturbed case (p,.q,.7,) are
also +hown. Had the cross-coupling derivatives not been
included, the rates p, 7, and 8 in Fig. 20a and the rates g and &
in Fig. 20t '« »uld have remained cssentially constant. It can
be seen that the departures of p, r, and § in Fig. 20a from their
constant values is much larger than the corresponding
departures of g and & in Fig. 20b, indicating a much larger
effect of the cross-coupling derivatives of the rolling and
yawing moments due to pitching than of the cross-coupling
derivative of the pitching moment due to yawing. Figure 20
pertains to a 2g turning flight at a = 33 deg.

Studies of the sensitivity of the aircraft behavior to
variation of an individual cross-coupling or acceleration
derivative were carried out both in Refs. 24 and 25. Although




the two studies were performed using two significantly dif-
ferent approaches,” the results were quite similar. Some
examples of the results obtained In Ref. 25 for a
fighter/bomber configuration in a 3g turning flight are shown
in Figs. 21 and 22. In the study, the variations in each suc-
cessive derivative were parformed  with all the other
derivatives fixed at their nominal values. The cross-coupling
derivatives were again based on the results of Ref. 5, but were
treated as. purely rotary derivatives.in the equations of
motion. The acceleration derivatives were based on data in
Ref. 26. The nominal values used represented extreme values
that had actually been measured in the wind tunnel ex-
periments. The initial disturbance was introduced as an
elevator or a rudder doublet.

Large effects of variations of both C,, and C,,, can be seen
in 8, p, and r motions (Fig. 21). These motions display almost
a mirror image for the positive and negative vaiues of the
pertinent derivatives. The inclusion of C,, derivatives causes
instability in the 8 and p motions. However, it should be
noted that this effect is strongly dependent on the values of
the remaining dynamic rolling moment derivatives, such as
C, and Cy, which, in this particular example, were very
small or zero, respectively.

The motion sensitivity to variations of C;; derivative (Fig.
22) is quite significant. 1n particular, it should be noted that
for Cy values of 0.2 and greater, the a, 8, £, and p motions
show strong oscillatory divergence. Conversely, the negative
value of -1 of Cy derivative has a strong damping effect on
all of these mctions. By comparison, the motion sensitivity to
variations in C, is less significant.

Additional results, not shown here, indicate that most of
the above-mentioned effects are quite dependent on the
remaining stability characteristics of the airciaft. The smailer
the static margin and the lower the aerodynamic damping,
such as represented by Cj,, Cy3, C,,, Or C,; derivatives, the
more sensitive the aircraft motion to the variations ir. cross-
coupling derivatives and vice versa. The sensitivity of the
flight behavior during a turning maneuver is, in general,
larger than in a straight flight.

Although this paper is mainly concerned with siability and
motion of aircraft, a brief mention has to be included about
the corresponding studies related to the motion of missiles. A
comprehensive investigation of missile motion sensitivity to
dynamic stability derivatives has recently been completed.?
In that investigation the importance of dynamic stability
derivatives for the simulation of motion of both bank-to-turn
and yaw-to-turn missile configurations was examined, using a
six-degree-of-freedom linearized stability program.

Among the most pronounced effects due to the variation of
a dynamic cross-coupling derivative was that due 0 the
variation of C;, at high Mach number, high load factor, and
relatively low altitude. Sample results showing the influence
of that derivative on the simulated motion of the yaw-to-turn
missile are shown in Figs. 23 and 24. 1t can be seen that the
short period (S/P), dutck roll (D/R), and roll (R) modes are
quite sensitive to the variation of C,, over the range + 500 (per
radian) and thai the dutch roll sensitivity increases with an
increasing load factor (Fig. 23). Even a variation of C,, within
a much more narrow range (0 to - 50) results in a large effect
on the roll rate time kistory (four times higher roll rates at
C,, = - S0than at C;, ={), as shown in Fig. 24.

On the basis of sensitivity studies, such as those described
above, and on the basis of some additional studies included in
Ref. 23, it has been shown that the inclusion in the equations
of motion of the cross-coupling derivative C,, (and to a lesser
extent C,,) and of the acceleration derivatives Cyy, C,og. and
possibly C,, may be important for the correct prediction of
the behavior of aircraft and missiles at high angles of attack
(Table 2). 1t was shown in these studies that the aforemen-
tioned derivatives in some cases could have an effect on the
predicted motion that was as large as that of some of the well-
known damping and cross derivatives. It was also shown that
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it is important to be able to separate the purely rotary and the
acceleration derivatives and use them in their proper places in
the equations. Furthermore, it was found that the cross-
coupling derivative C,,, is relatively important for missiles
but less so for aircraft, and that the cross-coupling derivative
C,,.. appears to be insignificant in both of these cases.

Since the above studies were limited in scope with regard to
both geometry of configurations and type of mancuvers,
some of the derivatives found Insignificant in these studies
may become important in other situations. For a new aircraft
or missile that has to perform a variety of maneuvers, the
recommended set should encompass all the derivatives found
important, even if only once, in previously examined
situations. In addition, for a satisfactory prediction of air-
craft behavior in a spin, the aerodynamic coefficients and
possibly also the static and dynamic derivatives may be
required as functions of spin rate.

Mathematical Modeling

The mathematical modeling used in most countries at the
present time to describe the aircraft flight history applies
strictly to flight at small to moderate angles of attack, where
nonlinearities are small, time-dependent effects insignificant
and aerodynamic cross-coupling nonexistent. In view of the
complexity of the acrodynamic phenomena reviewed here and
their effects on the forces and moments that govern the
behavior of flight vehicles at high angles of attack, a much
more sophisticated modeling is obviously required.

Substantial progress has recently been made in this area. A
generalized formulation which includes the nonlinear pitch-
yaw-roll coupling and nonlinear coning rate is now
available.?® Time-history and hysteresis effects have recently
also been included in that formulation.'* % Among things
still to be done is an adequate modeling of the suddenness
with which the aerodynamic reactions may vary with the angle
of attack or sideslip. As already mentioned, in the presence of
such sudden and large nonlinearities, the ¢erivative concept
and the principle of linear superposition may no longer be
adequate and a better mathemaucat formulation may be
needed. One theory that oriers considerable promise for
adequate representation of sudden variations, hysteresis
cffects, and limit-cycle motions is the bifurcation theory, such
as discussed in Ref. 31. 1t appears that this theory can also
represent tpinning as a genuine property of the appropriate
set of differential equations.

Any advanced mathematical model must, of course, be
suitably verified. The verification should be conducted by
determining a complete set of siability parameters for a
particular configuration, by predicting a series of maneuvers,
and by comparing them with the actual flight histories. One of
the principal difficulties in conducting such a verification at
the present time is the lack of complete static and dynamic
aerodynamiic data for the required test cases.

Table 2 Retlstive significance of dynamic moment derivalives

at high o (prefimisary assessment)
Significani

Type of derivative(s) Derivative(s) Aircraf Missiles
Direci Cag: Cnr Cpp Yes Yes
Cross Cug: Cir Yes Yes
Cross-coupling Cig: Cnq Yes Yes
Cross-coupling Comp No Yes
Cross-coupling Cor No No
Acceleration ‘mas Ciys Cly Yes ?
Acceleralion Cag: Camgs Casy ? 7

Splitting of composite derivalives into component paris and using the dif-
ferent parts in their proper place in the equations of motion is in many cases
importani.

Acrodynamic coefficients and derivatives ns fuactions of coning rate may be
required for spin prediction.
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Tet'c3 Dynamic stabllity testing capabilities

at National Aeronautical Estabiishment
' Primary Static Dynamic
Apparatus - motion derivatives derivatives
Pitch/yaw Pitching Chi» Cos» Ene Cie+Cu
osciiiation Comg +Cma
Crg+Cns
Pitch/yaw Yawing Cigs Cna, Cig Cy—Cycosa
osciilation Comr —Cmacosa
Cpr — Cppcosa
Roii Rolling Cpsina Cp + Cysina
osciliation  Cppgsina Comp +Cpmysina
Cpgsina Cp +Cppsina
Cyssina Cyp + Cysina
CNB sina CNP + CMgsina
al/f Plingind  Cixe Conar Crar G Cny 5. Caz
oscillation
a/B Laterai Cigs Cmgs Cg Cigs Crnps Cug
osciliation
Piich Pitching Ciz Cmg+Coma

(haif-modei) oscillation

Plunge Piunging Cira Cma
(half-modei) oscitlation

New Dynamic Stability Test Techniques

The determination of a complete set of static and dynamic
stability data for a test case of a high-angle-of-attack flight
requires the availability of test techniques with the following,
greatly expanded capabilities:

1) To test at high angles of attack, and to carry the
associated high loads

2) Totest at small to moderate angles of sideslip

3) To measure dynamic cross-coupling derivatives

4) To measure effects dueto @ and 3

5) Tomeasure effects due to coning and continuous rolling

6) To test at large amplitude of oscillation, particularly in
the case of oscillation in roll.

A fairly complete review of existing testing techniques for
determination of dynamic stability parameters in a wind
tunnel was given by the present author in Ref. 32. This review
included the significant developments that have taken place in
the last few years at several rescarch establishments in various
countries of the world, and notably those at NASA Ames,
NASA Langley, AEDC, RAE Bedford, BAC Warton,
DFVLR, ONERA, and NAE. Since the development of
cxpcrimanial techniques plays such aiv iivipoitani 10% in vl
progress toward obtaining better prediction capabilities of the
aircraft behavior in high-angle-of-attack flight, this topic
clearly descrves to be mentioned in the present paper. As an
cxample, a brief account will be rendered of the technigues
presently available at the NAE in Otawa, which may be
considered as fairly representative of the new experimental
trends in this field.

In Table 3 a list is given of the presently available three full-
model and two half-model apparatuses that can be used to
siudy the primary oscillations In five degrees of freedom,
providing means to determine all the moment derivatives and
some of the foree derivatives associated with these motions.
Both static and dynamic derivatives are included and the list
encompasses the direct, cross, and cross-coupling derivatives,
as discussed previously. It should be noted that in all cases the
derivatives are obtalned from a direct measurement, which is
based only on an assumed relation beiween the acrodynamic
reaction measured and the causative primary moiion. Oiten
thi- -elation is linear, but can be replaced by a nonlinear or
hi :r-order formulation if the need arises. Since the motion

Fig. 25 3-DOF dynamic calibrator (NAE),

is essentially in onc degree of freedom, the measurement is
independent of the remaining parts of the equations of motion
and, therefore, the results may be expected to be valid for any
formulation of these equations as long as the principle of
superposition is still applicable.

In most uf the full-model apparatuses the model is mounted
on a balance that in turn is att: ched to an elastic support
system capable of deflecting in the appropriate degree of
freedom. The primary motion is imparted by an elec-
tromagnetic drive system which oscillates the model with a
constant amplitude at the resonance frequency in the primary
degree of freedom. Each balance has a multicomponent
capability (but always without axial force) and is made in one
piece, a most desirable feature for dynamic testing. Each drive
mechanism utilizes a high-current coil (or coils} moving in a
strong magnetic field that is generated by compact rare-earth
permanent magnets. As a result, the apparatuses are relatively
slender and permit testing of realistic models of current
aircraft configurations. Other apparatuses, employing a
mechanical drive system, are used for experiments parformed
in the presence of large aerodynamic restoring moments.
More details about the NAE apparatuses and test techniques
can be found in Refs. 32 and 33.

The high complexity of the aforementioned techniques and
the lack of any previous data on some of the recently iden-
tified dynamic derlvatives made it necessary to develop a
system that would independently verify the validity of the
experimental technique and data reduction methods em-
ployed. The same system was also conceived as a diagnostic
tool to identify, on a regular basis, equipment faults or
software errors. A pictorial view of such a system developed
at NAE and called a dynamic calibrator is shiown in Fig. 25.
The aircraft model is replaced on the dynamic stability ap-
paratus by a special calibrating frame (or **rotor*’), which is
then oscillated in the primary degree of frzedom by the drive
mechanism of the apparatus. The inertia characteristics of the
rotor duplicate, at least approximately, the inertia charac-
teristics of the model, resulting in a similar dynamic response
of the rotor and of the model in all three degrees of freedom.
The three oscillaiory aci1odynamic moments, that act on the
oscillating model during a wind tunael test, are simulated by
accurately known, electromagnetically induced, alternating
loads, whose phase and amplitude can be adjusted at will. A
comparison between the known applied loads and the outputs
of the dynamic stability apparatus, obtained by processing the
balance data and other relevant information by means of the
same procedure as In the wind tunnel experiments, provides
an overcll calibration of the technique and of all the
mechanical and clectronic systems involved. Other dynamic
calibrators, simpler but based on similar principles, have been
developed for the half-model dynamic apparatuses.




.When conducting dynamic experiments in a8 wind tunnel,
careful attention must be given:at all times to minimizing
and/or correcting for the inevitable static and dynamic sting
interference .‘effects. " These' problems ' were ' extenslvely
discussed in Refs. 34 and 35. Aiso of great concern is the
possible seriousness of Reynolds ‘number effects. ‘At high
angles of attack the aerodynamic cheracteristics are often
dominated by separated flow effects and it is known* that the
boundlry-layer transition  process may also depend on the
vehicle motion. Hence the possibilities for simulating flight
Reynolds numbers by means of- boundary-layer tripping
devices in subscale dynamic expcnmcms (as often proven
successful in static experiments) are more limited. No
universally accepted simulation methods seem to exist at the
present time. Very few, if any, rellable comparisons of
dynamic derivatlves obtained at high angles of attack in flight
and in wind tunnel are available, and those that do exist may
casily be affected not only by the difference in the Reynolds
numbers, but also by support interference problems in wind
tunnel testing on the one hand and the need for a preconceived
mathematical model and a practical (not too large) number of
the unknown parameters (to be solved for) in flight testing on
the other. It is, therefore, rather difficult to draw any definite
conclusions as to the seriousness of the problem. There are
some indications, however, that in many cases the dynamic
behavior of the aircraft, as observed in flight tests, drop
model tests and spin tunnel experiments, shows a fair overall
agreement, despite the large differences in test Reynolds
numbers.*3? Any such observations are likely to be strongly
depeadent on the configuration being tested.

Concluding Remarks

In this paper a review was presented of some of the
acrodynamic phenomena associated with the dynamic
behavior of an aircraft flying at high angles of attack and of
the various effects that these phenomena have on the dynamic
stability parameters of aircraft or missiles at those flight
conditions. Although only very limited quantitative in-
formation on these effects is available at the present time, an
attempt was made to offer a tentative assessment of the
relative significance of the various effects and parameters.
The deficiencies of the commonly used mathematical models
of the acrodynamics of high-angle-of-attack maneuvers were
pointed out and the need was postulated for the development
and verification of more sophisticated models that would
probably have to include significant nonlinearities, hysteresis,
some aerodynamic cross-coupling, and some time-dependent
effects. Finally, developments in the wind tunnel techniques
needed to provide the acrodynamic inputs required for such
more advanced mathematical modeling were discussed and
illustrated by examples of some of the novel techniques that
have been developed at the author’s laboratory.
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We successively present what is'the state of Art of the reflexion and apphcatlon of optlmlsatlon i.e. the
optimisation targets and the optlmlsatlon tools and survey some actual results and pérspectives in the combat

aircraft design.
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1.1 - Problem statement-fot alrt:raft and special adaptation to fighters v~ b

il “H IS well k'nowh that thé heavier than air vehicles are’ subjected: to' hard requirements on weight )
raduction and ‘that eéxperlence of désign may ‘always put'a figure larger ‘than'5 to the weight amplification factor
that relates the increase of a final deslgh Welght to' an'Initidl'vdrlation of ‘mass ¢f'a component for the same
performance level of the initlal and final aircraft. That sensitivity factor is crucial in the design of
‘new adlrcraft. If that tigiire Inéreases to ‘a value as high as 10, that' means' that the ‘corresponding requirement
“will be excessively difficult' t6 Tulfill but i it decreases to'a value as jow a3 2 It 'means that the design Is probably
’tr«o conservatlve, Typlcally'the later figuré can be refated to 2 rough vehicle: (baslc tralner or ‘utllity aircraft) and
..1¢ former to a timit of alrcral i fechnology (vertlcal take-off and landlng wnm ultfh.u'!e«_ to fquIII performance !
requ:remen'ts) i

It the performance requlrements allow only that the useful payload P is a part of the total take-off

welght It generally implies that 'an extra weight has 'to be consldered as'a payload Increase and In that case W/P
glves ‘the welght amplification factor, 'the figure being lower If there is an éxtra dependent requirement (fuel,
“load). Current practice gives the name of *snowball effect” to the consequerices of errors in welght estimatlon in
the preliminary design phases of a new aircraft 1

That figure gives an idea of the galn obtalned by an efficient optimisation process. - ?
Foe 'For' &' glvén aérodynamic shape, 1t ‘Is ‘possible to design a family of aircraft that have homogeneous
quahiles of constraints and that can be expressed as a parameter approximation of main variables. Generally one
chooses a geontetric simllitary factor for vdlume V (fuel and usable volume requirement), for ‘lifting surfaces A
and/or Vettical lift capabiiities (CTOL or VTOL), ‘expressed as a teference area parameter and an acceleratlon
capabllity dué'to the ‘engine, expressed as a thrust T or thrust to welght parameter) The famlly of studied *
projects allows the possiblilty of drawing domains of acceptable aircraft in the fulfillment of oerformance
requlrement. An parameter ‘diagram glves the welght 'of an alreraft for a glven useful volume, lifting capabilities H
‘(surface area), accelération capabilities (thrist of the engines)(figure 1)
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Generally the minimum weight can be obtained with the minimum volume, and the different
performance requirements can be expressed in non dimenslonal requirements T/W, W/A and can be selected as
requirements for capabilitles In take-off and landing, subsonlc acceleration, supersonic acceleration, fuei
requirements for main missives, manoeuvering capabilities sustained or maximum. It is often possit." » to reduce to
a bidimensional, easily tractable, diagram of selectlon of main parameters T/W, W/A with forbiden domains for
£ each requirement (figure 2)

T AVIONS DE COMBAT FUTURS
W ETUDE PARAMETMOUE : EXEMPLE TYPE D OPTIMISATION
Acceptable
domain
Unacceptable
R domain due to

a requirement
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The main interest of such a presentation is the selection of the most stringent requirements and the
aerodynamic characteristics of utmost importance. The size of an acceptabie aircraft domain can be zero or very
small for certain aircraft aerodynamic shapes. At that stage, the alternative is the following :

- the requirements are to be changed due to their inadequacy to the "State of Art",

- or the aervdynamic choices that have been maintained homogeneously in the family of aircraft on the
basis of that diagram is no longer acceptable. The aircraft manufacturer has to survey aii the "innovative” designs
that he can collect in order to check if any is not the only answer to the probiem.

Many times in the past, the customer (Air Force) had to decide if the innovative design was acceptable or
"risky" before reducing the requirements to a level that can be attained by refinement of current design or
acceptable technoiogy steps. For exemple the approach speed constraints on a carrier for naval fighters has been
solved many times In the past by blowing flaps, but Super-Etendard high iift optimised devices had superseded
ancient blownflaps technology with a pure mechanical system at lower cost and same performance as biownflaps
prototype.

Being concious of that preliminary loop of optimisation that sclect potential aerodynamic
configurations and their critical performance ievei and continuous iteration between the designer and the
customer for selecting realistic objectives we can survey the criteria and constraints of any aircraft shanes
optimlsation.

1.2 - Criterla for optimisation

The direct criteria for customer of a combat aircraft is how to maintain an air superiority in a warfieid
Inside an budgetary envelope. On one hand the competition at the top of air superiority can be expressed after
long studies in true flights or combat simulations as requirements on mission, performance and weapon system, all
things that are connected to menace estimation ; on the other hand the budget envelope gives an acceptable size
for the combat vehicie if the number of vehicles in the battle is given at its lower acceptabie figure.

So the cnst function of the optimisation is generaily also the true cost or any related quantities as the
tota: weight of the combat aircraft. We can reformulate the generai optimisation diagram of the projected
aircraft in two steps.

In the first step, we can graduate the acceptabie domain in cost function (for exampie weight) and
seiect the optimum point for a given aircraft famiiy and a given aerodynamic quaiity ievei (figure 3)

T/VA

Optimum cost
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In the second step, we can select optlmum points and express the cost function as a variable with the
level of excellence of any aerodynamic characteristics. We can also notice that the aircraft with mlnimum weight
has a minimum volume so Is constralned severely as we <hall discuss later. We can plot the minimum welght as a
function of the aerodynamic efficiency (figure 4) for the critical performance boundarles corresponding to
optimum.

Cost functlon . l

Cost function A
Initlal optimum cost Inltlz] optlmum cost

her criteria
| New criteria o
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In the new diagrams, the acceptable W/A varies because it is In fact W/ACL and CL fiift for a given
performance) is improved, or T/W varies because the drag to balance decreases (for a given performance C2). It is
clear that, for the two limits that interest at the critical polnt can be shown in T/W, W/A diagram If aerodvnamic
efficiency improves. The limit of Improvement is glven by the optlmisation process and also the appearance of
new boundaries that was not critical in the original design. The ideal situation, whr.re all the characteristics are
critically optimum, Is not usual but the improvement of the most critical ones (the boundaries near critlcal
boundaries) is necessary if we keep in mind that during the long life of the actual aircraft (longevity more than
20 years for !Airage 3 derivatives) the criteria can vary a lot.

We have to add to the obvious optimisation in cost (Minimum of structural welght, of engine size, ...}
the necessary optimisation in survivability by reducing the visibility (Radar or infrared cross section) the
intolerance to damage (redundant manoeuver flaps, damage tolerant aerodynamics ...) and limltation to external
load or weapons installations.

1.3 - Constraints for optimisation

In the same way, as the combat aircraft design had actually been orlented forward, the optimisation of
its general characterlstics, in the same way the geometrical constraints had been systematically expressed on all
the characteristics phasis of the flight.

The first constralnts are connected to operational requirements for visibllitv. For 1.~ oilot, It
corresponds to an envelope of head posltion, that glves a sufficlant visibllity in all directlons, belng evident that
the front view Is the more stringent on the shape of the nose and canopy and rear vlew on the resiraint area
distrlbution after maximum height of the cabin. For the radar, an antenna overall dimension is required with a
preference for axisymetric well oriented radome ; for counter measure equipments, the capability to cover all
directions with a reduced number of antennas puts in critical positions on the alrcraft (wing tip or flns ...). The
gun trajectory line is also a type of vislbllity requirement.

The constralnts glven by landlng ground clearance or weapons ground-alrcraft clearance are particularly
Important for the general fuselage camber and diedral or helght of wing attachment and for carriage location.

All that constralnt requirements have to be correctly welghted agalnst their cost In drag or
performance for optimum and/or realistic selertion of shape (figure 5)

Figure 3
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We have also to add the requirements for structural stiffness or resistance (static or unsteady flutter
limltations).

1.5 - Local and domaln optimlsation

One main characteristic of combat aircraft versus commercial or transport aircraft is the emphasis put
on the flight envelope extension. It is possible to summerize the optimisation of transport aircraft as a 3 points
optimisatlon plus connected extreme attainabie safe flight limits :

- take off/landing optimisation for the norm requirement of one-engine-out operation (L/M) with given
stall margin (CL max),

- one engine out ceiling with stali margin,

- cruise optimlsation (short or iong range) M x L ‘D with margin on compressibility buffet houndary, The
envelope of flight is limited, but the main optimisation concern is L/D in cruise {consumption) and
take-off (payload and fuel weight iimitation).

Exactly on the opposite side, the trend for combat aircraft is to enlarge the fiight envelope, weil
beyond a margln on sustained fiight envelope, so the optimisation of main performance points does not preciude
any extreme points on maxImum flight envelope (figure 6)

Altitude 4
Angle of attack

Transport

~J

Transport aircraft
[v] -
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Figure 6

2. THE OPTIMISATION TOOLS

The tools in use In aerospace industry for optimisation of aerodynamic shapes are specific to
optimisation problems (mathematics, numerical analysis) but aiso to industry constrained geometry and
aerodynamics (non linear flows probiems).

2.1 - Constrained geometry

The geomety data base in common use in aerospace industry is made of patch i.e. the surface of the
aircraft is subdlvided in smail quadraguiar or trianguiar patches, each one has its own analytical definition of the
surface. The typical number of patches ranges vary from 2 000 to 20 000. The choice of that tvpe of definition has
been graduaily generalized for taking in account iocal modifications of shapes during the development phasis of
the geometric shape of the aircraft (same choice in automotive industry and now in any CAO general puroose
program). If the idea of dividing the surface of the aircraft in small parts easier to handie is oniv a rationai or
cartesian necessity, the requirement of easy expression for constrained geometry is not alwavs percelved at its
true importance. However all the constraints in § i.3 would be difficult to fulfill if no expiicit way of satisfy them
was at the disposal of the aerodynamic designer. So expressing that shape at a point or a normal vector, or a locai
curvature given is to be expressed expiicitly and the famiiy of geometric shanes that has a given constraint, must
be swept as an internal loop necessary for the cost function evaiuation with some aerodvnamic hased criteria. e
can sum up the particuiar set of geometric subroutines that can be operated by the optimizer :

- Be plecewise continuous at the ievel required by fiuid machanics (continuity in curvature for
transonic analysis)

Be patch-like distributed
- Be able to express any constraint on point, tangency and/or curvature at any given set of points

Be continuous for a variatlon of any constralnt and/or limit of patches

- Be as near as a given error of any continuous shape (ability to approximate at a given precision anv
curve or surface with a small number of patches).




The AMD-BA system for constraint geometric optimisation is based on point, tangent vector and
tangent ellipsold fixation at the vertex of quadrangular-triangular patches and a unique definition of internal
surface with smothness subset of polynomics amongst the canonic system of polynomial approximation for given
vertex and boundary lines. We had the possibility of any deformation of the space (point, tangent and curvature)
that allows the simple camber or torsion effect very useful for plate or stick-like objects as wing and fuselage.

The connexion between different points has to be expressed also in the same way so that thc family of
surfaces can include for example the variable camber obtained by deflection of a flap sliding on a rounded ieading
edge without gap (figure 7)
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2.2 - Generai manual - automatic optimisation procedure

The author's experience confirms that the businezs of defining beforehand, what is good and what is
feasible or admissible, is difficult. We know that a good engineer, familiar with any approach to probiem soiving is
an intuitive optimlzer. He knows how to adjust 2 to 3 parameters to reach within 5 % a physicailv meaningfui
objective modei with the following restrictions :

- he must have worked for a iong time with the system,

- the new optimisation does not introduce any new phenomena or non linearities that he does not have
the habit to handle,

- the problem, sutficiently eiiiptic and linear for interpoiation and even extranoiation, can succeed in
an intuitive Newton-like procedure.

In fact the good engineer Is very efficient for extracting subcriteria from an imprecise criterion, and
selecting approximate pseudo-optimal solutions. The inciusion of such criteria in a more general! criterion is a very

difficuit task from the mathematical point of view (pseudo-optimum probiems), as the systematic constraint
selection.

2.3 - Mathematicai tools

For elliptic problems a detailed analysis of the mathematicai toois is given in the book of PIRONNFEALI
(ref. i). We can generalize the results to hyperbolic flows, but the existence of theureticaily weil defined method
is dubious and it is better to understand well that the optimal design is for a iong time reserved to pureiv eliintic
cases, where it could be very efficient if the mathematical complexity not preclude the systematic programming
effort for specific applications. We can separate the optimal shape research in direct optimal design as described
by PIRONNEAU and the french school of numerical analysis and explicite iterative research of minimisation of a
cost function without any information on the direction of the descent
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We can sum-up the ditferent methodologles as follows :

Optimum design

a) The criterion can be differentiaded relatively to a variation of the bounda-y, giving the possibility of using
Newton's method, or the steepest descent or the conjugate gradient method. The last method is the most
efficient only If the constraints have no direct influence on the solution (the subset of constraints points Is
very small compare to the free boundaries),

b) The criterion can be expressed as an optimal control of distributed systems (cf _:-INS 1971 ref. 2) if the
problem can be expresse” n a variational formulation and consequently the gradient of the solutior can be, in
the same way, expressed with the adjoint of the orlginal problem, that gives a formulation for the natural
cost function of the aerodynamic problem. Generally speaking, such a method is well adapted to Finite
Element approach and has the advantage of giving the exact optimal shape if it exists.

Optimum approximation

c) Assuming that we have a family of geometric shape functions of n parameters, the research of an optimum
approximation is a current optimlsation procedure with these n parameters. A set f 2 n tests for initial cost
function estimation gives with some accuracy the shape of the cost function and the problem is to try to find
the lowest value of the cost function by test and error and reajustement of the shape of the cost function
with all the intermediate results.

d) In the case of explicit constraints, that cannot be included inside the geometric family, it is necessarv to add
to that procedure a selection of surfaces of constraints or to penalize the cost function with the errors on
constraints requirements. Such a procedure is computation time or programmer time consuming. That
explains the importan:e of abitility to generate a geometric family of surfaces directly including ali
constraints with the minirnum of parameters.

The main difference between procedure a and c is the abillty for expressing the local gradient of the
cost function for a variation of the boundary. That expression is usually easv with linear approach and is of
common use in incompressible optimal shape design. Probably the best approach is the integral method and the
classical method for incompressible definition is well detailed in LARRUYERE (réf. 3) which uses a Newton
method for fast convergence to the prescribed Cp pressure coefficient shape adjustement (figure 8)
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The main interest of direct optimisation of physical meaningful parameters is the knowledge given to
the true senslhility of each geometrical parameters by the cost function derivatives estimated from the shape of
the cost function. Such derivatives give a direct idea to the designer of the final alrcraft shape for a given cost
function. 1f there are charges of constraints such sensibility can give the wav for better optimisation. We give, on
the figure 9, a typical data collection of sensitivity and descent prchlems that Is the indicator of an optimisation
process in the case of a complex non differentiable cost function. Such c or d methodologies are alone for giving
direct optimisation of truly interesting cost function like the aerodynamic drag or transenic flow optimisation.

2.4 - High'y non-iinear optimisation

Everybody knows that there cannot be uniqueness of solutlon of potential or viscous flows in transonic
regime or in highly viscous flows. One of the way of “innovative" aerndynumic design is to charge the flow in a
discontinuous way as a function of the geometric parameters. Such a discontinuitv can arise either of the
discontinuity in the position or the number of the shock waves, or of the discontinuity in the position, or the
number of the vortex cores fed by the separation on the alrcraft at high angle of attack. One of the maln reason
for such a discontinuity as to be search in the very complex evolution of shock-wave or separation lines with the
angle of attack or the Mach number. If we follow the position of such a discontinuity, it can haooen that some
evolution are instable (a new deplacement is not stable for a small perturbation in another or in the same area of
the aircraft). For the transonic case, it Is possible for example to follow by computation the instable hranch of
Cz vs a and curve of transonic discontinuity of some wing sections (figure 9)
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If we are able to inake a complete survey of all the different types of flow pattern In transonic and,
more interestingly, in separated vortical flows and to assoclate a cost function with that different flows, then the
innovative design at high angle of attack could be optimized. We can glve for example the fo.lowing logic tree

(flg. 10-A) :

Incoherent wake = Coherent wakes

(increase the induced depression!

Z NN

One single vortex Double vortex Triple vortex
Increased stability Increased stability Too complex configuration
by strakes by late generation for transition

(canard + L.E. Slat)

vt s

—  —

Sp— Maximum tumn increased —xn

Figure 10-A

We can hope to optimise numerically leading edge shapes for optimal lI{t at given high angle of attack
by a correct selection of the gond hole in the descen: process (fig. 10-R).
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SOME APPLICATIONS IN COMBAT AIRCRAFT DESIGN

3.1 - General procedures

The process of optimlsation of complete aerodynamic shape is now starting in some major design
department, It Is limlted only by computational capabilities and cost and Indeed by the numerical modelisation of
complex flowfields.

When the optimised cost function is complex (non linear, l.e. drag, or relative to deformable geometry,
like flaps) and/or the equation to be modelised is highly non linear (transonic or separated vortical flows) the
procedure Is necessary of the c type described previously in 2.4. The gradient of the descent is not tractable and
the cost function is defined by successive tests and interpolations of 2 or more times the number of parameters.
The minimum number of definition of a complex surface is of the order of 10 to 20 and the iteration prccess
requires generally 20 to 40 tests. The bottom of the valley or hole of optimum shape is obtained by classical
optimisation algorithm which fits a contlnuous approximate polynotmial within the calculated points. The AMN-RA
program developed by Philippe PERRIER (réf. 4) is highly efficient due to the use of low order polynomial
approach (quadratic) with an exclusion of irrelevant points by limitation to the best neighbourhood of the solution.
Such a procedure is useful for highly non linear problems that implies narrow valleys of optimum relation between
parameters expressing continuity requirements on all the shape. Another way is to use "natural" parameterisation
i.e. selection of a bas> of surface eq.ations that are continuous on ail the surface. The minimum requirement is
then to have an orthogonal succession of shapes for avolding high frequency harmonics. Some authors have used
TCHEBYTCHEFF series (because Fourier series are generally of poor efficiency and the expression of constraints
is costly or cumbersome). On the other hand, some of them have used a basis given by existing current design
shapes for which they try to select weighting parameters.

Such a procedure can be generalised to optimisation of wind-tunnel results for a set of different shapes
but that way of iteration ls ineffective because the experimental errors zeneraly exclude precise selection of
optimum shapes. Generally the optimisation in wind-tunnel is limited to human direct selection and had to be
reserved to selection of slowly varying characteristics or complex flows optimisation with a few number of
geometric parameters (flap deflection, sweep or diedral effects, position of canard...). The main interest of
numerical optimisation, and Its complementary position versus experimental one, is precisely the high accuracy of
optimisation process. It becomes possible with it to made comparison of squally optimised shapes, that otherwise
could be difficult because of the confusing mixture of Influence of out of optimum and general trend due to
wanted parameter variations. For example, it is well known that the direct wave drag comparison in transonic of
two different designs of combat aircraft Is impossible, if the optimisation processes have not heen previously
applied to the first drawing.

3.2 - Some 2D/3D examples

The main activity of optimisation in the transport aircraft design was oriented to the selection of wing
sections and such an exercice has given the opportunity of comparing the different optimisation procedure on
simple cases. We give on the following figure 11 the result of ANGRAND (rAf, $) for optimum wing section with
the pressure distribution presented. Such a F.E.M. optimum design computation can give, with grid refirements, an
extremely precise design but with limited applications. One example of effective use of such a procedure can be
the design of a nozzle with an optimum flow-field (cf. PIRONNEAU - réf. 1)

Figure 11

Same types of result have been obtained on an integral {sources and sinks) solution of Lanlace equation :
fird the multl-element alrfoil having glven pressure distribution. LARRUYFRF gives some results of such
procedure with Newton Iteratlon on a differentiable cost function, without constraints on closure or thickness.
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The complexity of non differentiable equation can be seen on the example of research of the optimum
shape of a combat aircraft wing section at high sweep angle (55°) in transonic regime (M=1.2) with variable
ieading edge devices. The cost function is the wave drag. We give one over 20 iteration procedure.

OPTIMISATION MACH 09 Cz+1,20/0.80 OPTIMISATION MACH 12 C240,60/0.40

FLECHE $3°/12° FLECHE 53°/22°

Figure 12

During the iteration process the flowfield pattern is characterized by a one shock - two shocks
_iiiation, the optimizer has to select the best compromise (figure 13)

Figure 13
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That 3D problem can only be tractable with a small number of parameter due to its complexity. It
ccrresponds to a wing wlith high sweep angle, two section plus camber definition. The complete aircraft, wing with
fuselage, cannot be optimised actually but the wind-tunnel test shows a good agreement on optimal shock-wave
positlon and resultant wave drag decrease. Such a procedure gives the opportunity to optimise a part . the
alrcraft In the flowfield of complete aircraft with the limitation of no iteration on the complete flowfield.

Such a procedure can be used for a direct optimisation of wave drag in transonic. It is well known that
the area rule concept can give a first-order accurate evaluation of transonic (or supersonic with supersonic
area-ruling) but it is not sufflcient for evaluation of optimum fuselage shape for a given wing. Cost of
computatlon of 2nd order fuselage wave drag plus 1st order wing wave drag is acceptable and gives a much better
answer in accuracy. With such a computation, an optimlisation process with constraints on the rear fuselage due to
englne housing requirements, critlcal main airframe location with volume for malin undercarriage wheels can be
imposed and glves realistic optlmal fuselage.

& T — — — —

g
o

;
I

Figure 14

The optimisation of wing and canard can be also obtained by selecting the "optimum aerodynamic zero-
camber™. For a given Mach number, Cl and center of gravity there is an optimal 3D camber that minimizes wave
drag for that polnt (M, Cl, Cm), but the camber of the fuselage Is generally sufficient for giving (at Cl - 0 and
Cm = 0 by control deflectlon and angle of Incldence selection) an induced flowfield requirlng camber of the wing
for minlmum wave drag. From that point It is possible to define’'a merit factor for the gain in wave drag in a
certaln Mach number and Cl range for a glven center of gravity positlon.

—— Optimum zero camberwing drag polar

— — — Optlmum camberwing at CLD drag polar

— . — Enveloppe of optimum camberdrag polars

Figure 13 ch




It is only by an optimisation procedure that the calculation of the basic and cambered wing can be
selected for a given optimum target In performance (acceleration or steady trim).

When there is competing choices for optimlsation the cost function can be a welghted optimisation in 2
or 3 points. This procedure is necessary for avoiding "peak-optimlsation". An example is obvious In the design of
airfoils where there will be kink in slope at stagnation point and shock or separatlon points without specification
of continuity (figure 16).

v Shock

Separation
st pt. -

-_—

Figure 16

In fact the engineer is requiring smoothness of characteristics around optimum design so that optimal
design of figure 16 is without any useful interest except for reference solutions.

The main limitation given by the time of computation can be seen on the figure 17 result. It corresponds
to the optimisation of the lateral surface of front fuselage of a Mirage 2000 with the cost ‘unction being the Mach
distorsion at the air intake. The constraints are imposed at the jonction of radar axisymmetri. shape and on the
main frame of canopy attachment. A gain of 30 % of distorsion can be obtained with a very small fuselage shace
modification. Such a computation can be completed in few minutes of IRM 3081 hut corresponds to
15 optimization parameters. If we apply such a procedure for partial optimization on many peints of the fuselage
for drag, or flowfield distorsion optimisation for different angle of attack and Mach number the total amount of
computer time may be large.

Before
&=0,032

Alr intake flowfleld
Mirage 2000 optimlsatlon

Figure 17
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Very high optimizatlon of wing in drag can be very costly in transonic with basic computation time of
the order of the hour. However our experlence In AMD-BA Is that It is valuable as soon as the computer can glve
the result at a reasonable cost (typically 10 hours of the larger available computer). The aircraft optimlzed is
better by 5 to 20 % (dependirg on optimized characteristics) than unoptimlzed aircraft and it gives a new standard
for quality of combat aircraft, as the optimisation of commerclal transonic wings was last years, particularly for

non-obvious optimlsation as RCS-aerodynamlc compromises.

3.3 - Concluding remarks

The optimization of combat aircraft has no attained a phase of systematic use.

It gives opportunity for giving more importance to the definition of true objectives and their relative

weighting importance.

It gives the first direct comparison between Intuitive results of valuable quality given by a long
experience and direct rational results where the hypothesls and constraints are explicity expressed. Any rational
approach gives a long-term improvement In technics. It seems that the process of optimisation, open with the
actual computational tools, can pay-off for many simple case (wing section, wing camber, fuselage wave
optimisatlon ...) and many new complex case {deformable optimum shapes, coupled stiffness - aerodynamic

requirements ...).

The discussion on the first purely computational aerodynamic shapes Improves very efficiently the
evaluation of the function to mininiize (drag, wave drag, separated area....) and of the constraints to keep
freezed (fuel volume or straight hinge lines ...) and gives the opportunity to the manager as to the engineer to

access to a new quality of design.
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SUMMARY

Basic conditions, study parameters and various solutions of fighter intake and afterbody (except
VIOL) are reviewed.

1 Aiframe integration and intake adaptation to the flight Mach number are discussed.

Spedial topics of intake flow are analysed : buzz phenomenon, internal bleed flow, high incidence,
low speed, mean flow and distortion index, unsteady distortion.

Afterbody discussion covers variable geometry, thrust vectoring, and reverse.

]
Wind tunnel test technics are also commented on.
Air intake and afterbody will be successively considered.
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I. AIR INTAKE

I.1. BASIC INTAKE FLOW CHARACTERISTICS

I.1.1. Intake flow description (fig. 1)

- Intake "adaptation”

A supersonic intake defined with a forward external supersonic compression profile is called
"adapted" when the oblique shock attached to the spike or to the leading edge of the profile is inclined
exactly on the lip of the cowl.

In this case, the upstream flow reaches the entire intake leading edge contour without deviation.

The upstream Mach number, My, is the adaptation Mach number.

At a lower Mach number, the oblique shock is less inclined and the stream line which defines the
mass flow captured by the intake is deviated between the oblique shock and the cowl lip. Less mass flow
is captured. The intake is "underadapted".

- Intake flow "critical"™ regime

At the end of the external supersonic compression, ihe intake {iow becomes subscaic through a normal
shock, and is slowed down to the engine face Mach number M» in the intake subsonic "diffusor”. Mz is
monitored by the reduced engine RPM.

When the normal shock is exactly at the entry of the intuke, the flow regime is called "critical".

At higher values of Mz, the normal shock moves down the diflusor. The captured mass flow is
unchanged, but the shock is stronger. The regime is "supercritical®.

These designations (critical, subcritical, supercritical) can also be applied under subsonic flight
conditions. When the flow has just become choked at the entry of the intake (exactly sonic at the entry),
the maximum mass flow is reached : the flow regime is critical. At higher values of M2, an internal
supersonio expansion occurs, which is ended by a normal shook : the regime is supercritical. At reduced
values of Mp, the mass flow is reduced and the regime is suboritical.

1.1.2. Intake "characteristio" ; Mass flow relation (fig. 2)

In order to qua)ify the intake flow cocndition, two parameters are used :

- The mass flow ratio, mp

mp is the ratio of the area Ay of the captured upstream flow, to the intake reference irea Ag
(de’ined by the upstream projection of the entire intake leading edge contour) :

—— b, —
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- The pressure recovery, PR

PR is the ratio of the local isentropic stagnation préssure of the engine face flow, Piyy to the
upstream isentropic stagnation pressure, Pi, :
Py
) S P

Py
]

The intake "characteristic” is the curve of PR as a function of mp. This ourve can be graduated by Mp.
The vertical part represents the supercritical regime.

Reduction of the mass flow in subcritical regime is often limited by an unstable flow phenomenon
called "buzz". This phenomenon is described in § I. 1.5.

The following basic assumptions are used to s*ndy the intake flow :

Aircraft is a galilean referential,
Permanent flow,

Perfect gas,

- No heat exohange (adiabatic flow).

As a consequence, the mean value of the stagnation temperature of the flow is constant :
Ty = Cst. = Tio

Let A, be the critical (sonic) area of the local flow, and L = L(M) = %— the corresponding Mach
number function. c

The mass {lcw can bz axpressed by !
+1
o . (2 BT /T Pk
m 2 nR /T
i

(air : Y = 1.4 - nR = 287.04 (international unit, SI)).

The mass flow conservation law with Ty = Cst. is then expressed by :

p1A° = Cst.
or by the following relation detween the main paramaters of the intake flow :
m, « 52 ;2 P
R AE 2 R

I.1.3. Thrust and drag components - Intake optimisation (fig. 3)

Definitions

- Engine thrust, TENG

The thrust of the engine, as defined by the engine company (engine data book) is the result of

internal forces represented by white arrows (fig. 3). These forces are supposed to be opposed to P,
(external ambiant pressure), as usual.

- Additive drag, DAD

If the flow is deviated ahead of the intake cowl lip by the intake profile (underadapzation), or by
subcritical funutioning, the engzina thruat inaliudaas enme faioms ann.ied ta tha davistad strasm)

not applied to the intake.

- {ma el
b wiem) wew

These foroes (expressed in p - po), to be sudstraoted from the engine thrust, represent the additive
drag of the intake.

- Cowl drag, Dco

External drag of the intake cowl.

- Intake drag, DINT

The intake drag is the sum of the additive drag and the cowl drag.

o




- Afterbody drag, D

A-B

Drag of the rear part of the nacelle (including the base drag).

- Nacelle drag, Dy,cpiig

The nacelic drag is the sum of the intake drag and afterbody drag.

- Nacelle net thrust (Nacelle thrust), TNET NACELLE

Difference between the engine thrust and the nacelle drag.

Analvtical expressions

The various terms can be expressed as follows, at zero degree of angle of attack

T

2 2
g = By (1 Y5 M) s = py (e (T VM) b5 = g WAy - W

A

E
Dyp = IAo (p - p,) dA

D

A
max
_CQ'IAE (p-po)dA+D

fs
Amax

friction

(=4
[}

(p-po)dA+D

A-B friction

Drnr = Pap * Pco

DwaceLLe * Pint * Pa-m

Tner NacELLE ° TENG T PNaceLLe

Spillage drag (subcritical regime), DSPILL

Intake drag increment due to subcritical regime is called the spillage drag :

Dspree = Pap * Peo’ = Ppp * PeolcarricaL

Pressure recovery effect and intake optimisation

Considering the engine itself, the engine reduced RPM (or engine rotation Mach number) and the
engine face Mach number Mz are determined by the exit sonic throat area of the engine and by the fuel-to-

air ratio.

For a glven engine nozzle geometry and a given fuel-to-air ratio, any change of the intake
configuration and pressure recovery PR only alters the general level of the engine internal pressures,

propertionally to PR'

Moreover, for adapted intakes, intake dimensions and mass flow are proportional to PR’ as given by
the mass flow rola;lon :

o
AB-Aoslzt;PR (Inzn

Then, the nacelle thrust can be expressed by :

had

T P i 2 1 L A
NET NACELLE s o o 2
e :l-—P 7 (nyaua)-(uvuo)rl—l Py -
o 3 12 o 2 s
L
cr.ot2 ., Ducee
N T A
2 s o 3

I, A
where the coefficients of Pps {I ang rg I%’ are independent of Pg.

In fact, i/ the nozzle geometry is alsd readjuated, a higher valus of P, makes it possible to
increase the nozzle expansion ratio and to adapt the nozzle with a higher valug
case, the thrust iacrease with PR is amplified.

of Mg and As. In this




We can take as a reference the ideal thrust of a nacelle with the same nozzle geometry, but with an
ideal isentropic intake (PR = 1) and an ideal zero-drag nacelle (DNACELLE =0) :

TIDEAh ( zo A2
AR

po As 2

The loss of thrust as refers to the ideal nacelle is :

At o M2 DyACELLE
——=zll ]+p =) (=B » =222
po As 2 Au . po As

This expression shows that the loss of thrust is a direct function of the loss of presure recovery, and
is directly affected by the nacelle drag.

The loss is even more severe if the nozzle geometry was adjusted.

Consequently, the aim of the intake optimisation will be to achieve the highest pressure recovery
and the minimum intake drag (cruise adaptation with zero additive drag, snd minimum cowl drag).

The specific fuel consumption is also improved by increasing PR’ since the fuel flow is proportional
to the intake mass flow which is proportional to PR’ and the net thrust can be increased more than

proportionally to Pn,by readjusting the nozzle.

I.1.4, Various types of intaxes, and typical pressure recovery (fig. U)

Fressure recovery of various types of intakes are compared on fig. 4. "Pitot" intake, or "normal
shock" intake, has the poorest pressure recovery at high Mach number. External supersonic compression
intakes, either two-dimensional with a supersonic compression ramp focusing the compression waves on the
1ip of the cowl, or arisymmetrio with a conical or a two-cone spike, have a tetter pressure recovery.

This pressure recovery is improved even more when the interaction between the normal shock at the
entry of the diffusor and the ramp{or the cone)boundary layer at the foot of the shock is oontrolled by
boundary layer bleed.

External supersonic compression intakes are used when a high cruise Mach number is required.

On actual fighter aircraft, there is a tendency to adopt Pitot intakes, because they sre simpler and

they usually accept large subcritical regime without buzz. Moreover, they offer a better manoceuvering
margin in angle of attack and yaw, which can be more attractive than high Mach number capaoity.

I.1.5. Buzz phenomenon (fiz. 5)

Intake buzz is a pulsatory flow which usually ocsurs with an external supersonic compression intake
when the mass flow is reduced in suberitical regime.

In this case, the normal shock emerging from the entry and the oblique shock of the external
supersonio compression merges in a unique shock at a focus point F ahead of the cowl 1ip.

Then, downstreaz of F, a shear line separztes two flows t the high stsgnation pressure flow which

has been compressed by tha superasonic oompression profile, and the lower staznation pressure flow whioh
has crossed the stronger outer shock.

If, for a given value of M_, this shear line enters the diffusor, there occurs a separation or a
large expansion of the flow fillét vhich enters the diffusor aleng the intzrnal profile of the cowl due
to the lower stagnation pressure of this flow facing the high internal pressure level of the main flow.

What appears is a sudden, strong reduction of the csptured mass fiow due to the blookage effect of
the separated or expanded flow.

On the graph of the internal pressu-s (represented by Pi;) as a function of the entry muss flow
ratio mg, this first phase of the irtake buzz is represented by the upper part of the curve (fig. 5).

Now, if the intake diffusor {s considered as a tank, this tank b~ing no longer fed will empty, and
its internal presure wili decrease.

When the internal pressure becomes lcuwer than the stagnation pressure of the flow along the cowl
(Pi? limit of choking), the separation of this flow disappesrs, and its blockage effect, too.

Moreover, as the internal pressure p12 has beoome very low, the intake flow turns to supercritical.
This phase is represented by the lower part of the curve.

The exit mass flow being proportional to p,_ (for the given constant value of i ), this exit mass

flow i{s low wherea:z the entry muss flow is -ailuun t the diffusor will progressively fill up, and
pressure will increase. The normsal shock moves toward the entry.

This phase corresponds to the vertical part of the curve,

Finally, when the normal shock tends to a position of equilibrium for the mass fiow, the shear line
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again enters the intake, and a new buzz cycle starts.

It is easy to understand that this buzz phenomeron can also ocour each time a fillet of low
stagnation pressure stream enters an inlet, even in subsonic flight. For instance, the vortex wake of a
canard surface, or the thickened boundary layer of a fuselage at yaw can trigger buzz.

The buzz frequency is of the order of 10 Hertz (airplane scale), and, during a buzz sequence, the
pilot is shaken up, and very often the engine surges or lights off. If the airplane has two intakes side
by side, large interaction effects cause the second engine to surge.

So, it is very important to avoid the occurrence of buzz. Pitot intakes are favourable to this end.
Various solutions of buzz avoidance systems with external supersonio oompression intakes will be
disoussed later.

1.1.6. Engine face flow as a funotion of the flight conditions (fig. 6)

In order to have an idea of the engine face M, Mach number values and, therefore, of the intake flow
adjustment for different flight conditions, it can be stated that, roughly speaking, the engine control
(nozzle throat control...) is such that the compressor (except in transient) operates on its maximum
efficienoy line, which corresponds to a nearly oonstant angle of attack of tha rotating blades (optimum
angle of attack). Then the axial component M, of tho flow Maoh number rel:*ively to the blade, is
proportional to the tangential component, which is equal to N/Vy ﬁTz. So, Mz i+ in relation with N and
T1°3

T -1
L 2o 1 .
-0+ I5—n) andr =71 ,
12 2 o
and it can be seen that the maximum value of M, is obtained at the maximum RPM (Npmayx) and at the lowest
value of Ty, (high altitude and low flight Mach number).

A maximum value of HZ is usually of the order of 0.55.

Let this value be achieved at Z 3 11 km (To = 217 K) and Mg = 0.5 ; let intake conditions be
considered at Npayx. Npax is supposed to be constant which is also usual. M, variation as a function of
Tio is then determined by the preceding relations. The result is presented on fig. 6, as a function of

the frlight Mach number at various altitudes.

These basio engine data (whioh norually are detailed in engine data books) will te used to study the
intake adjustment in the entire flight envalope.

I.2. FLIGHT MACH NUMBER ADAPTATION AND INTAKE DESIGN

I.2.1. "Pitot" intake (fig. 7)

Pressure recovery of "Pitot"™ or "normal shook" intake is given on fig. 4. It is the product of the
normal shock pressure recovery and the subsonio diffusor mean pressure recovery.

The mass flow ratio mp of such an intake as a function of the flight Maoh number and altitude is
presented on fig. 7. The calculstion is obtained by the mass flow relation (I.1.2), and the following
data :

- Pressure recovery is the critical or subcritical one given on fig. 4.

- Engine face Mach nusmber H, i= the one given on fig. o.

- Intake dimensions (front “reference area AE) are defined in order to ba adapted (mg = 1) at My = 1.5,
2> 1l km.

Under these conditions, it can be seen that the intake will operate subcritically (mg < 1) in a
large part of the flight domain, and namely in supersonic flight at low aititude, whioh represents a very
important domain for a fighter aircraft.

We shall see later (§ I.4.2) that suberitical regime can be useful for improving the manocuvrability
margin of the aircraft, but, of course, the net thrust is reduced dy tho additive drsg.

If the intake had been adapted to a lower altitude, with a smaller entry area A_., the same
calculation would have inciocated a higher mass flow ratio than 1 in supersonic at high altitude. As, in
fact, in supersonio flow, the maximum mass flow ratio is limited to 1, this means that the assumption of
a critical pressure recovary is not verifiable. In this case, the intake would oparate in supercritical
regime, with a loss of pressure recovery and thiust.

Supercritical flow (. also more sensitive to angle of attick and yaw, concerning the flow distortion
at the engine faoe.

So the solution opted for i{s usually a larger intake, operating mainly in subcritical regime.

In supersonic flcw, and under adaptation conditions (mgp = 1), the thinner the lip of the oowl, the
lowor the cowl drag (wave drag of the rcunded 1lip).

However, in suvcriiical regime, a rounded lip limits the inorease of the drag induced by the
reduction of the c.ptured flow (spill=zze drag), as shown on 7ig. 8 [Hawkins J.E., 1974] : the suotion
effeot on the lip contour partially coampensates for the additive <rag.
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A rounded lip alao reduces the aenaitivity to ingle of attack and yaw.

Finally, slightly rounded lipa are uaually adopted, with a lip radius of a few percent of the entry
diameter.

I.2.2. External supersonic compresaion intake

Design conditiona and variable geometry

The aame calculation proceas than for "Pitot" intakea can be followed for an external supersonic
compreasion intake.

A typical result of the masa flow ratio aa a function of the Mach number M, is presented on fig. 9,
relating to an external auperaonic compression intake adapted to Mg = 2, Z > 11 km.

On the same figure the maximum mass flow ratio of a fixed geometry intake is aketched. Thia
limitation is due to the flow cdeviation at reduced Mach number imposed by the auperaonic compresaion
profile ahead of the entry.

Examination of the onrvea shows that, without variable geometry, the intake would operate
aubcritically (and, usually, would run into buzz) at high Mach number and low altitude. Alao it would
operate supercritically in tranaonic flight, due to the limitation of the mass flow at the entry under
these flight conditions.

Variable geometry is used to solve these problema, by increasing the forward flow deviation at high
Mach number and low altitude, in order to avoid the subcritical regime and buzz, and also by decreaaing
this flow deviation at reduced Mach number, to avvid the entry choking and the supercritical regime.

Some examples of variable geometry external aupersonic compression intakea are given on figs. 10 and
1.

A Mirage's half axisymmetric intake has z.: half cone or a double cone -spike moving over a curved
ramp. The curved ramp helps to avold internal throat bloclage at low flight Mach numbera, when the spike
is retracted inside the low diverging {(and low drag) intake cowl.

An F111's quarter axisymmetric intake includes a spike which ia moved forward at low Mach numbers,
and two seriea of flaps which are retracted. Such a soluticn allows the adjusting of the intake in the
various flight conditions, with a smooth deviation of the exceeding flow and, therefore, a small additive
drag.

Two-dimensional intakes very often incorporate = fixed front wedge followed by a movable ramp.
An FWi's ramp includes two movable parta to optimize the flow deviation for each flight condition.

The forward part of an F15's intake is entirely rotating. A first wedge is followed by a movat.:
ramp to adjust the supersonic compression. At reduced Mach numbers, a small rotation of the intake
enablcs the flow deviation to be shared between the upper part of the first wedge and the lower part of
the irntake, with a very low additive drag. Of course, the rotation of the intake is alsc used to improve
the intake capability under high angle of attack flight conditions.

When choosing a solution, it is clear that the intake's adaptation capability must be balanced
against simplification, minimum weight, and general aerodynamic and structural airframe integration. The
best compromise depends on the overall aircraft program.

Internal shock foot bleed and mass flow control

On external supersonic compression intakes, namely two-dimensional types, large pressure recovery
improvement is obtalnsd by a Loundary layer bleea at the foot of the entry shock, as indicated on fig. 4.
This is to avoid a large flow disturbance due to the shock-boundary layer interaction.

Sometimes, the boundary layer or the compression profile is controlled by suction through a porous
ramp, (f1g. 12}, but, in this case, the pressure loss of the bleed flow is high, as is the resulting drag
term.

Another efficient solution is to bleed the boundary layer by means of a large internal gap, like on
the Concorde, or the Tornado (fig. 13).

At design conditiona (fig. 13a), the front shock (F) is not straight, but curved towards the bleed
gap. An internal supersonic expansion takes place over the gap, which is ended by a terminal ahock (T) of
a small extension. At the foot of this ahock T, Jjust ahead of the diffuaor flap leading edge, the
boundary layer flow is deviated towarda the bleed gap.

One of the advantages of this kind of solution is that if the engine Mach number is reduced, the
intake doas not immediately become subcritical, and the ocourrence of buzz is delayed.

Let Acb be the bleed flow scnic exit area. The bleed mass flow is proportional to the produot of
Py X Acpe

By reduoing M, {fig. 13b), what is observed at first s *“hat the maas flow which is refused by the
engine is forced back into the bleed cavity.

For a constant value of A, the cavity pressure p, ia increased proportionally to the bleed mass
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flow, and the internal supersonic expansion, which is controlled by p , is reduced to a small transonic
zone. At the same time, the entry shock becomes straighter. The cavity pressure oan be increased in this
way from pb/Pio = 0.45 to pb/p1° = 0.52. A higher increase would finally result in the subcritical shock
detachment .

However, if, at the same time that the engine flow is reduced, the bleed exit area Acb is increased,

the pressure in the cavity returns to its starting value, and the same flow structure is reestablished
with a supersonic expansion over the gap (fig. 13e).

So, in order to delay the occurrence of buzz when the engine Mach number M2 is reduced, it is

advantageous to increase Acb when p, tends to rise, that is to say, when more mass flow is deviated into
the bleed cavity.

The opening of Acb can be automatically achieved if the bleed flow Serves as the secondary flow of
the engine converging-diverging exhaust nozzle, as represented on fig. 1. As a matter of fact, in this
case, when the engine RPM is reduoced (M2 reduction), more mass flow is forced into the bleed cavity, but,

at the same time, the stagnation pressure of the engine jet is decreased. Thus, the blockage effect of
the jet on the secondary flow (which determines Acb) is reduced.

The By-pass mass flow is of course limited, and, in the case of large engine throttle and mass flow
reduction, complementary means are necessary to avold subcritical regime and intake buzz.

Lowering the ramp {§ angle increase) is usually used, as is sometimes the opening of a dump door (9
angle) (fig. 15).

Control of these parameters can be based on the value of p /pio‘ Critical regime corresponds to
given values of "p, ... /ps. " (which can be refined as a funntion of flight Mach number M,, angle of
attack o and angie of sideslip B).

When P, becomes higher than p, .., § is increasec up to Sypax (given as a function of My), and the
dump door begins to open.

Direct control of § and 8 as a function of My, a, B, and of the engine reduced RFM, N//?, can also
be provided. However, such a direct control requires more margin, Aue to the differences between
individual engines (engines aging...).

I.3. AIR INTAKE/AIRFRAME INTEGRATION

I.3.1. Intake positioning and airframe adaptation (fig. 16)

Fig. 16 presents some examples of flow fields in front of the intake for different fuselage shape:
and different intake positions.

Two~dimensional intakes in supersonic flow can be pretty easily adapted to local angle of attack, by
adjusting the compression ramp angle. It is more difficult to cope with transverse flow (sideslip flow
angle) which can be induced by aircraft yaw, but also by aircraft angle of attack. Some examples of
sideslip angle maps, induced only by aircraft incidence, are presented on fig. 16 (Mo = 2.2, 8z 15°,
B = 0°).

It can be seen on the figure that the fuselage shape may have a big influence on flow uniformity in
front of the intake.

A “Rafale" forebody is an example of a sophisticated shape designed to keep the flow as parallel as
possible to the fuselage surface, whatever the flight conditions may be.

The same result has been sought by wing shielded intaxas.
An under fuselage position -like on F16- seems a very advantageous one. However, in the case of a
two-engine aircraft, such a position presents some difficulties in avoliding interferences between the two

inlets, for instance in the case of an engine failure.

1.3.2. Fuselage boundary layer diverter

In order to achieve the best pressure recovery and also to avold internal flow distortion, it is
important to prevent the fuselage boundary layer from entering the intake.

Some examples of diverter configurations are presented on figs. 17 and 18. The Mirage's boundary
layer diverter consists of a space between the intake and the fuselage at the position of the intake cowl
leading edge. This position allows a deviation of the cone boundary iayer to occur towards the diverter,
which, at the same time, reduces the cona boundary layer interaction with the entry shock.

On the "Rafale", fuselage boundary layer is diverted from the intake by a splitter plate.

The F111's intake flow is protected against the fuselage boundary layer by a sideplate, and the
intake itself {s protected against the sideplate boundary laye:r by a secondary boundary layer diverter.

The F17’'s intake is also protected against the oorner flow at the junction between the fuselage and
the wing strake by some leakage windows open through the strake.
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Fig. 13 — Internal shock foot bleed by large internal gap (Concorde, Tornado,...).

Fig. i4 - Example of Acp self-control (Concorde).

Fig 15 — Additional mass How racuctic ) withour tront shock detachment (intake buzz). b/ and 0/
cor trolled by Ph max-
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I.4. INTAKE ADAPTATION TO LOCAL FLOW, AND HIGH INCIDENCE DESIGN

I.4.1. Intake adaptation to cross flow

A sidewall out-off of a 2-D intake is a well known means of improving the yaw-capability of the
intake.

As shown on fig. 19, with a straight sidewall, a leading edge vortex takes place alcng the sidewall
at cross flow, since the Mach number normal to the leading edge is subsonio. The wake of this vortex
interaots with the antry shock and can produce a large distortion of the internal flow.

A cut back sidewall a’lows the inner flow (behind the wedge shock) to spill outside in the opposite
direction to the cross flu:. This effect delays the formation of the inner vortex, and the occurrence of
the internal distortion.

At zero yaw, of course, the spillage induced by the cut causes an additive drag, but this drag is
usually very small and when compared to the improvement in yaw capability, appears very acceptable
indead.

Whenn the sidewall of a 2-D intake is extended ahead of the cowl 1lip (for instance in order to
separate two side by side intakes), the leading edge of the sidewall is supersonic (for the normal Mach
number), and the cross flow simply induces an expansion fan giving higher inner Mach numbers along the
sidewall, as presented on fig. 20. As a oonsequence, the wedge shook is locally more inclined, and
impinges under the cowl 1lip, which gives rise to a strong shock/boundary layer interaction on the
sidewall under the cowl lip.

A cut in the cowl lip near the side wall lets the interacted flow spill outside the cowl and
restores regular stream flow (fig. 20).

In this case also, there is an equilibrium between additive drag due to spillage at zero yaw, and
improvenent of the flow at yaw.

As a matter of fact, it is always possible (or desirable) to effect a spillage so as to deviate some
spoiled stream flow outside the intake.

I.4.2. High incidence design

Sharp lip problem

When the flow just ahead of the lip of the cowl is at incidence, which is often the case in subsonic
high angle of attack rlight conditions, an internal leading edge separation can occur. Then the wake of
this separated zone is equivalent to a boundary layer of low pressure recovery along the internal cowl
wall and the iosses can be amplified by the compression in the ditfusor.

To limit this subsequent effect, vortex generators can be fitted onto the cowl surface above the
diffusor pressure gradient (fig. 21).

An other posaibility is to bleed the boundary layer at the same position, which was the solution
applied to tne Concorde air intake.

When entry flow disturbvancc cannot e avoided, a long diftusor helps to attenuata the turbulence
level and the distortion at the engine faoce station, as outline on fig. 21.

Another way to improve the 1lip flow at high incidence is to operatc aubcritically. The flow
deviation caused by the subcritical regime is in the opposite direction to the incidence near tiis lip and
internal ssparation i{s thus avoided (fig. 22).

Such a suberitical regime can be assured by engine contrcl, some engina throttle being determined by
the aircraft angle of attack.

Subcritical regime can also be imposed by a sligatly overdimensioned Pitot intake. In this case
however, compromise with additive drag is again encountered.

A rounded lip obviously also delays the internal separation at the 1lip at incidence, but at the
expense of the lip drag in supersonic, as previously discussed.

High angle of attack speciai devices (variable geometry)

The orientation of the entire forward part of the intake 16 front of the upstream flow at incidence,
with the aame kind of solutinn as cn the F19, could be of course very efficient, but would be very heavy.

It {s simpler to try to solve the high angle of attack problem by using the same devices as those
used to improve the intake flow at take off and low speed. As a matter of fact, the flow situation near
the cowl lip is the same in both cases : at low speed, the suction of the masa flow by the engine also
induces high angle of inoidence and internal separation at the leading edge of the cowl. The difference
however, is that at low speed, the internxl pressure of the diffusor is lower than the external one,
contrary to the higher Mach number situation. In this last case, it is necessary to Ly even more cautions
in designing the shape of the auxiliary device in order to assure¢ an efficient recompression of the flow.
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Suoh an auxiliary device can be a rotating lip, as sketched on fig. 23, or an auxiliary door, as
sketched on fig. 24. The pressure recovery results reported on the graph show that thanks to the opening

of an auxiliary intake, high values of PR ocan be preserved up to an angle of attack of at least 75° at

M, = 0.5.

1.5. LOW SPEED INTAKE PERFORMANCES AND ADAPTATION

I.5.1. A general relation

The pressure recovery loss of a sharp leading edge intake at take off or at low speed can be
approximated by an elementary theory which is recalled hereafter.

The following definitions will be used (fig. 25) :

Intake net thrust, TNET

This is the result of the internal and external forces applied to the intake, respectively from the
leading edge (AE) to the engine face area (Az) and from the leading edge to the maximum external area of

the cowl (Ap). The ambient pressure P, 13 supposed to be applied to the fictitious cut limiting the
intake part (area Ap - Az), or, which is equivalent, the pressures are considered in p - Po*

A
Let IA: be the integral on the contour (Az), (AE), (Ag), then :

A
n
Tygr ° - IAZ (P =Ry RAS Dfriction, ext. + int.

Intake drag
As already defined, this is the sum of the additive drag and the cowl Jrag.

A
m
DiNTake ° IAO (P =Py} dA+Dp o,

Isentropic ideal thrust

For the same values of A, and My, this is the intake net thrust when the internal flow is isentropic
(PR = 1) and the intake drag is null.

It can also be said that the external flow is isentropic, too. A necessary condition for real flow
to satisfy this assumption is chat the upstream Mach number Mg be subsonic. In this case, making the
further assumption that the afterdody shape of the nacelle downstream of Ap can be replaced by a
eylindrical tube without any significint modifications of the upstream pressure field, the property of
the subsonic potential flow (which is that the drag is null) can be applied to the stream tube from AO,_q
to Am‘ 5

A
IAm (p-p,)dh=0

% s

(A°is : captured stream tube upstream area when PR = 0.

The assumptions of PR = 1 and intake drag = O allows us to write :

A A
2 m 2 i :
Tidea) * = IAZ (b =By} Aass IAO (pr=pyan, or:
2 ?
T 3 p (Ve YMD)A, -p_ (1eyYM)A -p (A, =A_ )
ideal 213 2" "2 o o ois o 2 ou
or, with & 3 w(my, Ao,
[ Ac
ldoni ) 2 v &
(1 Y H ) -YM -, or
P, Az o !‘
g
ideal
— (M, M)
| p° Az o’ 2

«es the ideal thrust of an intake is the thrust of the atream tube (Ao u? A2). 1t is entirely dafined by
Mo, M 2 and is independent of the shape of the intake.

General relation

For given values of A, M,» Mo, the net thrust of a real intake is obtained by :

2 2
Tige 20 (10w H2) Ry =py 1o YU A, -, (A = A5 = Dintaker
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Piy
then, with P, = =——, Ay = P_ A
! R Pio’ ° R 794’

we obtain the general relation :

et o Tidear o, Pmrae
Poha R P4 R Po A2

I.5.2. Subsonic pressure recovary loss of a thin oylindriocal intake (fig. 26)

In subsonic flow, when the mass flow ratio of suoh an air intake becomes higher than 1 (M2 > My},
the main viscous effects take plaoce in the separated zone inside the intake entry from the sharp leading
edge.

By neglecting the wall friction, the external flow oan be considered as entirely isentropic and,
therefore, the intake drag is null. The net thrust of the cylindrical intake is obviously null also and
the following relation gives directly the pressure recovery @

T
1 idea)
P, = +———, with —— = (M, M.}
R 1+ 'I‘Mm1 : P, A2 o’ "2
po AZ

It is interesting to note that the pressure recovery loss of a cylindrical inlet with an auxiiiary
opening, us represented on fig. 206, is identical to the one without an auxiliary opening. This result
shows that it is no® sufficient to open an auxiliary passage to improve the pressure recovery of a sharp
1lip iatake at take off or at low speed. Comments are given on § I.5.4.

I.5.3. Real intake equivalence

The pressure recovery loss of a real intake at take off and low speed is mainly determined by the
local flow turning around the sharp leading edge of the cowl. Thus, it is possible to replace the intake
by a cylindrical one having about the same local flow in order to calculate an approximate value of the
pressure recovary. This is accomplished if the cylindrical intake has the same local entry arca as the
real one, and the same mass flow ratio, as sketched on fig. 27.

I.5.4. Lip thickness and auxiliary intake design

In order to achieve a pressure r:covery squal tc 1 at take off and low speed, it is necessary for
the intake to give the {deal thrust. As the flow is supposed to be isentroplc, it is easy to roughly
calculate (by a two-dimensional approximation} the thrust of the diffusor, and to obtain by the
difference, the thrust of the leading edge.

As this leading edge thrust usually corresponds to leading edge pressures lower than Py it is
called the leading edge suction. If Py is the mean value of tha leading edge pressure, the suction force
is the product of - (p1 - po) and the front area of the lip, Al (rig. 28).

Knowledge of P -that L{s to say, of the mean leading edge overspeed- as a functin of A1 allows us to

discuss the risk of a subsequent flow separation and to orientate the preliminary design of the 1lip
thickneas.

Inversely, knowing the 1lip suction as limited by a cuparation criterion allows us to calculate the
pressure recovery by using the general relation.

If the leading edge is sharp, without uny lip suction, the general relation gives the value of the
forces wWhich must be applied on the surfaces of an auxiliary passage to obtein the ideal chrust. The
result of this calculation oan also be used as a first guideline when defining the passage geometry.

- -

Alr intake R.C.S. is a new problem which can only be mentioned hers because all the studies devoted
to this subject are olassified. Nevertheless, it's a very lamportant problem if one considers that the
R.C.53. of the aircraft intakes can easily represent up to 5N% of th~ entire R.C.S. of the aircraft.

Upper surface intakes have been suggested as a mean of esoaping radar detection, but they don't
completely solve the problem, due to the existence of the high altitude airborne alert systems. Moreover,
upper surface flow oonditions are not the best ones for an intake when considering a large domain of
flight manoeuvers.

General non-viscous or viscous theoretioal oalculation methods are used for designing the air
intakes.

4n sxampla of application of Lha finite volume method is reported on fig. 30. This method seem: well
slapted to intake flow calculation.
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Fig. 30 ~ Finite vokums theoretical method application | Borrel, Montagnd, 85).
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However, only the main features of the intake definition and of the intake airframe integration can
be designed on the basis of theoretical calculations. Detailed adjustments like boundary layer control or
local shape modifications, and precise evaluations of pressure recovery, internal flow distortion or
inlet drag are based on wind tunnel model tests.

I1.8. WIND TUNNEL AIR INTAKE TEST TECHNIC

As boundary layer phenomena are mainly involved in air intake performance, it is important to
simulate the flight Reynolds number in the air intake wind tunnel tests.

This is usually achieved by large scale models limited to the forward part of the airplane, as
sketched on fig. 31.

Pressure recovery and engine face flow distortion are measured by total pressure probes equipping
the engine face station.

The intake flow exhaust system includes mass flow measurement and control devices.

Partial drag measurement of the forward part of the aircraft and the intakes is very useful for
comparing small geometry difference effects, like rounded lips, iocal leading edge cuts, or boundary
layar control devices.

An example of such a drag measurement system is sketched on fig. 31.

The forward part of the model is sustained by a balance, and calibrated seals are installed at the
external cut of the fuselage and intake skin, and at the internal cut of the intake duct.

In order to obtain the drag of the forward fuselage and intake, it is necessary to substract from
the balance force measurement, the internal drag of the captured stream flow from Ay to A,. This term is
obtained by knowing the intake mass flow and the exhaust flow momentum which is derivmf from the flow
survey at the engine face station.

Complete model drag measurements are necessary in order to evaluate the complete aircraft drag, or
to compare the drag of various configurations very different in nature.

The wind tunnel test arrangement is presented on fig. 32 ("second step").

The model is supported by an internal balance. In order to know exactly the internal drag whiech is
to be substracted from the balance foroe, it is useful to have the internal duct terminated by a throat,
as indicated on the figure.

A precise knowledge of the throat flow momentum can be obtained if the mass flow is calibrated by a
preliminary test, as presented on fig. 32 ("first step™). For this test, the balance is not used, but the
model exit throat is equipped with a mass flow meter instilled behind it.

1.9. NON-UNIFORM ENGINE FACE FLOW QUALIFICATION

I.9.1. Pressure recovery definition

As the real engine face flow is never uniform, an equivalent uniform flow has to be defined, the
stagnation pressure of which wi.l be used to repraesent the pressure recovery of the intake (fig. 33).

A uniform flow being defined by 4 parameters, 4 relations have to be established.

Three of them are unanimously adopted : the conservation of :
- the area,

- the mass flow,

- the total enthalpy.

Marking by upper dashes the quantltles'related to the equivalent uniform flow (or "mean flow"), wo
have :

AZ ] AZ
plZ'Acz f
SR dq dq_ : local mass flow. [ ) : Cst. {I.1.2).
= (,) % n
iy 2
H  dq

i ]

—_— 2
cC T = f ==
p 12 (82) a9,

The fourth assumption ia more controversial.
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A "functional® definition has been proposed [AGARD AR 182] :
If an ideal oompressor is supposed to supply some work to each stream tube of the real flow in order to
raise the pressures to a given common level pia a2t the compressor exit, the mean flow is defined by the

condition that, applying the same compressor total work to it, the same exit pressure p13 is obtained.

The ideal compressor being supposed to be adiabatic and isentropic, the compressor work w is :

b I(AZ) R

3 2 =1
[ 3
with B, =C T, =C T, [=2
37 P izt B, B
i 1= Y=1
pel T == =& 3} = fct, (=) -4 1dq
P 12 p12 12 Uy (AZ) P 12 p12 12 m
or
ok 4 T i1
)Y = ;3 o T o
i, (AZ) ™ 12 CH

[

This result expresses the mean stagnation pressure Bzé as the integration of the local values of p12
balanced in . certain way by the local mass flow dqm-

A simpler fourth assumption is also proposed in order to directly balance the local values of Py by
the mass flow dqm. 2

These Csfinitions have, in fact, the drawback of nct penalising the intake when a part of the intake
flow is separated, as sketche: cn fig. 33. As dqm = 0 for the separated part of the flow, the equivalent

mean flow would have the same pressure recovery as the outer flow.

If an engine is fed with such a separated flow, the loss of thrust would be entirely attributed to
the real compressor (which is not ideal) but not to the intake. Such a definition can of course be very
interesting for the intake designer, but not for the engine manufacturer.

Another class of definitions is based on the assumption of the momentum conservation, which
corresponds to a uniform flow supposed to be obtained by a natural mixing process in a constant area duct
without wall frietion.

In this case, the fourth relation is :
- 2 2
1
P, (1 +y HZ) AZ z I(AZ) P, (1+y HZ) dA2

However, as the engine Mach numbers are relatively small, some simplfications are also used :
- By ignoring the terms in y H; respectively to 1, we obtain @
P2 AZ s I(iz) p2 dlz

Anotrer advantage of this very simple definition is that only the measuring of the mass flow and the
static pressure are necessary to obtain the mean pressure recovery. Thus, this definition is used when
the engine face station is not equipped with total pressure probes.

Y M
- By iznoring the terms in -5—3 respectively to 1 (as is usual in incompressible flow), we obtain :

P, A = f p, 9A
12 2 (AZ) 12 ]

These last tnree definitions usually give almost the same result. The last one is the most often adopted.

Experience shows that, when the flow is not too disturbed, this definition permits a pretty good
evaluation of the cngine thrust and so it can be recommended.

1.9.2. Engine face flow distortion

Engine sensitivity to flow distortion - Distortion index basis (fig. 34)

In order to obtain a physical meaning of the flow distortion effect on the engine, it is possible
(as was already done in § I.1.6) to ccnsider the flow behaviour relativs to the rotating blades of the
compressor.
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The two components of this flow are the rotation Mach number N/fyRTZ, and the engine face Mach number
M,. When the flow is uniform, the compressor works on its normal operating line and the flow angle of

attack relative to the blades, ap, is the design angle of attack of the blade profile. In non-uniform
flow, if the stagnatinn pressure p12 is lower than its mean value in any part of the engine face area,

and taking into account that the static pressure p, is practically uniform, the local Mach number is
lower than the mean one. As a consequence, ap is increased locally. If ap becomes too high, a separation

takes place on the upper surface of the blade, and compressor surge can occur.

F_Qn the compressor characteristic curves (fig. 34), M, being locally reduced, for a given value of
N//Tiz, the operating point moves locally towards the surge limit.

Of course, if the low-p12 area is of a small extension, the global effect can L2 very limited.

Then, the surge limit is in fact only encountered when the low stagnation pressure region covers a
pretly large sector of the engine face area, for instance 60°.

This general flow condition is the basis of the various distortion indexes which are used by the
different engine manufacturers.

Distortion index definitions

Some examples of a flow distortion index are indicated hereafter.

DC60. (Rolls-Royce) (fig. 35)

It.'s a direct transcription of a 60° sector of low stagnation pressure :
p ) - P
i

i o
DC6O = 2 mif_fo 2,
9
where (pi2 r )60° is the minimum value of the mean value of piz on any sector of 60° of the engine face
n
station,

BI; is the mean value of Pi, over the entire section,
E; is the mean dynamic pressure.

At high RPM, a high level of distortion corresponds to about DC60 < -0.3.

Kg. (Pratt and Whitney) (fig. 35)

If, on each radius RJ of the engine face station divided into rings of equal area, p12 is plotted as
a function of the radius angle 6, a Fourier analysis of the curve gives piz in the following form :
©
Py (B)J = A+ ; An cos ( M8 + ¢)
A‘ qualifies a unique large section of low piz, A2 qualifies a 2-sectors type of low piz, and so on.

As the largest seotors are the most efficient, A, is balanced by ¥/n?, and the highest value of the
successive terms An/nz (limited to n = 4) is selected to qualify the ring distortion coefficient Ay 3

A
A=[——nm] max.

J n? ns=ttoh

As the rotation speed is proportional to the radius, AJ terms are Halanoed by HJ/RJ (usually
Wy = 1), whence :

g0
L *J R
Ke".xw
“21:?1
LN
Kg can be ocomplemented by the radial distortion index KRA H
., i 1
l:‘(piz-pl)n—
kK, = —=2—d ) uherep, -p, 201ifp, >p
RA qz‘— 12 iJ 13 12
2 RJ

Then a oomplete distortion index X, is defined by :

A
“=Ke+xm

At high RPM, a high level of distortion corresponds to about KR > 0.3, and KA > 0.6.

R




7-26

IDC (General Electrio)

In the same manner as DC60, IDC is based on the lowest values of Py at the engine face station :

On each ring j of equal area,

"1J = By wyp)
e, = - xS
J —_— A
Py
2

IDC 1is gompleged by a radial distortion index :

1 Sy "1J
IDRJ =——:---—)(SR
Py
2
SA and SR are scme coefficients to be specified for each engine.

They may be equal to 1. Maximum values of IDCj and IDRj are selected.
A complete distortion index is defined by :

ID = (IDC) max + (IDR) max.

A comfortable result for the various engine companies in using a specific distortion index is that
the sensitivity of competitive engines to the flow distortion is difficult to compare since the result
depends on the flow distortion profile which is considered...

Unsteady distortion

If the flow is unstable, the angle of attack & of the rotating blade varies in function with the
time t as shown in the example on the upper left hand sketch of fig. 36. At a given time, the resulting
instantaneous flow stream relative to the blade is as sketched on the right-hand drawing of fig. 36.

It 1is obvious that to induce a significant separation of the upper surface blade flow, it is
necessary for the length 1 of the region of high incidene flow to be a pretty long part of the blade
chord c¢. Thus, an order of magnitude is given by the condition 1  c.

Let T be the period of the flow fluctuation, and Vb the mcan value of the flow speed relative to the
blade.

1 is equal to V I, whence, the condition : V s e, or, by projection on the compressor axis
b 2 b 2

(lower sketch of fig. 36), V2 % > ¢4, c4 being the thickness of the rotating stage. Thus, the maximum
frequenoy to be considered is :

V2 |
max ~ 2¢,°

As an example, for typical values like M2

This result is coherent with fmax = 1000 Hertz which is occasionally indicated for fighter engines.

2 850 Hertz.

= 0.5, V2 = 170 /s, ¢y = 0.1m, fma

At a scale of é, wind tunnel tests of the air intake will require a band pass of 5000 Hertz.

Test equipment and aoquisition system

A standard equipment for measuring the distortion 1s defined, and it seems convenient, at least for
military aircraft air intake studies : 8 rakes of 5 probes each, on rings of equal area, are installed at
the oompressor face station (fig. 37). The probes are Pitot tubes equipped with steady and unsteady
pressure transducers. Band pass 1is 1000 Hertz at scale 1. The duration of acquisition for each
measurement point is 30 to 60 seconds, which represents roughly the time for the alrecraft to operate
under the most severe of the distorted flow conditions in its flight schedule.

In wind tunnel tests, it 1is important to obtain steady and unsteady distortion index measurements
practically in real time in order to compare various oonfigurations and to pilot the test program.
However, the number of the high rate samples of the 40 unstezdy channels is such that the aoquisition and
calculation processes are only possible on huge computers which usually are not available in wind tunnel
test oenters. Simplified systems are then used, some examples of whioh are given hereafter.

ONERA real time conditional acquisition system (fig. 38)

The core of the system is the "quick acquisition systemx" aotivated by the "distortion index analog
computer”. The analog computer delivers a signal ,roportional to the value of a given distortion index,
like Kg. This signal is used to start the quick acquisition of a given number of pressure distributions
(pressure maps) as soon as its value exceeds a given threshold. This threshold is progressively increased
as a function of the RMS value of the signal from the begirning of the process.
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The quick acquisition is limited to 256 maps of 68 pressures acquired at a maximum rata of 16000
Hertz, and can only be repeated at intervals of 0.5 sec. During this time interval, acquisition is
inhibited and storage is transferred to the wind tunnel computer for the calculation of the various
distortion indexes, and eventually for the plctting of the pressure maps.

The acquisition system is then reactivated until the threshold is no longer overpassed during a
given length of time.

The result is a complete flow analysis, in certain time intervals selected on the basis of a
privileged distortion index.

At the same time, a continuous digital record of the 64 channels at a rate of 16000 Hertz is
provided by a P.C.M. (Pulse Code Modulator) recorder, but the recading and the data reduction of this
record are only possible in deferred time, in order to complete the unsteady distortion analysis, if
necessary.

Distortion index analog computer

Distortion index analog computers can be built to obtain in real time the unsteady distortion
characteristic of the flow. They are widely used, but, of course, the results are unfortunately
restricted to the programmsed distortion index.

RMS analysis

Very simpler are the unsteady flow analyses based only on the measurements of the mean and RMS
values of the pressure probes. A turbulence scheme is then adopted to convert the results into unsteady
pressure maps, and to calculate the distortion indexes. Assumptions on the turbulence vortex radius are
proposad by [Melick, 78] . A simpler and random process is proposed by [Borg, 81 . These theories allow
the praodiction of the distortion within an oreor margin of about 20%, which often can be consldered as
acceptable, as regards the unsteady distortion.

II. AFTERBODY

II.1. AFTERBODY CASIC DATA (fig. 39)

. The main parameters defining the afterbody design conditions are :

- the given shape of the upstream part of the afterbody, which 13 characterized here by a diameter
of ¢m
- the throat diameter ¢f the nczzle, ¢,
- the pressure ratio of the nozzle jet, T = pij/po’
+ ¢ j, the adapted nozzle exit diameter (jet expanded to the ambient pressure po) is dirently derived from
T and 41 by the nozzle expansion ratio ¢Jﬁb1 which is a function of 1.

- q and Py , the mass flow and the maximum available pressure of a sezondary flow (cooling flow,

b max
intake bleed flow...) are also significant parameters.

Typical values of the afterbody parameters as a function of the flight Mach number M_ are drawn on
fig. 39. They are related to the two design flight conditions : cruise flight and maximum reheat.

At cruise flight, the nozzle throat ¢T is restricted and the jet is slightly expanded. The nozzle
exit QJ is much smaller than the upstream afterbody dimenzion ¢p.

At maximum RPM and reheat, ¢t is largely open, and the jet expansion ratio is much bigger. It
increases with Mo’ and the nozzle exit ¢ j becomes equivalent to ¢p at about a flight Mach number Mo equal
to 2.

I1.2. CLASSIC AFTERBODY DESIGNS

11.2.1. Long variable flap ejector (fig. 40)

A direct but weight-ridden solution of afterbody adaptation is t. .djust the external profile by a
series of long variable flaps. and the internal convergent-divergent nozzle by two series of flaps.

Secondary air, q,, can be injected either into the base of the afterbody, or the throat of the
nozzle, depending on tge amount of the secondary mass {low and on the maximum pressure pi availabdle.
b max
Afterbody design study usually proceeds by using QE (nozzle exhaust diameter) as the optimisation
parameter.

At supersonio Mach numbers, by increasing ¢ ., the internal thrust overtakes a maximum when the jet
is exactly adapted (exit pressure Pp = po), but %he external drag continuously reduces, so the optimum

value of'oE corresponds to a slightly overexpanded nozzle (fig. 40).
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Conoerning the secordary flow, the maximum thrust is obtained by using the maximur pressure Py
b max
available. If this pressure is pretty high, as it is for the bleed flow of an intake throat, it 1s more
efficient to admit the secondary flow to the nozzle throat due to the possibility of a supersonic
expansion of this flow in the diverging nozzle.

If the secondary mass rlow is very small, or of a low maximum pressuce, it is simpler as well as
acceptable to blow it towards the afterbody base.

At subsonic oruise Mach number and reduced RPM, it would be necessary to close up the nozzle exit to
avoid an internal overexpansion. However, in this ocase, external overspeed and separation wouid occur on
the afterbcdy boattail. In order to avoid tais occurrence, it 1is possible to combine a moderato closure
of the external flaps with the opening of auxiliary doors (fig. 41). In this case, the door flow fills up
the space between the external flaps and the internal flaps adapted to the jet expansion.

11.2.2. Fixed shroud, trailing edge flap ejector (fig. 42)

A less weight-ridden but also less performing sclution of afterbody design is the one sketched on
fig. 42.

A fixed shroud is equiped with a series of trailing edge flaps which permits the simultaneously
varying of the boattail shape and the nozzle¢ exit area. Auxiliary doors are open at subsonic flight
conditions. The door flow is then full and fills the space between the adapted jet and the nozzle flaps.

In fact, in the same flight conditions, it is also possible to admit more secondary flow rather than
door flow at the throat of the diverging nozzie. The result presented on fig. 43 shows that the larger
the length L of the nozzle, the higher the optimum value of the secondary mass flow. In the particular

conditions of the study, an auxiliary door opening would only improve the thrust at values of % larger
than 1. Such large values of % are only encountered when the design flight Ma:h number is pretty high, of
the order of Mo equal to 2.

Actual solutions of fixed shroud, trailing edge flap ejector with reverse capability, as
respectively applied to prototype and on-line "Concordes" are presented on fig. 4i,

The prototype afterbody includes a fixed shroud and trailing edge flaps, auxiliary doors, nozzle
throat flaps, and internal reverse bucklets, the closure of which opens a passage to reverse cascades.

The final design for on-line airccaft is simpler. It includes a "TV" (television) nozzle exit shape
which is more convenient for the case of two side-by-side engines. The variation of the nozzle exit area,
the opening of an auxiliary passage, and the reverse operation are ensured by only adjusting the closing
up of the rear bucklets. With such a solution, flexibility and aerodynamic performance are of course more
limited, but the weight is greatly reduced.

11.2.3. Two-flap ejector nozzle (fig. 45)

The two series of flap ejeotor nozzle which is sketched on fig. 45 representsa still more simplified
solution of afterbody adaptation. It is used on a lot of combat aircraft, for instance on the "Mirage"
family.

Only the throac area and the external boattail are adjustable with such a system.

As shown on fig. 45, the distance L between the throat and the trailing edge of the external flaps
isavery ssnslitive paramster for dasigning the 1length of the external flaps in supersonic flight
conditions. If this distance is too short, the internal jet expands up to the external flow, which
corresponds to an overexpanded jet and to a low base pressure Py penalizing the thrust. The optimum

distance is the one for which the jet is correctly expanded and reattached at the extremity of the flaps.

The subsonic adaptation is different. In subsonic flow, it is expedient to close the external flaps
to profit from the subsonic recompression of the external flow on the flaps. However, tlis recompression
is limited to maximum flap angle values as a function of the Mach number. A pretty general law {or these
values is given on fig. u6.

On the other hand, this maximum closure of the flaps is often not suffioient to achieve an adapted
expansion of the internal jet. In such a case, if reattaohment occurs, the jet is overexpanded, the base
pressure is low, and the thrust is penalized, so it is more advantageous to limit the olosure of the
flaps, at the expense of the external drag and t¢ leave the internal jet detached. The limit is given on
fig. 47, which summarizes the results of a lot of tests within a large domain of flow conditions. The
distance H between the jet boundary and the flap is obtained by a calculation of the jet expansion is an
ambient prassure P, by the method of charaoteristies. The drop in the base pressure P, begins for
distance H smaller than 0.4 the length of the jst boundary.

This limit can be improved by seoondary air flow injeotion, as indicated on fig. 48,

II.3. TWO-ENGINE AFTERBODY DESIGN

I1I.3.1. Twin engines integration (fig. 49}
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Fig. 50 — Two engines afterbody design. Spacing effect [Richey, Surber, Laughrey, 74).

Fig. 51 — Plug nozzle.
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A first example of an integration study of a two-engine configuration is the one of the twin engines
of the "Concorde".

In this case, the best integration was obtained by a 3-D "TV" (television) shape of the nozzle, as
shown on fig. 49.

In comparison with a twin axisymmetric side-by-side exhaust system, the result of the study at
flight Mach number M_ = 2 shows that the 3-D shape of the nozzle causes a loss of internal thrust of
0.15%, but the external drag of the afterbody is reduced (0.6% gain of thrust) so the net thrust is
improved by 0.45%.

II.3.2. Nozzle spacing of a two-engine afterbody (fig. 50)

A second example of an optimisation study of a two-engine fighter configuration is the design of the
spacing between the exhaust nozzles.

In such a case, a large spacing is advantageous in subsonic speed due to the recompression of the
flow on the boattail between the nozzles, but it is disadvantageous in supersonic speed, due to the
supersonic overexpansion on the same boattail.

This is clearly indicated by the drag terms given on fig. 50 at M = 0,9 and M_= 1.6, and is a
pretty common example of the conflict between the subsonic and the supersoéic perrormancga.

Axisymmetric plug nozzles, as represented on fig. 51, are very attractive from tha aerodynamic point
of view, cue to the smcoth recompression of the flow around the emerging spike at subsonic speed. They
have been intensively studied in the past, but without practical development. The reasons for this are
certain technical difficulties arising from strength and cooling problems on the plug, and also
performance lossas when designing an actual solution with variable throat area and secondary flow.

II.5. THRUST VECTORING

VTOL aircrafts are not considered withiu the framework of this paper.

For more conventional aircraft however, new thrust vectoring systems are being developed which
represent an important field of redearch for the next generation of fighters. The aim is to improve
aircraft manceuvrability. The use of forward "canard" control surfaces on the present fighters also
affords the opportunity to balance the rear lift of a vectored nozzle.

Two types of solutions are presented hereafter as examples.

II.5.1. Vectoring axisymmetric nozzle (fig. 52)

An axisymmetric vectoring nozzle proposed by the SNECHMA is presented on fig. 52. It's a classical
"two series of flaps" ejeotor nozzle, which entirely pivots ahead of the nozzle throat. The advantage of
such a solution is that the thrust car be oriented in any direction.

The thrust performance and the deviation effectiveness are indicated on the figure. A surprising
result is that at high angle of rotation, the jet is more deviated than the nozzle axis. This effect is
imputed to the detailed flow field ahead of the nozzle throat.

1I.5.2. Vectoring 2-D nozzle with reverse (figs. 53, 54)

Another class of s3solutions is ‘he veotoring 2-D nozzle realized by 2-D flap arrangements. These
solutions can be more efficient due to the more favourable external flow fleld interferences, but there
are also more weight-ridden than the axisymmetric ones.

Many detailed arrangemants have been proposed. One of them is presented on fig. 53.

The throat area is made adjustable by a first pair of flaps.

The nozzle expansion ratio and the flow deviation are insured by 2 second pair of profiled flaps.

Among the advantages of this solution, it {is possible to totally close the nozzle throat by the
throat flaps, and to ensure an efiicient reverse flow by simultanecusly opening reverse flaps.

The benefit of very favourable external flow field interferences is substantiated on fig. 54. In
subsonic flow, a large induced lift is added to the lift alone of the deviated jet.

1I.6. THEORETICAL METHODS

A typical afterbody theoretical flow field caloulation is presented on fig. 55 as an example.

The internal transonic flow field up to the nozzle throat is calculated by a finite difference

:et:odh:aing hodographio parameters which are well adapted to the straight parts/sharp edges internal
uct shape.
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The supersonic nozzle flow and the jet expansion are calculated by the method of characteristics
which gives a precise description of the jet and a fine evaluation of the iiternal thrust.

The secondary flow and the external flow are calculated by a finite difference method in a suitable
coordinate system.

Coupling processes are insured between the various calculations, including boundary layer
calculations and viscous shear line displacement effect.

I1.7. AFTERBODY WIND TUNNEL TEST TECHNIC

II.7.1. Afterbody model support (fig. 56)

The most difficult problem is to design a model support which doesn't disturb the flow field in the
vicinity of the afterbody.

The difficulty of designing suoh a support is amplified by the thickness of the suppor:. which must
supply the compressed air to the exhaust nozzle and which must also resist the aerodynamic loads.

Two types of supports are used, which are sketched on fig. 56.

The "forward™ strut presents the advantage of not modifying the area rule of the rear part of the
model. It seems that this kind of support is the less unfavourable in subsonic flow.

The "wing tip" support can be designed in such a way that the waves attached to the support no
longer reach the afterbody above a given supersonic Mach number. Although the wing shape has to be
modified to admit the passage of the compressed air, the supersonic perturbation of such an arrangement
ca: be quite reduced, and less penalizing than the forward strut rig.

11.7.2. Internal balance (fig. 57)

The net thrust measurement of the afterbody can be obtained by an internal balance arrangement, as
sketched on fig. 57.

External and internal seals are necessary to separate the weighted part from the forward part of the
model. The momentum of the internal flow at the separaticn sectior which is an important term of the
weighting system must be calibrated. In some cases, the flow enters the weighted part perpendicularly to
the longitudinal axis in order to minimize the flow momentum effect.

The measured thrust of the afterbody is compared on the same rig to the drag of the afterbody of the
complete aircraft model a3 it is wind tunnel tested on a sting support, in order to obtain the net thrust
of the aircraft.

Of course, some corrections must still be applied, such as the hot gas effect corrections which can
be studied on a static test bench.

A more preoise evaluation of the afterbody effect on the aircraft performance would also have to
take into account the 1lift and the moment of the afterbody forces by using a three component balance.

As a matter of fact, such an internal balance is not easy to realize and calibrate and so it is
sometimes more practicable to use an external balance arrangement at the wall of the wind tunnel as
described hereafter.

I1.7.3. External balance (fig. 58)

Another possibility for measuring the afterbody performance is to put the complete rig (support
strut and aircraft model) on a wall balance of the wind tunnel, the balance being equipped with a
calibrated uncoupling system of oompressed air supply, as sketched on fig. 58.

It is then easier to measure the three components (or the six components, i necessary).

Again, the comparison of the real afterbody (with the real jet) to the reference afterbody of the
complete aircraft model must be made on the same support.

Some details on the performence evaluation process are presented in the next section.

I1.7.4. Afterbody test bookkeeping and performance evaluation (fig. 59)

For a more detailed evaluation of the performance of the afterbody, it ia necessary to know the
reference thrust of the noitzle equipping the model of the real afterbody, Tref‘ This thrust can be
defined by a test of the nozzle on a static test bench,

Thua, knowing the forcea applied to the reference afterbody model configuration (Drcf) and to the
real afterbody (DT), as described on fig. 59, the exhausi asystem installation drag can be defined and
obtained by ths following equation :

Dinstallation = Pr = (Pper = Trer):

D represents the sum of the internal thrust loss and the external afterbody :Jrag (compared to
the re}ggxﬁce afterbody).

M
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EXTERNAL

DRAG BALANCE SEAL

INTERNAL SEAL[ \
CALIBRATED FLOW MOMENTUM

INTAKE FAIRING

Fig. 57 — Afterbody wind tunnel test. Internal balance arrangement.

\THREE COMPONENT BALANCE

Fig. 58 — Afterbody wind tunnel test. Wall balance arrangement.

REAL AFTERBODY
REFERENCE AFTERBODY AND NOZZLE

Drer
1 ) T
{Lres! (Ly)
1ST STEP 2ND STEP

Fig. 59 — Noazzles afterbody installation test sequences.
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If there is a lift effect, AL being the difference between the lift forces measured with the real
afterbody and with the reference afterbody, it can be established [Leynaert, 74#] that this 1ift im-
provement is equivalent to a drag reduction given by :

dCp

AD = -AL -d—CL-’

dCp
where m is the inverse of the local slope of the polar curve of the complete aircraft.

By converting in the same way, the difference of the moments of the afterbodvy forces by an
equivalent eq::librium drag, the net installation drag of the exhaust system can finally be obtained.
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COMMENTS ON PROPULSION/AIRFRAME INTEGRATION
FOR IMPROVING COMBAT AIRCRAFT OPERATIONAL CAPABILITIES(®)

by

Ph.Poisson-Quinton
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B.P.72, 92322 Chitillon, France

Amongst the main requirements for the next generation of Combat Aircraft,

TA-1

three of them

involve the development of advanced engine intakes and nozzles fully integrated to the airframe, with

the purpose of:

a) a low detectability: reduction of Radar and Infrared Signatures for a better survivability,

b) a_combat "supermanoeuvrability", requesting excursions at very large angles of attack,

maximum lift, combined with large sideslip,

beyond

c) a short-airfield capability, both for take-off and landing.

f) The "stealth" concept involves a range of technologies to be incorporated at the preliminary design

stage. It is well knuwn that the way of detecting -and engaging- hostile Aircraft is by radar
surveillance (ground based or carried in AWACS type Aircraft), followed by autotraking and radar or
infrared missile launching, for example.

The two solutions for a low observable configuration (Fig. 1) are:

- a reduction of the radar cross-section, thanks to :

. a suitable airframe shaping (smooth curves, good blending of discontinuities like wing/tail/
fuselage junctions, suppression of sharp corners, better external stores integration);

. the use of radar-absorbant material coated c¢n the airframe skin, or advanced compasite
structure design;

. an engine intake location less "visible", above wing/fuselage, for example.

- a reduction of the infrared signature, thanks to a deflectable propulsive nozzle, which reduces
the infrared emission from the hot turbine or afterburner flow.

FIG. 1

A NEW CHALLENGE for AIRFRAME /ENGINE INTEGRATION

SURVIVADILITY = STEALTH CONCEPT
TOP.INLEY MULTIFUNCTION :V,mb%%&::g";c
2Dim.nozzle g T (SORIERS
TAKE-OFF
X poraioe

—f (Vectoring)
e LANDING
( Reversing)

% REDUCTION of the
INFRA-RED SIGNATURE (I.RS.)

» REDUCTION of the {
RADAR CRO%5-5ECTION (R.C.5)

+ Delter weapons/stores integration

under wing/fuseloge . STOL capability

Super
monoeuvrability

+ Thrust vectoring
+ Foreign objects ingestion suppression.

- Lower inlet efficiency of supersonic speed

- Sensitivity to sidestip ? + Thrust reversing ( 5TOL londing )

(#) Prepared unclassified remarks to complement the survey paper on "Fundamentals of Fighter Aircraft

Design: ENGINE INTAKE AND AFTERBODIES",

by J. LEYNAERT (ONERA),
Course, Feb. 1980,

at the AGARD/FDP-VKI Special
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II) Concerning the TOP-INLET concept to reduce the radar signature, some publiched wind-tunnel results

Cref. 1, 2§, show that the Pitot intake efficiency remains ;+ite good, even at large angle of
attack, if a vortex sweeping phenomena is developed from a sle..cr front wing (strake with large
L.E. sweep), as illustrated on Figure 2 by NASA and Northrop tests at low speed , However an
unsymetrical vortex bursting with side-slip is quite dangerous when a combination of large
incidence and yaw angles occurs. The same conclusions were found by FFA/Sweden [2] on a Fighter
model tested with a top-inlet at subsonic/transonic/supersonic speeds, again with a pitot-type
intake (Fig. 3); it is interesting to note that vortex generators are efficient to reduce a large

boundary-layer separation in front of the inlet at supersonic regime.

Positive aspects of this top-wing mounting are to avoid some problems related with a
conventional ventral intake location: easier integration of the external-ventral stores,and no

more ingestion of foreign objects (or hot gas) when rolling on the ground.

FIG. 2
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III) On the Aircraft propulsion side a lot of fundameiitai and applied Research were [3], and are still
devoted to the use of the jet-engine for inducing aerodynamic lift.

III.1) Figure 4 summarizes two well-known approaches:

a) A small amount of compressed air bleed, taken on the turbojet HP compressor(#)., can be used
for:

- boundary-layer control, by blowing on leading-edge or on trailing-edge flap:
- spanwise blowing, for enhancing a powerful vortex lift on a slender wine:

— or for direct reaction controls around the three axis of an Aircraft during Hoverine:
Transition regimes (VTOL),or during post-stall manoeuver (future fighters).

b) Another approach is to use the full exhaust flow of the turbojet. and to deflect it at the
rear part of the wing to induce some aerodynamic lift by "jet flap effect". which is added
to the vertical thrust component of the jet.

This thrust vectoring optimization is illustrated on Figure 5. where the induced lift is much
larger when the deflected nozzle is located at the wing trailine-edge of a fighter configura-
tion.

HOW TO USE A JE'&'-EHGIHE T0 INDUCE AERODYNAMIC LIFT...

<[ CIRCULATION CONTROL (Jet-flop ettect) |

P i T PAN
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W l._'..-v--..'._gbl_c ) BLOWIMNG sheet
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(®) The thrust penalty due tn this bleed on a2 conventional jet-engine is quite severe: about 104
thrust losses for a 5% compressed air bleed; a specific engine cycle design for an economic
permanent bleed would be very rewarding fer future V/STOL or supermanoeuvrable A/C projects.




III.2) A practical combat configuration was tested by NASA/Ames at large scale (Fig. 6), with two
actual jet engines exhausting on the upper surface of the flaps and used for thrust vectoring.
A spanwise blowing at the wing mid-chord was alsc generated from a side-fuselage port capturing
directly a small amount of the aft-turbine hot fiow: the induced vortex 1lift at large angles of
attack is cleariy visible on the curves, and tihe maximum lift obtained at high thrust regime is
very impressive; lastly, the large nose-down pitching moment is self trimmed with this a.tual

unstable configuration.

Manoeuver improvement during high speed combat (Mach 0.6) thanks to thrust vectoring is
illustrated on Figure 7 for a similar fighter configuration, tested on a small wind-tunnel

model {1].
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I11.3) various configurations of two dimensional nozzles have been proposed and tested by several US

laboratories (Fig. 8), which are able to ensurc:
- the cruise propulsion, including at supersonic regime (with a convergent-divergent nozzle),
- the 1ift enhancement thanks to thrust vectoring,

~ a braking effect through thrust reversing, usable for landing roll reduction and quick
deceleration in flight manoceuver,

- and even some yaw vectoring capability, when using sidewall flaps or ports.

Morcover, in the framework of the Joint Advanced Fighter Engine Program [4] , launched by USAF
for the Advanced Tactical Fighter (ATF), the two Technology Demonstrators, designed by General
Electric and Pratt and Whitncy (low BPR augmented turbofans, 30000 Ib thrust class) will have 2
dimensional vectoring and reversing nozzles (Fig. 8d). such nozzles will “give pilots manoeu-
vring advantages in air combat and shorten landing rolls, reduce base drag, and help minimize
the ATF's infrared and radar signatures. Extra weight seems the greatest disadvantape" [4].

In the meantime, the US Air Force will cvaluate in flight the 2D noczle Technologies on a
modified F-15 in 19> (Fig. 9): a new digital fly-by-wire flight control system will coordinate
2D-nozzles. canard and conventional existing control suurfaces from standard flight-control
imputs by the piloty thanks to a large thrust reversing, a 007 landiug roll seems possible (use
of damaged runways) and the thrust vectoring will be used for take-off rotation, low speed
approach and supermanoctuvrability in combat.

e
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1V) Combat Aircraft Supermanocuvrability is defined as the capability to manoeuver and control the
Aircraft at angle of attack beyond the maximum lift, as shown on Figure 10: the main objective of
this post-stall excursion is to allow instantaneous manoeuver at low speed: small radius of turn
at high turn rate can provide an unique tactical advantage in air combat. To perform such
past-stall manocuver, it is necessary to generatc large control forces (independant of the poer
aciodynamic controi forces available at those low dynamc pressuresyand with a strong flow
scparation regime): the solution is to use the powerful engine thrust vectorxng integrated inside
the active flight control system (Fig. 10}, this active control includes orders to canard
surfaces, auxiliary intakes, engine RPM, and possibly to reaction controls or unsymetrical
spanwise blowing (for roll?); valuable air-data informations (speed, Aircraft attitude, etc.) must
be provided to the compuver, but it is not so easy at such flight regime...
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V) To conclude these remarks on the leading role of the engine for Aircraft manceuvrability improve-
ment, it must be recalled that a well-known operational VTOL Aircraft, the Harrier/AV-8, with its 1
Pegasus engine equipped with four vectoring nozzles, is already able to use them not only for
instantaneous high turn rate, but also for rapid deceleration in combat (or during steep approach 4
before vertical landing).

The next step, studied by Rolls-Royce [S], would be to develop an engine configuration with“plenum
chamber burners” inside the "cold" rotating nozzles (Fig. 1I) for supersonic flight capability,
combined with an axisymetric vectoring "hot" nozzle for pitch and yaw control (+ reaction controls

for roll?).

Such supersonic combat configuration would be able to perform a highly loaded STOL take-off
followed by a vertical landing wnen unloaded (STOVL concept). 4

FIG, 11
— i —

A STOL AIRCRAFT CONFIGURATION WITH A PEGASUS ENGINE COMCEPT

® Independent vectoring of side and rear
nozzles with aill axis vectoring on rear

» Shorter moment arm requires larger thrust
vector angle for same pitch moment but
provides ability to balance aircraft on
propulsive lift for V/STOL operation

AXISYMMETRIC
NOZZLE VECTORING
(3 beoring concept:
pitch +yow)

@ Engine configuration with PCB —&

Ref.) Rolls-Royce, AGARD/FHP, 1986 .
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AIRFRAME/STORE COMPATIBILITY

C L Bore

Head of Research
British Aerospace, Kingston
Surrey, UK

SUMMARY

By considering the various parameters that dominate the value of a fighter air-force, we can isolate those
terms which respond to influences of store installation and store release features. It is shown that
stores affect the transport capacity of the air-force through the lift/drag ratio, the availability factor
through the agility term, and the target-killing factor through the delivery accuracy term.

Next we examine the physical effects of store installations, identifying ways to minimise the undesirable
effects. Thus drag prediction and drag reduction are considered in some depth. The effects of drag on
the agility of the aircraft are examined and stability and flutter effects are reviewed. Store release
considerations are reviewed. Finally, some recent approaches to store/airframe {integration are
considered.

INTRODUCTION

Our task here is to consider the whole topic of airframe/store compatibility, in the context of the
fundamentals of fighter aircraft design. Now this context tends to concentrate our attention more on the
basic fighter design aspects of airframe/store compatibility rather than going intc details of store
technologies in general. It also suggests that we should consider the fundamental reasoning behind
various choices we have to make., We will concentrate on understanding the basic interactions of stores
with fighter design, together with some indications of magnitudes of the numbers involved. Fuller
follow-ups of these lectures can be made by reading selected references, such as references | and 2.

The first section is an analysis of the main parameters which dominate the value of a fighter air-force.
The other sections are all concerned with the effects of store/airframe interactions., Thus the sections
are as follows:

SECTION HEADINGS
o The "leverage” of store/airframe effects on air-force value
¢ Drag and other installed forces
o Agility, as affected by drag
e Stability and flutter
® Store release

o Afirframe/store integraticn

1) THE "LEVERAGE” OF STORE/AIRFRAME EFFECTS ON AIR-FORCE VALUE

From my experience in fighter aircraft design, I felt that aircraft designed before (say) 1976 tended to
be aomething like figure 1. The airframe itaelf was designed carefully to be smooth for low drag, but the
stores tended to have excrescences more appropriate to a heavy truck., If one complained that the store
deaigner was sgquandering the drag which had neen won by means of painataking attention tu detail on the
aircraft, one was liable to be met by remarks to the effect that stores had to be very chesp (because they
had to be thrown away in large numbers) and in any case they were not meant to be carried on the way back.
The point that draggy stores require bigger and more expensive aircraft seemed not to be appreciated.
Furthermore, there were many pylon and store-carrier features that were to be carricd most of the time,
and these also had too many high-drag features.

[ =

FIGURE 1 WHY SHOULD AERODYNAMIC CLEANLINESS STOP AT THE PYLON?
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Clearly, if financial controllers were to be persuaded of the benefits of making improvements to the
aerodynamics of stores and their installations, it would be necessary to argue ia their language: money.
I made my first attempt to assess the value of aircraft design improvements in chapter 1 of the AGARD

Working Group'a report (reference 1), and a better attempt in reference 3. The latter is the basis for
the analysis which follows,

Assessing the Value of an Airforce

Value is related to the amount that one would be prepared to pay for the usefulness supplied, in the
circumstances of use. Thus the value may vary greatly with the circumatances. If you have just fallen
out of an aircraft, you would place a high value on a parachute, but if you are drowning you would not.

We cannot be sure in advance about the range of scenarios in which our aircraft will be used eventually.
For example, the Harrier was designed to destroy tanks in central European air/ground battles, but it was
actually used 13,000 km from home for ship-based air/air combat (and extremely successfully!). So in
practice, our evaluations should be done for a mixture of possible scenarios. Simply to illustrate this
lecture, we will assume Close Air Support (CAS) operations in a short, sharp war - at the end ¢f which the
losing side's aircraft are out of action. In this circumstance, replacement manufacture will not
contribute.

Factors of effectiveneas value

The effectiveness, and therefore the value of an airforce is proportiona! to the number of targets it can
knock out before the airforce is put out of action. Clearly this ia proportional to a number of factors,
such aa the rate at which the aircraft can transport warload (W), the overall availability of the aircraft
with their basea in wartime (A), and the target-killing effectiveness (K). Let us examine these
propositions more closecly. We have :
Valueol Effectiveness
Effectiveness ¢f Warload transport rate (unimpeded)

of Availability in wartime (including baaes)

of Kill effectiveness
whence V = WACK
where C is the conatant of proportionality.
We can see that if any one of these factors becomea zero, the overall value becomes zero.

Warload Transport rate (w)

W = mass of ordnance transportable when unimpeded, relative to datum aircraft
= (lesd of ordnance per sortie) x (number of sorties per day)
«n, N

Here the sortie rate (N) dcpends on :-

*  turn-round time (r)

!
* block speed (¢.)] N-= r %:
* distance from base to target area (d)

Mm
Therefore W-(# ). - m). I ¢

Where the efuffix R indicate that the parameter is to be mada "relative” by dividing by the comparable
parameter for the datum aircrafe.

It can be aeen that a emall aircraft capable of operating from nearby bases may transport as much as a
large aircraft that has to use far-lack bases,

T fp . et
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Availability in Wartime (A)
Availability = average fraction of aircraft time usable during war

This depends on four factors

* fraction of total time usable bad weather capability

night-time capability
(t)
availability of targets within range

* fraction of aircraft usable repairability

survivability, agility
(a)
maintainability

* fraction of bases urable (b){ground hardaness requirement

runway length requirement
base detectability/survivability

ogistics
* availability of stores (s) \interchangeability

ThusA=(tabs)R R ()

Thus the Availability term depends on many " ilities",

Target Killing Effectiveness (K)

K= specific rate of knocking out targets (per unit of ordnance released) relative to datum
aircraft and stores,

This depends on various aspects, but not generally in simple proportional laws :-
* power of weaponry

* active guidance of weaponry

* aiming accuracy of aircraft sighting system

aircraft controllability
{plloti workload and fatigue

* gccuracy of stores trgjectory {ejector/carrler dynanics
aerodynamic release disturbance

The Constant of Proportionality (C)

If we arrange that sll the factors of value are made non-dimensional by making them ratios, relative to
the factors appropiate to the known datum aircraft, then the constant C amounts to the value of an
airforce comprising a given number of the datum aircraft, That value 1is not set by engineers or
accountants : it is a political judgement. We can assume that the government, in its collective wisdom,
has decided that the value of the datum: airforce is not less than its lifstime cost. Then it follows
that the constant C is not less than the lifetime cost of the datum airforce. For most comparisons, the
value of C is not needed accurately, but it seems that typically it is around 5 times the cost of buying
the aircraft (figure 2),
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FIGURE 2 APPROXIMATE LIFE-CYCLE COSTS OF C.AS AIRFORCE
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Nowadays, for an airforce 120 C.A.S. aircraft, the value of C must be in the vicinity of $10 billion. So
if we are able to increase any of the factors discussed by & mere 1X, ine value of that improvement is
about $100 m. I trust you will agree that even such a minor improvement is quite worthwhile.

COverall Value (V)

Substituting from (2) and (3) into (1) we get :-

= Mm ;
V_C(Zd+rm)n(tdbs)RKR' - - - @

Effects of Stores

Now we can examine the terms in equation (4) to determine which of them may be affected by store/airframe
interacticns. Obviously the datum constant C is unaffected by our proposed new design. In the transport
rate factor (equation 2) the block speed (or block Mach number) M may be affected by store drag. The
ordnance mass per sortie (m) also may be affected, for if the drag can be reduced substantially, ordnance
may be exchanged for fuel. 1In the denominator, the average distance (d) from forward base to target is
determined by the basing versatility (e.g. whether the aireraft is V/STOL, STOL or CTOL) but not directly
by the store installation. The turn-round time (r) depends clearly on the accessibility and
serviceability of the store installestion.

In the availability term (which embraces many "itilities”) there are four factors. The usable time factor
(t) may be increased sometimes if reduced drag increases range enough to bring targets within range. The
"aircraft usable” term (a) can be affected quite markedly, for reduced drag may increase both the
penetration speed and agility - both of which may reduce the a“crition rate. The stores installaticn may
affect the radar and infra-red signiature, repairability and maintainability aspects. The last two terms
(b,s) will not concern us very much, except to remark that there are strong arguments in favour of
NATO-wide interchangeability of stores to make overall logistics more economical and also there are good
reasons to tighten up on dimensional tolerances.

.a¢ target knock-out term (K) obviously can be sensitive to the store installation, but assessments may
not be easy. If the stability and controllability of the aircraft are improved, clearly the pilot will be
able to do a better jJob of aiming. Even more important, if store trajectories are made more repeatable
and accurate, fewer sorties will be needed. This latter topic will concern us in some depth.

There ace, incidentally, other possible effects of releaae dinturbances. For example, there have been
caaes where a release disturbance to a guided missile has disrupted "lock-on", and there have been many
cases where jettisoned atoves have flown about so wildly that they have struck the ailrcraft and caused
damage or even destruction of the aircraft.
To summarise, the terms of equation (4) which will concern us further are:

* M block speed

* = mass of ordnance per aortie

* ¢ target availability : effect of range

* a aircraft availability : survivebility - penetration, agility

* K target knock out [: effects of stability and controllability

: store trajectory

For the ~emaining relevant terms we will simply note that due care musz be taken to enaure that the store
installations will afford rapid turn-round, maintenance and repair, and that radar and infra-red
signatures must be vithin the bounds decreed. Store interchangeability also needs attention,
internationally.
The most important conclusion from this section is that the "leverage" or senaitivity of improvements can
be regarded as proportional to the factors of equation (4). 1f we tske the value of C as (aay) $10

billion then a 1I improvement to the overall value V could be regarded as worth about §100 million. It
fnllows that it is quite important to Ilmprove our designs.




2) DRAG AND OTHER INSTALLED FORCES

The significance of Drag reductions

When we first study aircraft design, we soon learn the importance of the (lift/drag) ratio in relation to
the range of the aircraft. In fact, it can be shown that for an aircraft cruising at constant 11ft
coefficient at any altitude, the generalised range equation applies (reference 5);

ca, (M) (M) - - L L L
: a° ((“_E))(sn/ja')‘v‘} € usually smalif)))

Where ag is the speed of sound at sea level, M is the cruise Mach number,and (s/,fé) is the jet ergine's
specific fuel consumption generalised by the relative temperature of the atmosphere, which 1s constant
during cruise climb.

The weight ~atio term reflects the consumption of fuel over the stage of route concerned. Now it can be
shown (reference 6) thai this logarithmic term can be replaced closely by (f/H."), where F is the fuel
consumed and Wy, 18 the geometric or logarithmic mean or all-up weight over the st'age concerned. Then the
generalised range equstion can be rewritten:-

s F
e R= r=m (M Y. - - - -®
(@) ! Wi
The sigrificance of this form becomes evident when we note that the first term is determined by the choice

of .engine, the second term expresses the aerodynamic efficlency, and the third term embraces the fuel
usage i{n terms of the mean stage weight.

Clearly, if we double the drag of our aircraft while leaving the third term fixed, the range will be
halved. In practice, on many aircraft a doubled drag would lead to -educed cruise Mach number, so the
range would be reduced on that eccount also. Incidentally the doubled cruising thrust would greatly
reduce the thrust reserve available for acceleration and manoceuvering, so the agility will be severely
impaired.

Now let us examine what course we could adopt if the basic drag of our aircraft were unavoidably doubled
by the store array (noting that typical store arrays are often much worse than this!). From equation 6,
we would have to double the fuel mass ratio (F/H.) to restore the range. First see what happens if we
simply double the {internal fuel capacity, without altering the exterior size or shape of the aircraft.
The weight of fuel tanks would be doubled (or possibly more, if tanks had to be crammed into small
corners). The mean stage weight Wy would increase - perhaps by some 12X. So next we have to increase the
iuternal fuel capacity by a further factor of 1.12, just to keep up with the increased mass of the
aircraft (at constant dimensions). Thus we soon find we have to increase the fuel capacity of the basic
aircraft by a factor above 2,24, If there is not enough internal volume to cram inside an extra 125Z of
the basic tankage, we have to enlarje the aircraft overall, and this increases the drag as w~ll as the
mass. Perhaps an alternative would be to install the extra fuel in external fuel tanks, but this
increases the drag greatly. Next we find that the cruise Mach number and the agility are severely
fapaired, 30 we have to choose 3 more powerful engins. Usually a bigger engine has higher specific fuel
consumption, particularly at lower throttle settings, so now the first term of equation 6 has been
worsened. Sv if we accept the typical drag penalty for the store load, the size of the aircraft has to be
increased. 5ince aircraft purchase cost is driven mainly by engine power and aircraft mass, we find that
the purchase cost of the airforce has increased substantially, snd the fuel cost has increased greatly.
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Now let us turn our attention to the problem of reducing store drag. First consider the magnitude of the
nunbers involved, using the example quoted in reference 3 (6 years ago). Figure 3 shows on the Jeft the
total drag caused by an. array of stores hung on 2-store racks, on four pylons. The drag of this store
array wss well above the drag of the clean aircraft. The "first-stage clean-up" involved fairing of all
excrescences on the 2-store racks and the stores, Crutching arms were retained for all stores, but these
were asrodyramically faired, If crutching arms were removed by redesigning all the Ejector Release Units
(ERUs), and the 2-store racks were re designed, the total store drag could be reduced to the dotted
outline. By this stage, the reduction of drag overall is equal to the entire drag of the clean aircraft.

That exswm>le was based on quite old techniques. By taking a much more radical approach, invoiving stagger
or tandem carriage, and tangential carriage, we could now expect to reduce the total drag nf the store
array to about one-tenth of its classical counterpart, as indicated by the shaded area of the dotted
rectangle. Thus. by using all the store array techniques now available, we could save more than the entire
drag of the clean aircraft. Even now, there sre many new ideas to be followed up.

Thus 1if current knowledge were put to use fully, we could be happy that research into reduction of
store-array drag had led to raally major improvements in the value of NATO airforces. Unhappily, it
usually needs some invastment in new equipment (such as redssigned storve carriers, and cleaner stores)
before these value improvements can be reaped, and some countries have govermnment departments which can
count the cost of investments but which are often incapable of recognising the value of the improvements
that ensue. In the case of store drag, I estimate the ratio of improved value to investment 1s over 50:
In other words, the payback will be 50-fold or more. Some other nations sre not 8o backward in
recognising worthwhile investment. France - for example 1s alresdy using improved 2-store carriers.

Drag Prediction and Reduction

These topics ara both important and specialised. For further reading, the reviews by Barry Haines should
be sought (references 7,8,4). Hovevar I hava less time, so I will hava to be less comprehensive. I will
outline the main points relying haavily on Bsrry Haines’ papars.

The conclusions of reference 8 make a useful starting point for this section:

1) With existing external store arrangements, the drag increments can be very large, e.g. larger than
the drag of the clean aircraft without stores.

2) Research has however already shown how major improvements could be achieved, many of the
suggestions even being feasible on existing aircraft.

3) New nultiple carriers and underfuselage arrays of stores should aim to exploit the concepts of
tandem carrisge and stors stagger and should avoid very close lateral spacing of stores.

4) There should be further axploitation of the favourable interference posdibilities from wing tip
carriage of slender missilas.

S) On new projects, wing/underwving pylons should be dasigned together with the aim of allaviating
advarse interfarance at low C, and achieving some favourable interferance on the flow breakdown at
high C,_ at moderate and high subsonic speeds.

6) For new aircraft, the complete configuratinn should be designed as sn entity with due regard to its
longitudinal distribution of cross-sectional area and with the stores mounted either in conformal
packages or from conformal pallets.

Raviewing the principles racommanded in thasa conclusion, it {s clear that methods for predicting
store-array drag hava to taka into account multiple carriage, whether tandem or staggared - with affects
of latarsl spacing. The intarfarances betwean stores and pyloas, and the undarwing surfsce, and the
overall cross-sectional area distribution all ‘need to be pradictable, The affacts of carrying stores in
close arrays tangantial to tha surfaca, or on psllets, need to be quantifisbla. Finally tha drag effects
of wingtip carriaga of slendar storas nvad to be calculadbla.

That list of interactions sesms formidable, but usaful predictions can now be mada for all of them. Tha
aspproach sdopted in the UK since 1977 (successively by Pugh, Sadler of Ross and RAe) has been
semi~-empirical, using extensiva sats of rasearch axperiments to understand tha nerodynamics but fitting
empirical curvas to the corralated rasults.

Previously a “drag indax" approach had bean in use, ir which

4(%)"‘:(%);,,@.4 - e - 0

vhare varies with Mach number and dapends on tb. type of store array, and isolated {s tha drag of
the utore, carriar and pylon tastad raemota froa an asircraft. €inca we are concarned with an array of

storas, this ralation becam:
aB)a kK (B) g - - - - - @

wvhera X, is an assswbly factor to account for intarfaremca betwean tha various stores im tha array.
Rowever, Dysr and Gallsghar (in the USA) had soon found out that multiplying tha interfarenca factors
togathar did not work: additive factors wera battar. The RAE team found that it was better to split sach

e
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of the terms of equation (8) into low-speed and Mach-dependent parts, to be factored separately. Thus,
for example, when calculating the drag of an assembly of staggered side-by-side stores, the equation is of
the form:

where:e).ia the low-tpeed or "incompressible-flow" drag of a single store.
3
e\\' is the increment with Mach number in the isolated store drag,

K“- is the low~speed assembly factor
KMI is an assembly factor on the Mach-dependent drag.

In general, Kp; is not equal to K., and both terms can depead on lateral spacing, stagger and shape of
the stores. Methods for predicting ( ); and (D’)ware improving, but for best results wind-tunnel tests
should be done on models large enough t repreaen? the detailed excrescences of the full-scale store, at a
reagonable Reynolds number.

Figure 4,5 show Zllustration of how K“ and K“ are estimated in the RAE method.

!
Figure 4 shows the varintion of K,; with lateral spacing (%) for two side-by-side stores with no
longitudinal stagger (y' being the smallest gap between the stores, and d being the store diameter). The

equation:
0:42 store length — stagger
Kai= 1% axp(¥ “4)[ ll:o”rgt:.engt; ) - - - -00

provides a reasonable representation of experiment for various different stores and test Mach numbers low
enough to bYe regarded as "incomprecsible". The allowance for stagger is a simplification which is not
very accurate, but it gives a quick simple estimate which will often be good enough for the low-speed
component of the assembly drag.

symbols Measured values

Stagger =0 for this graph

L 1 3 ] 3 ] ]

0 10 2.0 30 (yra) &0

Kaj = Low speed assembly factor
FIGURE 4 ASSEMBLY FACTOR FOR PAIRS OF SIDE-BY—SIDC STORES AT LOW MACH NUMBER

Figure 5 shows the veristion of Ky (i.8. the wave drsg part) with store stagger. The variation with
lsteral spacing is judged to bs trivial st M«1.0, and not much st other M. The parametsr N is cegsrded ss
the "effective number” of sids-by-side storss. Becauss ad jacent storss can shield sny given store from
the effects of stores further avay in & row, the intsntion wes to teke N as 2 when thers ars 2 or wmors
stores and no stagger, and not sore than 3 vhen there are 3 or more stores with stsgger. However, it 12
not quite so simple, snd the rules may become more general ss dats is accumulated,
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Figure 6 shows a comparison between predicted and measured values of drag for an assembly of two Mkl0
bombs i1n a staggered arrangement on a standard carrier., The difference between the two curves shows the
effect of stagger.

The RAE method also includes allowance for tandem-carriage effects. The forward store leaves a wake with
reduced dynamic pressure, and a desd-air region close behind its baae, these effects being bigger for a
bluff-nosed store. Also there is effectively a reduced Mach number for the flow over the down-stream
store., Figure 7 shows & comparison between prediction and meaaurement for two stores on a tandem bean,
Note the magnitude of the tsndem carriage effec:z,
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The installation factors, KI’ for arrays of underfuselage stores are generallv not higher than 1.3, and
can be below 1.0 for small ‘stores semi-submerged into the fuselage. For pylon-mounted underwing stores,
however, estimation of Ky is much more significant and difficult. Values of Ky at high subsonic speeds
for undsrving stores can” be high, and very dependent on the wing design. Aft@r considerable research,
simple multiplicative installation factors have been abandoned in favour of an equation of the form:

(‘3)1 -Ki(§),* @) 5 B

vwhere KI('. = low speed installation factor,
*E“d re respectively the low-speed and Mach dependent drags of the store assembly
isolated from the dircraft,
Fa = frontal area of store assembly,
C. o - “excess" interference drag derived as a function of wing (thickness/chord) and clean wing
B drag-rise Mach number (M.) through a relationuiiip of a form:-

Comw =F(E) eg(n-ve'—:‘—:%@- - - - -(2)

Wherever possible, one should use measured values for )AL and (%)Aw.

Figure 8 shows the variation of excess drag with excess Mach number for three different combat wing
designs. The fuli-line curves are predicted from e~uation (12), while the dotted curves are from
experiment. Clearly the agreement is good. Note that reduced wing thickness benefits the drag rise in
two ways: M» is increased, and Ch“for given (M-H,) reduces.

A leading conclusion fruom rssearch on underwing stores is that the wing lower surface and pylons should be
designed to reduce the peak suctions near the wing/pylon junctions, Thus there is more to this than
merely reducing (thickness/chord) of the wing., Presumably, in time the prediction methods will introduce
some festures of the lower-surface pressure distribution.

Figure 9 shows the method as applied to the installed drag of a standard triple carrier fully loaded with
Mk.10 bombs., Clearly the accuracy has been improved substantially, and a wide range of effects can now be
predicted, at useful accuracy . Guided by these predictions, one can devise improved arrays, and then
tunnel test for best accuracy.

Installed Forces and Moments

There are three main reasons for wanting to know the aerodynamic forces on "installed" stores. Firstly
and obviously the total {pstalled forces in flight must not be allowed to exceed the strength of the
structure (including the ERU and the store casing). Here, the total insztalled force is the sum of the
aerodynamic force plus the inectia force.

Secondly, the installed forces just before release are a valuable pointer to the impulses that will act
upon the store just after relcase. Indeed, some release trajectory methods (e.g. E.J.Dalley's CLOSER)
rely on the pre-release forces for the major aerodynamic impulse effect. In any case, any unduly large
installed force or moment may be a crucial warning that there will be an important initial impulse after
release,

Thirdly, in our present context, we may choose to interpret the term "installed" to mean 'held in place”.
Many of the methods that can be used to calculate the forces for a store held in place on the ERU can
equally be used to calculate the forces on a store momentarily "in place” on its trajectovy. For
concisencss we will adopt this interpretation, where convenient.

Distinction between drag and streamvise force

Eefore going on to discuss the various methods for predicting installed forces, please excuse a brief
diversion to discuas the fundsmental distinction between drag csused by a store, and the streamwise force
acting on {t. Wasically, Avsg arisec oxly whin #ome turbulence or restdusl heat or downwash or sidewash
is left behind in the wake of the aircraft as a whole. We usually think of the mechanisams for producing
drag as boundary-layer-wakes, ssparated-flow wakes, shockwaves (leaving very fine-grain turbulence, as
hsat) or vortices.

Now when we put a store undsr an aircraft, it will of courss produce & wake of its own, but it may also
cause an cxtra drag-producing wake on (say), the pylon/wing junction. So the drag may arise elsevhere
than from the wake of the stors itself. This {3 evidently the case with supsrsonfic wave drag, for
supersonic {ntsrfsrsnces generally shed their wakes over a wids frontage, and some of thess interferences
may reduce total drag.

Another fundamental point arises from buoyancy forces. Any body pleced in a pressurs gradient experisnces
a force opposite to the nc¢sssure gradient, but buoyancy forces (even {n the streamwise direction) must not
be confused with drag for-es. Indeed, it is quite common to find that when one serodynamic body is placed
close to another, one will sxperience a forwards-acting force while the other experiences a
rearvards~acting force (the pair of these forces together more or less dalancing out). Sometimes (to keep
verodynamicists alive to fundamentals?!) the drag mschanism will be operating mostly on the component which
experiencss ths forward-acting force. In such a case, the drag may usefully be rsgarded as arising

because the forward-acting force {3, in practice, less thag it should be ideally,

The main conclusion to be noted here is that drag {s essentially the result of turbulence-producing
mechanisus, whereas forces can arise from buoyancy effects, as well as from drags. Consequently we should
alvays bewzre of the distinction betwsen streamwise force and drag, especially vhen we measure installed
forces by force transducsrs.
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Predicting Forces and Moments

In. general, there are two major parts to any force-prediction computation. Firstly, there is the task of
computing the flow-field around the aircraft to a sufficient distance below it, where disturbances to a
store trajectory are judged to be minor. Secoundly there is the problem of calculating the forces and
moments that will act on a particular store placed at any atiiiuic and position iun thai {luwiield. ve
will see that there are various ways of combining these two parts of the overall calculation. Euler
methods, now coming into use, essentially combine both parts,

Flow-field calculatinns

1. The Nielsen method(9) has been developed widely to become more convenient and cost-effective, both in
the USA (Northrop, 10) and in the UK(1l), where the RAE team hsve named their developments RAENEAR. This
method includes modelling of the stores, and the atore force estimate, in the overall computation.

The original NEAR method required elaborate modelling of the aircraft/store configuration, which took many
man-weeks of data preparation. The developments have greatly reduced the data input; RAENEAR now taking
about 2 man-days. This has sacrificed some accuracy. Many trajectory calculations have been
satisfactory, but some flow-field calculations have been disappointing, - notably for aircraft with large
air intakes, Results have been mostly satisfactory up to about Mach 0.9.

Until recently, loads for stores in place on the aircraft have been inaccurate, but Isaacs (11) has
recently described a set of improvements to deal with thia, The main modifications were to cover the
following topics: improved modelling of store, wing and pylon thickness effects (notably treament of the
wing root), pylon/store interference, allowance for store/fuselage interferences, and more accurate
methods for calculating the loading on stores in uniform or non-uniform flow. Despite its limitations in
some respects (which are still being improved) RAENEAR iz likely to continue in use because it 1is
economical and quick, and gives useful guidance for design purposes.

2. PANAIR panel codes (12, 13, 14, 15) have been developed and used extensively in the USA. Both
subsonic and supersonic versions are available. To quote (15), '"Panair provides the user with
considerable freedom and flexibility in modelling complex configurations. For regions where linear theory
is valid, it provides good correlation with test data" . Results for supersonic speeds have been in
reasonable agreement with experiment except where real shock waves arise. This is because linear theory
assumes that flow disturbances propagate above Mach lines (i.e. an assumption of sonic propagation
relative to the free stream fiow) whereas in reality real shocks are substantially steeper (propagating at
supersonic speeds relative to the local flow). A modification hze been introduced to deal with this, and
it has bsen concluded that PANAIR will be capable of giving good 3supersonic prediccivis, a= well as good
subsonic predictions.

3) SPARV (the Source Panel and Ring Vortex method - reference i6) has been developed in the UK as a
subcritical panel method for aircraft configuration calculations. It is well adapted to lifting
configurations, and can deal with vortex wake and lift-dependent drag (to first order) and is adaptable to
calculate constraint effects due to ground psoximity or wind-tunnel walls, First order viscous e*fects
also can be included. Being widely available in the UK and user-friendly, it has been used succes.fully
as the flow-field part of installed-load computations., Further developments are in progress.

&) TSP (transonic small perturbation method, based on the RAE TSP code) has been used successfully
at BAe Brough (17).

S) The Hunt-Semple Mk, II panel method, fiom BAe Wartcn (18) is an esrly panel methud which has been
used successfully for store load work, as well as for general aerodynamics.

6) Mutual Interferencs

We have discussed "the aircraft flowfield" as though that fes definite, but in practics an array of stores
may exart & lot of interference upon the aircraft, For exampie, suppose we are considering a large store
on an inboard pylon. If we are going to use the flow angles and pressures along the store position in
order to calculate the forces on the store by some secondary method, it asems unreasonable to exclude any
distortions of the flowfield caused by the store itself. Now one way to calculate "the flowfield" at tho
end of a pylon would be to compute the flow for the fusslags, wing and pylon without the store in
position, Then the singularities computed for fuselage, wing and pylon will all psrtain to having no
store in position., If a store were regarded as in position (a “'ghost store"), the singulsritiss at
fuselage, wing and pylon will sll bs sppropriate to this case. To euabls assessments to be mads of this
stove interference, UK pansl methods have introduced "ghost store" fscilities. All singularitiea can then
be calculated as though ths store is in place. Then the store singularities are set to zero, and the flow
field to be imposed on the store is calculated., This approach is particu!urly relevant to the NUFA method
for calculating stors forces in non-uniform flow. However, the experiusntal evidence to justify this
argument is, st pressnt, "undsrvhelning”,
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Store Force Calculations

Panel methods such as PANAIR and SPARV are time-consuming and costly, so aircraft designers are unwilling
to repeat them hundreds of times over, to deal with the wide variety of stores and store positions, and
particuarly to deal with all the positions and attitudes that stores will pass through on release
traizatorics, Consequently secondary force calculation msthods have been devised, whereby the forces and
moments on stores in various positions will be deducsd from a very limited number of flow-field
computations, The two principal methods are IFM (in USA) and NUFA (in the UK).

1) IFM ( The Influence Function Method) has been developed in the USA, Ths combiaation of PANAIR and IFM
has been dubbed as COST (Cost-sffective Option for Store Trajectories). The basic assumptions =22+ -ing
IFM can be found in many US -eferences (e.g. reference 19). The method assumes that one can divide the
length of the store into a number (N) of elementa, and that then the normal force and pitching moment on
the store in a non-uniform flow-field can be represented as a function of the incidence distribution along
the store by equations of the following form:~

Cn'cno"é YN TR Y (<))
CumCoo =5 Bilim) « - . L o - (4

AL and Bi are the influence coefficients, gljis the incidence at the local element,™gis the isolated-store
angle of zero lift, and Cmo 1s the zero-lift pitching momert cf the isolatsd store. Similar equations
apply for the side force and yawing moment.

In the original formulation of the method, there were three main steps:-
(a) Calibrate the store in a known non-uniform flow field to determin¢ the influence coefficients.

(b) Obtain force and moment data for one particular store in a longitudinal traverse in the flow-field of
the aircraft concsrned, then using the influsnce coefficisuts derive the flow angularity for that
traverse,

(¢c) Using this dsrived flcw data, the loads for other calibrated storss mountsd on that travsrse can be
deduced,

For subsonic speeds, the stores were calibrated by travsrsing thsm longitudinally past an ogivs-cylindsr.
For auperaoﬁic speeds, the calibration was usually a traverse bslow a plate giving a 4 degres oblique

shock wave.
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FIGURE 10 PREDICTIONS OF STORE LOADS BY PAN AIR AND IFM TECHNIQUES

Figurs 10 shows typical results from various stages of application of IFM, taken from reference 15 and 19.
It can be seen that the two predictions where the loads are dsrived from experimsntal travsrsss agrss well
vith the measuvsments, so the IFM techniques can be ussd (in this case) to obtain the influencs
coefficisnts. When PANAIR was used to givs the flow-fisld (csss 4 there were bigger discrepancies. This
vas due to {naccurats rspresentation of ths position and strsny ) of the air intaks shock wave, {n the
calculation, so far as the front part of the stors was concerned. However, correction of the shockwave
would sti{ll leave a discrspancy at the rsar snd of the modsl. US teports suggsst that IFM may be more
accurats for deriving stors loads in a given flow-fiald than PANAIR, for the limitations of PANAIR'S
linear thsoory are avoidsd in the IFM loads calculation. Thus they conclude that COST may be mors
accurate as well as cheaper and quicksr than using PANAIR for both parts of the calculation.
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A recent paper (20) brought this outline up to date. Just as flow angularities can be used to deduce
forces, ao can force traverses be used to deduce flow angularitiea. For results obtained no closer than
one diameter to another store, the deduced flow angularitiea agree with measurements.

The assumption of linear connection between angle and force leads to little error on most of the traverses
encountered in their tests so far, but could lead to errors when angles exceed (say) 25 degrees.
Furthermore, neglect of buoyancy effects may be significant for storea mountea closer than (say) half a
diameter apart,

2) NUFA (Non Uniform Flow Aerodynamicg) was developed at British Aerospace Bristol (21) from ABACUS, - a
well-tried method for predicting missile loads in a uniform frece stream. Since NUFA exploits the
extensive body of knowledge that went into ABACUS, it will be worthwhile to examine first the scope and
restriction of that data.

The missilea covered in ABACUS (22) had a reasonably general form, with up to two sets of wings - either
monoplane or cruciform (but not with sweptforward leading edges), with the bodies regarded as a nose, a
central part of two cylindrical portions joined by a frustrum, and an afterbody which could be either a
flare or a conical boat-tail, The flow parameters covered are quite wide: up to 90 degrees of incidence,
speads up to Mach 5.0 and roll sangle 0 to 360 degrees. ‘The aerodynamics effects taken into account
include vortices shed from the forebody at high incidence, vortex interferences from body and wing
vortices, non-linear 1ift (by the DATCOM method), and some wake interference reducing the 1lift of the
downstream "wings" (or tail, as we may think of it). Body-induced upwash effects are included.

Knowing the crossflow force on every part of the missile as a (non-linear) function of the incidence, a
relatively evident generalisation to respond to a non-uniform distribution of incidence leads to NUFA
(though the extension to supersonic conditions is not yet complete). Por body forces, additional
crossflow buoyancy forces are added.

The overall loading on a body is obtained by summing the individual contributiona of a number of small
axial segments, 40 segments are generally adequate, but a maximum of 100 can be specified. The crossflow
loading is calculated using H.J.Allen's concept of adding the viscous crossflow separation force to the
potential flow crossflow lift, The segment forces in the Z and Y directions are expressed by :-

Cuxi =A (%) +Bi(B) - - - - -(®
Cuvi =AY +B (Y)Y - - - - -0

Where A is the linear coefficient and is usually obtained by slender-body theory, and B is t»e non-linear
coefficient (crossflow drag). The buoyancy loadings are evaluated by equations of the form :-

Cuzni=C(E(E): - - - - -

The NUFA calculations can be applied to flow field data from experiment or from flow field computations -
such as SPARV, the NUFA program uses 204 K of memory, and a trajectory of 1.0 second takes typically 3.5
seconds on an IBM 3083.

Figure 1] shows an exumple of trajectory that would present a stiff test to most prediction methods. The
SPARV/NUFA combination predicts the change of pitch motion at 0.3 seconds adequately, whereas SPARV for
both parts of the computation fails, because its force/incidence relationship for the stoie is linear.
Thus the non-linear incidence/force relatfonships of NUFA can bLe very importsnt for practical
trajectories.
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Comparison of UK Methods

Figure 12 presents a comparison (by P.Kearney) of predictions by various UK methods, and measured data for
loads on a store mounted on a shoulder station below a fuselage. It includes the Mk. II panel method (for
flowfield) with NUFA, using slternatively the flowfield for the clean alrcraft, and for the aircraft plus
ghost store. Unfortunately for the argument for ghost-store flow fields, the predictions seenm
over-corrected (if that is the right term) by the ghost rtore stratagem. However, the accuracy of the
experiments was judged as no better than®.p§ in Cn and+.0in C,.Bowever, SPARV again seems quite good.

Euler Methods

Euler computations are already coming into play for store/airframe interactions ~ including trajectories
(23.24,25), It seems likely that they will come into use increasingly in the next 5 to 15 years, but
probably they will stay in the hands of CFD specialists for the earlier part of that time. It is worth
noting that elthough they can deal with compressible flows and shockwaves, they will n.t cope with major
viscous effects, such as boundary leyer separations. For these, the next step to Navier-Stokes codes will
be needed.

3) AGILITY, AS AFFECTED BY STORES

The effects of stores on aircraft “agility” (in a broad sense) obviously vary greatly with the role of the
aircraft (which determines the stores carried) and also with the particular wmissions flown. In order to
assesa the penalties ceused by excessive store drags, and conversely by the benefits to be won by
designing lower-drag store installations, it is necessary to calculate performance capabilities for a
renge of eircraft and sorties, with two stenderds of store drag.

An excellent survey of this kind was made by Dr J Barche (26). For present purposes, much of the detail
cen be omitted, for we are concerned wirh understanding the basic effects on fighter design. Similarly,
typical results will be shown only for one aircraft role: the Close Air Support (CAS) role. This section
of the lecture will be based firmly on ref.(26). However, it is worth noting that these hypothetical
calculations are elready 10 yeers old: it is already possible to envisage much bigger drag reductions than
were assumed then.

Close Air Support example.

The main task for CAS aircreft is air support for grourd forces end the examples of CAS types cited by
Barche were: SU-7/17 FPitter, Jaguar, Alpha-jet, G-91, A~10, Harrier &nd Viggen. He considered that store
penalties were similar for the Air Interdiction end Counter Air roles, which edded the following aircreft
exanples: Mig-23 Flogger, Tornedo,F-4, Bucceneer, Flll.

The instelled dreg of typicel stores (1970s vintage) sre shown in figures 13 and 14. the example
celculeted wes for e CAS eircraft of 20 000 1lb MTOW end e cruise T/W of 0.4 to 0.5, A typical store load
wes taken es :-

e 300g fuel tenk, under the fuselage

e 3 x 530 1b bombs on eech ainor wing stetion

e eir/ground missile on each outer wing station

The drag increments, ebove the dreg of the cleen eircreft, in the serious steges of the mission ere shown
in fig 15. this shows that the reletive dreg increese:

] exceeds 100X during ecceleretion and cliab
e is roughly 100X in the cruise end loiter phese st high Mach numbers

e ebout 1502 during high-speed descent, cruise and atteck with the ntrel fuel tank alreedy
dropped

e still around 50% with ell droppable stores dropped, but with pylone ana triple carriers still
etteched

Performance charecteristics

The influence of stores dreg end mass together on perforsance is manifest on the Specific Excess Power,
susteined load factor, end specific renge. Maximum speed versus eltitude, longitudinal ecceleretion,
climb rete and turn rate are directly connected with these parameters.

Specific Excess Powsr is shown in figure 16, both for the cleen eircreft eud the fully loeded eircreft.
The difference betwien the full lines end the dotted lines indizetes the loss of envelope dus to stores.
The flight envelope (Ps=0) {s dresticelly reduced, both in msxiwum eltitude end maximum speed. the
envelope cofresponding to 50X of the maxisum cleen-aircre{t Ps almost venishes with full stores. The
loeded manoeuvrability is very poor, so if ettecked, ell storer have to bde dropped end the missicn
eborted.

Load fectors ere shown in fig 17. The losses of capscity ere just es dremetic es for SEP.

Specific Range is shown in fig 18. At higher eltitudes the renge losses ere elmost 50X (pertly Zue to
store weight, es well es dreg). At see level, the renge losses ere in the 30X - 40X repge (mostly due to

dreg).
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Sensitivity to Improvements

Barche's paper: (26) gives interesting sensitivity anal ses for all of the combat types considered (Afir
Defence, CAS, Air Interdiction,
sensitivity results by mesns of the equation:-

The varioug terms i
where C.-‘g%.j (A

the various performance parameters,

Counter Air,

and Tactical Air Reconnaissance ).

He expressed his

rorus Blon Al AL Ao SR (i)

his equation are given in his table below,

. To understand this it is instructive to write out and simplify the equations for

PERF
PARAMETER F o tw & " '
"&"!ﬂl number 0 201-2Co) 2(Cg 1) 1 2(Cq-1) Co
specific range Ar/r $Cp-3 -2{Cq-1 0 -2(Co-1 -Co
SEP an/p 4€C-2C1-1 | 1-2¢y(Cq-1) -(1eCy) -2€4(Cq-1) -CoCy

load facter 0 01-2Cg/Cg-1) 1 0,SACo-1) 1 Q5Cq/(Cq-1)

turn rate Awlw i 0 0 sl 0
le: . ific r
Tabie shows: Atlre (6Co-30AM/M-2(Co-1) AW/W o0 AT/T-2(Cg-NAng/ngs -Cya Cpg/Cpp

it 4MsATsang 20, then: Arir- 2(Co-1) AW/W= -Co & Cog/ Cop

Conforasl Carr’sge

Barche's whole message (ten years ago) was that it was very important to reduce the drap penalties of
stores, but his expectations for possible store-drag reductions have already bdeen surpassed in many
respecis., His exsmination of the benefits of conformal carrisge were closer to a foretaste of the
improvements we should aim to incorporate into new designs, though even these benefits are not the best
that can be done. With this preamble, we will look at the benefits of coaformal carriage relative to
conventional multiple ejector-rack carriage on F-4 aircraft (pioneered by J H Nichols, reference 7).

Figure 19 shows in the bar-chart form the specific range of an F-4 aircraft with empty TER/MER/TER racks,
and with the racks loaded with "low drag” Mk 82 bombs. The eapty racks alone reduced the range 11X in
cruise and 18X at low altitude. Adding the bombs, the range degradation relative to clean aircraft came
to 20X in cruise and 31X at low altitude,

Alternatively the F-4 when fitted with an unloaded conformal adaptor actually had 4X more range in low
level flight, When louded with 12 bombs, the range penslty was only 71 (instead of 20 T) for cruise and
8X (instead of 31X) for low altitude flight.

The effects on the flight envelope are quite radical, as shown in fig 20. Note that with conventional
carriage, the F-4 had no supersonic capability, but with the conformal loading, the majority of the
clean-aircraft supersonic flight envelope was available. Doubtlesa, i{f this had been designed into the
aircraft in the first place, instead of as a retrofit, the benefits would have been better still.
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4) STABILITY AND FLUTTER

Stability

Systematic relstionships between store arrays and stability are few, but the conclusions of a survey by
Coursimault (27) can be summarised.

Latersl Stability

Pylon-mounted external under the fuselage can decrease the directional stability and also lead to
excessive sideslips in abrupt rolls ~ see fig 2l1. Conformal carriage of stores under P-4 led to greater
directional stability stores than an F-4 with conventional multiple-rack loading. Wing-pylon stores also
can have a detrimental effect on lateral stability, but this can be kept within bounds.

Not enough generalised work has been done to permit firm rules, but it can be speculeted that part of the
lateral effects are due to "“forward fin" aerodynamics, but for fuselage - mounted stores there is also
always a likelihood of any thick boundary - layer wake affecting the behaviour of the tail fin of the
aircraft. This produces both a reduction of fin effectiveness, and a tendency towards limited snakingz, as
the fin oscillates back and forth through the thickness of the wake.

From such arguments one could postulste two rules:

1) Minimise the forward - fin behaviour of the stores, and
3) Minimise the drag of the store installations.

longitudinal Stability

Generally, aircraft csrrying external wing stores experience reduced pitching stability, as illustrated by
fig 22. Talssere (28) concluded from tailplane~off/tailplsne-on tests that most of the stability loss
arose from extra downwash acting on the tailplane,

Stores alone “not fixed to a pylownl) cause change in the aircraft neutral point, but no tailplane downwash
contribution. Pylons experience increasing outwards l1ift as the wing incidence increases, and this leaves
a trailing vortex wake which gives increasing downwash inboard of the pylon. The tailplane reacts to this
with increasing download. Presumably 1ircraft without a conventional inboard tailplane would not
experience this stability degradation. When stores are added to the end of the pylous, the outwards
11feing force on the pylon/store cumbination is increased. This increases the strength of the trailing
vortices, and would normally increase the unstable contribution on the tailplane.

These contributions depend, of course, on the relative heights of stores and tailplsne, and so vary with
aircraft 1incidence. They also vary with the amount of 1ift acting outwards on the pylon/store
combination, sc if the pylon is angled and cambered to have low lift, the tailplane-reacted instability is
reduced. It has also been found that it is beneficial to reduce the sideways facing area of the pylon,
particularly under the wing leading edge, where the outwards fiow is greatest. Tails on the stores may
reduce the instability contribution, but this is mostly due to reduced downwash effects on the aircraft
tailplane.
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Flutter, and other unsteady interactions

It does not seem appropriate in this course to go deeply into methods of ;computation for aeroelastic
problems, so we will only discuss the main effects caused by the addition of stores. This discussion is
based largely on reference 29. Alsc there were five relevant papers in the Athens aymposium (papers
15,18,23,24 and 25 of reference 2)

The main effects on flutter from addition of wing-mounted stores are due to the inertia effects, rather
than unsteady forces on the stores. The extra mass and inertia, together with extra degrees of freedom
(such as pylon yaw elasticity, for example) introduce more vibration modes, and cause the frequencies of
all modes to be lower This creates many more opportunities for (say) s bending mode frequency to nearly
coincide with a torsional mode, and thus permit flutter. Each new degree of freedom introduces more
opportunities for mode frequency coincidence, such as fore-aft wing motion on pivoted wings, or rigid-body
pitching on forward-swept wing configuration or pylon/wing flexibilities. Wingtip carriage, in
particular, may lead to need for substantial ballasting to changa a mode shape or frequency,

The great number of store types, in combination with with a variety of store-cariiage station, leads tc
an enormous number of possible combinations to check out. Since each computation itselr is quite
elaberate, the aeroelastics specialists are always seeking ways to reduce the number of cases to be
computed, It has been shown (ref. 30) that clean-wing modes alone are nct enough to give good flutter
predictions: a combination of wing-flap modes, wing/discrete load modes and wing/pylon modes gives far
better representation,

In some cases, the flutter speed is sensitive to store C.G, to> pylon yaw stiffness, or pylon frequency.
It 1s not always simply a matter of increasing the stiffnesses, for the rtuning required aims to prevent
coincidence of (say) torsion and bending mode frequencies. For example, a low flutter speed may occur
when the frequency for a bending mode (wing or pylon bending) is in the vicinity of a wing mode having
considerable torsional motion induced by inertia loads on the store. Other modes, such as pylon yaw, may
b~ involved.

Unsteady aerodynamic pressures, which comprises in-phase and out-of-phase components of the pressures, are
obtained by specialised codes such as NLR or NASTRAN doublet-lattice codes. Although both aubsonic and
supersonic codes can be obtained, relatively l‘ttle work has been published on transonic codes. For
unsteady pressures, any effects likely to sri.e from separatod boundary layers (during buffet, for
exampls) are unexplored,

Since the main basis for prediction, prevention and control of flutter is generally regarded as a
corroborated mathematical - analycical model, and some elements of the aerodynamic modelling are not yet
demonstrated to be adequste, there is usually a call for aeroelastic model testing to bazk up the
computations. Dynamic similitude is aecessary to scale the modelling.

Buffet effects

Not all oscillating loads are due to aeroelastic phenumena, for an important clase of loading actions
arises from fluctuating boundary layer separations, which may occur over laige or small areas of surface.
Sometimes a local buffeting action may impose structurally significant loads on an aircra’: component: for
example perhaps 70% of the static strength at 50 times per second. It does not trke long to build up
fatigue damage on (for example) an aileron operating rod or hinge, if such strong local buffeting occurs.
This could occur perhaps, if a fuel tank or store group leads to a shock induced separation under the
aileron or flap. At present, such loadings cannot be predicted reliably: it is better to conduct wind
tunnel tests using oil-fluw flow visualization, and neasure local pressure fluctations in any structurally
significant areas. Sometimes, suclh effects are missed during the design stage, snd eventually the
measurements are found necessary ::'mg flight development (a more expensive stage).




STORE RELEASE

In general, there are two categories of store release to contend with: firstly releases of stores which
merely have to leave the aircraft without damaging it, and secondly releases of weapons, which then have
to knock out a target. In both cases, it is essential to ensure no damage to the aircraft. In the second
case there is the additional requirement that tha atore should not suffer undue disturbance on release.
The big differance is the size of release disturbanca which can be tolerated.

Now tha total disturbance to a store on release includas all the aerodynamic disturtances acting upon it
during its trajectory (eapecially the part nearest tha aircraft). We have already considered the problems
of Btalculating these diaturbances in the section headed "DRAG AND OTHER INSTALLED FORCES". The forces
imposed by the ejector release unit also have to be taken into account carefully, On British ERU's there
are two ejector rams to each store, and it is possible to alter the ratio of the two forces, so that the
cechanical impulse applied may be nose-down, through level to nose-up. Typically, an end-of-stroke
velccoity e intendad to be about 3 m/s. A cordite cartridge produces high-pressure gas which flows
turough an orifice ("throttle") to each ejector ram, and different sizes of throttle can be fitted.
Unfortunately, the total impulse generated is unot generally within close tolerances, and worse, sometimes
a coarse particle of debris from the cartridge may block or partially block one of the throttlss. Then
the impulse applied to the store is greatly different from what was "expected”. Any reasonably probable
malfunction of this sort has to be allowed for.

The energy applied to the store is not dictated by the ERU alon: An ejector ram is usually a device
producing a certain amount of work output, If the aerodynamic force on the store vhen installed is (for
example) such as to hold the store up, then some of the work done by the ram is expended on moving the
store against the aerodynamic forcas, so the end-of-stroke velocity of the store is reduced. Other
imporrant factors are the effective mass and stiffness of the wing, pylon and remaining stores at the
stat!-~ concerned. If these are low, the ram may be expending more work on pushing the wing up, than on
pushing the store down. Cases have been cited (31) where the net impulse on the 4th store from a 4-store
rack was only about one-tenth as much as the impulse on the first to go.

It follows that for wing-mounted stores, quite elaborate calculations may be needed to work out the
required ERU throttle settings. Expsrimental ERU firings are needed to verify the main assumptions of
such releases, wherein a simulated (or real) wing/pylon/ERU/ set up is fired above a pit in which the
store is caught. These are known as "pit drops”.

If stores are mounted under a fuselage, many of the above mass and stiffness problems lsrgely vanish,.

If a store is particularlyunstable, it may be regarded s necessary to mount the store on a trapeze arm
which swings down through a substantial angle before '~ hinge disengages. In other cases, special forums
of launcher may form s msjor part of a project study.

Experimental Prediction Methods

Since the number of poasible combinations of stores, stations, adjscent stores and release conditions is
enormous, any store release development and proving programme that depended solely on flight trials would
be extremely expensive. Because of this, a groat deal of effort hss gone into developing reliable
calculations (see DRAG AND OTHER INSTALLED FORCES) and wind-tunnel based experimental methods which reduce
the flight test programme. Applying this philosophy, the wind-tunnel programme for the A-7D store release
certificstion saved over §$16,000,060 at 1970 prices (ref 32).

It would be out of place to review experimentrl store release techniques in any depth here. For an
excellent review, see Mathews (31). All we do is to outline the nature of the wind-tunnel techniques now
in use, to bring out their strengths and weaknesses. Basically there sre tio clssses of tunnel-based
techniques: (1) free drop snd (2) captive trajectory.

free-drop Techniques

Naturally, the earliest experimental techniques involved dropping model stores in wind tunn is. As usual,
we heve to chonse which similarity ruies are to be respected for the models. For trajectory tracing there
sre three ways of choosing similitude: Froude scaling (which simulates all dimensions properly, provided
that Mach number does not matter significantly), and the so-called "light model™ and "heavy model”
techniques which both specify equal Mach numbers for model and flight.

For any free-drop technique, it is well-known that the ratioer of aerodynamic to gravitstional forces must
be the ssme both for the model tests and flight,

('a'sgg)., _(zP M*c, SA _% pM‘CF 5:\ 1
& o Vs q J o Vi q /: - )
F

where®is store density, p is ambient pressure, M is test Mach number, Vg is dm volume,
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Froude Scaling

1 For this forh of scaling, the gravity accelerations for model and flight are accepted as equal, as are the
force coefficient$. Putting the model scale as ,» 80 that sres S scales with “l‘ and the volume B scales
w‘ith‘ﬁ‘, equation 19 reduces to:- 2

(BE), n=(EE), - - - - o)

writing U = aM where a is the speed of scund, andaecf'z"'we et~

| TN

The speed scale then becomes ﬁkand the scale for densities becomes
% . (P, (22)

—

— — - - -y

(3
This form of scaling is ideal for tasts where 5\0 Mach number of the free-stream flow is of little
] consequence, and in particular it is used for simulastions of snow and ice build-up, sand ingestion and
low-speed trajectory work. However, for transonic and supersonic tests it is often essential to test the
model at flight Mach number. Then with Mach number set, some part of the model simulation may be wrong.
There is scope to choose which part of the simulation msy be disregarded.

; Heavy Model Scaling

For heavy model scaling, the miin choices are MN- MF , and du= 3’

5 O
Saunba . ... - . _v

(for test nominal Mach number)

Because all accelerations are related to the gravitational acceleration, which leads to a low vertical
velocity at the lowest adge of the aircraft model flowfield, it follows that all model store velocities
relative to the local airflow are ton low. Therefore true relative Mach numbers are not properly
simulated, despite the intention. It is therefore erroneous, no matter how important the establishments
+ which use it,

Another difficulty arises for small models, for che very high density required for the model stores nmay
not be practical.

Light Model Scaling

The aim of light-model scaling 1is to get all relative velocities scaled correctly. Firstly the
free-stream Mach number for the model is set to the flight Mach number. In order to achieve the proper
relative velocities between the local airflow and the model store, the mode) store has to reach full-scale
{ values of perturbatiun velocity. Thus the aerodynamicallyr caused accelerations have to be scaled to n
? times the flight accelerations.

l1deally, the gravitational acceleration acting on the store must be scaled by the same factor as the
aerodynamic accelerations; that is by . Then all relstive Mach numbers would be correct. Then we con
set My = Mg in equation (19), and the geometrical scaling gives:

(%),,"'(3:), R 2

so equation (19) reduces to

/.E.)“n .(&%)F L .. 29

Yow in accordance with the argument above, we take g“-hgéhcn:-

(%)n’(%’r- - - - . (29

In practice , it {s not easy to simulete a multiplied gravity acceleration on the store. A strong
magnetic field could be considerad, but has not been enginecred. The nearest practical approach is to
accelcrate the aircraft model upwards at sn acceleration of (n-1) times gravity, as in the Accelerated
Model Xig (AMR) technique (33,34). This will be outlined briefly. Otherwise, the dsficiency in the
gravitational acceleration is accepted with or without some corrections.

Deficiencies of light wodel jettisons

The errors due to providing a gravitational acceleration on the model store of 1.0 g instead of n.g are

obviously greater if the model scale is smaller. In France, the solution has been often to test a
# large-scale model at Modane, and hope that the errors are not imgortant. If we take a simple minded view,
for the moment, we can argue that the model store drops too little distance under gravity in siaple
light-model testa. If we are concerned merely with the store falling swvay without hitting the aircraft,
it could be argued: "if the store clears the aircraft i{n a light-model test, it would clear by a gresier
margin with properly cimulated gravity”. Such an argument lay behind much early store clearance testing.

—— et e Y. B
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A aimple minded trajectory “correction" can be calculated by calculating an additional drop for the store,

according to this equation: : 2
sh=F(m-nt" - _ . - - (29

where t 1s the elapsed time since releaae. Thia "correcta” the trajectory further downwards, but because
the model store has remained too:close to the aircraft for too lonmg, it will have been subject to
inappropriate aerodynamic disturbances for too long.

Accelerated Model Rig (AMR) Techniques

The aim of the modelling is to achieve a model trajectory which is the same shape as the flight
trajectory, and of model scale., Light model scaling arranges that the aerodynamic accelerations are
properly scaled. The motion of the store through the aircraft flowfield in the direction of gravity needs
more thouweht. The basic aim is to arrange that the model store passes through the model flowfield at the
scaled rates., Since the movemeui of the stare relative to the ground remains at 1.0 g, we have to move
the aircraft and its flowfield (relative to the ground) in order to make the patn or tne srore relative to
the aivcraft correct. Suppose the model is  full scale. With the AMR techniques (33,34) the aerodynamic
accelerations have to be 1/30times those of 1light., The proper relstive acceleration in the gravity
direction is msde up of 1.0g on the store and 29g on the aircraft and its flowfileld. This corrects for
all first order effects, but leaves a small angular rate discrepancy, which is corrected for by imparting
the approprict. increment of pitching rate to the model store at release. Then the entire dynamic scsling
is very close.

The technique has been validated at BAe (Brough) on Buccaneer, Harrier, Hawk and Tornado, including a
particuarly sensitive test case where an awkwardly shaped empty dispenser struck the flight aircraft,

An important advantage of this technigue is that very awkward-shaped stores can be dealt with, and
severely tumbling trajectories, without any need for separate tests or calculations to find the
aerodynamics of the store at all speeds and altitudes. There are no support interferences on the stores,
and multiple‘ veleases could be tested. Overwing relecases also can be simulated. A disadvantage is the
need to make the special moulds for the carefully ballasted stores. The techniques required have been
perfected at BAe Brouvgh, but for any new facility to acquire them would be a significant task.

Two-Sting rigs

Two-sting rigs were pioneered in the USA (35) but they have been emulated in the UK (36), France and
Canads, at lesst. The model store is supported from 2 controllable sting, so that it can be positioned
anywhere around likely trajectories, and measure the aerodynamic forces at each position. In principle,
once the forces sre known at one point 13 a trajectory, the next point in the trajectory can be
calculated. So one wazy of using the rig is to read the forces into a computer and compute the next point
of the trajectory on-line. It should be noted that the model store is effectively stationary in the
flowfield at esch point of its trajectory, so the forces measured are not the same as would be experienced
by a store with the properly scaled crossflow and rotational velocities. The usual way of allowing for
these effects is to incorporate estimated corrections for the calculated motions. This mode of operation
is known as the Captive Trajectory System (CTS).

Another way of using the rig is to measure forces at a number of points on a three-dimensional grid which
encloses the likely trajecto-ies, and then to calculate the various points on a trajectory by
{nterpolation for the forces, plus the motion corrections. This way of operating. is the grid Survey mode.

Yet another way 1is to do a grid survey of local flow directions and total pressures, so that the
trajectories could be calculated using a secondsry force calculation procedure (e.g IFM or NUFA).

Recent experieuce (e.g 36) suggests that two-sting rigs are being used increasingly in the grid-survey
mode, with fewer on-line csptive trajec*ories. This is because the latter require substantially m-re time
in the wind-tunnel, and therefore more 'ost. These rigs are proving their usefulness every day. They are
especially useful for missile launches, and for understanding interference aerodynamics close to the
aircraft.

6) ALRFRAME/STORE INTEGRATLON

At every stage of fighter design, the same conclusions arise. It is wort) a grest deal to reduce store
drag and the serodynamic release disturbances. Although much can be done to improve on existing
alrcraft/store configurations, a greet deal morz could be done by designing nsv aircraft and new stores
from the start so that the combination will be exceptionally efficient, We have already seen that
conformal (or tangential) carrisge of stores has a number of major advantages, and more recent thoughts
naturally turn to semi-submerged carriage, or to store carriers designed to fit like blisters smoothly to
the surrface. Such arrangements sre classed as "integrated”.

The best~known example of the latter type of integration is the F-1$ “Fastpack” (37), which incorporates
smoothly blended quick-relesss units which accomodate varlous {nterchangeable role packs, such as fuel,
ERU's xith etores and so on., PiguTss 24,75 and 26 show an early version of the F-15 Fastback systea,
while fig 27 shewes the large drag saviang possible.

Work {s contiruing on varicus schemes of this sort, and on other schemes of semi-submergence and blister
packs. It 1s not so easy to apply such schemes under wings, becaise of the mmall chordwise lengths
available. However, the advantages are potentially so valuable that very substantial work is merited.
These advantages include role-change and turn-round time, and stealth: matters wvhich must not be
under-rated.
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CONCLUSIONS
It is hoped that thesa lacturas hava shown that tha intaractions betwean stores and fighter design are so
important that a great deal of dasign work is worthwhile fo seak tha most cost-affactive solutions.
Alwaya remember that the aim of the airforce is to be affactive in wartime: the cost tands to be the
peacatima rasdiness cost. If you keap the overall aims in mind, you will ragard effactiva stora/airframe 4
integration as a most important matter. i
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SUMMARY
Constraint functions and their diffcrcnilalivus are given an this paper ior tne

most interesting physical disciplines of structural optimization and well-known optimi-
zation techniques are mentioned. Because of the growing significances of iterative
methods a largs space has been conceded to the iterative solution of linear equation
systems and its use in various algorithms. It is shown that big computer time saving
effects would be achieved if the special characteristics of the physical formulation
could be exploited mathematically.

INTRODUCTION

The design of a recent highly manoeuvrable fighter aircraft is at the vresent time
strongly influenced by advanced technologies whose applications are more and more growing
in the future. This fact has been recognized not only in the statics domain where compo-
site materials have gained already highsignificancy but also in the aerocelastics and
flight mechanics where control surface effectivenesses, CCV configurations and active
control capabilities play an important role. Already in the preliminary design phase
the design engineer has to regard all these recernt requirements doing his complex in-
vestigations. Hence integrating effects are obrained during an optimizatiorn process. The
main task of optimization is to minimize the objective function - in general the weight
of the structure - whilst taking into account all the requirements derived from techno-
logies mentioned above. Several disciplines are treated in this paper

e Formulation of the general optimization problem

e Description of an iterative solution of linear
eguation systems

® Derivation of constraints and sensitivity
analyses

e Mathematical programming techniques

An important point oi view in structural optim.z.ition is the performance of recent
vector computers, available at the present time. Vector computers enable us to investi-
gate large structures not only in the statics domair but also in the aeroelastics and
structural dynamice region. Provided that the mathematical routines needed for analyses
and optimization ave embedded in the general data flow during design phase of an air-
craft shorter time of development, increasing quality of the product and trend informa-
tior “or furiher development can be expected.

THE OPTIMIZATION PROBLEM IN AIRCRAFT DESIGN

Structural optimization of an aircraft is mainly influenced by the techniques which
are used in the statics, dynamics, aeroelastics and aerodynamics doma.n. The specialist
who is engaged in the interdisciplinary optimization process is highly dependent on these
techniques. He is supposed to involve all these contributions in a joint analyses system
which takes a lot of organization because of the different formulations, mesh grid for
example. In addition, the mathematical process for optimization is a further important
compcnent. The mathematical formulation of the optimization task is at the beginning,
given in a rsther conpact form

mininize f(x) {objective tunction)
subject to gj(x) *0 j€J {constraint functions) (1)
x€R® {design space)
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The changeable structure which ‘is taken ae ‘a base for optimization will be descri-
bed by the design variable vector x. All other parameters of the structure remain un-
changed during the optimization process. As cbjective function not only the weight of
the structure is used but also deformations, root moments or aerodynamical efficiencies
are usually taken as objective function. Using the weight we have a linear function of
the sizing variable x. Two classifications can be mgde_for the optimization process.

Classification by the type of chosen desiqn space

) sizing variables : ‘&ctﬁal design of members
® geometrical variables shape design of structure challenge
e topological variables arrangements of members for the future

Classification by the kind of considered constraints

® aiatice stress, displacement, buckling
”o dynamics : {raaquency: acceleration
e aeroelastics, aerodynamics efficiency, flutter Jdivergence speed

Constraint functions are highly non-linear functions of the design variable, except
for side constraints which have 2 simple form. In most of the optimization procedures
the constraints will be considered simultaneously during the optimization process, but
some systems use an interactive proceeding. The mathematical assumptions for optimiza-
tion are of that kind that the constraints and the objective function should show a
konvex progress, see Fig, 1 where a general proce2ding is shown. However, by means of
a simple two bar structure it can be shown that this supposition is violated, see Fig. 2.

¢ e 1 |
1] M| Do Domoin of Feositie Desigre
Domain of feasitle 3 -0
Design s
Ml.ﬂmm / F
] " =1
a.9, - Constroints ' / {\:;
Ll .t ' Design Yoriobles !
\\
% ; 0 A, !
& FI6. 2 DEFLECTION CONSTRAINTS ON
FIG. 1 GENERAL PROGRESS OF CONSTRAINTS A SIMPLE TWO BAR STRUCTURE

Furthermore the constraints should be manifold differentiable functions. That means,

all of the implemented formulae of the analyses have to be known in the sensitivity
analyses procedures. So-called black box solutions can not be used efficiently in the
sensitivity calcs. In both statics and dynamics domain the physical behaviour of the
problems can be formulated by linear equation systems or linear differential equatio:
systems. In the steady aerodynamics domain a lincar formulation is used in general. By
means of an aerodynamical influence coefficient matrix C an aerodynamical distributior

is given in equation (2) due to an angle of attack distribution &

AC, = ((g) - & (U) (2)

where C is a real unsymmetrical matrix. This matrix depends mainly on the geometry of
the lerodynamic system, whereas X is a function of the elastic deformations too. Formula-
tion (2) has been commonly used 2nd successful runs have been made for simple structures
with corresponding procedures. On ... contrary, however, recent aerodynamic codes show a
non-linear behaviour which cannot be used immediately in the optimization process, be-
cause of the fine mesh grid, see Fig. 3 taking also into account interferencies of dif-
ferent surfaces and so on. Mesh grid in aerodynamics as well as that of the statics should
have a reasonable frame for optimization by means of a crude yrid.

B




FIG. 3  RECENT AERODYNAMICS MESH GRID

A reasonable formulation of the aerodynamics for use in structural optimization could
be as foiiuws

dc, = d¢.(q.u) + Cgu)-duldu) (3)

For a given deformation distribution u of the structure and on the base of its aero-
dynamic geometry the ACp/9.4)-distribution could be calculated using recent aerodynamic
codes. The matrix C*{(g, u) should represent a constant aerodynamic influence coefficient
matrix valid only in the environment of the deformed structure, that is, only small va-
lues A0(4u) would be allowed. By reasons of the insufficiencies in our tools, especially
that mentioned above, analysis should be done as good as possible. Formulation (3) haa
never been considered for optimization in the past.

During an optimization process there are sowe restrictions in view of manufuactoring
aircraft structures. Minimum gauges have to be regarded. If composite miterials are used
not every fibre angle of the layers of the elements can be realized since allowable stres-
ses for unorthodox combinations are not available. Skin thickness distributions could be
prescribed which demands a special proceeding in the optimization process (variable
linking).

Beczuse of the fact that optimization proceeds in a more approximatively manner an
increasing use of iterative methods could be recognized. Before describing the analyses
and sensitivity analyses procedures a detailed description of a mathematical routine will
be given which is used in some significant programs.

ITERATIVE SOLUTION OF LINEAR EQUATION SYSTEMS

Two main reasons for the use of iterative solutions are obvious. Un the one hand a
certain number of aeroelastical problems lead to an iterative solution of a linear equa-
ticn system because of the complex coherencies. Direct solutions would be unefficient cx
even impossible in many cases. On the other hand there are conditicns performing structu-
ral optimization for which the iterative process conv. rges very gquickly. The more progress
we have in optimization the smaller changes on the stru. tures occur and the faster con-
verges the problem. By reasons of the significancy of it. rative methods the description of
the method in mind will be presented in a r::her detailed mnanner. Equation (4) gives the
general form of the task

Ku=Cu+b, KCeR™ jubeR” “

In most cas2s K represen:s a stiffness matrix which can be decomposed y CHOLESKY as follows
by

K=LL" ; L= : 0 (5); (6)

be b
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L is a lower triangular matrix, C is in general unsymmetrical, in formulations with-

out aerodynamics matrix C becomes symmetrically. For the solution of equation (4) it is
necessary that the difference K-C is a non-singular matrix. The iteration process is

running by the following equation (7) 5

Ku" = Cu™+b ™

CHOLESKY factorization (5) can be used as long as no changes of the structure occur. This
fact is very important for the efficiency of the method since one iteration step re- ‘
quires only one multiplication € °u, one forward (FW) and one backwzrd (BW)substi:ution.
In addition, if the stiffness matrix K is even banded a higher decrease of computer time
is achieved. The iteration (7) could be started with the vector ulo) = 0, unless a better l
approximation is known. An usefull convergency ~riterion is as follows ]

Tu™"-u™l ¢ € (8) '

where € represents an appropriated value to the solution u. The iteration process (7)
has been tested at MBB for a wide range of examples ¢nd provided that the process has
shown a converging behaviour good results were obtained. During a cnoperation between
MBB and the University of Munich, Prof. W.R.RICHERT gaves his opinion to the iteration
and has made some proofs to it /1, 2/. A converging condition is given below. Conver-
gency 18 provided for that case for which condition (9) is fulfilled.

O(ﬁ <] ;j a:=max x; ,-/3-'=max/3,- ji=1,..,n (9)

For the calculation of 0§ and i the equations below have to be performed by means
of the elements of the matrices L and C. |

N
/l.,lgl“'ll i 0= il [Ty /0, J%/CU/] /\ ;. (10); (1)

Bk s Bl Snap 1A,

Kaied Ry

Using the calculated values o and [5 an estimation of the error can be made at any
iteration step v .

Iu(vm_ul < é la/vu) UMI -

() 7“ CX/S 00

Convergency tonditions as well as error e¢stimations mentionad above ars of that kind
that the real relations mostly are of better behaviour as it is shown by these pessimistic
criteria. A better estimation can r~ made by using the characteri-ation of the dominant
eigenvalua which is ass.ciated to the linear equation system. Considering u as the exact
solution approximaticas at the iteration steps v and v+t could be defined

u™:=u-Au” ; u™?=u-4dut” (15); (16)

Equations (15) and (16) used in (7) leads to

-1
KAu™ "= CAu™ o« Au™"=K CAu™ —
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Equation (17) shows the well-known v. MISES iteration for eigenvalue problems. This
iteratior results after a certain number of steps in an approximation of the dominant
eigenvalue Ag.

. ALY :
z/-\u,...,,'. m y—__:w)\./ J /Ad/<7 (18); (19)

()
The values /Adu; /, /Au,-(w”/,...... decrease by a geometrical progression and vanish

for V0o, provided that a dominant value / Ad/< 1 was achieved. Convergency condition
(19) has been published in many reports. Nevertheless, in the following it is shown that
linear equation systems can also be solved if Ag < -1.

Convergency Improvements by an Eigenvalue Transformation

The eigenvalue problem associated to the iteration process (7) can be written as follows
(C-XK)y=0

We have found that better convergency could be obtained by the use of a relaxation
procedure which is given, equation (21) and (22)

KZ(V+1)= (u{‘”*'b,' 'U(WH) - ,OUN)* qzlvn) (21): (22)

It was found that the values p = 1-@ and q =@ lead to an eigenvalue transformation as
follows

A =A,0-w+T (23)

This transformation is applied to equation (7) and the new iteration is achieved.

Ku”"=owCu™ +1-w)Ku”+wb (24)

It is obvious that for the value w=1 the original iteration process {7) is obtained. In
case of convergency, that is uf¥+1) « y(¥)= u equation (24) changes to

Ku=wlu+(t WKUu+wb o 0= w(Cu+b-Ku)=w-0 5

Hence, solution u is independent on the value @ . The main task is now to find an
optimal) @ -value, to find the smallest dominant eigenvalue, of course. The eigenvalue
transformation (23) is valid for all eigenvalues of the problem in mind. Becaus: of the
unsymmetry of matrix C real and complex eigenvaluzs may occur, Provided that cnly real
eigenvalues beccme dominaat in the considered domain versus @, Fig. 4 shows the linear
behaviour of the transformed eigenvalues. In the past, all of the investigated real aero-
elastic structures have shown this behaviour. In addition if only problems of the statics
have t2 be solved matrix C becomes symmetrically and all eigenvalues appear as :eal eigen-
values,

During the iteration process the Au-vectors of equation (17) are not knawn but after
a certain number of iteration steps an approximation A, of the corresponding eigenvalue
Ag is achieved. By means of a small correction term we can write for any component k:

AUK(V'H) = Au:vl Ad (7+£;M) (26)
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This behaviour is depicted in figure 5 for some iteration steps. From this figure we can
deduce :

A—UKM - u:vn) _UKM - AUKM _Au:nm) - Au:v)[7 - )4 (1+£;M}] (27)

B -1 = Q™A™ = AN (1+65) 12,1467

K

Au” e gy, 1= Qi (1 +E
T T ME) T e Ay (29)

y — 00

Equation (29) converges to the dominant eigenvalue Ay if € decreases. A geometrical

progression of the decreasing error ¢.mponents Zux is obvious. An useful formulation is
given as follows

//Au(V+4)l
7(4,"' A‘w,‘; /Mu“"l

(30)

In certain cases it may happen that the convergency of the solution u is much faster
than that of the v. MISES-Iteratior. In these cases eigenvalues are rather small so that
transformations are not necessary for time saving. In Fig. 4 the iteration provides at
W= 1 the eigenvalue Apin, point A, since /Apin/ > /A max/. The iteration at point B
converges to the dominant eigenvalue, point €. By means of the points E and C Apax can be
computed, point D. The optimum condition /’\min.opc/ = /A / leads to the optimally
@-value and to the smallest convargency rate. B X opk.

2 Aimx-) in -d g ;
. ; - A - Jnax __ min . N —— (31); (32); (33)
wopt 2 = dpin™ A A' -l "Anvh—’\rmx 3 9 lglAt/

Considering a case where /Amin/ = /Amax/ NO convergency improvements can bc uachieved.
An estimation of the number of necessary iteration steps s is given by gguation (33) where
d is the number of valid digits of accuracy. Supposing that the matrix C¥contains a variable

ratio q/qy - d namic pressure for example - it is obvious that the eigenvalue depend linearly




on this ratio. Under the assumption that Apax > 0 has been calculated for g/qy = 1 an
upper boundary for the ratio in question is achieved by equation (35).

/

e i a8 i .
C 7 C j /qr ZMX < T (34); (35)

In Fig. 6 results are depicted for iterations performed for a real aeroelastic
\ structure at certain w-values. At W= 1 a minimum eigenvalue has been detected which is
less than -i. No convergency for solution u was obtained but the v. MISES iteration con-

verged verv fast, see line #1.
H Line #2 and #3 show the progress of eigenvalues forw= 0.7 and 0.5. The iteration at
the optimum @ shuws an alternating behaviour which could be caused by the multiple domi-
{ nant eigenvalues.
1 1 -
A‘ W=05 % ]A‘I _ey
4 / ;
£ complex
#3 p4 v real.
// .\‘\ma ¥ dominant A
o 1| w
- Y ’//////' |
-1 -
> ’\min 'wapz 5 ®
FIG. 6 DOMINANT EIGENVALUE BEHAVIOUR FIG. 7 REAL AND COMPLEX DOMINANT EIGEN-
CALCULATED FOR A REAL AERO- VALUE PROGRESS

{ ELASTIC STRUCTURE

If both complex and real eigenvalues become dominant during the iteration process
* the behaviour versus w could be studled only for the absolute value of the eigenvalue. {
Since the imaginary parts remain unknown the formulae derived for real eigenvalues are )
1 not valid. For a given accuracy d obtained after s iteration steps an estimation of an
average convergency rate could be achieved by

-4
N~ 107

(36)

The calculation of @, seems to be an iterative search process. H

pt

Application to statics and dynamics problems ‘

Recent solutions of the statical problems are based on the finite element formulation
which enables us to assemble the total stiffness matr:~ K as a sum of a big number of
element stiffness matrices. During an optimization process it may happen that small
changes of the structure lead to a linear formulation of the new stiffness matrix X,
with K* as a constant matrix and @as a variable value, & >0.

(37): (38)

Ku = (K+aK")u=b or Ku=-aK’usb ;(2) <1

O 'moax Amax

Provided that 0 < Ap,. <1 tor a given value « = X, at w= 1 was achieved, a maxi-
mum ratio O//0 . is givenmin equation (38); if Amax % 0 no upper boundary occurs. This
behaviour is obtained having a positiv definit matrix K@,

In the past vibration calculation of big structures were mostly performed in a con-
densed form on the base of assumed modes whereby the results of this approach have been
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highly influenced by the choise of these modes. Before eigenvalue extraction could be
done a big amount of computer time has been spent on the calculation of the condensed
matrices. Recent computerg~ especially vector computers ~ allow now a higher degree of
freedom number. Both stiffness and mass matrix could be assembled in the structures grigd
model and vibration calculation could use these matrices. Because of the frequent changes

of the structure during the optimization process an eigenvalue extraction procedure could
be useful which uses results of an earlier step. Such a procedure covld be a modification
of the perturbation method by H. WITTMEYER /3/. This routine contains a solution proce-
dure for a linear equation system which is used during vector iteration. Because of the
symmetry of stiffness matrix as well as mass matrix only real eigenvalues are considered.
By reascons of the small changes in the stiffness and mass matrices the iterative solution,
equation (24), used in the perturbation method would show a distinguished efficiency.

ANALYSES PROCEDURES AS BASE OF OPTIMIZATION

During the optimization process of an aircraft very different analysis programs are
used. A certain number of physical disciplines contribute simultaneously to a better
sizing of an aircraft. The general base for an aircraft design is a finite element formu-
lation, but other bases are used too, / 4/. The combination of the different mesh grid
systems of statics, aerodynamics and structural dynamics are performed using transforma-
tion matrices. These matrices describe the relation between the forces and/or moments
of the one system {a) to those of the other system (s), equation (39). If we define the
deformation relation for both systems by equation (40), the virtual work in both systems
is equal, equation (41), independent on the behaviour of transformation matrix T.

r

-
o = 7;/% U=l u u$7;[75 = U p, (39); (40); (41)

In viw of the validity of these transformations the design engineer has to be very
carefully using these matrices. The general statics equation based on a finite element
model with loads R(x) independent of the deformation u(x) is given by equation (42)

Krxr-uxy =Ry ; K=L1T 42)s 43)

where : X €R™ design variable; u €R"; ReR™; m is number of design variables; n is number
of degrees of freedom (DOF). The matrix KE€RDPXM ig in general a banded positiv definit
matrix which can be decomposed by the CHOLESKY factorization, equation (43), where L is

a lower triangqular matrix. This factorization is done only once for each optimization

step and the solution vector is obtained by one FW/'BW substitution per load case. In the
statics domain with fixed loads two types of constraints are considered,stiffness con-
straints and strength constraints. Stiffness constraints can be treated by affin linear
relationship (44), whereby displacements, twist and camber could be handled. Normalizing
the general restriction (45), the equivalent formulation of the imposed constraints can

be written by (46), ~ stands for allowable,

PX)=o +(1TU(X)j.04J3f)<)éﬁj 12g(x):=1- —%@ 20 4a); (45); (46)

or in general form

g =qlpucx)) (47)

Stress constraints depend on the type of the finite elements. These constraints de-
pend on the displacement vector u and explicite on the design variable x. The non-linear
elements beam, plate and shell describe the general case. In the following we considere
per element xc only one constraint g. without loss in generality. Using the formulation
FM = (N, M, Q), where N represents the internal normal forces, M moments and Q shear
forces, we obtain for element c:

/”'—/ZfX)=[/7fX,U)’=/f-/X‘.)'llt i GX) =G X FI)=Sx ), (48) 5 (49)
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F_(x ) describes the non-linear finite element behaviour of the element geometry and

designcvafiab;e x. Superposition of FM, leads to the stress vectors, equation (49). Using
a differentiable hypothese (v. MISES, TSAI-WU, HILL and others) for the calculation of
the equivalent stress @e the vector O can be reduced to a scalar value, (56), and after
normalizing the restriction (51), we achieve the constraint function (52)

Ge, = Ge (6,); Oé&cl}()ééi; 1?—~g‘/)():=1- %—{-{)éo (50); (51); (52)

Composition of all these mentioned relations leads to equation (53).

qx)=q /G (6 (X, FILIXUXI); GX)=q(Ce (LX) 5215 658

For linear elements, bar, membrane, shear for example equation (53) becomes more
simple, (54). Strain constraints could be treated in an analogous manner.

In view of efficiencies of the steady aercelasticity equation (42) must be extended
by a deformation depend2nt term. Equation (55) will be solved by the iterative method
equation (24), mentioned above.

Kix)u) = Qquoo+Rx) , Qe R™ 5 prx = 1+bUm) 5 e

The efficiencies (rudder moment, 1lift ...) are defined by the affin linear relation-
ship (56). Vector b contains the behaviour of the geometry and the aerodynamics for the
rigid structure. Normalizing thie restriction (57), which contains the desired efficiency
%a leads to the equivalent constraint definitions

047, £9%) gfx)"z,;l(j—)' =120 ; gI)=gMux)) s1; 585 (59)

Calculating natural frequencies @ and the associated normal modes v equation (60)
has to be solved by an eigenvalue extraction method.

(Ktx) = A)-Moolvix) =0 ; w=w)=TX (6015 (61)

K is stiffness matrix, M mass matrix, A2 0, only distinct eigenvalues should occur.
Two cases are considered, isolation of frequencies, see Fig. 8, and lower restriction of
frequencies, see Fig. 9. Vibration mode shape constraints are not considered in this
paper.

//ﬁteafﬁrqwcnckw free of frequencres
w; \ Wing E%/ 4%;\;%4 @,
lo rﬁaaa%aa . - w
\ ¥ o\_— G\ —
frequency domain
lower upper

frequency Yomain

FIG, 8  FREQUENCY ISOLATION FIG. 9  LOWER BOUMD OF FREQUENCY

In the first case two restrictions has to te treated hereof and normalizing is done.

O%£G(X)E W | Kev,..i ; 0%WEW), Kejet,.n (62 (63)
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g;)(/\’)-*/- %ﬁ B0, Kxti %(X)-‘= %@-130, Kmjet,n (64); (65)

For a given &; we have to decide which one of the two restrictions should be taken.
This may have an important influence on the optimization process as well as on the final
design. Treating the second case only one restriction is considered, equation (66) and
normalizing of it leads to equation (67).

0 ¢ @) £ @Wi(x) ; gq'/X)-‘= —C'Ué,‘ﬁ—) ~120; i=4,...n  (66); (67)

The basic equation system for solving the flutter problem is given below.

2 2
[ L9 4Ky - 2520 Atk ) Jgon = 0 (o0

This formulation is based cn n~rmal modes ¢f the structure and hereby M represents
the generalized mass matrix, K stiffness matrix ...l ) unsteady aerodynamic matrix,
q generalized coordinates, vg stands for flutter speed and p is the eigenvalue of the
problem. Matrix A i3 a function of the reduced frequency k and Mach number Ma, where
k = bw/v is built by the reference length b and by the frequency @ of oscillation.
Equation (68) is an implicite function for tha flutter speed Ve Restriction and con-
straint function are given by (69) and (70).

~

[jé-v;‘ élﬁ(X);g/X)-"—v&vai’feo (69); (70)

It i3 obvious that over the full mission domain of an aircraft more than cne criti-
cal flutter case may occur which all have to be considered during the optimization pro-
cess. For divergence investigations equation (68) becomes more simply for a non-oscilla-
tory motion, p = 0.

[ Kix) -

The smallest real eigenvalue A -PV'/Z of equation (71) gives the divergence speed Vd.
The restriction and the constraint function are similar to these of the flutter formula-
tion.

2
\PéVJ(X)A/k-o,Na)]Oﬁ()'O or /K/X} "A(X)A)Q{X)=0 (71)

0£7 2V, (x) ,-g/x).:_h’.;’i’ Ny (7211 (73)
d

All of the main analysis procedures are now treated and the corresponding constraint
functions are defined, which are the base of the sensitivity analysis tools described in
the following.,

CALCULATION OF THE GRADIENTS OF CONSTRAINTS

Sensitivity analysis plays the dominant role during the optimization process. In
the past, sensitivity analysis has been done sometimes using the numerical differentia-
tion method, but this proceeding is restricted to a rather small number of design variab-
les. Provided that m represents the number of design variables the expense on computer
time increases proportionally to mé whereas for the analytical approach it is proportional
to in’. At the present time 500 and more design variables are desired. Analytical sen-
sitivity analysis is expensive in any case,
Notation: By means of the CHAUCHY symbol D the so~-called Jacobian is formulated for a

vector function g

(=1,..
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Sensitivity analysis will be done here in the stress domain for the most complicated
case of non-linear elements. Formal derivation is made using equation (53). Differentia-
tion of this equation with respect to the design variable x, using chaine rule and re-
garding the explicite dependency on the design variable x provides

QQc 8@&9‘ : .Qﬁe; [g% *.Qg; {%;E ”’.D%/L—/z 'Dxuc}] (76)

Distributive multiplication gives

Dg

c

where: a::-_Dgc _Q@C . ——g%— ’ E[P“m (78)

T T
b +Q-Quc (77)

&
r:= ! - ’ 1xm (79)
1=0g D - Do eR

r 1xd,
&= Dg - D, -Do. DA . €R
c gc 6c ¢ MmM° "4 ¢ d. DOF of element c

The vectors a, b and ¢,simple to calculate, depend on the design variable x only.
In addition, vectors a and b are sparse populated, only the c-th component is nonzero.
Because of the value d¢ vector c is rather small. The term T.Dxuc is the most time con-
suming part in numerical calculation. Formal partially differentiation cf eguation (55)
with respect to variable xj provides:

K]é—ax‘:/ = [——u * ax‘] (81)
With the abreviations . t= / } [ aX u+ aa—f (82); (83)

we obtain a linear equation system which can be solved iteratively like equation {53) and
solution for all desior. variables provides equation (85).

-1
KV, = Qv i .QL[=V‘ (K=-Q)P o, s
where V""(V‘) 5 P‘(,O‘) built by columns (86); (87)

Considering all constraints of the actual type we can summarize

A -(a") ; B-/b‘r) g C- /C:) built by rows (88); (89); (90)

and equation (76) changes in a general form
WT
e
Dg=A+B+C(K-Q)P o
~ ==
Two different approaches are considered in the following description. fJsing design
sgace method columns of matrix \ are calculated (pseudo displacements) based on the ltera-

tive solution like (55). Premultiyiication of V with matrix C is needed finally. For the
state space method we define

=
WT‘ C(K“‘ 0) (rcwwise solution, virtual displacements) (92)
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and solution will be done for the equivalent equation system in the same manner.
T T
KW=QW+C

Postmultiplication of WT with the matrix P is needed also. Caused by the finite
element formulation matrices P and C are sparse populated. Provided that we have only
loads independent of the deformationsmatrix Q becomes zero and no iterative solution
is necessary. The numerical amount for the state space method is linear dependent on
the number of constraints, whereas for the design space method there is a linear de-
pendency on the number of design variables. The remaining stiffness and strength con-
straints for linear elements can be solved analogously, notz that A = B = 0. From the
numerical point of view it should be mentioned that for mixed constraints (statics and
aeroelastics constraints) the state space method shows a general superiority.

Many mathematical programming systems lead to subproblems of the following typ.

minimize @rx) ; @x):=fx) +Glgix) (94)

Formal differentiation provides eguation (95). The row vector pT of equation (5%} is
easely available after analysis has been done for the structure

DX§0 =.Qf *QG‘.@Q : /.’)T-_QG (95); (96)

Equations (91) and (96) used in (95) we obtain

ngﬁ ’_Z?(f +ﬂ7;4 +/3r3 +7Tf/(—62)-,bl- 7’.—..-/3’[ (97); (98)

where1zT is called an adjoint variable. Finally we have to solve equation (99) using
state space formulation

w'= ')‘77/(%?).' or KW - QL/ +7 (99)

From equation (99) it can be seen that the iterative solution for only one vector
is necessary. In view of operation counting the significant speed up factor m (number
of actual constraints) is obtained.

Sensitivi‘y analysis for natural frequency constraints is done by differentiation
of equation (60) and the general constraint functior (100) with respect to Xy resp, x

gix) = gl ; _Qg --Q,Q'-Qw _DxA (100); 1101)
[%—%M-A%]V"'[K'/\M]%"0,1-4,.... (102)

The most interesting term of equation (101) 1is the last one. Premultiplication of
(102) with a normalized vector vT, where vT M v = 1, provides equation (103) since the
second part of (102) vanishes.

9 Tk, M
ox, V ox V AV % (103)

Sensitiv. ; analysis done for divergence constraints is similar to the natural
frequency process. The general form of the constraint function (104) and the differen-
tiation of it with respect to x lead to

9ix) =gV, (AW ; Dg -Qg v, - D (104); (105)




Furthermore differentiation of (71) with respect to xj provides:

_gg "%A]Q""‘(K"AA)%%-O/ {=4,... (106) !

Premultiplication with the left hand eigenvector g* (caused by the unsymmetrical
matrix A) gives equation (107) since the product of the second term of (106) vanishes.

T oK’
ﬁ. - P ®d q (1n07) 1
o @ Ag

Differentiation for all of the design variables provides the most interesting term DyA
of equation (105).

For sensitivity analysis of the flutter speed constraint equation (70) is extended to

gix) = giv.(mix)) (108) l

vhere m(x) represents the linear dependency of the element mass on the design variable
x. Differentiation of (108) with respect to x gives

] _ng =_Qfg.Dm% _Dxm (109) |

The derivation of the term Dpv¢ has been published by RUDISILL and BHATIA /5/. These
so-called flutter velocity derivatives have been successfully used in the optimization 1
procedure FASTOP /6/. The terms %}g and .3 m are of simple typ.

OPTIMIZATION PROCEDURES

In the last years various optimization procedures have been established for solving
the non-linear programming problem, equation (1). The solution of these problems is
usually attempted by two different iterative approaches. On the one hand procedures
{ have been developed on the basis of "optimality criteria®, (oC) /7, 8, 9/. For this
kind of optimication physical facts of the constraints have to be included. The mathema- {
tical formuiaticn is given by equation (110). )

X‘-‘w”" ?ﬂ/Xim) g VéN;XERm;t"4: ..... " (110)

where is an appropriate reccurence relation. On the other hand methods called "mathe-
matical programming”™ (MP) are used to find an optimal design of a structure. In theserocutines 1

a search direction vector 8™ is calculated and in combination with a step size value &V
a better design could be found, equation (111).

Veq)
X' x™ +a™- 5™ ; velN,oeR; x5 R™ (1)

All MP-methods are based on solving the local XUHN-TUCKER conditions. These methods
are usually divided inthree categories, transformation methods, primal and dual methods.
u Among optimization experts transformation methods are known as

e Barrier functions
e Penalty functions
® Methods of multipliers (augmented Lagrangian)

vhereas the primal methods are divided into the indirect methode

® Sequential linear programming (SLP)
® Sequential quadratic programming {SQP)
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and direct methods

® Gradient projection methods
® Generalized reduced gradients (GRG)
® Method of feasible directions (MFD)

The dual techniques are methods which try to solve the so-called dual problem.

Whilst primal methods treat the constraint problem the transformaticn methods deal
with a sequence of unconstraint problems. Penalty and barrier function methods show an
ill-conditioned behaviour the more progress in optimization we have. Methods of multi-
pliers do not show those insufficiencies.

Seven years ago MBB has started optimization with the known procedure FASTOP. This
routine is characterized by an iterative proceeding. Stress and flutter constraints
could be treated with FASTOP. Whilst stresses are treated by means of a fully stressed
ratio-procedure flutter constraints would be handled using a redesign formula for satis-
fying an optimality criterion. In this routine it is attempted to obtain unique flutter
velocity derivatives avvaﬂy- const. for the so-called critical elements. Full des-
criptinn of the capabilities of FASTOP and test results are given for a calculated simple
wing structure in /10/. Modifications in FASTOP have been made for the handling of de-
flection constraints too. For deflection constraint handling a deflection gradient method
has been developed and calculations of well known examples have been parformed. Compari-
sons of these calculations were published in /11/.

Nevertheless, two years ago MBB has started the development of an own optimization
program system, called LAGRANGE, where all of the sigrificant constraints mentioned above
are treated simultaneously. Mainly mathematical programming is used for optimization. In
this program system barrier function method, augmented Lagrangian and sequential linear
programming is realized already.

CONCLUSION

For structural design of modern airplanes the use of an recent optimization program
system is mandatory to fulfil the requirements of the whole mission domain of an air-
craft. Constraint formulation and sensitivity analysis for it plays an important role.
The use of modern iterative solution procedures provides high quality of the analysis
calcs, computer time saving effects and shorter development phases of an aircraft. In
the future recent vector computers will support optimization in a quite specially manner.
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MATERIALS FOR FIGHTER AIRCRAFT

by
RJ.Sellars
British Aerospace plc
Preston, Lancs PR4 1AX, UK
INTRODUCTION
0f the many important decisions to be made during the initial conception and design
of advanced fighter aircraft, one of the most critical is that made by the materials
engineer. Together with the designer, he will recommend the type of material
to be incorpcrated in the aircraft's structure. Such recommendations, while
respecting the criteria of minimum mass and minimum cost, must also ensure that
the structure will possess a long Life and be simple to service and maintain.
This is indeed a challengel
This paper discusses some of the new materials and production processes that
are available for use on advanced fighter aircraft. Comparisons are made between
the advanced light alloys that are now becoming available (i.e. aluminium=lithium),
and the latest intermediate modulus fibres for use in carbon fibre components.
NOTATION
b panel width
3 Young's modulus
ET tangent modulus for metal panels, Young's modulus for CFC panels
'ty tensile yield straess
teu ultimate tensile stress
K buckling coefficient
] Mach number
P spanwise compressive load per unit chord
s specific gravity
t panel thickness
€y coefficient of variation
To ambient temperature
TRAN ram temperature
TREC Recovery temperature
s, buckling stress

COPT optimum compressive stress

OPERATING ENVIRONMENT

Before any discussion on the comparison of the mechanica' properties of the various
candidate materials can begin, it is essential to define the operating vnvironment
of the aircratt.

The most signifizant aspect which distinguishes the design of the structure

(and also choice of materials) of supersonic aircraft from those of lower
performance aircraft, is the high temperature environment caused by kinetic hesting
in sustained supersonic flight.

Moisture, in combination with high temperature also has a detrimental effect
on the mechanical properties of materials - especially on composite materyals.

3.1 TEMPERATURE

Tuo temperatures are important to the structurav designer, and both are
a function of Macih nuamber.

Ram (or stagnation) tcmperature = Tpam = T, (1 ¢ 0.2 7)° K




Recovery temperature = Tpgc = To (1 + 0.18M2) °K

i Leading edges of all components experience ram temperature. For fighter {
type aircraft such as the Tornado and the experimental aircraft EAP,
the high localised ram temperatures do not present any great problems
as the leading edges are made from metal to meet rain erosion and
birdstrike requirements, However, ram temperatures are usually too
high for current epoxy-based C(FfC. H

Problems may arise with future aircraft structures of hybrifd c.ustruction

because of ther—al stresses which may be induced due to ditferent expansion

coefficients of the metal! leading edge and (say) a CFL main wing torsion 4
box.

Being away from the leading edges, the majority of the external structure
experiences recovery temperature. As the major portion of the external
skin is at recovery temperature, this is the most important one to be

’ considered by the materials/structures engineer. !

As stated above, bec-use “2mperature reduces the material mechanical
properties (and hence incrcases weight), the materials/structural engineer
should always be prepared to challenge, if necessary, the overall aircraft
design assumptions.

For example, assuming the aircraft is designed to .Vd = 800 knots, *
and 2 design Mach Number M = 2,2, - see FIGURE 1, at the critical
intersection point and assuming ISA conditions, the recovery temperature
of thestructure is 136°C. However, if one is prepared to "cut the
corner'" of the envelope (as shown in FIGURE 1), the maximum recovery
temnerature can he reduced to 120 °C. Thus, by reducing the performance
] of the aircraft by a negligible amount at the critical point, the

design temperature of the structure is reduced from 136° C to 120° C
which in turn increase the compression properties of CFC by 11X.

3.2 MOISTURE 1
wWith ¢current epoxies, the resin-dominated CFC strength properties
(shear and compression) suffer & reduction with meisture zbscrption

and increasing temperature. These reductions in properties are
discussed more fully in Section 5. Currently, there is no product
available which will give CFC complete protection from water ingress, }
so until superior resins are available the reduction in mechanical
properties of epoxies must be accepted.

It may be thought that owing to the heat generated during supersonic

flight the moisture abhsorbed by CFC would be dissipated by evaporation, }
However, as tactical military aircraft fly for only about 300 hours
1 per year {and only a proportion of this is at high speed), ccmpared {
] with approximately 8500 hours per year on the ground, moisture f

reduction due to kinetic heating will not occur to any great extent,

The general design level on recent CFC designs in the U.K, has
sssumed a moisture uptake of 1X by weight.

Reseaich and in-service measurements in the U.K. and the U.S.A.

show that the extern2l skins of typical CFC structures using current
material will absorb around iX %y weight in moisture during the

life ot the aircraft. However, because ¢! the increasing use of

CFC in internal structure, together with a8 fuller understanding

of the mechanism of absorbtion, this convenient assumption is bheing
reviewed.

Be that as it may, considering a typical CFC material, 1X muisture

at 120°C will reduce the compressive strength by 30X (but the tensile
strength by only SX) when compared with room temperature, dry
properties.

With metallic structures, moisture problems are generally avoided
by clcse quality control and internationally accepted protection
procedures.

Retal structures of eircratt capable of sustained supersonic flight
do require careful protection from corrosion, but the technology
is available, in par:icular from Concorde experience..
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FIG 1

METALLIC MATERIALS

The majority of the current genersticn of supersonic aircraft, including those
which were desigied for sustained supersonic cruise are constructed from
conventional copper or 2inc based aluminium alloy. Titanium (which has
excellent high temperature properties), is used locally in the regions of

the power plant or at points of high load concentration.

This limited use of titanium is due to the high initial cost of the material,
together with the very high fabrication and forming costs when conventional
manufacturing techniques are employed. One military aircraft however which
has a high titanium content (considering it was designed in 1970) is the
Panavia Tornado, which has the wing carry-through box and the main pivot

lugs manufactured from this material. The percentage structural material
distribution of the Tornado (which is representative of a modern, supersonic
variable geometry, tactical aircraft) is given in TABLE 1, where it will

be noted that 17.5% of the structural mass is titanium.

Future supersonic military aircraft will have a completely different material
distribution to that cf the Tornado, and will feature wings, fins, foreplane
(or taileron) and major portions of the fuseiage made from CFC. TABLE 1

also gives the material distribution of the EAP demonstrator aircraft currentiy
under construction in the U.K. and scheduled to fly in 1986, together with

the distribution for the European Combat Aircraft currently being developed

by an international consortium of AIT, BAe, CASA and MBB.
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4.1 ALUMINIUM ALLOY

Table 1 shows that aluminium alloy has a very important part to play

in the s*ructure ot advanced military aircraft, though it is certain

that ary new ajrcraft will use different types of aluminium alloy to

those currently used in the structure. These new alloys are the aluminium-
Lithium type, as well as the developed zinc based 7150 alloy and the

powder metallurgy 7090 and 7091 type alloys.

4.1.1 CONVENTIONAL ALUMINIUM ALLOY

The majority of the world's fighter aircraft are currently constructed
from a combination of widely known and understood copper-based
aluminium alloys 2014 and 2024, together with the 2inc based

7010 and 7075 alloys. It is considered that the use of copper=-
based alloys on future fighter type aircraft will be minimal.
However, development of zinc based alloys will continue, and

the recent introduction of 7150 by ALCOA, which offers high

strength and increased tougiiness compared with 7010, should ensure
that it is used on future aircraft, especially if vhe high strength
aluminjum=lithium alloy (Al=Li type B) continues to have development
problems.

A further improvement in the properties of aluminium alloys
can be obtained by using the powder metallurgy process. THis
relatively new process gives the material a much finer grain
structure which enhances its fatigue performsance as well as
increasing the basic mechanical properties. The ALCOA Company
in the USA are currently working on developments of the 7090
type atuminium alloy which have an ultimate tens.le strength



104
of the order of 620 N/mm2, and may within the next decade be
increased to 800 N/mm?2 . TABLE 2 compares the basic mechanical 1
{ properties c¢cf the powder metallurgy alloys with both aluminium= !
zinc and aluminium=lithium alloys (see also para. 4.1.2).
i 4.1.2 ALUMINIUM-LITHIUM ALLOY

‘ Although it is considered to be a new alloy, the aircraft industry

! has already had manufacturing and service experience, albeit

] not entirely satisfactory with aluminium-lithium alloy. In

the 1950's and 1960's the BAe TSR 2 and the North American Vigilante
used X2020 aluminium=lithium alloy, despiteits extremely short
critical crack Llength., In addition it is known that the Russian

TU 144 supersonic transport used a type of aluminium=lithium

alloy, as well as some of the lLatest Soviet fighters. !

= mmee

Why is there this renewed interest in aluminium=-lithium alloys,
and are they so superior to the currently used copper ard zinc
basecd alloys?

A cursory glance at the mechanical properties show that they
are very similar to those of 2014 and 7010 material. The most
important difference between the current conventional alloys
and aluminium=lithium is its reduced density, being approximately

90X of the former material. This then is the material's great

attraction, since it is generally possible to achieve a lower

mass by using a material with a smaller density rather than
one with higher ultimate strengths.

An additional attraction of aluminium=Lithium is that the Young's
Modulus "E" has also increased by approximately 10X when, again,
compared with conventional alloys. This will also reduce mass,
especially for structures designed by panel buckling or instability.

I7f then this is such an attractive material why is it not being
used in current airframes? Unfortunately, there have been manufact-~
uring development problems (still not completely resolved) with
the new aluminium=Lithium alloys. +

The U.K. approach in developing aluminium=Lithium alloy has

been to identify three targets; being the replacement of low,
medium and high strength aluminium alloy. The major work has
been carried out by British Alcan International Limited, using

a chemical composition initially developed by the Royal Aircraft
Establishment at Farnborough - the new alloys having an increased
Lithium content of the order of 2 to 3X compared with 1X of

the old X2020 material, In addition to the United Kingdom,

Alcoa in the United States and in Frince are also actively {
developing the alloy. The medium strength alloy known as Al-Li

type 'A' is almost at the production stage, the evaluation process F
to assess formality, fabrication and determination of material 1

allowables is complete, and early development material has
been used in the construction of the trailing edge flaps of
the EAP.

The high strength alloy (AL=Li type 'B') is still in the Jevelopment
stage, with production material planned to be available later

in 1986. It is envisaged that this material will be used for

the major fuselage wing carry-through frames on the European
Fighter Aircraft (EFA).

fFor the purpose of comparison with 2ther materials, the reduction
in mechanical properties of aluminium-lithium at temperature

E Wwill be assumed to be the same as 2014 for type 'A', and 7075
for typ 'B'. These reduction factors are given in FIGURE 2.

The mechanical properties of aluminium-lithium are given in
TABLE 2.

4.2 MAGNESIUM ALLOY

Because of their lack of resistance to corrosion, magnesium alloys
will continue to be used only in areas which are recdily accessible
for inspection. To improve their performance however, efforts are
being made by the manufacturers to improve their corrosion resistance,
together with means of improving the pruntection by insulating coatings.




The magnesium alloys, notably A357, and the newer KO1 material are normally used 1

{ for complex castings such as canopy surrounds, windscreen arches etc. The major
4 attraction of magnesium castings are the relatively low cost (when compared with
a fabricated alternative design) and its low mass. The density nf magnesium alloy
is approximately 67% of aluminium.
N/ m? (MPa) N/mm 2 (MPa)
ULTIMATE SPECIFIC | SPECIFIC SPECIFIC
STRESS MODULUS | GRAVITY STRENGTH MODULUS
ALUMINIUM - 2 INC ALLOY 7075 S00 72,000 2.80 179 25,710
' (CONVENTIONAL MANUFACTURING 4
PROCESS) 7010 515 72,000 2.80 183 25,710
7150 605 72,000 2.80 216 25,710
ALUMINIUM ALLOY 7099 | 620 72,000 2.80 221 25,710
! (POWDER METALLURGY MATERIAL 'X 800 72,000 2.80 285 25,710
MANUFACTURING PROCESS)
i
ALUMINIUM-LITHIUM ALLOY TYPE'AY 450 78,000 2.52 178 30,950
TYPE'SBY 520 78,000 2.52 206 30,950

TABLE 2 COMPARISON OF BASIC PROPERTIES OF ALUMINIUM ALLUYS AT ROOM TEMPERATURE

} 4.3 LITANIUN b
No new titanium material specifications are envisaged during the next decade,
but because of new manufacturing processes currently being developed,the use
of titanium on the next generation of supersonic aircraft may increase. One
cannot of course be certain of this statement, as the use of titanium is also
dependent upon the Jverall configuration of the aircraft and the structural
loading index P.

TABLE 3 gives a comparison of the wing loading index of three aircraft
developed (in conjunction with our European P3itners) at the Warton Division
of British Aerospace. The importance of this parameter is illustrated later
in the paper (see Section 6.2).

The Tornado has a high lLoading index compared with the Later EAP and EFA,
4 this high Loading being due to overall aircraft configuration; Tornado having +
a small highly loaded wing carry-through box whereas the EAP and EFA have
low aspect ratio wings.

The Tornado carry-through box is titanium, the lower skin of the box being
electron-beam welded to the ribs and shear webs.

The new manufacturing processes mentioned above are Superplastic Forming (SPF)
and Diffusion Bonding (DB).

The Superplastic Forming process involves the application of gas pressure

at approximately 900° C to form sheet into a tool die representative of the {
y comnonent shape to be manufactured. The process is a controlled operation ;
1 where the material is subjected to a pressure-time cycle, carefully selected 1

to produce the correct strain rate variation throughout the forming operaticn.

biffusion bonding can take place at the same level of temperature when
pressures are high enough to produce continuous and homogeneous bonds between
the sheets of material being joined together.

Positioning 'stop=off' compound strategicaliy between the sheets enables th2
diffusion bonded areas to be differentiated from those areas which are to
be blown apart during subsequent superplastic forming operations.
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The majority of the work at British Aerospace has concentrated on the

6A1 4V Titanijum alloy, this material being in the annealed condition,
thus allowing complex thin sheet structures to be produced by the process
without any subsequent heat treatment being required.

Employment of the SPF/DB process to titanium in aircraft designs leads
to large cost and weight savings being achieved. The cost saving proves
to be very substantial as a result of the minimised Llabour involvement
during the fabrication process.

Savings up to 50X of the cost of conventional manufacture have been
demonstrated in design studies carried out ta date. ]

Weight savings are not s great although they can be guite significant,

especially when full advantage can be taken of the high specific strength

6f titanium, and where tie conventional alternative designs would involve 1
a lLarge number of mechani-al attachments, with their associated structural

weight penalties especially from bearing requirements.

Design and development programmes to demonstrate the potential advantages
of the SPF/DB process are currently being carried out at British Aerospace.

These programmes (which are partially funded by the U.K. Ministry of
Defence) deal with manufacturing development, basic technology (including
design allowables) and structural demonstrators.

Results obtained from the basic technology programme indicate that

the mechanical properties (including fatigue performance) of SPF/DB
titanium are only marginally reduced when compared with the "as-received"
material. The extent of the reduction being dependent upon the method I
of manufacture - i.e. hot open die or the muffle box process.

One of the structural demonstrators included in the U.K. MoD programme
which is of direct relevance to future military aircraft is a full
scale foreplane initially designed for the BAe P.110 project. This
component is currently being manufactured and will be statically tested |
during 1986. FIGURE 3 shows the details of the construction while

TABLE 4 gives the cost saving and also the weight penalty when compa-ed ‘

" with a CFC foreplane (and of course its titanium spigot ). Despite

the stight weight penalty, a SPF/DB titanium ¥orcplane offers a competitive
solution for the future canard configurations, because of the large
saving in cost.

! o
RELATIVE [MASS OF FOREPLANE
HATERTAL COST * [LINCLUDING SP1GOT)
SPF/OD
TITANIUN 0.70 72 Ky |
ALLOY
C.F.C. 1.00 68.5 Kg

«RELATIVE COST BASED ON PRODUCTION RUN

TION A-A TABLE & P110 FOREPLANE COMPARISON OF MASS

P110 FOREPLANE

F16 3 AND COST

STEEL

Steel has a negligible loss in mechanical properties at 120° C and
consequently has been used for some supersonic aircraft. For example,
the Bristol 188 research aircraft and also the North American B70

had predominantly steel airframes. One other aircraft which must be
mentioned is the General Dynamics F111 which has a steel carry-through
box. However, because of the high density, together witi the cost

of fabrication, it is most unlikely that steel will feature predominantly
in the structure of the next generation of supersonic aircraft, but

will of course, be continued to be used at points of high Load concentration.
The mechanical properties of currently used steel material are given

in TABLE 6.




4,5 METAL MATRIX COMPOSITES
Metal matrix composites may be divided into four main types categorised by

the metal form of re-inforcement employed:-

Whisker - 0,2M m diameter

Particulate - 1,0 m to 100 A m plus diameter
Short fibre - 10 m to 60 g4 m diameter

Long continuous fibre - 604 m diameter

The nature of the re-inforcing materials is usually ceramic, examples being
Silicon Carbide (SiC) Alumina (Al,03), Boron Carbide (B4C).,

For Aerospace applications, each of these types of metal matrix composites
is being considered in conjunction with aluminium alloys. Only the long
continuous fibre is currently being considered for titanium alloys.

The main benefits of re-inforcing alloys is to improve specific strength

and stiffness.

The manufacturing method employed to make materials greatly affects the final,
usable form. For example, whiskers and particulates usually emplcy casting

or powder technologies which Lead to semi-finished
(castings, forgings, sheet, extrusions etc). Short
lead to materials having a laminate arrangement of

or finished articles
and long fibres usually
the re-inforcing materials,

e.g. diffusion bonded sheet laminates and lLaminate casting.

Evaluations to date have been concerned with materials of each type obtained
mainly from the USA. Research guantities of some types of metal matrix
composites are becoming available in the U.K., and these too are being assessed.

The evalvations have resulted in attention being paid towards:-

(a) U.K. material development and evaluation of particulate re-inforced
aluminium alloys, adopting the powder technology route of manufacture.
One example is:-
Si¢ flake-like particles in 2014 alloy.

Such materials are currently being assessed by BAe and rew, lower density
variants, are being considered.

(b) Evaluation of continuous fibre re-inforced titanium when fabricated

within a diffusion bonded structure. Thus:-
SiC continuous fibre in Ti/&A1/4V alloy.

TABLE 5 provides a comparison of typical mechanical properties for these
materials and base alloys.

The effect of adding SiC particulates to 63617 alciainium alloy is shown

in FIGURE 4, where it can be seen that the ultimate tensile stress can

be increased from 310 N/mm? to 490 N/mm? and the modulus from 72000

N/mm2 to 110000 N/mm2? by the addition of 30% SiC particulates (by volume).
Unfortunately, the elongation also reduces from approximately 12X for

the basic material to 4X when the particulates are added.

The main advantages associated with metal matrix composites are increased
strength, stiffness and, in some cases, improved fatigue properties and
reduced density. The main disadvantages are Low ductility, sometimes
gronounced anisotropy and high material and manufacturing costs.

Despite this disadvantage of reduced elongation, metal matrix composites
are an exciting development, and if it were possible to add Si(C
particulates to Aluminium-Lithium Type B alloy (see para. 4.1.2) then
this would really be a material for use in the year 2000!!

A comparison is made in TABLE 5 between the re-inforced titanium and
2010 aluminium alloys and the basic unreinforced material.
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N/mm 2 NTmm £
1 SPECIFIC
ULTIMATE SPECIFIC
SPECIFIC | TENSION
TENSION
METERLAL STRESS MODULUS GRAVITY | STRENGTH MODULUS
TITANIUM 6 AL 4V. 920 113,000 4,512 203 25,000
| | TA 10 ek —" |y
| SiC CONTINUOUS FIBRE
i REINFORCED 6AL 4V e R TR
| e 904 195,000 2
3 (40% VOLUME)
‘ ALUMINIUM ALLOY PLATE 460 69,000 2.80 164 24,640
2014
SiC PARTICULATE )
REINFORCED 2014 640 11,400 2.90 z21 39,310
ALUMINIUM ALLOY
(30% VOLUME)

TABLE 5 COMPARISON OF THE PROPERTIES OF METAL MATRIX COMPOSITES WITH CURRENT ALLOYS
AT__ROOM TEMPERATURE
N/mm 2 B R/mm?
ULTIMATE : SPECIFILL SPECIFIC
MATERIAL SPECIFIC TENSION
§$§E§8” MODULUS | GRAVITY STRENGTH MODULUS
CARBON FIBRE XAS 3,550 235,000 1.810 1,960 129,800
STEEL 599 1,230 200,000 7.833 157 25,530
ALUMINIUM ALLOY 7075 500 72,000 2.796 179 25,750
i
; TITANIUM ALLOY TA-10 920 113,000 4.512 203 25,000
! {
! | I ]

A

LE COMPARISON PROPER
AT ROOM TEMPERATURE

CARBON FIBRE COMPOSITES

Carbon fibre composite (CFC) is probably the most important new materiat

to be introduced into the aircraft structure in the Last two or three decades.

Not only does CFRC possess excellent specific strength and modulus, but it

offers an unusual opportunity to design the structure and the material simultane-
ously. The structural and materials engineer now have the ability to meet

the ever growing demands made by the aerodynamicist in designing advanced
military atrcraft.

But what are the truths about carbon
popular press would have us believe?
stronger than steel and Lighter than
of things in life, this statement

fibre? Is it as good a material as the
Is it a new wonder material which is
aluminium? MWell, as with the majority
is "partly true and partly false”,

Firstly, a “new material"? Carbon fibre was developed at the Royal Aircraft
Establishment at Farnborough and announced mid 1966; that is 20 years ago,

so it can no longer be described as a new material. Secondly, is it stronger
than steel? If a comparison of the basic properties is made between the currently
available XAS carbon fibre manufactured by Courtaulds in the U.K., and metallic
materials used in the aircraft structure, it can be seen from TABLE 6 and

also in diagrammatic form in FIGURE 5 that carbon fibre ic indeed much stronger
then steel and iLighter than aluminium. Unfcrtunately, owing to the various
environmental and design constraints the extiremely high strength and stiffness
values of carbon fibre reduce considerably when manufactured into a practical
aircraft structure. As discussed 2t previous symposia, (Refs 1 and 2), reduction

factors ar> necessary to establish the design allowable strengths -nd moduli.
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FIG 5 COMPARISON OF BASIC PROPERTIES OF CURRENTLY USED MATERIALS ATY
ROOM TEMPERATURE

5.1 REDUCTION FACTORS

The reduction factors briefly described below are given for the XAS

fibre/914 resin material supplied in the form of uni-directional tape.

Uri-directional tape being preferred to wnven cloth (see also para. J
5.4) for major structural Class 1 components because of its superior

strength properties, being more adaptable to automatic lay-up and

also allowing the engineer to design a more efficient Laminate,{e.g.

a 50X x 0°, 30% x + 45° and 20X x 90° Laminate would be impossible

to produce using woven cloth).

* 5.1.1 PRE-IMPREGNATION {

The strength of the carbon-fibre when embodied in a matrix {
of resin to form pre-impregnated uni-directional tape reduces |
the tensile strength to approximately 60X of its original
value.

5.1.2 LAY=UP

{ As most structures must resist several cases of combined loading,

! multi-orientation lay-ups are necessary. The usual choice i
is to have lay-ups with fibres aligned at 0°, 90° and = 45°
relative to some datum direction, but variations may be required
for particular applications such as aerodynamic tailoring.

A typical laminate of 50X x 0°, 40% x #45, and 10X x 90°, will
have a strenoth of approximately 59X of its uni-directional

equivalent.

5.1.2 ENVIRONMENTAL DEGRADATION |

Current CFC materials absorb moisture during their service

lives, typically tn an average value of about 1X by weight {
in aircraft applications, This moisture, together with the

effect of high temperature, will reduce the mechanical properties. i
Ffor example, when wet at 120°C the resin-dependent shear and
compression properties can fall by about 30X relative to room
temperature/low moisture condiiicns. In addition, repeated
excursions to such higt temperatures reduce ihs resistance

of epoxies to moisture absorption. |

5.1.3 VARIABILITY

The coefficient of variation (Cv) of strength of CFC components
is higher than equivalent metal assemblies. Analys=is of tests
of CFC specimens has shown that typical mean test values should '
be reduced by approximately 20X to obtain minimum design values.
CFC moduli variation also currently exceeds that for ametal,
but not to such a marked extent. Greater use of autcmated
tape~laying machines will reduce the variability, and the
’ latest test results show that the Cv for (FC is approaching

that obtained from metal asseablies,




Until recently it had been the practice in the U.K. to establish
the design allowables based on the 'A' level of confidence

(as defined in ref. 3), this decision has now been modified

to accept a 'B' level of confidence for all structural assemblies
apart from very localised single load paths.

The definition of 'A' and 'B' values is defined as follows:~-
'A' Value

At least 99% of the population of values is expected to equal
or exceed the 'A' basis mechanical property allowable, with

a confidence of 95%.

'B' Value

At least 90% of the population of values is expected to equal
or exceed the 'B' basis mechanical property allowable, with

a confidence of 95%.

The effect of using the 'B' rather than 'A' values is summarised
in TABLE 7,

CONDITION ROOM // AS 120°C/1% MOISTURE
TEMPERATURE/RECEIVED

DESIGN A B A B

VALUE

TENSION 840 915 770 840

COMPRESSIONI €50 745 420 480

MATERIAL XAS/914 LAY-UP 60%x0°, 30% x + 45°,10%x90°
TABLE 7 COMPARISON OF 'A' AND 'B' DESIGN VALUES

NOTCH SENSITIVITY

Owing to the elastic behaviour to failure of fibre-dominated

CFC properties, the stress concentrations due tc notches are

not relieved by plasticity as they are with metal construction.
FIGURE 6 shows the stress-strain curve of a typical CFC laminate
vompared with the curve for a currently used copper~based
aluminium alloy L65 (2014).

Because of this lack of plasticity, stress concentrations
cannot be ignored in the static design of CFC, and the strength
can be reduced by up to 67% -~ the actual value being dependent
upon the Llayv-up as well as the severity of t+ notch.
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5.2

YOUNG's MODULUS

The moduli also suffers from the various reduction effects
described above. The reduction factors to be applied to moduli
are however smailer than the strength reduction factors and

are summarised in FIGURE 7.

e — w w
o ~ - -4
o € < % 2
E 2
a2 w < 120 © - 2 »
w =] o = w =, T =
[ - =) Vl o < nl =)
@ w W 52 w a I £
- = ° - w» 1 {100] § 1 +HL >t
w © < na - (=] m w a x5 iy
w z +2 O = - x ~ O=
l o - He £ x ™. a D < O
420 P P = 80 =
1 < v 2 » R o
w | wad [ ) O ~
o & w 3 xR o~
15 o a ° %} T S o &
~ o (5] aj 60 n
o » - o
10 a2 o =) =
o [3Y] 4 40
w Ll (S )
e~ ~ -
'S
5 b | )
i [ ] S
== w
0 l l a 0

FIG 7 EFFECT OF REDUCTION FACTORS %N {HE SPECIFIC STRENGTH

5.3

5.4

AND MODULUS - XAS/914 MATERIAL

C.F.C. ALLOWABLE STRESSES AND MODULI

The cumulative effects of the reduction factors described

in 5.1 on the strength and modulus of CFC are shown in FIGURE
7. It will be noted that the strength of carbon fibre as
originally manufactured is 3550 N/mm2 , but the allowable
stress used for design after all of the various reduction
fastors have been considered reduces to 465 N/mm?

in tension, and 290 N/mm? in compression. L

The tensile modulus of CFC is also reduced from 235000 N/mm2
for pure carbon fibre to an allowable design modulus value
of 77400 N/mm2,

WOVEN CLOTH r
]

CFC, and also glass and Kevlar car be obtained in woven cloth

form rather than as uni-directional tape described above. Various
forms of cloth having different weave patterns are available

for use, the most popular type being the 'Plain Weave' - this
cloth having approximately equal strengths in both the weft

and warp direction,

Laminates made from cloth suffer a reduction in strength of
approximately 15X when compared with Laminates manufactured
from uni-directional tape, this reduction in strength being
due to the kinked warp fibre passing over or under the weft.

Despite this reduction in strength, cloth has many attractions
compared with UD tape, the most important being the ability

to 'drape over' complex double curvature surfaces, and is
normally used for the manufacture of secondary componen®s

such as fairings etc.

Cltoth is usually supplied to the aircraft manufacturer pre-
impregnated with resin, and suffers cimilar types of reductions
in strength due to variability, environmental degradation,

etc. as described in section 5.1.
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5.6

IMPROVEMENTS IN CFC MATERIALS

0f most interest to the materials engineer is the impruvement in properties
which can be expected for the next generation of fighter aircraft.

5.5.1 01GH STRAIN FIBRE

The failing strain of fibre current!y used on military aircraft
is of the order of 1.5X. The ultimate tensile modulus is 230000
N/mm2 . Rapid improvements by the fibre manufacturers have been
made recently, with predicted failure strains of th2 order of

2X and the tensile failure stresses increased to approximately
5500 N/mm 2. Unfortunately, the tensile modulus has not been
increased, and remains at approximately 230,000 N/mm®,

5.5.2 HIGH MODULUS FIBRE

High modulus fibres are currently available having tensile moduli
varying between 345,000 N/mm 2 and 450,000 N/mm?. These fibres
however suffer in having low failure strains of 0.76X and 0.48%.
Because of these Low failing strains, the high modulus fibre

will probably not find widescale use on future fighter aircraft.

5.5.3 INTERMEDIATE MODULUS FIBRE (I.M. FIBRE)

Recent developments in the U.S.A., Japan, and the U.K. have shown
that the modulus of elasticity of carbon fibre can be increased
without any serious reduction in the overall failing strain of
the fibre.
Typi:al properties for intermediate = modulus fibre

Failing strain =1.7

Tensile failing stress = 5000 N/mm?

290000 N/mm?

Modulus of elasticity

As large regions of modern low aspect ratio delta wings are designed
by a combination of stiffness and panel buckling, (both being
dependent upon Young's Modulus) the intermediate modulus fibres

will be used on the next generation of aircraft.

One disadvantage of the I.M, fibre is its relatively small diameter
when compared with the older fibres (Diameter of I.M, fibre is
approximately 4.5 x 10"%m compared with 7.2 x 10"%m for XAS fibre).
As a consequence of this reduction in the diameter, the notched
compression strength of I.M. fibres has been disappointing, being
only slightly better than the old XAS fibre. Obviously the manufact-
urer who can produce a fibre with a diameter of 7 x 10°6n together
with the properties Listed above will have a winner!'!

RESINS

At the Warton Division of British Aerospace the resin used on CFC Jaguar
wing and Tornado taileron demenctrator projects and also (in conjunction
with AERITALIA in TURIN) on the EAP demonstrator is BSL 914 = an epoxy
resin manufactured by Ciba-Geigy (UK) Limited. This is an excellent
material to use in manufacture, but does (in common with all epoxies)
have reduced mechanical properties when subjected to a combination of
moisture and high temperatures (of the order of 120°C.) Thus it
improvements are to be made in future aircraft structures, an alternative
resin to the current available epoxies must be made available.

At least five different types of resin systems are being developed for
use on the next generation of fighter aircrafe.

o Toughened Epoxy Systems

s Bismaleimide Systems

3 Epoxy=-Bismaleimide Systems
g Polyimide Systems

5 Thermoptastics




5.6.1 TOUGHENED EPOXY

For the past three years the resin manufacturers have been working
towards producing a tougher epoxy system which will give a better
balance between the hot wet notched compression and compression
after impact properties. This has been achieved by modifizaticns
to the epoxy system, by changes to the chemical formulates and

by the addition of toughening agents. A typical example of this
type of resin system is the Ciba Ceigy 6376. The operating temperature
for the resin is still approximately 120°C, but test results

have shown increases in Laminate performance when combined with
the intarmediate modulus fibres in a fully or 90X saturated
condition.

5.6.2 BISMALEIMIDE (BMI)

The bismaleimide systems offer higher operating temperatures

(of the order of 220°C) than epoxy resin but suffer the disadvantage
of being more brittleand more difficult to process. Several

current aircraft use bismaleimide resins including the AV8 B

in areas subject to high temperatures in the region of the engine
nozzles.

5.6.3 EPOXY-BISMALEIMIDE

As the name implies, this is an epoxy based system with the additon
of bismaleimide. Operating temperatures and overall laminate
performance is very similar to the toughened epoxy resin. NARMCO
5245 is a typical example of this type of resin system.

5.6,4 POLYIMIDES

These resins are cured by a condensation reaction system and offer
higher operating temperatures of the order of 275° C. Currently,
these resins are more expensive than the modified epoxies and

are more difficult to process, requiring higher cure temperatures
and pressures. Past processing is required to achieve full cross-
linking and glass transition temperature. These systems tend

to be more brittle than either the epoxy or BMI resins.

Despite this somewhat dismal picture, polyimide resins have been
used on demonstrator aircraft in the USA.

5.6.5 THERMOPLASTICS

Recently developed thermoplastic systems offer a high Tg (>140°C) good
impact performance, acdequate moisture resistance and most importantly
compatibility with high strain fibres. Against these design advantages
problems have been encountered during the manufacture of Laminates.

The lack of tack in particular causes handling problems, and processing
conditions of 380°C demand press-type Yorming operations. However,
re-processing due to the thermoplasticity is possible together with
re-cyclability of scrap for injection mouldings. A typical thermoplastic
currently under development in the U.K. is PEEK (Polyether-Ether-Ether-Ketone
manufactured by ICI, and it is hoped that components made with PEEK

will fly on the EAP Later this year,.

COMPARISON OF MATERIALS

The basic mechanical properties of metallic and non-metalli: matervals, together
with their buckling characteristics and fatigue strength will all be compared

a® a temperature of 120°C and, in the case of CFC, at the design moisture

level of 1X by weight.

6.1 TENSION AND COMPRESSION PROPERTIES

Qsing the temperature reduction factors for aluminium and titanium given
in Fig., 2 and, in the case of CFC, with the combined reduction factors
described in Section 5.1, a comparison of current materials can be made.
The comparison of the specific strength and modulus properties is given

in FISURE 8 where it will be observed that CFC is still the most efficient
materiac,
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FIG 8 COMPARISON OF COCMMON AIRFRAME MATERIALS

6.2 BUCKLING

6.3

Thickness/chord ratios of 4X and less are proposed for the next generation of
high performance aircraft. For wings of such small depth and consequently high
compression loading skin buckling is a major design constraint. It is therefore
desirable to compare the buckling efficiencies of the alternative materials.

Considering the simple example of a long panel in uni-axial compression.
Referring to FIGURE 9 the panel buckling simple stress isc’b = KE(t)?
b

The direct compressive stress is P. If the panel just buckles under the applied
stress t

CToPT Co = E and therefore

CToPT = (XL ED S (p) s
3 b
FIGURE 9 shows the buckling merit index O’Q%I for

CFC in comparison with metatlic materials by considering long panels,
representing a multi-spar design, with simply supported edges, giving K = 3.62
for metal panels,. There is an upper cut off for each material at the compressive
one percent proof stress for metallic materials, and the notched, degraded
design ultimate compression for CFC. Alzo plotted on FIGURE 9 are the wing
loading indices for the Tornado, Jagtar and EAP.
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FATIGUE

Metullic materials for aircraft use are notch sensitive in fatigue, but almost
not:h insensitive under static loading. In contrast, CFC is very notch sensitive
under static loading and retatively notch in-sensitive in fatigue. Consequently,
farigue may not be a probleam for CFC structures designed to static ultimate.

Considering a representative combat aircraft spectrum and & service life of
4000 hours, the aliowable ultimate stresses for wing lower tension skins,

assuming good detail design are given for both aluminiue alloy and titaniua
in TAFLE ©.
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10-15

These values are below the respective static allowable stresses. Aluminium
or titanium compression skins are not fatigue critical. Considering
typical CFC notched, degraded lay-ups, designed to ultimate static loads,
shows that fatigue will not be critical for either tension or compression.

The information on the fatigue characteristics of CFC has been obtained
from two United Kingdom Ministry of Defence programmes L[FADD (fatigue

and Damage Tolerance Design Data) and VALID (variability and Life Data)]
performed oy the Warton Division of British Aerospace. See alsoc ref 4,
FIGURE 10 compares the fatigue performance of CFC (XAS/914) with aluminium

alloy.
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FIG. 10 FATIGUE PERFORMANCE OF CFC
COMPARED WITH LIGHT ALLOY

ALLOWABLE SPECIFIC
MATERIAL FATIGUE §:§3i::c FATIGUE
STRESS STRESS
N/mm? N/mm?
CFC XAS/914 406 1.61 252
(50.40.10)
STEEL 1125 7.833 | 143
ALUNINIUN ALLOY| 340 2.796 | 121
(2014)
TITANIUN ALLOY | 740 4.512 | 164 ,
(6AL.4V) ! '

TABLE 8 GCORPARISON OF FATIGUE DESIGN STRESSES

ALLOWABLE DESIGN SPECIFIC STRENGTHS

It was shown in section 6.3 that the allowable design tension stresses

for metallic materials have to be reduced in order to achieve the required
fatigue Llife. Figure 11 shows the final design specific tension and

compression stresses for current airframe materials., ?

6.5.1 MODULUS - Figure 8

CFC has the highest specific modulus of all the materials under
tonsideration., Steel, titanium and atluminfum alloy having achieved
approximately 60X of CFC.

6.5.2 TENSION =~ Figure 11

CFC has the highest specific tension strength and is not affected
by fatigue consideration. The metallic materials are all critical
tn fatigue.

6.5.3 COMPRESSION ~ FIGURE 11

Cespite the reduction factors {(section S.1) applica to the
compression strength, CFC has still the highest specific strength.
Titanium however is only marginally inferior to the older XAS fibre,
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6.5.4 BUCKLING - FIGURE 9

At the lower values of the loading index, CFC is marginally more
efficient than aluminium=Lithium and conventional aluminium alloy.
At the higher values of the loading index, titanium is clearly

the most efficient material.
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FIG 11 ULTIMATE DESIGN SPECIFIC STRENGTH FOR COMBAT
ATRCRAFT STRUCTURAL MATFRIALS

COMPARISON OF FUTURE MATERIALS

It is an almost impossible task to predict which materials will be used on future
fighter aircraft designed, say, in the late 199Q's and the year 2000. As was
shown in TABLE 3 and FIGURE 9, the aircraft's overall configuration determines

the structural loading index; the design Macir Number determines the recovery
temperature. Thus, unfortunately, we are in the hands of the aerodynamicists

and configuration engineers before we can, with confidance, determine the material
usage on future aircraft.

However, despite having to rely on the aerodynamicist, the future appears to

be an exciting onz for the materials engineers. The competition now devel'oping
between the carbon manufacturers and the suppliers of metallic materials augurs
well for reducing structural mass on newer aircraft.

TABLE ¢ and FIGURE 12 show the materials that nay be available in the mid
1990's, compared with the latest materials which are available today. Obviously
any such look ahead requires an extrapolation of the strength properties of
existing materials. On the basis of this extrapolation, CFC will apparently
continue to have the highest specific strength and stiffness. However, should
future fighters have a higher design Mach number than they now have (giving a
recovery temperature of (say) 150/160° C), then reinforced titanium alloy may
become the more attractive material.
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N/mm? N/mm 2
MATERIAL o 11405 E |SPECIFIC| SPECIFIC| SPECIFIC | SPECIFIC
u Y GRAVITY | TENSION |[COMPRESSION MODULUS
STRESS STRESS
ALUMINIUM=LITHIUM TT;? 440 | 380j72000] 2.s2 174 151 28600
ALUMINIUM-LITHIUM '8°
PLUS PARTICULATE »| 610 | s30{118000] 2.61 234 203 45210
ALUMINIUM ALLOY 7150 | 510 | 48cls6s00] 2.80 182 171 23790
ALUMINIUM ALLOY 7150
PILUS PARTICULATE »| 710 | 660{110000] 2.90 245 228 37900
TITANIUM ALLOY 1M1 550 1050 | 920] 105000] 4.51 232 204 73280
TITANIUM ALLOY 1M1 550 =
PLe CONTINGOUS F1BRe 1l 1030 | 900f 182000 4.05 254 222 44940
CFC XAS/914 B 406 | 312]79000] 1.61 552 = o600
CFC IMF/6375-5245 | 490 | 370]/91000] 1.60 306 231 56800
FUTURE CFC MATERIAL | 570 | 430[105000 1.55 368 277 67700

TABLE 9 POSSIBLE FUTURE MATERIALS COMPARED WITH CURRENTLY AVAILABLE MATERIALS

TEMPERATURE 120°C.

D> PROJECTED ALLOWABLES
> TYPICAL LAMINATES
B> TENSION MODULUS

CONCLUSION

8.1 Aluminium=-Lithium and the advanced aluminium=-zinc alloys will displace the
currently used aluminium=zinc and - copper alloys within the next few years.

8.2 Metal Matrix Composites (especially with the addition of particulates) are
exciting materials for the future.

8.3 CFC will be used in ever increasing quantities on the aircraft's structure.

8.4 Intermediate Modulus Fibres and improved Resins will be introduced on the
next generation of fighter aircraft.

8.5 The "Leap=-frogging" type of competition now devetoping between the suppliers
of carbon fibre and the manufacturers of metallic materials will ensure
that better and more efficient materials are available in the future. Such
competition should be encouraged.

REFERENCES

1. SHARPLES T. APPLICATION OF CARESON-FIBRE COMPOSITES TO
MILITARY AIRCRAFT STRUCTURES

THE AERONAUTICAL JOURNAL VOL 84 No. 834 JuLY 1980.

2. SELLARS .J. & TERRY G. = SOPHISTICATED AIRCRAFT STRUCTURES
DEVELOPMENTS + COMBAT AIRCRAFT

THE AERONAUTICAL JOURNAL VOL 85 No. 847
SEPTEMBER 1981.

3. U.S.A., MILITARY SPECIFICATION
4. SELLARS R.J. & SWASLYNG S.J. - MATERIALS AND STRUCTURES FOR ADVANCED
SUPERSONIC AIRCRAFT - AGARD SYMPOSIUM -
BRUSSSLS - OCTOBER 1983
ACKNOWLEDGEMENTS

Some of the work described above has been carried out with the support of The
Procurement Executive of the U.K. Ministry of Defence.

Thanks are due to British Aerospace P.L.C. ror permission to publish this paper.

The vieus expressed are those of the author.

1
?
i
1




THE ROLE OF EXPER1MENTAL INVESTIGATION AND COMPUTATIONAL FLUID DYNAMICS
DURING FIGHTER AIRCRAFT DESIGN
by
P.W. Sacher, LKE122
Messerschmitt-Bdlkow-Blohm GmbH b
Helicopter and Military Aircraft Division
P.0. Box 80 11 60, D-8000 Minchen 80, FRG
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of numerical and experimental investigations
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The computer is not going to replace the windtunnel; the role of computers is a
complementary one to save time and costs and to improve the quality of the
final product.
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11.1 Introduction

During the design Phase I and II according to L. M. Nicolai /1/, the simulation
of the complete 3D complex flowfield around the A/C configuration is absolutely neces-
sary. In principle two ways exist for this important analysis:

- the Experiment in Wind Tunnels using models of reduced size

- the Computation solving Potential, Buler or Navier-Stokes Fguations using
high speed computers with large storage devices.

Fig. 1 shows typical results obtained by experiment and calculation using the
same fighter model. Both approaches have their merits and both suffer from a number of
handicaps (#ig. 2). It is the purpose of the present lecture to point out the special
benefit and the shortcomings of both most important tools for the engineering work.

Fig. 1 Results from Experiment (MBB-Watertunnel, left) and Computational Fluid
Dynamics (MBB-EUFLEX /21/)

EXPERIMENTAL APPROACH NUMERICAL APPROACH
“WINDTUNNEL" “SUPERCOMPUTER”
- scaled ceometry + real geometry
- model flexibility limited + no limits for variation of parameters
- not always defined + known boundary conditions
- Re-number too low + real Re-number
- long term (time consuming) + short response
- Cost Increasing + cost decreasing with time
+ accuracy of measuring technique known - errors not known
? sometimes hldden - systematlcal eriors (equatlon)
? questionable (experimental “skill®) + good reproducabliity /objectivity
¢ real flow (flow quality?) - flow representation by model approximation

- computer speed and memory limited

Fig. 2 Compilation of advantages (+) and disadvantages (-) of experimental and
numerical Flow Field Simulation
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From time to time it is tried to determine the point of progress in the field
of computational fluid dynamics by critically analyzing computed results through com-
parison with experimental results. Due to the development of more and more powerful
computers one truly can get the impression of huge steps in progress in the field of
computational theory, whereas experimental test facilities experience a slow but more
steadily extension. However, in the near future experimental research will do also a
substantial step forward by applying cryogenic technology.

Though progress during the past 20 years in numerical flow simulation around
aircraft can clearly be recognized, comparisons of theory with experiment always favor-
ed experimental results /2/, /3/, /4/. Tests done with identical models in different
wind tunnels at seemingly "identical"™ test conditions however show some irregularities
of measured data. As an example the projects of GAKTEUR Action Group 01 and 02 are re-
ferenced /5/, /6/. In one case seven physical models from one section definition were
built and measured in seven wind tunnels at transonic speed, (pressure distribution).
In the second case an identical 3D wing model was investigated in fcur different faci-
lities. A third example, a test on a 2D-airfoil in thres wind tunnels at overlapping
Reynoldnumbers (between 0.3 to 40 millions) will be referenced later in much more de-

tail /7/, /8/.

11.2 General Trends in Time/Speed and Cost in Experiment and Computation’

As previously mentioned data of A/C development demonstrate a clear trend. Fig.
3 shows the growing number of necessary wind tunnel hours for aircraft development dur-
ing the past. Considering the relationship between hours and cost you can extrapolate,
that the next generation of aircraft will require 10 years permanent measuring time at
costs of 100 million §.

10 1000
TIME COSTS
{h} (Mio. $)
L 100
10 10
O TORNADO
10° 1 @ MBR-share

01

Fig. 3 The use of Wind Tunnels for A/C Development /2,

On the other hand we must accept that cost for computing time (CPU) are reduced
by one order of magnitude in one decade (Fig. 4). This can be explained by the develop-
ment of larger and faster processors with smaller size (Large Scale Integration), by
new computer architecture (sequential-, patallel-, vector-processing), but also by the
development of new “fast solving® algorithms (e.g. Multigrid).
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Fig. 4 Computing Costs due to Progress in Development of Computers and Numerical
Methods /3/




This unavoidably leads to the provocative question how long it will take until
consequences of both trends will be realized and supercomputers will substitute the
wind tunnel facilities. To start this discussion we have to provide arguments in order
to describe the performance of both approximations to real flow in critical regions.

First of all we have to agree that an experiment in a wind tunnel is also only
a cimulation of real existing flow. The discrepancy between required and available
region for experimental flow field simulation is well known (Fig. 5) Unfortunately
difficulties due to the necessity of an extrapolation to real Re-number are often
understated, (e.g. there is no guarantee that a carefully optimized flap-system from
wind tunnel tests will result also in an optimum for full scale application).

-6 <10-6
RQIP 10 RQOJW 10
200 l 200 T I l
typical requirements for v/ avallable factlitles for simulation

simulation of alrcraft AR of transontc flow
i

- Europe
&\ )3 ‘il

09 as,, 15
10 5 M W0 0 05 10 M

Fig. 5 Required and available region for simulation of Re- and Mach-
Number in existing Wind-Tunnels for A/C development

On the computational side the availability of computer codes depends, as Pig. 6
demonstrates, on the hardware in terms of storage and computer speed. For engineering
applications the acceptable job return time must be less then one hour. For research
and test cases during code development job return should be guaranteed over night. But
even if larger and faster computer hardware will be provided in the near future, the
development of software will require a certain timelag for code validation.
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Pig. 6 Availability of numerical solutions related to computer storage and speed




{ 11.3 State of the Art in Numerical Aerodynamics

11.3.1 Model for numerical simulation

The simulation of "Real Flow" has to take into account viscous effects. This
can be done by definition of a (inner) region where viscous effects play a dominating
role, the "Boundary Layer", and the (outer) flow region where viscous effects mayv be
neglected (= Potential Flow). If there is a strong coupling between both regions, as in
the case of viscous flow separation, thie Potential Flow/Boundary Layer-Model fails and
the full Navier-Stokes equations have to be applied (Fig. 7).

P iy

small viscosity effects large viscostty effects {
away from body surface close to body surface
“tnviscid flov.“ "houndary layer” ,

weak Interactton (approx.)

[ o — g |
M«l potentlal equaticn boundary- tayer equations
W K=1 potential equation (etltpt./ ap. .
Euler equatlons iyperbot. o 0x) " 0P = p(x®
M>1 Euler equations (hyperbol,/ ™ (parabolic)
()tn.potenttal ec.) ellipt.)
j {fuler egs, time dependent hyperbolic) (taminar, turbutent)
J
Ns -~ |

strong interactlon between
tnviscid and viscous flow

Navier-Stokes equattons
A tett1p., time dep, parabolic) #

tlaminar, twrbutent)

Fig. 7 Model for numerical simulation of viscous "Real® flow /9/.

In fact the development of computer codes has followed t..is cutline starting in
the early 60ties and has reached the highest level for inviscid flows, the solution of
the Buler-equations, in 1980, see Fig. 8

1984 l HAVIER-STOKES EQUATIONS —] 1

DSy |

“Thin tayver* approx. non-v1scous
“Boundary layer eq.* satutlon

1960 [ ever eqation |
I
Solutton for 1974 [ Potent1al equatlon _]
3D flow l
(wing with arbitrary ) ;
geometry) 1972 I Sma'l pe{leratlon ]
1968 [ wPace evation |

Fig. 8 Availability of 3D Computer Codes for engineering practical applications.
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11.3.2 Applications, typical results

For each class of flow rcpresentation a typical application will be shown and
nusierical results in comparison with test data will be presented.

Representation of Fiow Typiga! Application

AGARD TC 14
Euler |F,+G,+H,=0 D
ou oY ow -

p+ou? ouv oUW I’
F- = H=

euv p+ov? ow
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FPE  llogd + 09y, + (0¢2): = 0| [:)

¥x = Voo + @, =

LPE [(1-Maw?)¢..+ww+wn=ol[> <l b 1 0

Panel Model
(AGARD TC 17

Fig. 9 Governing equations for numerical steady, inviscid, isocenergetic flow
simulation

Fig. 9 shows schematically the main classes for inviscid {low representation
starting from the Laplace-equation (LPE) to the Full Potential Flow (FPE) and the
highest level of Euler-equations. From the view cf engineering, practical application
is 8till limited, and the highest level of geometric complexity is shown. So Panel
methods solving LPE are applied for complex wing body combinations without restric-
tinons, but they are only valid for attached flow and pure subsonic or supersonic speed.
The PPE may be used for transonic flow, but there are still restrictions in geometric
complexity. Siwple wing-body configurations may be handled today. The application of 3D
Euler-codes in industry is restricted at present time mainly due to storage-require-
ments to isolated wings but tney work satisfactorily for all speeds, applications for
more complex geometries have been already published by research institutes. Fig. 10 re-
presents results obtained for a supersonic cruise airplane. Predicted pressure distri-
butions and overall coefficients for lift, drag and pitchirg moment are in good agree-
ment witn experiment.
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Pig. 10 Potential flow solution using Panel Methods for supersonic flow /10/.




A more sophisticated presentation cf numerical results is given by Fig. 11
where isobarpatterns are shown on a recent combat A/C.

Alfa=0.0 Deg., Beta=0.0 Deg.

Fig. 11 Forebody-Canard-Intake representation of recent combat A/C, results
obtained by Panel Method "“HISSS"/10/

The second set of examples will refer to 3D Euler-solutions. In centrast to
Potential flow this class of results covers {inviscid) flow separation at the leading
edge (LE) of highly swept wings of low aspect ratio (AR). Fig. 12 shows such typical
data obtained recently /11/ by applying the so-called Marching Technigue in space. One
can see clearly the LE-Vortex at two stations in spanwise directiocn.

(L AL

e
" i U UCIRTUAL

Fig. 12 3D Buler Space Marching Procedure aeplied to a Deltawing with sharp
Leading Edge at Ma = 2.0 and %= 10", /11/.

A more specific investigation of the flow field angularity at the forebody of a
fighter A/C is performed to optimize the position and shape of the intake at supersonic
speed according to Pig., 13, Por these results, viscous flow correction has been applied
to get the correct distance of the boundary-layer-diverter from the A/C body and to
produce streamline patterns.
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Fig. 13 1Intake-Optimization during project development using Euler-Space-Marching
Solution with viscous Boundary-Layer corrections /11/

The comparison of (Full) Potential Flow- and Euler-Solutions is a useful exer-
cise which has to demonstrate agreement where attached flow exists and no strong shocks
J appear. Fig. 14 shows such a comparison.

y Space Marching Proc. Space Marching Proc. 1
: Shock Capturing Shockfitt
% Impl. Fact.Fin.Diff. Semi impl.Fin.Difl.
: Conservative Form. Quasi-Conserv. ¥ 1
Mesh 31 x 37 - Mesh 17 x 37 (Cr.F1. Planes)
CPU 1 (Unit) CPU4

—— e

Fig. 14 Comparison of Full Potential-Flow and Euler Solution /11/

Another important area of flow field simulation is the A/C afterbody which con-
tributes up to 50 § of total drag to the configuration. Pig. 15 shows schematically the i
complexity of the flow region at the boattail of a typical fighter A/C configuration.
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@ N.S. Equ.
' /
Z W / v | Afterbodty baundary lagar - 1553y yeumetry Mach number, Re number)
/ - Vi " Separashon and expansion'2nmpression at base
W~ L] Mining layer 2 free stream boundary of Lase fow ragon
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- e — X Separad 2 DANSION UMD of nozzie boundary layer
X1 Nozrie boundary layer

Fig. 15 Axisymmetric A/C Boattail including Jet-interference
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In order to compile the present state of the art, AGARD FDP has £formed Working
Group 08 to specify Test Cases for Numerical Flow-Field-Analysis. Fig. 16 compiles 1
typical results obtained for different classes of solutions.

TC No. Meth. of Solution
l i ﬂ
8=5° on the Boattail
: @ Addy
{ (Delery/Lacou)
- P Ma=22 *
pypo=11.13
@ Euler *
(Bissinger/Eberle) y
S ___ 2w Ma=201
10 p/poo=10
=6.0
' e (3 N.S. 4
b (Deiwert/Wagner)
. & ~ Ma=201 1S
T =20 p/p®=1.0 % e e T
T Tl =6.0

Fig. 16 AGARD FDP WG 08, Test Cases for Numerical Flow Calculation /12/

At least for the last set of test cases one can see that the flow is dominated
by large regions of separated flow and the flow around the afterbody is characterized
by thick Boundary Layer which interacts strongly with the separated flow regions. This
leads us to examples for CFD colving the (viscous) Navier-Stokes-Equations. Even for
this highly complicated numerical agorithms, progress has been tremendous during the
past years. Due to economic reasons a first approach was the formulation of a zonal
solution according to Fig. 17.
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Fig. 17 Zonal solutions for viscous flow problems /13/

But even the full Navier Stokes Solution hae been achieved recently as e.g.
Pig. 18 shows. But the enormous amount of numerical data requires color-
graphics to &nalize the complex flow characteristics.




1 VORTEX FLOW EXPERIMENT
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Pressure distridbution and forces

Fig. 18 Compilation of results obtained by the solutions of the Navier-Stokes-
Bquations, NSFLEX by M. A. Schmatz /i4/.

e solves compressible Euler or Reynolds-averaged Navier-Stokes equations.
respectively

e Dbasis for zonal Euler-, boundary layer-, Navier-Stokes method

finite-volume method (2-D, 3-D)

third-order accuracy of upwind flux extrapolation (Godunov type)
implicit time relaxation of unfactured equations (polnt Gauss-Seldel)
shock capturing

Euler switch

laminar, turbulent (Baldwin-Lomax eddy viscoslity model)

fully vectorized

0.01 « My, % 10

Results: wall-shear stress, wali-heat flux, wall temperature, skin-
friction lines, separation, aerodynamic loads, shocks,vortlces

P




——__ gy

11.3.3 Code validation
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As the previous chapter has shown, a huge amount of numerical data has been
produceed during computer code development and applicatiocn. The question arises,
whether it is justified to spend so much money in computertime. So in 1978 a first at-
tempt was to specify 2D Test Cases and to invite experts of all countries to contribut=
their own results /15/. Pig. 19 demonstrates the variety of results obtained using dif-
ferent codes solving different equations.
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Fig. 19 Comparison of results of numerical methods (GAMM-Workshop) NACA 0012/

M=0.8 = 1.25°

Integration of the pressuri distributions to aerodynamic coefficients for lift
and drag according to Fig. 20 leais to the conclusion, that an improved exercise has to
be repeated. The computer codes hav> to be restricted to the same class of equation and
furthermore detailed flow quantities like total pressure, local velocities and entropy
have to be analized throughout the complete flowfield.
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Pig. 20 Comparison of results of numerical methods (CAMM-Horkshop) NACA 0012
NCPOT Non-Conservative Full Potential Flow
PCPOT Fully-Conservative Pull Potential Flow

Fig. 21 presents the scope of work defined by AGARD WG 07 in 1952, Only Fuler-
Codes have been included in the reoort.
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®ig. 21 AGARD WG 07: Test Cases for inviscid flow calculations /16/

As Fig. 22 shows, the results are still without acceptable agreecment and
differences still exist for the pressure distribution on the airfoil upper side.

4

Fig. 22 AGARD WG 07, Test Case 07, NLR 7301, Ma = 0.7209%7, of= -0,194 * /16/.
Pressure distribution versus x/c and z/c.

The results for integrated coefficients {lift, drag, pitching mcment) show again
significant scattering of data. But it seems at least for some of the contributed

results that “"convergence® at

certain level could be achieved (Fig. 23).
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Fig. 23 AGARD WG 07, Test Case 07, NLR 730!, Ma = 0,720957, &= -0,19& * /1e/.
Integrated coefficients for lift, drag and pitching moment.

For 2D-Flow calculations a simple moderate swep. wing was specified as a test

seweve

case {ONBRA M6). 4 different computer codes could be identified to provide solutions
like Fig. 24 shows.
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Fig. 24 AGARD WG 07, Test Case 1l, ONERA M6, Ma = 0.84, &= 3.06°
Pressure Distribution (Cp) at spanwise sections

Surprisingly the agreement is much better than for 2D test cases, (with excep-
tion of the region where the shock occurs). Also in the tip region differences exist
due to different representation of the tip gecmetry in the computer codes and
consequently also due to flow separation around the tip (Fig. 25).

As a result of the different treatment of the tip region local aerodynamic load
coefficients for lift, drag and pitching moment obtained by different codes disagree
significantly

INFLUENCE OF MESH-GRID REFINEMENT ON SPANWISE LOAD-DISTRIBUTION

AR .
WA . : e . L

A}

TAAILING EOGE © - - - oes

iy
viyg
iy

v
My
i

{

’,,.‘- g e e g e -'1 ro. v

G G @ 1’

[l.‘-——— e = b 9.00

Laet ey
.‘\ s .
v A\ s, '
r.,z—-»—.—.r ] £ -—\ "‘:(G 4+— e ] .:;u')'. = ‘F S L |
-‘.7\. , /

Lot —————p———t— F .02 —4 \—- ~4— »l.N'/ — - 1
b SN S ! e DORNIER (36) “FING ORID®
A it voylane { nre T __‘\‘.o‘,\ylo;‘ e MY
</' (r ....\ LA I E | ]~ e
l l J [}] (X " nyl.'.o
PP J SHESEENS S e ¢ A " I " J

Fig. 25 AGARD WG 07, test case 11, ONERA, Ma = 0.84, o= 3.06°
Geometry for tip.discretization on flow around side edge
ggcal :oad coefficients for lift, drag and pitching moment in spanwise
rection.

To demonstrate the capabilities of Buler-Solutions and to predict also Leading-
Edge-Plow-Separation, an additional configuration was defined: the so-called "Vortex
Plow Bxpeviment® according to Pig. 26. For this geometry 2 wind tunnel models have been
built and tested throughout the whole speed range up to Ma = 4,
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Fig. 26 Geometry of "Vortex Flow Experiment" model
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Fig. 27 Vortex Flow Experiment, compilation of numerical results

As could have been expected from previous results, the comparison of numerical
data according to Fig. 27 shows again severe deviations from experiment as well as from
each other.

Going to the highest level of numerical flow field simulation also Navier-Sto-
kes solutions obtained recently do not agree satisfactorily with experimental data, see
Fig. 28

II]

||]

Spanwine Cul &l n/croot: .8 Spanwise Cul 8l a/crool : .8

I.|']
Spenwies Cut sl n/craet ;.3

- sxperimeant
o calculation
P b ? ¥ e
\ .."_‘\.:‘\“L. ? ® s o @ 9 -n.?.‘.

] Pig. 28 Navie;-Stokeu-Solution for Vortex-Flow-Experiment-Wing, comparison with
experimental data at Ma = 0.85, ot = 10°, Re = 9.106 using 277400 mesh
grid pcints /14/, /18/.
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In conclusion to the compilation of data for code validation the question aas
to be answered to which extent the various disagreements have to be assigned to possib-
le sources of errors in numerical flow field simulation. According to Fig. 29 at least
4 levels of explanations may occur in a computation. The most important class is the
error of discretization. Usually different analytic modeling and different mesh grid
size and type have been used in different computer codes. So further detailed studies
have to be undertaken until the best numerical finite solution of a certain class of
equations has been identified. But it will be demonstrated in the next chapter, also
experimental results suffer from unexplained disagreements which have to be investigat-
el.

DESCRIPTION f Flow — Error due to "Stmulation of Flow”
by Equatlons

-NS. 1
- Euler
Z$§§ Numerical Algorithm —3 Error of Discretization — Derlvates
— LAPLACE - Mesh Grid
’ - Control Point
— Finite Diff. } - Representatlon of
- Finite Elements Geometry
:Fg:l:e;?lumes (1terative) Solution of sfas dUaT°=ETror
“e.tie System of (l1near) — “Resldua
e Equation Systems {Convergence?}
-SLOR {
-ADl -
::‘-t‘"'?"d Representatlon of Data | | pound off Error
Sy in Computers

Fig. 29 Classification of scurces of errors in numerical methods.

11.4 Results from Wind Tunnel/Critical Review

11.4.1 Effects of Reynoldsnumber

With few exceptions Wind Tunnel Testing has to be done using models having re-
duced geometric size. Because of viscous effects the influence of Reynoldsnumber must
be considered. The most important effects can be studied at high angle of attack look-
ing at Cj, (max) and at high (transonic) speed wnere shocks occur. Fig. 30 shows a
typical result for the systematic variation of the parameters Angle of Attack and Mach-
number for the pressure distribution measured on the upper side of a 2D Airfoil-Sec-
tion.
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Pig. 30 Effect of Angle of Attack and Machnumber on Transonic Shock Location.
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It can be seen quite clearly that a design condition exists where the shock
disappears and transonic drag rise could be avoided. But obviously if there exists a f
strong sensitivity to Reynoldsnumber this "Design Point" ist not easy to achieve becau- I
se of the different test conditions in Wind Tunnel and Free Flight. This "Sensitivity
Studies” have been undertaken in the past many times and Fig. 31 also shows again
representative data. Two observations have to be reported:

- there is a significant disagreement of experimental data obtained in diffe-
rent Wind Turnels using the same model

~ Extrapolation of experimental data to full (free flight) Reynoldsnumber is
[ problematic. |
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Fig. 31 Effect of Reynoldsnumber on transonic shock position
+ Experiments with at Profile C~141 in 3 Wind Tunnels /7/

0.34 Re « 31.3 + 105 (nat. transition)
Ma = 0.8, oL = 2°

From these measurements can also be stated that there exists no general trend
in shock location versus Reynoldsnumber. There are regions where the shock moves for-
ward and others where the trend is opposite with rising Re-number. Fig. 32 shows data
where the shock is moving forward and it will be shown later that computational results
will predict generally the opposite trend. {
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Fig, 32 Bffect of Reynoldsnumber on transonic shock position /17/




‘ 1 11-17

{ 11.4.2 Effect of Wind Tunnel

But first of all the reproducibility has to be achieved for Wind Tunnel testing 4
using different facilities having in addition their own "home-made" procedures for
transition and Wind-Tunnel-Wall-Corrections. In 1983 GARTEUR AG 02 /5/ reported results
obtained in 7 Buropean Wind-Tunnels on 7 models of different size at the same Reynolds-
number near the design condition. Fig. 33 represents just one (representative) result
1 for pressure distribution and lift coefficient. As can be seen the shock location {
varies within 10 % and consequently the situation for drag is even worse.
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Fig. 33 "Effect of Wind Tunnel” on measured data /S/
Ma = 0.76, C;, = 0.51, CAST 7 Profile Section

The same situation can be found for 3D-Model Wind Tunnel testing according to
Fig. 34 and 35. This exercise has been published in 1983 also by GARTEUR AG 01. A 3D
Wing-Body model has been built and measured in 3 European Wind Tunnels. But inspite of
significant differences in pressure distributions at spanwise sections the overall
coefficients agree remarkably well at design conditions.

Fig. 34 GARTEUR AG 01, DFVLR-F4 Wing Body Configuration /6/
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Fig. 35 Pressure distribution on DFVLR-F4 Wing Body Configuration obtained in 3
Wind Tunnels using the same model /6/.

The results shown above are representative for a typical "Attached Flow" design
condition for civil A/C projects. If we consider fighter A/C configurations with low
Aspect Ratio wings, having in addition Leading-Edge-Vortex-Separation, the results from
different Wind Tunnels compare iike Fig. 36. This model has also been used for the com—
parison of theoretical results in Fia. 27. It is not clear whether the discrepancies of
experimental data can be attributed to different Reynoldsnumber or to different Wind-
Tunnel-Wall-Effecte.
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Fig. 36 Comparison of experimental pressure distributions at 3 spanwise sections
obtained at NLR and DFVLR for the "Vortex Flow Experiment® /18/

11.4.3 The Role of CFD during Wind Tunnel Testing

If the situation is like shown before, the question arises: "Could CFD explain
discrepancies observed as effects due to Keynoldsnumber or to Wind Tunnel characte-
ristics?

Considering theory one must conce<. that the aim of simulation of viscous flow
is in sight, but current known performance of computer codes demonstrate reasonable
gaps and inconvenience. First of all one has to meet arguments that the application of
computerized procedures are, if available at all, by far too extensive for engineering
use. That means in other words one has to prove that costs for calculation of the flow
field does not extend to the order of expenses for experiments.
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A first attempt to predict Reynoldsnumer effects on transonic shock location
could be made by using Potential flow or EULER flow codes which have to be corrected by
Boundary-Layer calculations. Fig. 37 shows results obtained by application cf a viscous
flow corrected full potential flow solver /19/.

on
!mc I [

As shockfree deslgn
‘ by KORN v
0.20 (M =07, a=11°)
@6
0.19
Scatter of
Mach-boundar les
0.18 }
I!G O Coordlnates without smoothing
l ; & Coordinates with smoothing
100 Re

Fig. 37 Prediction of Reynoldsnumber-Effects by Full Potential Flow with
Boundary-Layer-Correction /19/.

Obviously the results cannot reproduce the experimental shock drift of about
10 % section chord. Even worse, the predicted shift in shock position is correlated
more or less to 1 % cnord, which corresponds exactly to the mesh-grid-size used. So the
"Shock-capturing® method works on the limit of geometrical discretization!

A more sophisticated attempt to predict transonic shock location has been
undertaken more recently /14/, using a Navier-Stokes solver. Fig. 38 demonstrates good
agreement with the experiment at least for one Reynoldsnumber on a RAE 2822 Profile and
it shows the rearward trend of shock position with rising Reynoldsnumber. But the pre-
diction explains only about 2 - 3 % chord as due to viscous effects.
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Fig. 38 Prediction of Reynoldsnumber-Effects by Navier-Stokes, solution NSFLEX
at Ma = 0,73, o= 2,79° for RAE 2822 /14/

If only 3 % of a shock drift of about 0 % could be attributed as effected by
Reynoldsnumber, then the remaining difference must ke explained by Wind Tunnel effects.
First of all, the wall interference effect ("Blockage”) has to be investigated. For
nearly incompressible subsonic flow no wall effect exists according to Fig. 39,
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INFLUENCE OF WIND TUNNEL WALL
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Fig. 39 Prediction of Wind Tunnel Wall effects using inviecid EULER flow code

EUFLEX /20/
An inviscid BULER flow code has been used to predict blockage effects. The

situation changes dramatically if we go to transonic Machnumber like Fig. 40 demon-
strates. Only a distance of more than H/C = 8 could represent free stream conditions.
4 we observe 25 % rearward shift of the transonic shock position.

For H/C =
-10 y —
cp free stream 12 >8)
. /uinitunnelg:;(A? INFLUENCE OF
i e, -=7{e) ‘IDEAL" WALL
*
—¢p ON EXPERIMENT

M =082 a=0°

0 Crm0 b ()
C,=0.047

1 WHITCOMB-Profile

Fig. 40 Effect of Wind Tunnel Blockage on trans.nic shock position, prediction by

EULER /20/.
But not only pure blockage interferes with the pressure distribution. If there
exists any kind of pressure gradient at the Wind Tunnel wall in flow direction, an im-
portant effect on measured data could be observed according to Fig. 41.

In addition a constant pressure level applied at the wall could atfect as well

the shock location as Fig. 41 shows.
Extrapolation from Wind Tunnel to full scale flight requires answering the

question:
"How much effect is related to Reynoldsnurber and to what degree Wind Tunnel

wall inference plays a dominating role?"
The answer obviously depends also on the "Sensitivity" of shock position to

smail changes in Machnumber and AOA.

iy,




¥
' 11-21
-002 - -0.02
- ‘Cp wall BES AC’ wall 1
JERSESIPEEY Y [} P — ~o . <001
\\
A >
U X ~ X
M =082 a=0° H/c=6 0.0 SEe
91 | 8¢
tp ACp=-001, xP-0
Ref. A!p-%c-'zoo
] 08 A }
I-g"
X
J 4
o osdcp=0am ! _
5 Cp -o.ou" =
x WHITCOMB-Profile
I .
Fig. 41 Effect of pressure gradient at Wind Tunnel Wall on transonic shock }
location, prediction by EUFLEX /20/
FROM WINDYUNNEL TG FULL SCALE
A "wali-Serturpation” ? Re-Number Effect ? 1

-Cp -I:p

| 17 b ;

| C -4l ;
i WHITCOMB \
AR S R S R
: IR ¢
"Curved® ("NACA*)Type "Plate” (‘supercrit.*) Type, upper side }
Ax Ax 1
(=) wpo0? (2=2) = 320%¢ !
wall (o wall
(Hic=6)

Axg Axg
¢ -( ¢ ,vuc. *? '[.C n
¢
!
Alc Als Axc L
(— - c , + —-c—-— '
C  "Meconst. vall visc. \

-

Pig. 42 Sensitivity of Shock Location for "Classes of Airfoils”

For more conventional "Classical NACA-Type” sections the shock always exists at
transonic Machnumbers. For advanced "Supercritical”™ Airfoils the shock disappears at
design condition ~ but this class of alrfoils is by definition extremly sensitive to
any changes of the flow conditions, therefore extrapolation to full size is risky and
requires validated CFD codes of the highest level.
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{ 11.4.4 The Role of Wind Tunnels during Coniiguration Development

{ Llthough so many objections have been made in the previous sections the role of
Wind Tunnel Experiments during research and configuration deveiopment remains still
dominating.
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As Fig. 43 shews, a typical modular model for nonlinear flow conditions has
been used to study leading-edge-flow-separation and vortex-vortex interaction. And a
more realistic configuration for a new fighter A/C (see. Fig. 44) shows even more com-
plexity. There is absolutely no flow code in sight which can give real flow simulation
including all configurational details, The present paper does not cover engine
integration and exhaust interference and the aerodynamics of controls, just to mention

} Fig., 43 Modular Wind-Tunnel-Model for Research
E

]

i the most important missing ones.

ettt e oK
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-

Fig. 44 Wind Tunnel modular model for Fighter A/C configuration development,

_ For fighter A/C the outcome of "Highlights" due to the application of "Strakes"
(typical for the last generation of flying A/C) could be summarized as follows:
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Summary of Advantages Due to Strakes

Subsonlir/Transonic Supersonic
8 Increased maximum lift 8 Reduction in wave drag
0O Trmmed and untrimmed 3 Area ruling

3 Wing body blendin:
8 Lower leve! of induced drag at . g

high AOA @ Feduced trim drag
8 Higher useable lift limits [3 Neutral point shift

O Buffet onset and penetration

3 Drag reduction

3 Rudder efficiency increased

8 Improved dynamic behaviour

27his result could not have been achieved by numerical calcuiation out the
number of variations of model components has been reduced drastically by the support of
CFD to Wind-Tunnel work.

The next chart shows anothu:r example obtained during civil engineering. The
design of supercritical airfeils has been achieved only by numerical computation - but
the application for 3 D Transport-Type wings has to be validated by extremely careful
performed Wind-Tunnel work,

Supercritical Design: High Lights

Comparison of the performances of two wings of identical planform (AR = 45/p 35°4 = 0.33}
but with differences in wing sections (conventional NACA profile 564A (1.33)0(6.5), super-
critical profite MBB-A3 t/L = 8.9%) gave high lights for the supercritical design due to:

8 Better maneuver boundary buffet onset {10-20%, sub-, transonic)
8 Higher maximum lift

8 Drastlcally improved wing efficiency (gains in lift/drag ratio 20-80% for M < Mdes
and CL > 0.15)

8 Lag of drag creep

& Good off-design behaviour

The "0Off-Design" perrormance of thne newly developed airfoils has pruved tc be
of even more importance - a feature which has been really hard to predict by CfD up
till now.

11.5 Conclusion

The question, when the new coming branch of Numerical Aerodynamics will substi-
tute, at least partly, the experiment is of course inadequate. The most important re-
sult at this time is the fact, that the computer should no linger be separated from ex-
periment. Typical examples are the so-called adaptive sting for evaluating the
trajectory of weapon release and the automatic control of flexible wind tunnel walls to
minimize interference during tests.

But even for simpler tasks, like the measurement of pressures at transonic
speed, a computerized procedure is necessary for highly sophisticated corrections cover-
ing not only blockage effects but also wind tunnel wall imperfections.
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So far at present two main reasons exist for considering CFD as a valuable sup-
plemeut to Wind-Tunnel-Tests:

\ 4 \4

REDUCTION OF DEVELOPMENT COST INCREASE PRODUCT QUALITY

e model manufactoring ® conservation of compatibtitty
(reduction of models and model components)
[} Increase of design broadness (no. of conflgurations)
e wind tunnel time
(varlation of parameters) . reduction of destgn risk

o flight test (] access %o new flight regimes (*emerging tecimology” ?)
(no. of flights, clearance for store instaliation)

¢ quallty assurance (Independency of personal skitl)

e deston cycle time transparency of design procedures

- automatization

expert systems (Al)

data access and storage

- transparency of Informatlon

- repruducabiiily of Gesisn orocess

standardizatlon of procedures

NUMERICAL ANALYSIS - SUPPLEMENT TO WIND-TUNNEL TEST

Future investigations will require "TASK-SHARING"” between theory and experiment
4 o a large extent. Due to permanently growing cost for experimental work this means 4

(A) Computation as much as possible

- for explanation of disturbance effects
- to correct measured data
# - +3 reduce the number of parameters for Wind Tunnel tests

(B) Measurement to minimum extent (as necessary)

- to reduce costs

- to evaluate "corner point values" for project development
- to back up new development in theory

- to improve physical understanding of complex fluid flow.

p Engineering work in industry will be influenced more ané more directly and p
| indirectly by CFD in the near future. The result will pe an increase of effectivity or 1
in other words reduction of cost as Fig. 45 tries to simplify.

Inctrect

Influence &>

result o> datay tlme? tunnel watl reproducabl 11ty
coriections
parameter
vatiationy fiow quality indspendency
of results from
quallty of estimation of rersonal sxill
result ' system. errors
Increase of effectivity
effect > N . result -bcost‘ f——
time

Fig. 45 Computer Assisted Development of A/C Configurations

Conclusion: ]
The computer is not going to replace the windtunnel; the role of computers is a
complementary one to save time, cost and to improve the quality of the 7inal product.
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1.7 Attachment
Will the Wind Tunnel replace the computer?

We all know of the importance of computers in today's aerospace engineering
environment. The latest advances in cryogenically cooled semi-superconductor technology
and microscopic germanium sub-water assembly has mada desktop 100 MINS (Millions of
Navier-Stokes solutions) machines commonplace in engineering usec.

We are also aware, however, of the high cost of this aging technology. The most
accurate aerodynamic prediction code available today, FLO-1234.5, is so complex and
expensive that it has never been run. Many other codes, if run to completion, would
require CPU time exceeding the average human lifespan. Most engineers attribute this
situation to the time when the task of writing aerodynamic computer programs was auto-
mated and handed over to the computers. We now have codes too complex to be understood
by any human being. The cost of computing has been rising exponentially over the years.
Clearly, if these trends continue unabated computational solutions will sgon be beyond
anyone's means.

Fortunately, there is an exciting new technology on the horizen which may someday
replace the computer for aerodynamic design and analysis. Two workers at UNCAF (United
Nations Computational Aerodynamics Facility) have recently made a startling discovery.
They found that by building a small wooden model of an airplane and then biowing air
past it in an enclosed tunnel, reasonably accurate predictiens may be made of what the
flow codes would compute. They refer to the method they have discovered as a "wind tun-
nel". At present, "wind tunnel” modeling is still in an early and relatively crude
stage, and cannot be expected to precisely reproduce numerical results. For example,
the continuous surface of a wood or metal airplane model will never exactly duplicate
the discrete nature of a computational grid. Also, some factors, such as artificial
viscosity, are neglected completely in wind tunnel modeling. It may be especially hard
to accurately predict linearized potential flow in the tunnel. ¥evertheless, in many
cases, the wind tunnel agrees surprisingly well with the computer,

Constructing a wind tunnel model is much quicker and less labor-intensive than
running all but the simplest computer programs. Shops such as Minicraft oc¢ Static Engi-
neering complete even a highly detailed titanium model in a mere matter of months.
Thus, many design iterations and trade-off studies can be conducted in a fraction of
the time reguired via the computer., Advances in wind tunnel techrology and model fabri-
cation are expected to proceed at a rapid place. Many promisiig new techniques, such as
the chiseling of facets in Plaster-of-Paris models to more-closely resemble computa-
tional panelings and g3rids, are already being suggested by researchers around the
world. The future prospects of this amazing new wind tunnel “echnology are bounded only
by the imagination.

But what, you may ask, will bhe the fate of the millions of computational aero-
dynanicists presently eaployed in tne aerospace industry? Is the wind tunnel a threat
to their job security? While it is true that some may lose their jobs, a brand-new de-
mand will be created for those well-versed in state-of-the-art wind tunnel technology.
Engineering graduate schools are already replacing course offerings in Finite Volume
Methods and Grid Generation with curricula in Woodworking and Whittling. Clearly, the
engineer will be freed from the tyranny and drudgery of computational methods, giving
him more time to concentrate on creative tasks. It is doubtful, however, that the com-
puter will ever be completely eliminated; the thought of an airplane designed solely
from wind tunnel data without the aid of the computer seems too incredible to believe.
While the wind tunnel may never fully replace the computs2r, it is alimost certain to
become the iost useful engineering tool of the future.

NASA Ames 1984
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REQUIREMENTS AND RECOMMENDATIONS FOR THE
DEVELOPMENT OF THEORETICAL CODES
AND EXPERIMENTAL FACILITIES IN THE NEAR FUTURE

by

B.Costes
Aerodynamic Department
ONERA

B.P.72
92322 Chatillon, France

SUMMARY

In order to properly wuse all the available tools, the aircraft designer has to be acquainted
with both their qualities and shortcomings. This guides the improvement studies in a context
characterized by :

- the general development of the potential of methods and calculation means, wind tunnels and relevant
instrumentation.

- the new requirements for aircraft performance and the ever growing industrial risks.

Successively, we will examine the incoming developments for various levels of calculation codes, used
for an industrial design or for fundamental researches. In the same way, we will examine the
improvements needed for wind tunnels and testing methods, depending on the character of the studies to
be carried out.

Examplea will allow us to define the present state-of-the-art and to examine improvements under study
which may be exploitable in a not too distant future.

1 - INTRODUCTION -

The development of a new fighter involves formidable industrial and military risks. To obtain the best
possible design, all the available tools at a given time have to be used as long ss they prove
profitable. The requirements for {imprcvements of these tools are more demanding than ever 1in
aerodynamics.

We will examine successively the requirements for improved theoretical ccdes, using the new computer
capacities, and the requirements for improved experiments in wind-tunnels. In each case, the need for
improvement is a consequence of the qualities and shortcomings of the present tools.

2 - THE DEVELOPMENT OF AERODYNAMICAL CODES -

Let us remember that some engineers began their careers uring the slide-rule and that, now, these same
oeople have access to computer networks inciuding CRAY or CYBER supercomputers. The current attempts st
Navier-Stokes calculations, on schemati~ confijurations, are a foreshadowing of what will be operational
in 5 or 15 years for fighter design.

Of course, the aerodynamical codes represent only a part of the codes needed. Aerodvnamics is already
strongly linked to flight mechanics and to structure calculations (for the study of the aeroelastic
hehaviour) and we can foresee new connections with oiher disciplines, for instance, for the prediction
of radar signatures or the fatigue behaviour.

From the strict point of view of aerodynamics, many characteristics of a future aircraft have to be
predicted : global performance in steady flight (subsonic, transonic, supersonic) but alsc the dynamic
stability, the air-intake performances and, {f possible, the complete nonlinear behaviour which can
occur in flight. According to these various aims and the necessary accuracy, the codes may be very
different in their capsbilities of handling the aircraf: geometry and the equations of fluid mechanics.

A fifteen yesr projection

Let us begin by corsidering the staie of Computational Fluid Dynamics in 2000, Tn 1082, U.S. experts
published a study [1] of a fifteen year projection about the influence of CFD on Experimentsl
Aerospace Facilities. This document makes it clear that calculations snd tunnel testing will remain
cepplementsry, their roles evolving however as the capsbilities of the two technologies develop.

Considering 1in the next 15 yesrs a probable improvement of 30 in computer cost effectiveness snd of 30
in numerical algorithm efficiency, the study concluded that the Reynolds-averaged Navier-Stokes
e sations could be expected to be largely used for computing tiie flowfield around a complete aircrsfr ;
hovever unceriainties arising from transition and turbulence modeling were viewed as the major
limitstions in the confidence of the results. It was clearly not anticipated that the problem of
turbulence modeling would receive fully satisfactory answers before 2007, “the lack of adequate modeling

may stand in the way of a complete flow field analysis”, since complex flowa hsve to be studied
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(separated regions, vortex and viscous flows).

New Euler codes will be emerging for an efficient atudy of unsteady flows (dynamic airloads, flutter,
buffet...). More rapid convergence of the algorithms will be obtained by suitable techniques such as
multigrid techniques.

The document also made clear that various problems may not be solved if important steps are not taken,
concerning for instance :

-~ actions in order to enhance confidence in CFD (many correlations with tunnel and flight
experiments...)

~ development of techniques for grid generation and, more generally, development of user orientated
methods in such a way as to adequately address the engineering problems and svitable for the new
computer architectures.

- methods of quickly recognizing unsatisfactorv or potentially dangerous flow characteristics from the
mass of computed data.

In addition various strengths and weaknesses of CFD are pointed out :

- to obtain integrated forces and moments in an accurate manner (drag, pitching moment) will remain
difficult, or even unreliahle (high 1lift conditions)

- to obtain the off design characteristics need a large number of computations (many values of Mach
numbers and angles of attack to be checked).

- on the other hand, Navier-Stokes solvers may enahle a classification of a small number of s:call
patterns and the developmert of simpler and cheaper models. They will provide a better understanding of
the physical phenomena occuring in the flow

- interesting possibilities can be contemplated with the improvement of flow visualization techniques
from CFD results and of "inverse' methods giving the shape corresponding to a prescribed result.

Today, these statements remain fundamentally valid.

User viewpoint

Pefarence 12} provi
aerospace industry
carried out worldwide.

s number of important observations related to the challienges existing for the

desg
in learning how to exploit the opportunities being created by computational research

As seen {in the figure (1), the {nitial algorithm will be written and malaxated before pay-off ; in
search of the best possible tool at a given time, much time and money may be sived with proper
management of the vsrious development ophases. A new breed of engineer is seen necessary tn develop
correctly the computationa! tools with a view to applications ; these CFD professionala stand between
the professional programmers, the engineecring managers and the design engineers. In other respects, a
complete code development cycle requires from & to 12 vears before having enough confidence to make
decisions hased on a code. In pratice, P.E. Rubbert states thst this confidence cannot be obtained
without having, in aupport of the user, all the specialists (numerical and experimental people) involved
in the aerodvnamic problem to be computed.

Following Kutler [3], the software design goals can be enumerated : transportable, flexible, usable,
affordahle, maintainable, reliable, cost effective development. Miranda [4] tries to evaluate the
effectiveness of software, depending on gqualitv and acceptance factors, {in order to manage the
development of the CFD software (fig.2).

The overall characteristics and possibilities wanted for the codes are various, for instance :

- modular structure, not depending tco much on the computer architecture, capabilities of connection
with geometric data base, automated grid generation, video and graphic workstations, automatic
optimization procesaes. In |[6], the Fortran 77 is given aa the basic language for the main programs,
the need of visualization in real time of intermediate results or convergence rates ia also pointed out,
as also means to evaluate the efficiency of the code in effective induatrial use (information to the
programmer and operator on the critical path).

- user hand-books and adequate commenta inside the code, example data.

- poasihility of simylating by the calculation both flight and wind tunnel experiments (including
specific effects of walls, supports and plumes).

- capacity for computing various configurations, including achemati~ configurations for fundamental
validations of the phvsical and numerical aspects.

-~ increased capescity to create visualizations (streamline tracing, numerical schlieren, films, 3D
visualizations...).

- an opening to other acientific disciplines, using similar partial differential eauations.

Usera have to be prepared to apply the new technigues which are continuously being proposed to them,
Papera [1,2] emphasize the gap between CFD research and application by industry. Management has to
take much more thia fact into account : to fill this gap, some resources have Lo be set uside
independently of a given project.

In parallel, 1t {s assumed that fundamental studiea (numerics)l and experimental) are going on in order
to provide 1) the modela (turbulence, ...) which give a good representation of physical phenomena and 2)
the detailed flow field data for the validation of the codes.
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Present calculations, some weaknesses

Some years ago, a realistic 1lift could be obtained for a profile provided that a significantly reduced
angle of attack had been used in the calculation. The development of methods taking into account a weak
coupling with the boundary layer, the transition prediction, and subsequently the strong coupling
methods has finally made it possible to have correct results for the 1ift (probably more accurate than
many present experiments in 2D wind tunnels).

Nevevtheless, today we have to admit that even in such an elementary case as a 2D calculation of a
profile, the drag prediction 1is not completely reliable : from the same code (full potential), the
calculation of the -“xag by @

- pressure drag + friction drag
or - wake drag

can yield differences 1in drag up to 10X at the design roint. These differences can have two sources :
numericsl inaccuracies due to locally insufficient mesh resolution (in particular, near geometrical
singularities), inadequate turbulence modeling. It remains therefore difficult to state if one profile
is better than another.

In 3D d4nviscid calculations (e.g. of transport aircraft in cruise conditions), generally, different
research teams cannot provide the same results (problems of grid generation, convergence criteria,
boundary conditions ?)

If we examine 1in detail various results, we have to note some anomalies, such as mass flow changes in
cslculations of internal flows, unexpected entropy jumps and oscillations, unexpected dependence on the
mesh generation... These anomalies present a challenge for further improvements of the methods. In some
cases, there are considerable discussions between experts in order to determine whether or not problems
are well-posed (from a mathematical point of view) and have a unique solution. Reference [6) details
important difficulties encountered when tryirz to obtain a good mesh generation, a correct boundary
condition handling snd the simulstion of viscous 3D effects.

The existing turbulence models give good results in some conventionsl csses but are unable to correctly
predict the separation or the secondarv flows in other cases (flows along a corner...). Introducing new
parameters or hypotheses 1into the model for a given case, it is generslly possible to improve some
results but others can be worse [5). The numericsl simulstion of turbulence makes it possible to
check some models but the numerical viscosity, intrinsic in any calculation, must be carefully taken
into sccount.

Accurate turbulence modeling 1is trul; one of the main limitations of the future cslculations of fighters
by the Reynolds-sveraged Navier-Stokes equstions. More generally, it should be clesr that the above
weaknesses sre temporary and thst CFD in its present status is slready a useful tool {n decision making,
combined with other complementary techniques like tunnel testing when {t is necessary.

Many pspers (for instsnce in the present course) present typical examples of coonlete aireciaft
calculstions, now in s mature cspability phase for flight conditions not too much complex (moderate
viscous effects snd minor sepsrated regions). Therefore, only 2 exsmples of fundamental researches are
presented briefly.

The first one is relating to 2D calculations with unsteady NS equations (finite volume, implicit method
[7), larinsr regime st s Reynolds number of 10 000). The fig.3 shows at zero angle of sttsck, Mach
number O0.85, a vortex street behind 1 NACA 0012 profile. Such calculation needs typicslly one second for
a time step (C mesh 278 x 4B) using a CRAY 1 computer.

The second example is an axisymmetric application of a fundsmental research on unsteady Euler equations,
using s second order upwind scheme [8] and s zonal technique. An air intske, adapted to en inflow at
Mach 2, 1s there computed for M = 1,8 (fig.4). The interrz] flow is suhsonic and a strong expansion fan
develops on the outer side of the leading edge. With such a scheme, both the shocks and the slip line
a.2 well captured on few meshes.

Various levels of codes

According to the different developmen: stages of each project, several code levels or clssaes can be
distinguished.

First, there are codes rather simple, from an aerodynamic viewpcint, witnin an optimization proceduve
(more or less automatic) sllowing to clear the general charscteristics of a future project in the
preliminary design. In the grented calculation time (e.g. 10 minutes of the avai.able computer), these
codes sust provide the most reslistic results possible for compsrisons between various shapes. Other
requirements include robustness and essy use. The most critical points, where it will be necesssry to
optimize the configuration, will be made clear. For the validstion of these codes -which generally means
introducing empirical functions 1in order to have usefui results- various sets of relisbie experiments
have been necessary {including calculations and tunnel nr flight results. With regard to figure (1),
these codes are in their mature capabiiity phasc and the designers have the necessary experience to use
thea vslidly.

For the critical points, more ambitious aerodynamic computations sre undertaken by specialists (in
numerical methods and aerodynamics, zenerally with the help of the code development specialists).

A Zrpi:al time for such computations ; » few hours of the svailshle computer. For aome flight concitions
the codes are in their “mature capability phase” according to [2]. Others are at the erd of their
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development phase : new requirements and unexpected strengths (and weaknessss) v ill appear yielding
significant improvements in accuracy or efficiency ; the coupling with osther tools (graphics, computer
aided design...) and the continuous need of confidence can also lead to some modifications.

During the finsl verification of the project characteristics (including extensive wind-tunnel
experiments), theses codes are used more routinely for the analysis of off desigr flight conditions.

While industry prepares its projects, other teams do research work and develop new codes (or parts of
codea) for a future use by industry or for the fundamental research of models. Such calculations can
require hours and hours of the best computer available at the moment. Validation also necessitates
comparisons with (fundamental) experiments and calculations using other methods.

Thus, the maturing of the codes, the aincrease of computer power and the development of an aircraft
project each follow their own path with frequent difficulties of synchronization.

The need for confidence

This need 1s emphasized, for instance in (1, 2, 6], so thst right decisions are made before a final
verification (in wind tunnel and in flight) and so that the time and money of intermediate tests is
saved. Another question could be the connection with certification regulstions and flight testing (gain
in time and ssfety). However, in the given bibliography, there are few indications allowing to say
exactly how to improve this confidence in CFD results. Prsgeatically, we see that the confidence has to
be deserved “t certain actions ¢sn help to reach this goal.

The Boeing Company [2] has created a CFD laboratory, in order to acquire new skills and multiply the
applications. The approach of Breguet=-Dassault (6] (as well as some US companies according to
[91), 1is to organize a design team working as an off-line project activity and seeking improvements
that can be made available to a project in a timely fashion. Such design refinements »re possibly
incorporated by the project manager. This management makes it possible to multiply applications in
realistic cases and to use emcrging techniques.

In the resesrch centers, theoretical people have some means at their disposal :

- to check the convergcnce of codes on acaderic test cases (uniform flow, other analytical flows),

= to compare results with other methods which sre more expensive but probsbly more precise,

- to compare results with other research teams, national or international, in the framework of more or
less informal workshops (AGARD, GARTEUR,...),

- to submit a prototype cole to the industry for criticisa.

In other respects, at ONERA (and elsewhere), beside the theoretical aerodynamic divicions, teams of the
"applied aerodynamic division" are in charge to validate codes, including all the possible comparisons
with wind-tunnel experiments, and in particular to define the utiliration limits.

The testing (both numerical and in wind tunnel) of realistic but schematic shapes, as a joint study of
the research centers and the industry, is one of the ways to ohtain progessively confidence in the CFD
calculations.

C¥D in the future

Many aspects have been surveyed above. In order to foresee the future ccmputations, we can examine the
present trends of the advarced researches :

- zonal (or "multi domains") techniques. Such techniques {10] give a large flexibility in mesh
generation for complex geometries, different mathematical models and numerical methods may be used in
different regions in order to abtain the best efficiency,

- adaptation to the new super computer architecture : vectorization, parallel computing,

~ introduction of artificial {rteiligence (expert systems in aerodynamics [11]). It is not possib’«
to give yet ai iccurate time~table for that ambitious project. Grid generation has heen identified a=n
having the moat promise :

- conceptual or topological discretization,

definition and spplication of grid-yeneratinn procedure,
grid quality analysis,

grid-point locatior ~/djuatments.

We can also contemplate expert systems in order to help the enginecra and the researchers to handle and
create large codes : it ia not poasible to place an expert programmer behind each reasearcher vho has
access to supercomputers, {n order tu avoid miatakea and to obtain a satisfying effic.ency of the means.

In other respects, solutiona will have to be found for the knowledge aafe-kueping and for the
transference between various design domains, aeronauti-al (fighte(., transport aircrafte, turbomschines,
test facilities, general aviation, missiles...) or not.

It algo rerains possible that completely new approaches mav be diacovered, using massively parallel
architectures and algorithms such as the one recently ptoposed in [12].

3 = EXPERIMENTAL FACILITIES : THE WIND TUNNELS IN THE NEAR FUTURE -

Te  achi "ve success for any given project, fighter deaign requires and will require many facilitiea, such
as flight siwmulators, radar and armament bsnches or asropropulsion facilitiea. It is clear that taking
into account for instance the varioua aapects of the system/man interface, the artificial intelligence
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incorporation, the flight mechanics st high angle of attack, the stealth aspecta or the real conditions
for the engine operation (inlet diatortion, firing influence...) will require both together theoretical
studies and various experiments in relevant facilities. Some of these facilities may be already existing
ones and may have to be modified, others will have to be created.

Considering the wind tunnels only, we have to note that a tunnel life-span is 50 years or more, with
possibly refurbiahments, movinga, reactivations... Most tunnels needed for the next 20 years are already
available.

We will examine luter for each type of tunnel (from small laboratories up to the largest industrial
ones) the present requirements, corresponding to 1) the evolution of aeronautical experience (new flight
domaina becoming attainable), 2) the technological progress and, specially now, the computational
atrides. The description of some recent tunnels allows ua to see how and why the facilities are
preaently evolving.

Reference (1), "a fifteen year projection”, shows that in the year 2000, wind runnels and CFD will
still be complementary because CFD will not yet be able to reliably provide for all the characteristics
of a project. The coat of wind tunnel experiments has not to be considered since the tunnels continue to
provide a little more confidence for a project.

In fact, this document does wot call for any requirement for new ("industrial®) test facility (with the
poaaible exreption of test requirementa of V/STOL aircraft) ; however a permanent upgrading is foreseen
for the facilities and their equipmenta, with improved testing methods. In particular it is quoted in
chapter V that, in the next 15 years, "improved flow diagnoatic techniquea will allow better physical
understanding and will provide the baaia for a more efficient and systematic approach"... For dynamic
airloads (gust, buffet, flutter...) "new techniques will be developed in the way of parameter
identification to better understand the onset of flutter"...

The more distant future for the tunnels cannot be accurately predicted since it will depend on
requirements still to be defined, especially for the future fighters. It will depend on whether or nct
they are VTOL or STOL, stealth, completely variable camber wings, hypersonic... But in any case, we can
e sure that, in one way or another, experiments in wind tunnels will remain necessary for quite
sometime i{n order to answer the questions concerning concept reliability, code validation or flight teat
safetys At a much later date, it 1s possible that new tunnels will have to be redesigned for the
teaching of aerodynamics and physics of the flow phenomena...

General requirements for Wind Tunnels

The AGARD Advisory Report 184 [13), published in 1982, is relating to Flow Quality (fig.5) and Data
Accuracy Reaquirements (fig.6). It represents a formidable effort and remains a reference book for many
people. Some of the quoted requirements appear as unattainable as they were in 1982 (i.e. angle of
attack measurement in absolute accuracy level). Is it possible to take measurements accurate enough to
prove that such requirements are obtsined and how can one be sure that there is no deviation during a
test ? We knowv for instance that the cleanliness of the settling chamber screens and the operation of
the porous wall setting mechaniama have significant effects on the flow angularity.

If it 1is not possible to have a zero error, ve must try to evaluate and minimize this error, learn how
to take it into acccunt and, above all, work to eliminate erratic deviations. If a tunnel could provide
an exact result to the customer, the measurements would probebly look so strange that nobody would dare
place any confidence in them without a complete validation program ! Fortunately, for many studies (for
example, with minor configuration changes), the flow uniformities are not important as long as they atav
the same over extended periods of time and enginssrs have a large experience for the resuit
i{nterpretetion.

To complement the calculations, there are various levels of tests that condition the tunnel
characteristics and the equipment i{nvolved. In any case, the largest production of data has to be
obtained in a giver time, with important consequences on the data acquisition system, the needed flow
quality, the test organization and the new runne) fittiage !!4).

For the facilities used for preliminary designs, cost and duration of a test (from the definition of a
new shape to the result) are very important and this leads to consequences for the model technology, the
access to the test section, the requfrea repeatebility of measurements.

In the industrial fecilities, yielding the final selection of a configuration, a large versatility is
reqguired :

- quick sweep of the test domain (Mach, stegnation pressure, attitude of the model),
- efficient ipstrumentation (see fig.(7), use of new scanners, ...),
- flexibility of the exploitetion cndes, for an on line observetion of the tests.

More end more, specialized study devices are necessary for detailed reseurches on fighter elements : eir
intakes, efterbodies, CCV controlr, store dropping systems... [28). Some of theae devices can be
opereted in the tunnels es well es beside (velidation of the ecquislition procedure, dete “without
wind”)s A single Ceptive Trejectory System can be used either to predict store trajectories or to
enelyse the complex aerodynemic flows eround wodels with verious kinds of probes.

For the code validation, some tesis are carried out in the indusiricl tunnels on models with schematic
but typical shepes. The test conditions are generelly constant but considerable investigetion meens are
used for the flow enalysis (leser velocimetry, multi-hot-wires...) ; a good reliebility (and short time
for the instrumentetion installetion) {s necessery.
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For more fundamental studies, in research facilities generally small.: than the previova ones, important
investigation means are also becoming compulsory. For auch facilities, probema of duration are less
important but the requirements in data quality are even atrict~r (in order to accurately reach the
Reynolds tensor coefficients, or the coherence in high frequency turt: ..nce...).

Each facility muat be fitted with a computer system well suited to the data acquisition, the test
control and the aurvey of reaulta. Like numerical atudies, the detailed analysis of the data requirea
thoroughly developed graphic capabilities.

There is inevitably a compromise between the time needed to obtain results and their quality. For
ingtance, it is hard to imagine measurementa with laser velocimetry during preliminary testa.

Aa a conclusion, it may be atated that, at least in the short term, the facilities will continue to
develop, taking into account the needs of the customers, the technolgical poasibilities and the
theoretical deficiencies at a given time. This development concerns the following points :

- exploration of new flight domsins (Mach number around 1, very high angie of attack, flight in
turbulence, «..),

- study of better identified problems, like buffeting, air-inteke distortion, store interaction, gunnery
and firing simulation, non-linear flight mechanica, noiae...

- better aimulation of flight : high Reynolds number (cryogeny...), flow quality (better honeycombs,
better computed circuit...), minimizing wall and sting effects (adaptive walla, possibly magnetic
suspenaion), consideration of model deformations (measurements, poasibly scaled aeroelastic models),
powered models...

- gains in time and safety for the flight test : better atudies of flutter, atore aeparatioms,
anemometry...

- increased productivity through process automation, automatic verifications, electronically-acanned
pressure sensora, more remotely controlled surfaces, faster CTS displacementa... [15], organization
of the tests [l4].

Rather than trying to teach what looks imposaible, the facilities will make use of various emerging CFD
capabilitiea : we can foresee things like 1) correctly analyzing teats on "rigid" models which are in
fact deformed by the air loads, 2) teating configurationa voluntarily distorted to reproduce a physical
phenomena in flight (enlarged leading edges [16], fig.(8), high 1ift studies like the ones done by
Boeing [17]), 3) taking into account the sting and wall effects in a stricter manner...

For the illuatration of these ideas, we shall examine two examples of recent tunnels. Many other papers
are available, describing similar trends for varioua refurbishments [18) or new projecta (ETW :
[191).

An example of a fundsmental research tunnel, the F2 tunnel and laaer velocimetry

The research tunnei F2 of ONERA, at the Le Fauga-Mauzac center [20], was designed for fundamental
researches 1in aerodynamics on 3 Dimenaional compiex {lows 4n subsonic ran:ie. It begsn functioning in
July 83. Its main characteristics are :

= "human size" test section (1,4 x l.ﬂmz; length 5m) making the job easier ; the models are large
enough to be well equipped, their cost and manufacturing time can remain reaaonable and it is poasible
to use models previously made bv industry for development in conventional industrial wind tunnels,

-the facility wss designed "around"” and "inaide' a Laser Doppler Velocimeter 3 Dimensional device, the
messuring point being able to be moved within nearly the entire test section volume. The teat section
wslls are made of glass allowing all kinds of visualization (viscoua coatings, smoke...), fig.{(9).

= the exploration devices for the flow field are automatically controlled by the facility computer, for
an intensive use of 5 hole probes or multi-hot-wires...

= the acquisition system can be connected by telephone to a customer display, for a quick tranference of
results, facilitating the dialogue between the customer agent{s) on the field and the other researchers
st Chslajis-Meudon, 600 kilometers sway,

= {n order to ssve money and simplify the use of the tunnel, it {s unpressurized and the maximum apeed
is 100m/s. A team of only ) people operates the facility.

F2 is one of the first tunnels to have a fully computed contrsction profile (ax{symmetric inviscid
optimization, coupling with turbulent boundary lsyer, then 3D computation by s finite element method :
fig.10). This study yields a very short contraction (L/VS = 0,8 for a contractiosn ratio of 12), without
sipsration {in the inlet part and with an excellent flow uniformity in the exit plane. With such a shape,
it is easy to provide flow visualization by smoke emmitted from the settling chamber.

For fundamental aerodynsmic researches, the Laser Doppler Velocimeiry is s tool speciaily interesting
because :

= its use does rot perturb the flow,

- the algebraic sign of the instantaneous speeds can he obtained rasther essily (fringe movement by Bragsg
cells),

= the spparatus is less exposed to fsilure than several hot wires.

Typical results {in various research tunnels sre briefly presented in order to show what can be obtained
with LDV and sose interpretstion problems.

The first exaeple conceTns an experimentsl snslysis of vortex breskiown (21]. The 3D lsser
v locizgtor (fig.11) provides rsther essily the mean velocity components (fig.12) and fluctuating terxs
u, u (fig.13). On the other hand, {f we examine the instantaneous component histograa for points
nesr the breakdown (fig.14), we notice two distinct populations : the probe volume is at one time inside
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a '"recirculation bubble" and at another time outside. These large scale and low frequency fluctuations
set the problem of the adequacy of the usual averaged models for representing the real phenomena.

The second example ccncerns an experimental analysis of a strong 3D shock-wave/turbuler boundary-layer
interaction occuring in a 3D transonic channel [22]. A test section wall is equippe with a 30°
sweep bump (fig.15) yielding a very complex flow with a main vortex going off the bump. liae aim of this
experiment is to help in the physical understanding of a complex field, including several separations,
and to provide a weli deocumented case to test NS computational methods and turbulence models. A typical
result is shown (ifi15.16) but visualizations by viscous coatings display strong interactioas on the other
walls so that, in a short term, only quaiitative and local calculations may be expected in this very
complex configuration.

To reach such a quality of results is due to considerable efforts :

- choice of reliable devices,

- acquisition systems able to take measurements on a few ten thousands particles per second : accurate
results are obtained generally with 2000 particles for each point,

- calibration procedure : measurement point coordinates, fringe direction, fringe spacing, in order to
reach a typical accuracy of 1% for the speed,

- particle seeding systems.

But progress remains desirable : better seeding, more accurate determination of the speea direction,
measurements nearer the model surface, approach to spatial correlations and conditional analysis...

An example of a large tunnel, the National Transonic Facility

At the NASA Langley Center, the NTF gives us a good example of what an industrial modern tunnel must

be : adequate size, well equipped [28-1], possibility of various test conditions (allowing in the

NTF case the simulation, in cryogenic conditions, of the largest Reynolds numbers of real flight, with
the determination of the independent effects of Reynolds number, Mach number and aeroelasticity of the
model).

Among the numerous reports concerning this tunnel, reference [23] recalls us at once all the
instrumentation developments required for the tunnel (fig.17). Of course, using tunneis at cryogenic
temperature increnses dramatically the difficulties of the measurements [24). However, few tunnels,

if any, have today at their disposal the instrumentation techniques at the required operational level,
regarding particvlarly :

- model attitude with an accurscy of .0}°

model deformation with an accuracy a few hundredths of degree

flow visualization around the model

continuous determinstion of transition locstion, during the evolution of test parameters.

Such techniques have only begun to be tested for use {n industrial tunnels, (24) ; sophisticated
devices such as polsrizing reflectors (torsiometer : fig.18 from [25}), infrared scannings with
insulated models, holographic tomoscopy are being used. It seems to me that many tunnel teams will have
to acquire new proficiencies specially in optics and relevant data processing.

On the figure 19, giving a result of wmodel deformation from a torsiometer in the French S1 Modane
transonic tunnel (@ = 8m), we can see the magnitude order of the deformation of half a wing for a
transport aircraf* modei and remind the accuracy needed for a good comparison with calculation ; with
the same accur» , models have to be designed and built with a distorded ahape in order to represent
during the test a. the design point, the shape of the real aircraft in cruise conditions.

The same paper ({231 highlights the unique role of the NTF for a genuine validation of the existing
tunnels with respect to flight. In particular, one can foresee that present boundary-layer trip
techniques to simulate high Reynolds rumbers -which are more or less empirical- will be replaced by new
ones vhich will be scientifically justified once and for all (?).

Among the planned basic fluid mechanics experiments, we notice the test on a flat plate at Reynolds
number exceeding one billion and many experiments on schematic configurations at flight Reyrolds nusber,
spzcially for the fundamental study of fighter aircraft aerodynamics with seperated flows. Even if the
capabilities of large cryogenic wind-tunnels are unique for high Reynolds number simulation, the other
tunnels will still have to perform a great number of similar experiments for the code validation or
complex phenomena wmodeling {in applied or fundasental aerodynamics. Indeed, the NIF cannot perfors the
whole reaearch, there is need for less expensive experisents in "conventional® tunnels if these tunnels
are sufficiently well equipped and if the models can be built easily and quickly.

Cryogenic tunnels

Using flows a% very lov temperature (~ 100 Kelvin) is a very attractive way of improving the wind-tunnel
performancea {n Reynolda number. The NIF (23] and the ETW project (19} prove that engineers

trust this technique for new large tunaels. The modification of existing tunnels (T2 at ONERA
(28-3], XKKX at DFVLR [28-4)) {s generally difficult for safety reasons and the modification coat

wust be compared with the one for a completely new project which should generslly allow to incorporate
other uaeful {mprovements.

It {s now clear that :

= cryogeny is the only solution to reach ezonomically very high Reynnlda numbers,
= the flexibility of the tunn2l is one of the main problems : a cryogenic tunnel must be able to provide

om i LA
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low cost results in conventional conditions (in order to fit together with results from other tunnels
and with all the acquired engineer”s axperience) and to be operated with easy, quick and independent
varitions of all the flow parameters. The control of the stagnation temperature and pressure and of
Mach number will allow, in particular, series of test at constant Reynolds number or at constant dynamic
pressure,

- for any new tunnel project, the cryogenic capability must be considered as an interesting and feasible
option.

Adaptive walls

To use "streamlined" wall shapes is a way for avoiding wall interferences on the models. This effect can
be obtained, more and less completely, either with solid compliant walls or with ventilated (perforated
or slotted) walls equipped for a local control of the flow through the wall (fig.22).

In reference [24,28], recommendations were made to continue to study this technique, in order to
define the best ways of upgrading the existing tunnels. In reference [27), Ganzer reviews the
various tunnels equipped with adaptive walls and the obtained results, in particular when using two
adaptive walls for 3D model tests. He concluded that "for a number of problems, experimental
verifications are required before a comparative evaluation of the 3D adaptive wall techniques can be
made. Such experiments are planned for the near future. The results can be expected to become available
within this decade".

Nevertheless, for 2D flows, the adaptive wall technique is almost in industrial use, for instance in the
ONERA T2 and NASA Langley 1ft wind tunnels (solid walls, cryogenic conditions). On the profila, the 3D
effects due to the boundary layers on the lateral walls still remain a difficult problem which appears
all the more manifast as the results are more precise in othar respects.

The tunnels presently aquipped are small (cross aection £ .65m2). Most of them !re only working on
improvement studies of the technigue in 3D. In ths range of 0.8 x 0.8m" test sections for
aeronautical purpose, we have :

- tha new DFVLR rubber tube [27], (fig.23).
- in prcject, a new teat aection for the ONERA $3 Chalais-Meudon transonic tunnal.

NTF and RTW ars not considared with adaptive walls in their basic configuration ; more generally not any
largs tunnel is planned to be retrofitted in the short term. Trying to see why, wa hava to admit that
the choice of a new configuration is atill difficule :

- flexible or ventilated walls ?

-2, 4 (or 8) walls, how to make corners and to permit goed vizualizations through ths walls ?

- how to taks the nacessary zzzsuiements on control aurfacas naar the walls : atatic pipes, LDV... ? Are
they accurata enough, how long for an adaptation cycle ?

- doea it ramain poasibla %o usa the tunnal for polars in continuoua mode (variable angle of attack or
evan variabls Mach numher at givan angls of attack) ?

In other respects, all the process usust be fully rellable : the industry cannot wait s week bafora to be
sure of the true angles of attack.

A» concluded by Ganzer for the taat of 3D configurations, the present atate of the art calls for further
investigstion. Howevar, for new tunnels, the designers must make provisions for a possible rctrofit of
the various test section walls. In [28-round tablsa), Ritter recommeands in particular to contemplatas

the systazs for {low measursmants naar the tunnel walls. In any case, the precise wall assessment will
ba required (full adaptation is a pscticular case of computed zero interference) and Binion and Kraft
[28-11] pointed out that the Reynolds number effects on the wall boundary conditivns have to be
taken into account.

An unsattled future

The complete elimination of support interferance effacts, due to stings and struts car ba obtzinad wita
the Magnetic Suspension concept, Such a cencapt has dbaan studied since 1937 and it is not yet in current
use. Succassive studies [26] have baen publishad for s tunnel 8ft x 8ft l1ika NTF : tha project
(fig.20 and 21) appears to be “practical end feasible” but the last estimated cost is todsy still
21.4M$. Moreover, it would stil]l take a week for the cooldown and tha filling of the magnat cryostat.
Ths total weight of tha core would ba 81,000kg (includimg 36,000kg for the coils used to produca 4180N
in thrust). Many studias ramsin necassary for finalizing such a project and, in my opinion, the concapt
application Is not yet for the next future in industrial tunnels. After this step, it will be nacassary
to simulate the propulsion effectus and to trarsmit & lot of dsta by talemetry. Tha other option {s to
take into ecount by CFD the r ng effects for angles of attack up to 45° or more. Fortunataly, adsoluta
seasurements of tha drag do not ssem to requira the same degree of accuracy for s fightar as for a
cormercial transport sircraft.

The prassing nead for more visualizations of the complex flows, both qualitativa and quantitative, w:ll
yield the uss of nev methods, that ara today badly dafinad. What {s tha future, in i{ndistrial tunnels,
of such techniquas ss holography, thermography or new davelopments in laser valocimetry ? What
"aptnoff™, for tha fightar etudies in wind tunnels, of the tachniquea davaloped for hypersonic flows,
flanes, rotary wings (fluorescence, Coherent Anti-Stokes Raman Scattering (?), holographic
interfarometry...) ? Who {s ready to put a8 lot of money into tha davalopment of such tachaiquas,
sttractive but with 8 high risk of failure from & cont/efficiancy point of viaw ?

It {s difficult to answer thaae quastions relisbly without complata feasibility studice. One can
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consider as likely a significant use of thermography for the detection of tranaition and separation
because the nccessary iwprovements of sensor technology, image treatment and model insulation seem
within our reach.

Another posaibility of new technique emergence in optics is the availability of computed visualizations
allowing direct and global comparisons with experiment.

4 - CONCLUDING REMARKS -

Inexorably, the means for theoretical prediction are growing ; the facilities and the waya of using them
are changing so that they provide the complementary results needed by the designers. A special type of
management is introduced in order to achieve a hetter development of new codes, including various
actions for improving confidence in the results. It is perhaps the time to recall that, as ever, a major
constituent of progress remains human. A befitting education giving knowledge and skill is necessary but
inherent qualitiea such as a taste for work well done, the aptitude for innovation, clear jugement, good
down to earth sense... will remain as always essential. Nevertheleas joint studies seem to me to have
become the rule snd educational projects and company structures w:il have to give more consideration to
this fact.
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DESIN RESULTS wETH SANE
o MILDS TONPUTING o THEORETICAL INTERSITY AS
INTENSIVE POATIONS & CODES MOWCRITECAL MODELS. EXPERIMENT
OF PRODUCT 10N anTS THEORETICAL
B0F TWARE AERODYHANICS 8 SUSSEST COMPUTATIONAL
a MAINTERANCE APPROACHES TO
o EXPERIMENTAL PROBLEN SOLYING
UNCERTAINTIES
@ MAKE KEY DECISTONS
o MlLS MO BASED OM COMPUTED
wHiSTLES RESULTS
& HARD~NDSED

PROJECT ENGINEERS

Fig. 1 — Some key player roles in the development
of a computational capability.

(so-Mach lines dm = 0.025
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EFFECTIVENESS = QUALITY x ACCEPTANCE®

QUALITY FACTORS ACCEPTANCE FACTORS

« SOLUTION ACCURACY
« PHYSICS REALISM

« APPLICABILITY
« USABILITY
—~ SIMPLE
-~ RELIABLE
—~ FLEXIBLE
« AFFORDABILITY
~ MANPOWER
~ COMPUTEHR

MIRANDA L.R. « MAINTAINABILITY

Fig. 2 — Software effectiveness (from Ref. 4).

Iso-bar lines dp = 0.020

Fig. 3 — Axisymmetric air intake M = 1.8,

NACAQ12 M=085 R=10000a=( =0

Fig. 4 ~ Unsteady viscous flow : iso-Mach linse b4 = 0028

+ FLOW ANGLE (w/V) < 0010

* FLOW CURVATURE < 0.0%/hort
+ SPANWISE VARIATION IN FLOWANGLE < 0.1°

+ MACH GRADIENT ¢ 0.0006 N

* YORTICITY,NOISE.TEMPERATURE SPOTTINESS.....

Fig. 5 — Summery of flow-quality requirements
{AGARD-AR-184).
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« PRESSURES 0.001 P tal scais

o STAGNATION TEMPERATURE 0.01 Ty Fig. 6 ~ Summary of data-accuracy require-
ments (repeatability, 2o, basis : Cp = 0.0001) :

» MACH NUMBER 0.002 AGARD-AR-184.

* ANGLE OF ATTACK 0.01°

« FORCES 0.0008 Fuslancacapacity 100 amisions or weasunements)

SIMA
Fig. 7 — Evolution of data production. 107 R

NUMBER OF DATA ACQUIRED
A IN ONERA/CMA WT

(BTEADY TYPE ACOUISITIONS)

1970 1978 1980 1985

485 975

Fig. 9 — F2 : test section and LDV apparatus.

ON THR .ATERAL WALL
M THE BECTION X3 -.080m

! LI IR | ) ‘
L il‘\ e
| Fig. 10 — Example of 3D calcuiation

W THE NOMZONTAL \ \ \I 31 for 8 wind tunne! contraction,
SYMETRY PLANE \
A \ L
\ \
(I 2 j L)
(LT 2% 2
0 1m

ONERA F2 WIND TUNNEL
COMPUTED (SO-MACH (M ,..308)

counter| [counter | rc-o-umT]
_l

simultanerly

Fig. 11 — 30 leser Doppler velocimeter.
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FF ! ] po Fig. 12 — Vortex breskdown components of
- k ‘_ : || @R the moan wwlocity in the meridian piane. (e)
_____ b L 71 (u,v) plot of the meridian component ; (b) (w)
SRS EE B LS i plot of the tangentisi component.
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Fig. 13 — Vortex breskdown : (8) lines of ) 50

constant T /U, (5) lines of constant 3w’ /U}. -
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Flg. 14 — Vortex breskdown. Histogram of u
and w components built from 1000 ssmpies
(x = 260 mm,z= 115mm); (a) 3D visuslization;
{b) lines of coastant popuistion.
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Flg. 15 — 3D transonic chenne! for the study of J/\S, Tty S % o = o
complex shock-wave/boundary-layer interaction. | . __ __ %, 0 A R ‘;_""”L”
| —ciie :
\ ?
Zimm)  X=310mm  '50m/s | - — N
L NN : ,
b . Fig. 16 — Shock-weve/boundary-lsyer inter-
b N AN wX o action : speed componunts In the transverse
P s N X . ~ plane 9 .
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Fig. .17 — Messurement aress thet required
instrumentation developments for NTF. o QQEL QEFORMATION  +LASER VELOCIMETRY
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+TEMPERATURE
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Fig. 18 — ONERA-BBT torsiometer.
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| Torsiomater and
x a= 040" | tracking system
+a=2"
M RIS IY S: YLLLLLLLLIL L P8 1 /1 [ 11
2
i -'
! Qg CLS (daN} ,
v 7 \ _ond
9 1000 2000 3006 4000 |
|
‘l (men)

100 1

«il 7777771

i Qg CLS (deN}
T T —-

Fig. 19 — Messurement of wing deformation with the torsiometer, in the S1MA.
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Fig. 20 — Magnetic suspension and balance system project :
coils around the tes! section.
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Fig. 22 — The different types of adaptive walls
{from Ref. 27).
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Fig. 21 — Magnetic suspension and balsnce
system : cryogenic equipment.
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Fig. 23 — DFVLR text section with expandable
{Rubber) wells (from Ref. 24).
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