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SECTION 1

REPORT SYNOPSIS

A. INTRODUCTION

We report here the results of a study on implementing a low

power filter using state-of-the-art CMOS technology. The basic

goal is to design a 1024 tap filter with programmable weights,

that has linear phase, operates at a sample rate of 8KHz, and

consumes a maximum of 2.0 mA at 3.6 V (7.2 mW power). Input

data word length has been specified as between 8 and 12 bits.

The work performed here is based in part on an earlier study l

on a low power filter done at HRL for NOSC.

In Section I.B we present a summary of the results of the

study, with conclusions in Section 1.C. Section 2 contains the

technical supporting details of the report. The study is

divided into two main parts - Technology Issues (Section 2.B)

and Architectural Issues (Section 2.C). Under Technology Issues

we will review the latest developments in CMOS technology and

compare the performance of CMOS/SOS and CMOS/bulk technologies.

We will look at the voltage requirements of these technologies

to see if 3.6 V is an acceptable power source level. In

particular, the Hughes VUSIC CMOS/SOS process will be examined.

In the Architectural Issues section we will analyze each

component of the low power filter in terms of power consumption,

speed, and gate count when implemented with the Hughes CMOS/SOS

process. We will also review state-of-the-art memory chips to

see if one could be suitably used for the low power filter.

Lastly, in Section 2.E, we provide a preliminary estimate of the

cost of fabricating the low power filter chip using Hughes

CMOS/SOS technology.



B. SUMMARY OF RESULTS

1. Technology

Since an important consideration of this filter chip is

extremely low power, CMOS technology is a natural candidate for

implementation. CMOS circuitry dissipates mainly dynamic

switching power (CV2f power) and negligible quiescent power. Of

the two CMOS technologies to choose from - CMOS/SOS and

CMOS/bulk - CMOS/SOS clearly provides better speed/power

performance above 1.5 um channel length, but below 1.0 Um there

is evidence that CMOS/bulk performance becomes comparable with

CMOS/SOS. As channel lengths approach 1 Mm and below, the lower

line-to-substrate capacitance advantage held by CMOS/SOS is lost

as line-to-line interconnect capacitance becomes significant.

Progress is still being made to improve the speed/power

performance of both SOS and bulk technologies, and it is unclear

if CMOS/SOS would still be significantly better than CMOS/bulk

at submicron feature sizes.

As to supply voltage requirements for state-of-the-art

CMOS devices, we have reviewed the relevant literature and

conclude that the current Hughes VHSIC CMOS/SOS technology will

be able to operate from a 3.6 V power source.

we have also investigated using CCD technology for meeting

the data storage requirements of the filter. We used a scheme

that partitions the data for storage into 4 CCD registers and

runs each register at 8 MHz, but only for one-fourth of the

time, so that the effective operational rate is 2 MHz. When the

1500b bits (b is the word size) of data and coefficient storage

is implemented using current CCD technology, we calculated that

power dissipation would be 3.6b mW. This assumes that the

lowest acceptable clocking voltage - 6V, is used. From this

analysis, we see that both power consumption and required

operating voltage would exceed filter specifications. Hence, we

do not recommend the use of CCD technology for data storage.
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2. Architectural Issues and Power Consumption

Assuming a single tap implementation for the low power

filter operating at 8 MHz, the major components of the filter,

along with power dissipation and device count for each component

are listed in Table 1. The power calculations are based in part

on a low-power Toshiba 256K CMOS static RAM chip announced at

the ISSCC conference in February, 1984. The power consumption

for this chip was scaled down to meet the data and coefficient

storage requirements of the filter. The Hughes VHSIC CMOS/SOS

process parameters were used to calculate power dissipation in

the processor section. CV 2f dynamic power is assumed to be the

primary source of power dissipation in this section. C is the

total capacitance of each component in the processor section, V

is taken as 3.6 V, and f is 8 MHz. In Table 1 the parameter b

is the word size, specified as between 8 and 12 bits. The total

power dissipation for the filter can be obtained by adding the

power dissipated within each component, resulting in

Ptotal a 1.74b2 + 246b + 18.3 UW.

Similarly, the total device count is obtained by adding the

devices for each component, resulting in

Dtotal 3 32b 2 + 9265b + 340.

The device count and power dissipation broken down by major

components for a 10-bit filter is shown in Table 2. Data and

coefficient storage requirements contribute to 89% of the total

power consumption and 96% of device count. The total power

consumption, device count and projected chip size for an 8, 10

and 12-bit filter are shown in Table 3. The projected chip size

for the filter is obtained by estimating the area occupied by

RAM and by random logic, and is given by

2 2S - 51.6b + 949b + 548 mil

23



Table 1. Device Count and Power for Single Tap Filter

Device Count Power (vW)

Storage 9200b 241b

Adder/Acc. 42b + 340 2.26b + 18.3

Multr. b(32b + 19) 1.74b 2 -P 2.16b

Output Driver 4b 0.53b

Total 32b 2 + 9265b + 340 1.74b 2 + 246b + 18.3

Table 2. Device Count and Power Breakdown for 10-bit Filter

Device Count Power (1W)
(% of total) (% of total)

Storage 92 K (96%) 2.4 (89%)

Adder/Acc. 760 (0.8%) 0.041 (1.5%)

Multr. 3.4 K (3.5%) 0.20 (7.3%)

Output Driver 40 (0.04%) 0.005 (0.19%)

Total 96.2 K (100%) 2.7 (100%)

Table 3. Total Power Consumption and Device Count
for an 8, 10 and 12 bit Filter

Power Consumption Device Projected Chip Size
b bits/word (LIW) Count (mil 2)/(% memory)

8 2.1 76.5 K 114 K (59*)

,0 2.7 96.2 K 15.2 K (56%)

12 3.2 1,6 R 19.4 K (52%)

4



There is a trade-off in terms of power consumption between

a single tap approach and a multi-tap approach. A multi-tap

approach operates at lower speed but requires more gates for

implementation, whereas a single tap approach would have to

operate at higher speed, but requires fewer gates. By

analyzing the computational requirements of a multi-tap

approach we find that the power consumption as a function of the

number of taps, N, is

P(b,N) - 243b/N + 1.73b 2 + 2.43b + 14 uW.

Here we see that only the power associated with data and coeffi-

cient storage (the first term of the equation) decreases with N.

The power consumed in the processor section (the remainder of

the terms) remains constant because even though the processor

section is operating at lower speeds as N increases, the number

of processors operating simultaneously increases with N.

The total power consumption, device count and projected

chip size for a 10-bit filter is shown for I through 4 taps in

Table 4. The device count for an N-tap filter is given by

D(b,N) - 9229b + 80 + N(32b2 + 45b +260)

and the projected chip size is

S(b,N) - 876b + 129 + N(51.6b 2 + 72.6b + 419) mil 2.

The first term in D(b,N) Pnd S(b,N) arises primarily from the

data and coefficient storage section, and the bracketed term in
both equations represents contributions from the processor

sect ion.

When using a multi-tap approach, chip yield must be

considered. From Table 4, one sees that going from a single to

a two-tap implementation reduces the power consumption by 46%,

but also increases chip size by 41%. This increase in chip size

5



Table 4. Power Consumption, Device Count and Chip Size
for a 10-bit Filter Implemented with N Taps

Number of tap, Power Consumption Device Count Chip Size

N (uW) (% dec) # (% inc.) mi 2  (% inc.)

1 2.6 96.2 K 15.2 K

2 1.4 46 100 K 4,3 21.5 K 41

3 1.0 62 104 K 8.4 27.8 K 83

4 0.82 68 108 K 12.8 34.1 K 124

may translate into a sizable reduction in fabrication yields.

To improve chip yields, the filter implementation may be parti-

tioned into two or more chips. This approach, however, would

require communications between chips at processor speeds. The

power consumed by chip drivers for handling inter-chip communi-

cations would in all likelihood not be compensated for by

operating the filter at lower speeds.

C. CONCLUSION

The choice of a CMOS process for implementing the filter is

important. The two components of the filter having special

processing requirements are the RAM for data and coefficient

storage and the A/D converter (if it is placed on the same

chip). Choice of a technology for developing a low-power inte-

grated RAN design is important because the RAM portion of the

filter consumes most of the power on the chip. Also, the large

size of the RAM makes it desirable to use a high device density

technology. Our power and device density calculations for data

storage were based on a 256K static RAM from Toshiba. The tech-

nology used is a two-level polysilicon, two-level metal, p-well

CMOS process, with channel lengths comparable to the Hughes

VRSIC SOS process. In order to meet the Low power specification

for the filter, a similar CMOS pyoess may have to be used to

develop a low power RAM for data storage in the filter.

6



In the area of A/D converter designs, significant leakage

currents in SOS devices can make it difficult to achieve milli-

volt precision in CMOS/SOS A/D converters. However, recent work

at RCA has reduced the leakage currents of SOS devices signifi-

cantly. Hence it may now be possible to develop high precision

A/D converters using this improved CMOS/SOS technology.

We have also examined the trade-offs between a single tap

and a multi-tap approach for the filter. A single tap approach

requires a higher operational speed but fewer gates to imple-

ment, whereas a multi-tap approach requires a lower operational

speed but more gates to implement. A multi-tap approach would

result in power savings if all the components could be inte-

grated on one chip, but would require much higher power if two

or more chips were needed for the implementation. The yield of

fabricated chips becomes an important consideration when chip

size is increased for multi-tap implementations. We estimate

that going from a single tap to two taps for a 10-bit filter

would increase chip size by 41%, but also decrease power

consumption by 46%.

Given the state-of-the-art of current CMOS technology, the

development of the low power filter chip must be viewed as a

research effort. The low power requirement for the filter makes

it desirable to implement the filter on a single chip. However,

the large number of devices necessary for implementing the

filter makes chip yield a primary concern. Also, to

successfully meet the low power requirements of the filter, it

will be necessary to integrate a high density, low power RAM

technology with logic circuitry. This RAM technology, requiring

advanced processing techniques, is not widely available at this

time.

7



SECTION 2

TECHNICAL ISSUES

A. INTRODUCTION

In the preliminary report we assumed that CMOS/SOS would be

the technology for implementing the low power filter. In this

report we will consider the trade-offs between CMOS/SOS and

CMOS/brulk more critically. We will also examine the operating

voltage requirements of CMOS technologies to see if 3.6 V is an

acceptable operating voltage. The Hughes VHSIC CMOS/SOS process

is a good example of what is possible in state-of-the-art CMOS

technologies, so we will present the performance parameters of

this process as being representative of what can be achieved in

CMOS/SOS technologies today. We will also analyze power

consumption requirements if CCD technology is used for data

storage on the filter chip.

Using the performance parameters for the Hughes VHSIC

CMOS/SOS process, we will obtain speed, power consumption and

device count estimates for the adder/accumulator, multiplier and

output drivers on the filter chip. Hughes does not have a

current effort to develop a 1.25 4m static RAM chip, so to

obtain power and device count estimates for data and coefficient

storage on the filter chip, we will examine CMOS static RAM

chips currently available in the market. We will also look at

the trade-offs between using a single tap and a multi-tap

implementation for the filter chip.

B. TECHNOLOGY ISSUES

In the following sections we will review state-of-the-art

CMOS technologies and compare CMOS/SOS and CMOS/bulk in terms of

power consumption, speed and device technology. we will also

examine operating voltage requirements for these technologies,

9



and interconnect parasitic capacitances as feature sizes shrink

to submicron dimensions to see how significant they are in

comparison to gate capacitances. Specifically, we will present

the performance characteristics for the Hughes VHSIC CMOS/SOS

process. Finally, we will investigate the use of CCD technology

for data storage.

1. CMOS Technology

In the preliminary study it was assumed that CMOS/SOS would

be used for fabricating the low-power filter. It is generally

acknowledged that CMOS/SOS is lower power and faster than

CMOS/bulk technology at channel lengths greater than about

1.0 vm. Below 1.0 um, however, there is evidence that CMOS/hulk

becomes competitive with CMOS/SOS. Traditionally CMOS/SOS is

used for radiation-hard applications, whereas CMOS/bulk is

usually used where chip yield and cost effectiveness is a

factor. In choosing a technology for implementing the low power

filter, some consideration should be given to developing a low-

power, high-density staticRAM and an A/D converter (if it is to

be on the same chip) using that technology. These are two

crucial components of the filter, and the successful

implementation of these components coulddepend on the choice of

atechnology.

As is well known, CMOS/SOS technology derives its superior-

ity from the fact that there is virtually no capacitance from

interconnects to the non-conducting sapphire substrate

(Figure 1). This low capacitance translates into higher

switching speeds and lower dynamic power dissipation - two

important considerations in choosing a technology. CMOS/bulk,

on the other hand, does exhibit considerable interconnect capac-

itance to the substrate (Figure 2). First, line-to-substrate

capacitance arises from metal and poly-silicon wirinq over field

oxide, This capacitance is usually about an order of taqitude

less than gate oxide capacitance. Second, there is diftused

10
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line capacitance, primarily at the sidewall adjoining the field

oxide, with a typical value of about 4x10-
4 pF/wm. The presence

of greater capacitance in CMOS/bulk circuits results in lower

performance of bulk circuits at device dimensions greater than

1.5 um. This is evident in Figure 3 which compares the

switching speed of a CMOS/SOS and a CMOS/bulk inverter as a

function of minimum feature size.
2

As feature sizes are decreased to less than 1.5 m, the

performance of CMOS/bulk circuits become comparable to that of

CMOS/SOS circuits. First, the mobility of carriers in bulk

devices are greater than those of SOS devices. Because silicon

grown on sapphire contains many more defects than bulk silicon,

the scattering of carriers reduces their mobilities in SOS

devices to less than that of bulk devices. The effect of this

is a higher drive current for bulk devices than SOS devices at

equal channel lengths. Second, interconnect line-to-line

capacitance becomes significant as feature sizes decrease below

Ii (see Section 2.B.). Since line-to-line capacitance is

present in both SOS and bulk technologies, the advantage of

lower line-to-substrate capacitance enjoyed by SOS circuits is

lost at submicron dimensions. As shown in Figure 3, the

switching speed of a CMOS/bulk inverter is comparable to that of

an equivalent SOS inverter at less than 1.5 um. Moreover, the

study at Hewlett-Packard 2 comparing the performance of ring

oscillators on SOS and bulk technclogies at a channel length of

1.3 ,m concluded that both speed and power dissipation were

about the same.

Improvements are still being made in both CMOS/SOS and

CMOS/bulk technologies. New crystal growth techniques have

reduced the defects in silicon grown on sapphire, thereby

increasing the mobilities of SOS devices. 7 The latchup problem,

particularly severe in CMOS/bulk circuits as feature sizes

approach 1 um, is also being solved. Recent studies at

Toshiba indicate that CMOS/SOS circuits may still enjoy a

speed/power advantage over CMOS/bulk circuits at submicron

dimensions. 8  How much of a performance advantage CMOS/SOS

13
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circuits will still have at submicron dimensions is unclear at

this time. The Hughes VHSIC program has interest in both

CMOS/SOS and CMOS/bulk technologies, although current CMOS/SOS

development at 1.2 Um channel lengths is at a more advanced

stage.

2. Power Supply Voltage for CMOS Filter Chip

One of the specifications for the low-power filter was that

it operate from a 3.6V power supply. Current VHSIC CMOS

technology is targeted at 5.OV operation. This may be partly

because of a desire to maintain voltage compatibility with other

digital logic families (particularly TTL), most of which operate

at 5.OV. In this section we will consider whether it is

possible to operate current and future VHSIC CMOS technologies

at 3.6V.

Some work has been done within the Hughes VHSIC program in

studying the operating voltage range of CMOS circuits as device

dimensions are scaled down. The result of this work is shown in

Figure 4. As device dimensions are scaled down, there are

several phenomena that limit the operating voltage range of CMOS

circuits. Among these are device punchthrough, oxide breakdown,

junction breakdown, device turn-on threshold, and excess thermal

generation. From the VESIC study, the two factors that limited

MOSFET operation when device dimensions were optimally scaled

were identified.

At the high end, junction breakdown occured when drain-to-

substrate potentials exceeded the breakdown voltage. This

phenomenon is well understood as avalanche breakdown in reverse

biased pn junctions. When electric fields within the junction

reach a critical value (around 3 x 10 5 V/cm), carrier impact

ionization will cause a rapid increase in current flow through

the junction. Because substrate doping tends to increase as

device dimensions are scaled down (for threshold compensation

and to decrease depletion widths), critical breakdown fields are

15
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reached at lower drain potentials. Hence, operating voltages

will have to be decreased as device dimensions are scaled down

to prevent junction breakdown.

At the low end, device operation is limited by the turn-on

voltage of devices. This parameter can be controlled to some

extent by changing the substrate doping jy ion implantation and

gate oxide thickness. To maintain a satisfactory noise margin,

however, it is desirable to use an operating voltage above the

turn-on voltage by several times the thermal voltage, kT/q.

In Figure 4 the limits of operating voltage for CMOS/SOS

technology is plotted against the gate length of devices. The

shaded area represents the acceptable operating voltage range

for circuits. As can be seen from the figure, current VHSIC

technology at 1.25 mm can be operated safely at 3.6V. Moreover,

we believe that future VHSIC submicron technologies down to

0.5 vm feature sizes can be operated at 3.6V without any problem.

3. Interconnect Parasitic Capacitances as a Function
of Feature Size

In the preliminary study on the low power filter, it was

assumed that the parasitic capacitances arising from intercon-

nects were negligible compared to gate capacitances. We will

examine this issue in greater detail in this section.

In a study performed for NOSC in 1980 entitled "Develop

Submicron Devices, 3 the parasitic capacitance arising from

wiring interconnects as device feature sizes were scaled down

was considered. In this study it was assumed that all

dimensions scale linearly with x, the field oxide thickness was

12.5 times the gate oxide thickness (tg), and the width and

spacing of wiring was 1.5 times the gate length, Lch. Under

these conditions the gate capacitance, given by,

C9 E ox *LchW ch /t

decreases directly with Lch.



Figure 5 shows the interconnect parasitic capacitances

relative to gate capacitances as device dimensions are scaled

down. There are two primary sources of wiring capacitances -

line-to-substrate (C s ) and ]ine-to-line capacitances (Cm). Let

us first consider the case of short wiring interconnects within

cells, assuming they have an average length of 8 Lch. As seen

from the figure, the ratio of Cs(SLch)/Cg would be constant,

since the lengths of these wires would scale directly with gate

lengths. This ratio is found to be almost unity. Therefore,

line-to-substrate capacitance is significant in CMOS/bulk

technology. This capacitance, however, is negligible in

CMOS/SOS technology because there is no conducting substrate.

From the figure, the ratio Cm (SLch)/Cg for short wires is seen

to be an order of magnitude less than I for qate lengths above

1 pm, and increase to exceed I below ) pm. From this we can

conclude that for CMOS/SOS technology gate capacitance would be

dominant at a VESIC gate length of 1.2 Um, but below 1 um line-

to-line capacitance becomes significant.

Now let us consider the case of wirinq interconnects with

dimensions comparable to chip size, Lc. These long

interconnects are evident in regular chip designs such as memory

chips and programmable logic arrays. As can be seen in

Figure 5, long wiring capacitances tend to dominate over other

capacitances. In the line-to-substrate case, the ratio

Cs(Lc)/C is about 100 at 5 um gate lengths and increases

rapidly to exceed 104 at submicron dimensions. In the line-to-

line case, Cm(Lc)/C is about 1 at 5 vm and increases to be

comparable to Cs(L c)/C at submicron dimensions. At 1.2 um

Cs(Lc) is about i03 greater than C and Cm(L c) is about 102
greater than Cg. The contribution to total chip capacitance

from long wires will be significant in regularized structures

where there are many long wires spaced closely together, such as

in memory chips. In random logic chips, however, the collective

contribution from gate capacitances usually dominates total chip

18
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capacitance. Figure 5 shows the total line-to-substrate

(Cs(chip)) and line-to-line (Cm(chip)) wiring capacitance

for a chip dominated by short wiring interconnects.

In the above analysis it was assumed that 611 feature sizes

scaled linearly with x. In practice, however, this would not be

desirable; technology limitations would prevent the scaling down

of certain feature sizes before others. For example, as the

gate oxide is scaled below 150 A, breakdown mechanisms begin to

occur, causing leakage currents across the oxide, and reducing

the reliability of devices. Below 50 A, direct quantum

mechanical tunneling of electrons across the oxide occurs.

Hence, for MOS devices to be useful at submicron dimensions, the

gate and field oxide thickness would have to be scaled down less

than linearly. Effectively, gate and wiring capacitances would

decrease more than linearly with x. As wire widths are scaled

down, however, the resistance of these wires increases

(Figure 6). At submicron dimensions, the resistance of these

wires would be great enough to introduce considerable RC time

delay in the propagation of signals. Also, as wire widths are

scaled down, electromigration failure becomes more prominent.

These two phenomena dictate that wire widths (and spacing) would
have to be scaled down less than linearly. This would result in

greater line-to-substrate capacitance (in CMOS/bulk circuits)

and less line-to-line capacitance than if scaling were done

linearly.

Another source of interconnect capacitance in CMOS/bulk is

diffusion line capacitance. The contribution from diffusion

line capacitance tends to increase as feature sizes decrease.

This is because as feature sizes decrease, substrate doping is

increased for threshold compensation, resulting in smaller

depletion regions at diffusion junctions, and hence, greater

capacitance. The exact relationship betweri diffusion

capacitance and the scaling down of feature sizes is left for

further study.
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This section has summarized the results of a study on

wiring capacitances as feature sizes are scaled down linearly.

Although feature sizes do not scale linearly in practice, we

will use the results of this study in our report and assume that

gate capacitance is dominant in CMOS/SOS circuits at the VHSIC

gate length of 1.2 vm.

4. VHSIC Technology

The current emphasis of the VHSIC program at Hughes is on

1.2 4m CMOS/SOS technology. This technology has been demon-

strated with fabrication of a 72,000 device correlator chip for

the VUSIC program. Research is also underway to develop a sub-

micron SOS process at either 0.75 pm or 0.5 pm feature size,

The projections are that a submicron technology will be availa-

ble in 1987. There is also interest at Hughes Newport Beach in

CMOS/bulk technology where a 3.0 um process is available at this

time. Also, a 1.2 m CMOS/bulk process is currently being

developed. In this section we will summarize the pertormance

characteristics of current VHSIC 1.2 pm :echnology as applied to

the low-power filter design.

Table 5 summarizes the feature sizes and electrical

parameters of the Hughes 1.2 pm CMOS/SOS processo4 The minimum

drawn gate length is 1.4 um, resulting in a channel length of

1.2 irm after lateral diffusion at source and drain are taken

into account. The threshold voltages of the p and n-channel

devices are nearly identical at 1.2V. With gate oxide thickness

at 400 A, the gate oxide capacitance is 8.6 x 10- 4 pF/u 2 . From

Section 2.B.3, we can assume that gate capacitance will be the

primary source of power dissipation in CMOS/SOS circuits. For a

minimum geometry device of 2 um x 1.2 am, the capacitance per

gate is

C9 = 8.6 x 10- 4 (pF/u 2 ) 2 x 1.2 (u2 ) - 2.1 x 10- 3 pF/gate.
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Table 5. Hughes VHSIC CMOS/SOS Process Parameters

Minimum Dimensions (I)

Transistor Length 1.4 (Leff 1.2)
Transistor Width 2.0
Metal Width 2.4
Metal Spacing 2.6
Polysilicon Width 1.4
Polysilicon Spacing 2.2

Nominal Thickness (R)

Silicon 5000
Poly Silicide 5500
Field Oxide 5000
Metal 7500
Gate Oxide 400

Electrical Parameters

Contact Resistances (ohms) for 2P x 2w contact area

Max Typical

Metal/N +  100 50

Metal/P +  30 10

Metal/Poly 5 2

N +/Metal/P +  250 100 (21 x 4 i contact area)

Sheet Resistances

N+ Si 100 40-60
P+ Si 200 100-115
Poly Silicide 5 2.5-4.5
Metal 0.05 0.04

Electrical Parameters

VTN 1.2 V. V -1.2 V.

C 8.6 x 10- pF/iP

IN  300 cm2/V-sec 'p 170 cm2/V-sec

gN 62 wmhos gp 35 umhos

Rch,n 16 Kohms/s-. Rch,P 28.6 Kohmssq.
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The corresponding dynamic power dissipation for a minimum geome-

try device operating with a supply voltage of 3.6V at 8MHz is

p 2.1 x 10 - 3 (pF/gate) (3.6V) 2 8x10 (MHz) 50% / 2g
- 0.054 uW/gate.

The 50% factor arises from assuming that the device changes

state every other cycle. We will use these values for C and Pg

in Section 2.C for calculating the power consumption of

components for the low power filter.

From Table 5, the channel resistance in the linear region

is 16 KQ/sq for an n-channel device and 28.6 Kiisq for a p-chan-

nel device. These values are much greater than the interconnect

and contact resistances shown in the same table. Therefore, in

estimating the speed of circuit components fox the filter in

Section 2.C, we will assume that channel resistance and gate

capacitance contribute the most to propagation delay in the

circuits.

5. CCDs for Data Storage

In the preliminary study of the low-power filter chip, it

was discovered that the memory for storage of data and filter

coefficients (about 1.5b Kbits total) consumed a significant

amount of power. In this section we will consider the use of

CCD shift registers to see if power for data storage can be

minimized.

Since most of the power dissipated in a CCD shift register

is CV 2 f dynamic power, we will try to minimize this power by

assuming a design based on four 256-word shift registers

connected as shown in Figure 7. Every 1/(8KHz) second the B

switches connect the four shift registers into one long 1024-

word 9hift register, anrd a new datum is inserted at INPUT into

tht shift registetr The B switches are then flipped the other

way so that data within each of the four shift registers can
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circulate within themselves. However, only one of the

256-word shift register is circulating at one time, and as it

does so, data is fed through switch A at 8MHz to the multiplier

for correlation. The shift rate for each shift register is

8MHz, although each shift register stops for

x 3 - 96 4s
8 MHz

while data is being fed from the other three shift registers.

Effectively, each shift register is working at 2 MHz. The shift

register for coefficient storage would be treated in a similar

way.

Table 6 lists the parameters for CCD technology developed

at Hughes. Using a minimum line width of 2.5 wm and a cell size

of 0 vm x 10 Pm results in an array area of '5 x 105b jmZ for

1500b bits of data storage. This translates to 50b pF of

electrode capacitance. The minimum operating voltage of these

CCD circuits is 6V. Hence, the power required to operate this

memory array is

P - 50b pF . (6.OV)2 . 2MHz - 3.6b mW.

For a minimum word size of 8 bits, the power consumed would be

approximately 29 mW, exceeding the low power tilter requirement.

Also, the need to run the CCD array at a minimum of 6V tends to

rule out the use of CCD technology for the low power filter.

C. ARCHITECTURAL ISSUES

In the preliminary report we advocated a single tap

approach for the low power filter (Figure 8). In the following

sections we will estimate the operational speed, power

dissipation, device count, anid chip size of a single tap filter
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Table 6. Hughes CCD Technology

Minimum Line Width 2.5 u

Cell Size 10 W x 10

Oxide Thickness 1000 A

Total Array Area (1500b bits) 1.5 x 10 5 b u2

Total Capacitance 50 b pF

Power Consumption (@ 6V, 2 MKB) 3.6 b mW

i4Oa3-4

X (n)

COEFFICIENT
DATA STORAGE STORAGE

(1024 WORDS) (512 WORDS)
h(m)

MULTIPLIER

ADER

IACCUMULATOR

REGISTER

1024
vin-" Y_ hlm)x(n-m1I

MnOO

Figure 8. Single-tap implementation
of low power filter.
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when implemented using current Hughes VHSIC CMOS/SOS technology.

We will use the technology parameters presented i7 Section 2.8.4

of this report. In Section 2.C.6 we will examine the trade-offs

of a multi-tap implementation for the filter.

In estimating the power dissipation of the filter compo-

nents, we will make two simplifying assumptions. First, we will

assume that parasitic capacitances for CMOS/SOS technology,

including line-to-line interconnect capacitances and intercon-

nect crossover capacitance, is small compared with gate capaci-

tances. From the data in Figure 5, this is a reasonable

assumption. In this figure we see that line-to-line interconnect

capacitance at 1.2 mm is an order of magnitude less than gate

capacitance. Second, we will assume that in the case of RAMs,

power consumption is proportional to the size (number of bits

and chip area) of the RAM. This is not strictly true, since in

CMOS RAMs a considerable amount of power is dissipated in

driving the capacitances of long data and address lines. These

capacitances do not scale linearly with RAM size. However, we

will scale down power consumption for state-of-the-art CMOS

static RAM chips to obtain first order estimates of power dissi-

pation for data and coefficient storage in the filter. Making

these two assumptions for power dissipation will enable us to

estimate total power consumption for the filter without laying

out the components first.

In obtaining power consumption estimates for the filter,

we will assume that cell designs utilize minimum geometry

devices. Cells in the Hughes VHSIC library are usually designed

to drive large capacitive loads, and hence dissipate more power

and operate at higher speeds. In estimating the speed and power

for a filter design using minimum geometry devices, the VHSIC

values for power dissipation and operational speeds will be

scaled down accordingly. Also, in calculating the power dissi-

pation of cells in the filter, we wili assume that only half the

electrical mode* in the cell chartqe state durinq any ,,ck

cycle. This provides a conservative estimate for power dissi-

pation, since probably fewer than 50% of the modes change state
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every cycle. For the purpose of estimating power dissipation

for the filter, however, we will use the conservtive value

calculated using 1/2 CV2f (50%).

I. Adder/Accumulator Configuration

In this section we will present the basic adder and accumu-

lator configurations to be used in the low-power filter. The

adder is a crucial element used repeatedly in the accumulator

and multiplier sections of the filter. We will obtain estimates

for the power, speed, and silicon area of the adder and accumu-

lator in terms of current VESIC 1.2 wm CMOS/SOS technology.

The full adder cell being used in the Hughes VHSIC program

is shown in Figure 9. 5 There are a total of 26 devices in the

cell, with channel widths ranging from 5 um to 17 um. For the

low power filter, however, we will assume a minimum geometry

device design with channel width of 2.0 wm. Using the para-

meters in Table 5 for the VHSIC 1.2 vm CMOS/SOS process, the

total gate capacitance was calculated to be

C - 8.6 x 10- 4 (pF/u 2 ) x 2u x 1.2u x 26

- 0.054pF.

Total power dissipation for the cell is given by

Power a I CV2 f.(50% duty cycle), C-0.054pF, V-3.6V, f-8MHz
2

- 1.4uW.

The 50% duty cycle arises from assuming that only half the nodes

in the cell change state every cycle.

The performance of this cell has been simulated as part of

the VHSIC effort. From the simulations it was found that the

propagation delay from input to the SUM output was approximately

8.Sns. Propagation delay from Cin to Cout for a cell was 3.6ns.

These propagation delay times would be longer if minimum

geometry devices were used in the cell.
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Accumulator

The output of the multiplier has to be summed for 1024

cycles to obtain one convolution point. To perform this summa-

tion, an accumulator with b+10 adders is provided, as shown in

Figure 10. The outputs of these adders are captured in shift

registers and fed back to the addiers every clock cycle to be

added to the next output from the multiplier. The maximum carry

propagation through the accumulator using VHSIC device geome-

tries for b-12 bits is

T - 22 x 3.6ns - 79.2ns,

much less than the cycle time for the filter. This propagation

delay would increase if minimum geometry devices are used to

implement the adders. If this delay becomes longer than the

filter cycle time, carry-lookahead techniques may be used to

decrease the delay. Table 7 lists the number of devices in the

accumulator and the power dissipation when minimum geometry

devices are used. The total power dissipated by the

adder/accumulator section is

P 0 2.26b + 18.3 uW,

and the total device count is

D - 42b + 340
acc

2. Multiplier Configuration

In this section we will consider the multiplier for the

low-power filter in terms of the Hughes VHSIC 1.2 wm technology.

There are several possible multiplier configurations tree,

array, ROM-based , b-t the configuration based on a modified

Booth's algorithm seems to be best from the standpoint of power
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Figure 10. Accumulator for adding 1024 b-bit words.

Tablq 7. Device Count and Power Dissipation for Accumulator

Devices Total #
Cell Type *Cells per cell Devices Power (wW)

Adder b 410 26 26 (b + 10) '1.4 (b + 10)

SR 2 (b + 5) 816 (b + S) 0 86 (b 4 5)
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dissipation, device count, speed, and layoutJeometry. This

algorithm uses a radix 4 method to examine the multiplier word 3

overlapping bits at a time. Partial products are accumulated in

half the number of steps as necessary in other schemes.

Moreover, negative numbers are handled as well, in 2's

complement form. Table 8 shows the method for accumulating

partial products based on examining 3 bits of the multiplier.

The Booth multiplier, implemented in pipeline fashion, is

shown in Figure 11. The incoming multiplier words are stored in

shift registers at the right, and decoded 3 overlapping bits at

a time by the Booth Decoders (BD's). Depending on the value of

the 3 bits, the control lines to the Select circuits are

activated to add either 0, X, 2X, -X or -2X to the partial

product. The actual addition is performed in ripple carry form

using the full adder described in the previous section. Note

that only (b/2-1) rows of adders are needed to accumulate the

partial products.

The worst case propagation delay through one stage of the

pipeline is the sum of set-up time for the Booth decoders,

select circuits, and carry propagation through the adders:

Tstage ' Tbd + Tsel + 12*Tcarry'

This propagation delay through one stage would be 63ns if VHSIC

geometry devices were used in the design, but would be longer if

minimum geometry devices were used. We do not anticipate that

one pipeline stage delay will exceed the filter cycle time even

if minimum geometry devices are used in the design.

Table 9 lists the number of cells and devices used in the

pipelined Booth multiplier. The power dissipation shown for

each cell type is based on CV2 f(50%)/2 dynamic power, where C is

the total gate capacitance in the cell, V is 3.6V, and f is

8MHz. The 50% factor is included assuming only half the nodes

in the cell change state each cycle. The total power consumed

by the multiplier is
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Table 8. Modified Booth's Algorithm for

Accumulating Partial Products

Yi+l Yi Yi-i Add to Partial Product

0 0 0 0

0 0 1 X

0 1 0 x

0 1 1 2X

1 0 0 -2X

1 0 1 -x

1 1 0 -x

1 1 1 0

X - Multiplicand

Table 9. Device Count and Power Consumption for
Components of Pipelined Booth Multiplier

Devices Total # Power
Per Cell # Cells of Devices (,W)

Shift Register 8 142 b-1) b , - 0b-i)2 -1)
2 2 4b- -) 0 2~bi

Select 18 b2 /2 9b2  0.48b 2

Booth's 98 b/2 49b 3.8b

Full Adder 26 b12 - 1) 26b(b 1) 1.4b( )
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Pmult 0 b(1.74b + 2.16) uW

and the total device count for the multiplier is

Dmult - b(32b + 19).

3. Data and Coefficient Storage

In the preliminary study of the low-power filter it was

estimated that the data storage section would consume the most

power on chip. This estimate was based on a Hughes 16K static

RAM fabricated using 2.5 am CMOS/SOS technology about 3 years

ago. For a more accurate estimate of speed and power

dissipation of current CMOS memory chips, we surveyed the papers

presented at the most recent ISSCC conference (held February

1984). These papers are representative of what can be achieved

in memory design today.

Table 10 shows in summarized form the characteristics of

the low power RAMs presented at the ISSCC conference. 6 Most of

these RAMs use CMOS technology, and the effective gate lengths

are comparable to current Hughes VHSIC gate lengths (1.2 am).

The access times of the static RAMs are in general better than

those for dynamic RAMs because charge sensing and refreshing of

dynamic memory cells require a longer cycle time. The access

times of the static RAMs would meet the requirements of the low

power filter easily, but the longer cycle times of the dynamic

RAMs would be a problem.

The lowest power RAM in Table 10 is a 256K CMOS static RAM

developed by Toshiba (Appendix A). The gate lengths are 1.2 pm

for n-channel devices and 1.5 um for p-channel devices (current

Hughes VHSIC technology uses 1.2 pm for both n and p-channel

devices). Access time for this chip is 46ns, much less than the

125ns required in the low power filter. Active power dissipa-

tion measured at IMHz is 10mW, and standby power is 0.03mW. If

we scale the active power according to the requirements for the
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low power filter (data storage - 1.5b Kbits, voltage supply =

3.6V, speed - 8Mhz), we obtain

S2.5 5.0] 6". 10 mW - 0.243b mW.

From this calculation, we can see that a static RAM with

1500b bits of storage could be designed using state-of-the-art

CMOS technology that would meet the specifications of the low

power filter. Such a RAM would require approximately 9000b

devices to implement, assuming a design utilizing 6

devices/cell.

We should provide a note of caution here. The technology

used for fabricating the low power Toshiba RAM chip is a two-

level polysilicon, two-level metal, p-well CMOS process. Each

memory cell utilizes 4 transistors and 2 polysilicon resistor

loads. These polysilicon resistors require tight processing

tolerances so that the resistances would be relatively

temperature invariant, and uniform resistances are maintained

across the wafer. This requires fairly advanced processing

techniques that may not be widely available yet. Without a CMOS

process similar to this, it may be difficult to develop a RAM

that would meet the low power specifications of the filter.

In comparison, the next lowest power consuming RAM

presented at the ISSCC conference was a 64K CMOS static RAM from

Hitachi (Appendix B). The gate length for both n- and p-channel

devices in this chip was 1.3 pm. The power consumption measured

for this chip at 8MHz was about 150mW (Figure 5, Appendix B).

If we scale this down for the low power filter's requirements,

we obtain

- (3 6)2
p -1 .5b (:).150 mW64 "5\.0/"I o

- 1.8b mW.
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Obviously, this would exceed the filter specification for power

consumption. We stress here again that developing a RAM that

would meet the low power specification for the filter is

critically dependent on the availability of a suitable CMOS

technology.

Another scheme for lowering the power consumption of the

data storage section further is to partition the memory into

segments and activate one segment at a time, when data is needed

from it. This scheme is illustrated in Figure 12. Since

dynamic power is proportional to capacitance, C, and assuming

that capacitance is proportional to area, A, then decreasing the

area of the memory activated at one time by 4 would result in

lowering the power consumption by a factor of 4 as well. Each

segment of the partitioned memory still operates at 8MHz when

that segment is activated, but as far as power consumption is

concerned, the effective operational rate is 2MHz.

4. Output Drivers

Output drivers can consume a significant amount of dynamic

power because of the relatively large off-chip capacitance they

have to drive. In this section we will consider the power

dissipated by output drivers in terms of current Hughes VHSIC

technology. This will determine whether it is possible to

divide the implementation of the filter into two or more chips

and yet maintain low power consumption.

Figure 13 shows a typical CMOS output driver handling an

off-chip capacitance ot 20pF. The drive ratio of the output

devices have to be large enough to ensure that rise and fall

times of the off-chip signal is satisfactory. Here, they are

shown with 100:1 ratios, adequate to drive 20pF loads in less

than 30ns. Another beefed-up inverter is used to drive the

considerable capacitance at gates P1 and Ni (calculated to be

about 0.25pP). The drive ratios of P2 and N2 are chosen to be

10:1, presenting a gate capacitance of about 0.025pF to the

previous stage.
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Table 11. Power Dissipation and Device Count for
Cells Used in Low Power Filter

Power @ 8 MHz
Cells (WW) Device Count

bhift Register 0.43 8

Full Adder 1.4 26

Select Cell 0.96 18

Booth Decoder 7.5 98

RAM 0.16 6

4 3
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Similar!;', tine total die. ic-e couint .9 -cta ined ~.jd-

totai nmber .t Aevice3 1n eacn :7©p)rent:

This device count does not include circuitry for t iminq,

control, and memory address generation. To al low for these

extra components, an extra 5 to 10% must be added to tne ta.

device count calculated above. The estimate for total power

consumption must be similarly increased to account for the extra

circuitry.

The power consumption and device count for a 10-bit filter

broken down by major components is shown in Table 2. One shoulJ

note that data end coefficient storage make up about 90 of thle

device count and power consumed. Table 3 lists the total power

consumption and device count for an 8, IC and 12 bit filter

using the equations for Ptotal and Dtota I lust derived.

To estimate the size of the filter chip we have to estimate

tn.e area taken up by RAM and the area taken up by random ioqc.

To estimate the device density for random logic, we note that

the Hughes VHSIC correlator chip contains 72,000 devices and

measures 315 x 368 mil 2. The resulting device density for this

chip is 0.62 device/mil 2 . we will assume that this is a

representative density for random logic fabricated isinq 1.2 m

technology. To estimate the device density for memory arrays,

we note that tne Toshiba 2569 RAM mentioned in Section 2.-.4

contains approximately

256K cells .4 devices/cell 1 1)3 devices.

on a chip measuring 6.68 x 8.86 mir, (261 x 349 mnilk ,  The

device density for this chip is i0.9 devices mil- The chip

size for the filter can be estimated by adding the area ccupied

ny RAM and the area occupied by the processor:
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S - 9200b/10.9 4 (32bD + 65b + 340) 0.62 mil

- 51.6b 2 + 949b + 548 mil z

T',e :orolected chip size for an 8, 10 and 12-bit filter is Iisted

In Table 3. Approximately half the chip area is taken up by

'ata and coefficient storage.

6. Single Tap Versus Multiple Taps

In our preliminary study we chose a single tap

implementation (Figure 8) for the low power filter. A single

tap implementation involves bufferinq the incoming data samples

in memory and then multiplexing the data and filter coefficients

at ,1iqh speed into the muit ipler.,urouitor portion (,t tr,e

flter. Whereas the lata sampies are acquired at dKRz, this

scheme requires the processor section to be run at 8MHz. A

multi-tap approach could be run at lower speeds, but would

req.;.re more rqates to implement. Since dynamic power

lissioation in CMOS technology is directly proportional to total

capaci6ance and speed of operation, there is a trade-off between

ising a multi-tap and a single tap approach.

we will now try to estimate the trade-off between using a

sinqIe tap 4nd a multi-tap approach in terms of power

c "ipt ton Fiqure A shows a fojr- tap implemefit~t ion for the

low power filter. Prom this figure we see that even though data

and coefficient storage become partitioned as the number of

taps, N, increases, total data and coefficient storage remains

tne same. Power consumed by the RAM can be estimated in the

same way as in Section 2.C.3:

p 10 mw - 0.243bN mW

Here f is the operational speed for the sinqle tap approach,

94Hz, and f/N is the operational speed for an N-tap tilter. The

number of mu)tipliers and adders, would increase with the number

of taps, so the total capacitance for these components would be
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N(C + C ), where C and C are the total capacitancesrn a m a
associated with a multiplier and an adder, respectively. The

power dissipated by these components would be

P - N(C m + C a)V2 (f/N)(50%)/2 - 25.6 x 106 (Cm + C a.

Combining this with power dissipation for the RAM and results

from sections 2.C.1 and 2.C.2, total power for an N-tap filter

is given by

P(b,N) - 243b/N + 1.73b 2 + 2.43b + 14 uW.

Hence, total power for an N-tap filter shows a decrease only

with the data and coefficient storaqe component. This

component, however. consumes 90% of filter power. and any power

savinqas here would be significant.

Table 4 lists the power consumption, device count and chip

size for a 10-bit filter implemented with 1 throuqh 4 taps.

Device count is obtained with the help of Table !2,

D(b,N) - 9220b + 80 + N(32b 2 + 45b + 260)

and chip size obtained in a similar manner to section 2.C.5,

S(b,N) - 9200b/10.9 + [20b + 80 + N(32b 2 + 45b +260)1/0.62

- 876b + 129 + N(51.6bz + 72.6b + 419) milK

The percent increase or decrease in power consumption, device

count and chip size over the single tap approach is also noted

in Table 4. Going from a single tap to a two-tap filter would

decrease power consumption by 46%, but would also increase chip

size by 41%.

Chip yield must be considered when using a multi-tap

approach. The low power Oilter is a substantial size chip even
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when a single tap approach is used (Section 2.:.5). If extra

multipliers and adders are to be added for a multi-tap approacn,

tnen fabrication yields would decrease as chip size increases.

A multi-chip implementation may be used, but this approach

requires inter-chip communication, and as shown in Section

2.C.4, significant power is consumed by output drivers nandlin9

off-chip capacitances. We oelieve that this power will not De

compensated for by operating at a lower speed.

D. OTHER DESIGN CONSIDERATIONS

So far this report has assumed that the inputs are provided

in digital form, and the input signal does not contain aliasing.

This assumes that the original analog signal has been 'condi-

tionedo; that is, it has been sent through an automatic gain

control (AGC) circuit and pre-filtered with a cut-off at about

4KHz to prevent aliasing. Furthermore, the conditioned signal

nas to be digitized. Whether the analog-to-digital (A/D) con-

verter is to be included as part of the low power filter chip

has to be considered. We have not examined the speed and power

requirements of the A/D converter in this report, but it is an

important part of the filter and needs further study. We

believe, however, that the device count and power dissipation in

an A/D converter would be small compared with the total device

Toint and power consumption for the filter.

E. COST OF FABRICATION

A preliminary estimate of the cost of fabricating the low

power filter chip using Hughes VHSIC CMOS/SOS technology has

been made by our Industrial Electronics Group (IEG) at Carlsbad.

This cost estimate is presented in Table 13, and includes

processing 2 lots of wafers - almost a necessity for a chip of

tne filter's complexity. Errors in the first design will be

eliminated in the second lot. A tentative schedule for fabrica-

tion of the filter chip over a 24 month period is shown in

Figure 15.
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Table 13. Cost of Fabrication for Filter Using the
Hughes VHSIC CMOS/SOS Power Process

Design $

Design and Layout 300K

Simulation 35K

Generate CALMA tape, PG tape, mask set 37K

372K
Test (test hardware, test program,
generate test vectors) 65K

Reiteration (redesign and new masks) 40K

Processing (2 lots, parametric measure
and probe) 70K

Assembly and Test 25K

Pro~ect Engineer 50K

Program Management and Administration 40K

Total 662K

G&A 73K

COM 10K
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APPENDIX B

HITACHI 64 K CMOS STATIC RAM
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