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Abstract -
!-3
: <]
This paper presents evidence for the structure-mapping theory of analogy and E%
metaphor. The central claim is that all analogies, and many metaphors, are
fundamentally devices for mapping relational structures from one domain to g%
another. This theory differs from other approaches in postulating that the ®
interpretation rules for anaiogies and relational metaphors are based on 2
E
predicate structure, rather than on feature salience or mental distance. gg /
d
Two experiments are described that test the interpretation predictions of !
4
the structure-mapping theory as well as those derivable from Ortony's (1979) :
. 1
salience imbalance theory of metaphor. Subjects were asked to interpret ii

metaphors and rate their aptness and metaphoricity, after first writing out

descriptions of all the object terms used in the metaphors. The results

supportad the structure-mapping account,
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"And 1 cherish more than anything else the Analogies, my most
trustworthy masters." (Johannes Kepler, quoted in Polya, 1973).

Analogy and metaphor pose a challenge to cognitive research. There is
general agreement that analogy plays.a key role in creative thinking and
problem solving. A case can be made that implicit metaphors structure most

of our thought (Lakoff & Johnson, 1980). But analogy and metaphor have

proven difficuit to characterize in conventional accounts of similarity. A

theory of analogy and metaphor must deal with issues like (1) how are

i
WL

analogy and metaphor different from literal similarity; (2) what are the

POt L b i

:; interpretation rules for analogy and metaphor; (3) what makes an analogy or
metaphor apt?

= In this paper, I offer the structure-mapping theory as a way of

; characterizing analogies and certain classes of metaphor. [ first present

the structure-mapping theory, illustrating it with examplss, and then use

the theory to differentiate analogy and metaphor from other types of

comparisons and from each other. Finally I describe two studies testing

2 the predictions of the theory as to how interpretations of analogy and

metaphor are derived from prior knowledge of the two terms of the :

e WL N I

comparison. These prediciions are contrasted with predictions derived from

r another current approach, Ortony's (1979) salience imbaiance theory.

To motivate the discussion, consider the following three comparisons:

s (1) Alcohol is like water.

(2) Heat is like water.

(3) For we are as water spilt on the ground which cannot be gathered up

again.

I VK, U, g B il SR 1IN 1, I o) g

Statement (1) is a literal similarity comparison which tells us that

. much of the information we have stored about water can be applied to
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alcohol. Statements (2) and (3) convey nonliteral similarity; they would
probably be categorized as analogy (2) and metaphor (3). The first job of a

theory of analogy is to characterize the difference between a metaphor or

analogy1 on the one hand and literal similarity on the other. The simplest
possibility---that metaphor and analogy are merely very weak similarity
statements---can be ruled out. Tourangeau and Sternberg (1981) correlated
subjects' aptness ratings of metaphors with their ratings of the similarity
of the base and target objects. The metaphors considered most apt were
those for which the base and target were neither extremely dissimilar nor
extremely similar. Thus, it appears that the distinction between literal
similarity and analogy is not simply one of degree of likeness, or number of
matching features.

In the structure-mapping theory (Gentner, 1980, 1982, 1983, 1986;
Gentner & Gentner, 1983) analogy is distinguished from literal similarity

by the kinds of matching features. The basic intuition is that an analogy

lThe terms “"analogy”, "metaphor" and "simile" are all rather loosely
used to refer to nonliteral similarity comparisons. Similes are
distinguished from metaphors by the surface characteristic that they contain
an explicit comparative term such as "like." Developmental evidence
suggests that, although the simile form signais a comparison more clearly,
the ultimate interpretation rules are the same for simile as for metaphor
(Reynolds and Ortony, 1980). I will combine simile with other nonliteral
comparisons here.

Analogy and metaphor differ more subtly: “analogy" conveys an
explanatory-predictive purpose, while "metaphor" conveys an expressive or
aesthetic intent. Also, "analogy" is sometimes taken to include weak
literal similarity; "metaphor® is always nonliteral. [ will confine the
term "analogy" to its nonliteral sense. Thus "analogy" wiil mean an
expianatory-predictive nonliteral comparison, and "metaphor" will mesan an
expressive-aesthetic nonliteral comparison. There are some interpretation
differences that result from the explanatory-expressive distinction.
Nevertheless, relational metaphor and analogy are more alike than different.
In this paper, I will consider analogy, relational metaphor, and simile
together in contrast to literal similarity. For more detailed discussions
of the differences between metaphor and analogy, see Miller (1979) and
Gentner (1982).
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is an assertion that a relational structure that normally applies in one

domain can be applied in another domain. This leads to a simple but

powerful distinction among predicate types that allows us to state which
ones will te mapped in an analogy. Metapher is more complex than analogy;
as discussed below, there are a number of ways that metaphors can be
constituted. However, there is a large class of metaphors -- which I will
all 'relaticnal' metaphors -- that follows the same structure-mapping rule;
as analogy. (Example (3) above is such a metaphor). Thus, although the
theory is primarily aimed at explaining analogy, it also applies to
relational metaphor. '

Before laying out the structure-mapping theory in detail, & few
preliminaries are necessary.

1. To capture the necessary distinctions, a rich propositicnal
representation of kiowledge is required, such as the networks of nodes
and predicates used here {cf. Collins & Quillian, 1969; Miller &
Johnson-Laird, 1976; Norman & Rumeihart, 1975; Palmer, 1978; fumelhart
& Ortony, 1977; Schank & Abelson, 1977). The nodes represent concepts
treated as wholes; the predicates applied to the nodes express
propcsiticns about the concepts.

2. In order to capture the distinction between object descripticns and
rational structure, I make a distinction between object-attributes and
relations. Attributes are predicates taking one argument in the
domain; for object-attributes, that argument is an object in the
domain. Relations are predicates taking two or more arguments. For
example, COLLIDE /x,y) is a relation, while YELLOW (x) is an
attribute. It is important to note that the fundamental distinction

here is between object-descriptions and relational structure. The
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distinction between attributes and relations is only an approximation
to this distinction (See Gentner, 1986a, for a longer discussion). The
advantages of this formulation are that it is objectivity statable and
easily computed.

In using the attribute-versus-relation distincion, the one-place
versus n-pidace distinction must be made over objects in the domain.
Only relations that apply within the domain of discourse are relevant §§ {
to the analogy process. Thus, a relation such as LARGER THAN (sun, = :
planet) that applies between two objects in the base (or target) §§ :
domain, is processed as a relation in an analogical mapping. in é? ;
contrast, a predicate such as LARGE (sun), which takes only one ga f
argument in the domain of discourse, is treated as 2 one-place =
predicate, even though its interpretation may involve an implicit
extra-domain comparison LARGER THAN (sun, typical star). (See Palmer, %%_
1978; Rips & Turnbull, (1980); Smith & Osherson, 1984.) _f
A second important structural distinction is the order of a predicate. gg §
The order of a predicate is defined as follows: (1) constants and
functions on constants nave order 0; (2) the order of a predicats is 1
+ the maximum order of its arguments. Thus, a first-order predicate is
one whose arguments are objects. A second-order predicate is one for
which at least one argument is a first-order predicate, and so on. For
example, if COLLIDE (x,y) and STRIKE (y,z) are first-order predicates,
CAUSE [COLLIDE (x,y), STRIKE (y,z)i is a second-order predicate.

It is important to note that these distinctions among predicats gé B
types apply to psychological representations. Logically, the same - !

proposition can be expressed in many fo-mally equivalent ways. For

example, a relation R{a,b,c) can perfectly well be represented as a
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one-place predicate Q(x), where Q(x) is defined “0 be true just in case
R(a,b,c) is true. Similarly, for any higher-order predicate

structure, a first-order predicate can be defined that will be
logically equivalent. Does this invalidate the relation-attribute
distinction, or the first-order versus higher-order distinction among
relations? It does not, becaus2 our interest is not in all the ways

a domain could iogically be represented, but in how it is
psychologically represented at a given time for a given person. The
assumption [ make is that there is a psychological difference between,
for example, believing that the sun is a large object of its class

and believing that it is larger than a given planet. The structure-
mapping theory concerns the way the rules of analogy operate to produce
an analcgy interpretation given the person's - - machine's --

current representations of the base and target.

Structure-mapping: Interpretation Rules

: With these preliminaries, we can now set forth the implicit
interpretation rules for analogy: (1) relations between objects are manped
from base to target, while object-attributes are discarded; and (2) the

particular relations mapped are determined by systematicity, as defined by

the existence of higher-order constraining relations that can themseives be

mapped.z

2In the simplest case, the person hearing the analogy is told the
object correspondences; then the intended inferences in the target can be
derived simply by mapping across the predicate structurc from the base,
according to the rules of analogy. However, even if the person is not :old
the object correspondences, she can derive what they must be by matching
known reiations in the two domains. Either way, once a set of object
correspondences is chosen, then further predicates from the base can be
mapped, even predicates previously not known in the target domain. Thus new
predictions can be generated.
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This can be made more specific. Imagine a person hearing an analogy "A %; s
= 5
T is (like a) B."3 Understanding the analogy involves finding a mapping of B
the object nodes of B onto object nodes of T such that relations from B can §§
be carried into T:

7
x "'

(Here the base domain B is represented in terms of object nodes bl, b2,

ceees bn and predicates such as A, R, R'. The target domain is represented

”ﬂw

in terms of some object nodes tl’ tz, ceees tm. with few additional

predicates.) Object attributes are not mapped.

A(bi) -/-> A (ti)

W
2% o
_—

The implicit analogical contract is that object correspondences between the

two domains are determined not by any intrinsic similarity between the

s

objects, but by their roles in the relational structure. ég
. . . . ) . S
Analogical inferences are derived by carrying relations across from
base to target: : -
- I
M: R\bi,bj) - R(ti,tj) .
&5
=

Here R(bi,b;) is a relation that holds in the base domain B.
«J

i |

The systematicity principle determines which relations will bz mapped.

2

The desired mapping is one in which a deep predicate structure of the target
can be carried into the base and matched--or partially matched--with a

pradicate system in the base.

fi <)

E<

3As mentioned above, we ignore here the distinction between metaphor

and simile.
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M: R‘I(Rl(bis bj)’ Rz(bk: bl)] -=>
RUL(R (850 5), Ry(tys )]
Here Rl and R2 are Tirst-order relations and R' a higher-order relation

in the base. The systematicity principle means that a predicate that

belongs to a partially mappable system of mutually constraining relations is
more 1ikely to be carried over than one which does not. It reflects a tacit
preference for coherence and deductive power in analogy. Objects and their

attributes can be arbitrarily different between the two domains; it is the

relational structure that overlaps analogy.4

Literal similarity differs from analogy in that it involves overlap
among both object-attributes and relations between the objects. To see this
difference, let us comparzs two assertions:

(1) *“The atom is like the solar system." (analogy)

(2) "The Dniep solar system is like our solar system." (literal

similarity).

4This description does not specify how the ralational mapping is
achieved. In the case when the person hearing the anajogy has no knowiedge
about the target, the learner may simply be teld tne object correspondences;
then the intended inferences in the target can be derived simply by mapping
across the default predicate structure from the base, according to the rules
of analogy. However, more commonly, the learner knows something about the
target domain. In this case, the object correspondences can often be
derived by matching known relations in the two domains (see Falkenhainer,
Forbus & Gentner, 1986). Either way, once a set of opject correspondences
is chosen, then further predicates from the base can be mapped, even
predicates previously not known in the target doma1n. Thus new predictions
can be generated.
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Assertion (1), the analogy, conveys that the components of the two

systems participate in the same relations: e.g., that the atom has a
central object more massive than peripheral objects that are attracted to it
and revolve about it. (See Figure 1.) It does not Tead us to expect that
there must also be overlap in the attributes of the objects. The nucleus of
the atom need not have the same mass as the sun, any more than it need be
yellow and fiery. Rather, we expect it to participate in the same relations
with its peripheral objects as does the sun. In analogy, the object
correspondences are determined by the roles of the objects in the relational
structure, not by any intrinsic similarity between the objects themselves.

In contrast, the literal similarity statement [assertion (2)] leads us
to expect not only overlap among relations but also overlap in object-
attributes. We expect to find that the central star in the Dniep solar
system is roughly similar to the sun in our §o]ar svstem in composition,
mass, size, and color, and that the number of planets will be roughly
similar tc onr own case, and so on.

Metaphor. The structure-mapping framework can also be applied to
metaphor. Many -- if not most -- of the metaphors that people consider
interesting or worthwhile are analyzable as structure-mappings (Gentner,
1982; Gentner, Falkenhainer & Skorstad, 1987; also, see Miller, 1979, for a
related analysis). For example, consider John Donne's comparison of two
lovers to twin compasses:

If they be two, they are two sb/As stiff twin compasses are two;
Thy soul, the fixed foot, makes no show/To move, but doth if the other
do.

And though it in the center sits,/Yet when the other rar doth
roam/It leans and hearkens after it,/And grows erect as that comes home.

Such wilt thou be to me, who must,/Like the other foot, obliquely
run;/Thy firmness makes my circle just,/And makes me end where I begun.
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Figure 1

[

Representation of the Rutherford analogy "The atom is like the solar system,"
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Clearly this comparison of two lovers to twin compasses is not meant to -
suggest that either person possesses the attributes of a compass - they need =

not be long and thin, or pointed, hinged, etc. Rather, this metaphor is
meant to convey a system of interconstraining relations: that the two !5
entities are linked together such that when one entity moves visibly, the ;
other also moves, though less obviously; that the fixed entity helps the §§

mover stay on course; and above all that the continuous motions of the two

entities are inextricably linked through mutual causality. This relational

metaphor is an elegant example of structure-mapping. Similarly, in

Shakespeare's comparison of Juliet to the sun, Romeo is not saying that

R

Juliet is yellow, hot or gaseous; instead his comparison conveys that she

g
e

appears above him, makes him glad, and so on. Both these metaphors convey

20

similarity of relational structure, not of object attributes. Aside from

such relatijonal metaphors, another class of metaphors that is

e

straightforward to analyze is mere-appearance ma:ches, in which the base and

target simply chare one or two striking object-attributes. Examples are:

(b! i

The sun is an orange. 5

The clouds were like fish scales.

But although comparisons based on one or two attributes can qualify as
metaphors, they may not be considered as apt as relational metaphors (See

below). Finally, there are some metaphors that are flatly not analyzable as

structure-mappings: namely, those for which no clear object object

correspondences can be determined. In such metaphors, the object mappings §§

may be N--1 or 1--N mappings, or they may simply be unclear. This lack of -
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clarity does not necessarily impair their appeal, as in this metaphor of @
Byron's: -
%;
5
She walks in Beauty, like the night Wy
0f cloudless climes and starry skies; )
And all that's best of dark and bright éé
Meet in her aspect and her eyes: o
Thus mellow'd to that tender light &
Which Heaven to gaudy day denies. ﬁg
In informal questioning I have found that people often like this %}
metaphor even though they cannot say for certain which objects map with 53
1 %
which: whether it is she, or her Beauty, or her walking in Beauty that -
corresponds to the night of cloudless climes and starry skies. Such ;§
p 5
metaphors may be partially analyzable within the structure-mapping E
s 7}
’ framework, but they clearly violate the rule of consistency of object- ?
e
correspondences. E‘
? In this paper I will consider only metaphors that can be analyzed as 1- éA
1 mappings--i.e., the first two classes above. For these metaphors, %4
W
‘ structure-mapping predicts that (1) people should seek relational ;
2 interpretations whenever possible and (2) people will consider metaphors apt ;

g =

to the extent that they can find relational interpretationa. As a

psychological model, structure-mapping is rather elaborate. It assumes that

v,
",

il "y ] r y

3 att
: comprehension of metaphor and analogy involves on-line processing of complex 4
5 representational structures, and that the matching process is sensitive to g%
: =
3 distinctions about predicate structure. It is reasonable to ask whether %%
{

oy
o

such an elaborate representational account is really necessary. Other

e

accounts of metaphors have been proposed that do not require this degree of

AL

representational ctructure. The most influential of these is Ortony's

Jay

r“‘

'

(1979) theory of salience imbalance.
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Salience Imbalance and Metaphoricity

ONE =22

The central claim of Ortony's theory is that metaphoricity involves a

=2

difference in relative salience among the matching features from the base

and target (Ortony, 1979). According to salience imbalance theory, what

7}

G:stinguishes metaphor from literal similarity is an asymmetry in the
salience of the features or attributes that are shared between the base and
target. In a literal similarity statement, (e.g., "Billboards are like

placards.") the shared features are of high salience in both the target and

the base domain. In a metaphorical comparison, such as the simile

“8illboards are like warts.", the shared features (such as ugly) are of high

salience in the base (warts) and of low salience in the target (billboards).

or

An important line of support for the salience imbalance account is the

gl:ﬂ

observation that metaphors tend to be strongly directional. For example,
the simile "Billboards are 1ike warts" is interpreted to mean roughly

"8i11boards are ugly bumps on the landscape." But reversing the order of

=3

é terms produces a very different interpretation: "Warts are like ii
] billboards." is likely to be interpreted in terms of 'prominent advertising’ o

rather than of ugliness. In contrast, reversing the base and target in a gg
E literal similarity comparison prodiuces relatively little change in o
3 interpretation: e.g., the statements "Billboards are 1like placards." and Eé

“Placards are like billboards." do not differ much in interpretation.

Lo

Ortony interprets this strong directionality in metaphor in terms of

salience imbalance. Since the interpretation of a metaphor depends on

wree

matchirg high-salient features of the base (the second term) with low-

salient features of the target (the first term), reversing the order of

T

terms tends to change the interpretation.
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This core observation 1inking directionality with salience imbalance is
extremely persuasive. We might'ask, then, whether salience imbalance theory
could provide an account of how analogies and metaphors are interpreted.

In Ortony's (1979) paper there is some ambiguity as to the strength of the
claims concerning salience imbalance. The central tenant is simply that
metaphors tend to display salience imbalancé: that is, if the interpretation
of the metaphor is laid out next to the prior representations of the two
terms, it will be found that the intended commonalities are more salient in
the base term than in the target term. A second, somewhat stronger possibie
claim is that salience imbalance is "a principal source of metaphoricity"
(Ortony, 1979, p. 164): that is, it is an imbalance in salience levels that
causes a comparison to be seen as metaphorical. Finally, the third and
strongest possiole claim is that saiience imbalance i5 the heuristic that
people use in interpreting metaphors: that is, that people scan the
representation of the base, starting with high-salience features and moving
on through lower-salience features, until they find a feature ur a set of
features that matches or is similar to a feature(s) in the target -- which,
in the case of metaphors, wiil tend to be of low salience in the target
(Ortony, 1979, p. 172).

On the first interpretation, salience imbalance is a general tendency that
might come from a number of factors. On the second interpretation, degree
of salience imbalance determines the degree to which we take a comparison to
be metaphorical. On the third, and strongest interpretation, people use

salience imbalance as part of the comprehension process: in interpreting a

RTINS o SR TR R R 3 Rk B Fu B R M N ES RERN RS RERSR U R G R TIRE I LB SR T FURS IS RLW I 2B R SRR T ers S22
f

14

PR eh T O g BT T T e R IR E e i i Rt B A it e B N I W S R r S M B

LTI By I Nl e Wi SO LN T il i e swd b Sl B S P Wl it A

*
LA



15

metaphor people are seeking to find matches between high-salient features of

the base and low-salient features of the target.5

In this research I am concerned with how people interpret and judge
metapbor and analogy, given the prior representations ~f the base and
target. Therefore, I will be concerned with claims II and III of the
salience imbalance account. Tolreiterate, the strongest of these is claim
I1I: that people use salience imbalance as an interpretation heuristic for
metaphors, by seeking to find matching or similar features that are high-
salient in the base and low-salient in the target. Claim Il of salience
imbalance, somewhat weaker, postulates that, however the feature matches are

achieved, the subjective degree of metaphoricity of the match is determined

by the degree of salience imbalance. By this account, salience imbalance
does not constrain the matching process, but once the matching features are
found, their degree of salience imbalance determines how metaphorical the
comparison will seem. Thus in the succeeding pages T will be using
‘salience imbalance' in the strong sense, as an interpretive theory (i.e.,
as including claims II and III). To anticipate the results somewhat, I
found no evidence for eitier claim Il or claim I[II of salience imbalance.
However, claim I is compatible with the results obtained. Therefore [ will
suggest that salience imbalance be viewed neither as an interpretation
heuristic for metaphor nor as defining of metaphoricity but rather as a
general tendency resulting from pragmatic factors. This interpretation is,
I believe, consistent with Ortony's chief line of theorizing (Ortony, 1979;

Ortony, Vondruska, Foss & Jones, 1985).

5Ortony (1979, p. 173) further speculates that if not match is found in
the target for a high-salient base feature, then a new feature might be
predicted in the target (attribute-introducing).
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It is instructive to compare structure-mapping and salience imbalance
in the ways it=y each differ from the contrast model of similarity
proposedby Tversky (1977). Tversky models the degree of judged similarity
between two items a and b as a weighted function of the common attriputes of
a and b, less weighted functions of the two difference sets of attributes of
a not shared by b and of b not shared by a. Salience imbalance theory
differs from Tversky's model primarily in that the salience of a feature is

no longer an absolute measure, but is defined relative to the particular

object of which it is an attribute, and to other contextual features.6
Salience-imbalance theory explains metaphoricity in terms of the difference
in relative salience of the matching features. If the matching features
possess equal (and reasonably high) salience in base and target, the
comparison is one of literal similarity. If the matching features are of
high salience in the base and low salience in the target, the comparison is
metaphorical.

Structure-mapping supplements Tversky's account in a different way, by
4istin~yishing among kinds of predicates: attributes are distinguished froﬁ
relations, and higher-order predicates from lower-order predicates. It
explains metaphoricity in terms of differences in the number and the kinds
of predicates that match. If substantial numbers of both relations and
attributes match, the comparison is one of literal similarity. If only

relational structure matches, the comparison is an analogy. A comparison is

6Ortony generally uses the term "attribute" where Tversky used
“feature." It is important to note that neither term should be taken to
refer only to one-place predicates. Rather, both accounts are neutral as to
predicate kind and predicate structure. Thus, Ortony's term “attributes"
includes what I have called attributes, relations, and higher-order
relations, without distinguishing among them.
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object-attributes.

object attributes:

metaphor.

metaphorical to the extent that there are few matching predicates, anda

the extent that its matching predicates are primarily relational predicates.
Structure-mapping and salience imbalance make different predictions

concerning the relation between metaphor interpretation and prior knowledge

of the base and target domains.

to them, would later appear in metaphors.

This generates three specific predictions.
metaphor interpretations will contain relatively more relations‘(as opposed
to attributes) than the object descriptions.

metaphor interpretations than for the object descriptions.

that is, the relationality ratings will be greater than
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metaphorical comparison is apt to the extent that it 15 analogical: i.e., to

-
P

Y

In order to compare the two theories,

g

173

subjects were asked to write out descriptions of objects that, unbeknownst

Then they were asked to write out

sy

interpretations of the metaphors, in either forward or reversed order. In :
addition, they rated the metaphors for metaphoricity and aptness. In an ?i
effort to ensure fairness to the salience imbalance position, the metaphors B
were taken from the <-* of examples that Ortony (1979) had used to 5]
illustrate the theory. %
The structure-mapping hypothesis states that people prefer .
interpretations of metaphors that preserve relations from the base and drop %%

First, the

This means that the differencs 3

between relationality and attributionality ratings will be greater for the

Second, the 3

metaphor interpretations will include relati.nal information rather than

the attributionality ratings for metaphor interpretations. The third and 5 :
230
g5 !
most important prediction concerns the aptness ratings. The more relations T
i
. - . - - 23
subjects can map from base to target, the more apt they will find the &5
L
Therefore, the aptness ratings for metaphors should be positively i
?‘I‘ [l
et
. X . R . e
correlated with the relationality of the metaphor interpretation. No such &
§§ |
I
= !
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prediction holds for attributes: there should be either no correlation or a
negative correlation between aptness rating of a metaphor and the
attributionality of its interpretation.

The salience imbalance theory makes three predictions. First, since

perceived metaphoricity depends on salience imbalance, the rated
metaphoricity of farward metaﬁhors should be greater than that of reverse
metaphors. Second, the chief determinant of which aspects of the object
descriptions are used in the metaphors should be salience imbalarce. Using
order-of -mention as a measure of salience, this means that the metaphor
interpretations should contain a preponderance of features that are
mentioned early in the base description and late, if at all, in the target
description. Third, if the metaphors vary in the degree to which they
dispiay salience imbalance, the rated metaphoricity should depend on the
degree of salience imbalance.

Experiment 1

To compare structure-mapping with salience imbalance, interpretations
of metaphors were collected and analyzed and compared with subjects’
descriptions of the individual objects used as base and target. The
experimental manipulations were (1) object description versus metaphor
interpretation; and (2) forward versus reversed metaphor. The dependent
variables were the subjects' ratings of aptness and metaphoricity, as well

as certain measures specific to the theories being tested. In order to test

the structure-mapping predictions, a measure of the attributionality and

relationality of propositions was required. Two different independent
assessments of attributionality and relationality are described below. In

order to test the salience imbalance predictions, a measure of the relative
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¥imE

salience of each proposition in the object descriptions was required. For

this, the order of mention of propositions was used.

b

Subjects. Twenty undergraduate college students (two groups of ten %%

each) from the Cambridge, Massachusetts area, served in the basic metaphor =
interpretation task. They were paid for their participation. Two other g%

% groups served as judges in the scoring tasks (Phase 2): (1) five advanced 7
undergraduate psychology students at the University of California at San [l

Diego, who received course credit for their participation; and (2) twenty-

two undergraduate students (two groups of eleven each), also from U.C.S.D.,

who received course credit for participating.

Materials. Eight metaphors7 were taken from Ortony's (1979) paper. !

Kl

Table 1 shows the list of comparisons, in forward order. There were two

sets of metaphor stimuli, each containing four metaphors in forward order §§
(e.g., "Sermons are like sleeping pills.") and four in reversed order [(e.g., i
"Gold mines are like encyclopedias."). Each set also contained eight filler &
metaphors, always in forward order, for a total of sixteen metaphors. There -
were two groups of subjects, so that forward-reverse presentation of the %%

metaphors was counterbalanced, and no subject received forward and reverse
versions of the samc metaphor.

In the object-description part of the task, subjects had to describe

each object term mentioned in the metaphors. There were 16 terms for the

experimental metaphors and 16 for the filler metaphors, for a total of 32

terms. These were presented in randcm order. ;

!

3

7 :

Most of the =xamples are actually similes; but, as Ortony has argued :

3 convincingly, psychologically the metaphor-simile difference is primarily a 5
] surface distinction. B
|
=g
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g Table 1
& : Materials Used in Experiment 1 3

Blood vessels are like aqueducts.

Surgeons are like butchers.

i

Education is like a stairway.

&

Sermons are like sleeping pills.

Cigarettes are like time bombs. |

O]

Science is like a Glacier.

¥

&

Encyclopedias are gold mines. 3

Billboards are iike warts. . 3
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Procedure: Phase 1. Subjects were run in two groups of ten people, ot

i differing only in which metaphors were forward and which were reversed. The g;

3 34
F first task was the object-descriptions task. Subjects were told to write

out a description for each of the individual terms - e.g., sermons, sleeping 5% ;
'gjllg. The 3Z object terms were presented in workbooks, each term on a = ;
separate page. They were randomly ordered, except that the two terms from a g} %
metaphor were never presented contiguously. £
After the object descriptions were completed, the subjects were told §§

that they were to interpret metaphors. The 16 metaphors were presented in

workbooks, in random order, one to a page. Subjects were told to write out

their interpretation of each metaphor --- i.e., to write its intended

meaning, what the author seemed to be trying to convey. They also ratad the

T
A T N O

metaphoricity and aptness of each metaphor .on separate 1-5 scaies. They

T

were told that metaphoricity had to do with whether the comparison was

literal or nonliteral, and aptness with how clever, interesting, and

worthwhile the comparison was.

Procedure: Phase 2: Scoring. To test the structure-mapping

hyvothesis, the relationality and attributionality of the responses were

i

rated in two ways: (1) by a small, trained group of advanced undergraduates
(Trained Judges' Ratings); and (2) by a group of 22 undergraduate subjects

with no special training (Undergraduate A/R Ratings). To tast the sal-imb

=2

&58
T A S L | N R o P T e S o e S N D e

hypothesis, two of the trained judges rated whether the propositions that

»,
"

occurred in the metaphor interpretations occurred early or late (if at all)

P
i
Py

et

in the object descriptions (Salience Ratings).

&4 95

Trained Judqes' Ratings of Relationality and Attributionality. Five = EB

advanced undergraduate psychology students from U.C.S.D. served as judges. o) §§

PR

] All had some advanced training in linguistics or psycholinguistics. In =g
=

.
= oW
5
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addition, they received roughly ten hours of training in the use of
propositional notation to represent meaning. They were unaware of the
particular hypotheses of the study, and were not told the aptness rating or
metaphoricity rating, nor the forward-reverse condition of the original
metaphors.

Three to five judges participated in each scoring session. A1l 20
responses for a given metaphor (10 from the forward presentation and 10 from

the reversed) were rated in one session. These 20 interpretations were read

in random order. FEach judge rated the entire interpretation as to its
relationality and attributionality, each on a 1-5 scale. Relationality was
defined as the degree to which the predicates in the response expressed
relations, either between objects in the domain or between relations.
Attributionality was defined as the degree to which its predicates described
objects in and of themselves, independently of the domain. There was no
"discussion during this phase, except that the interpretations were reread as
many times as necessary until the judges had all arrived at their private
ratings. These ratings were recorded by the scribe (who also served as
reader). After the judges had read out their ratings, disagreements were

resolved by discussion and a final rating was agreed on. The agreement

among the first set of ratings, before discussion, was .91. Immediateiy
after rating the metaphor interpretation, the judges rate: -he relationality
and attributionality of the object descriptions for the same metaphor (20
descriptions of each of the two objects). These were rated in the same way
as the metaphor interpretations. They were read to the judges in a
different random order from the metaphors.

Attributionality and relationality are judgements about the conceptual

predicate structure underiying the surface language. In most cases, the
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form of the surface expression makes it clear whether the underlying gg
predicate is an attrib:'te or a relation. Predicates that take two or more .
objects, such as transitive verbs, were scored as expressing relationships Eg
between their arguments, e.g., "X hit Y"; "X likes Y". Adjectives often !5
express single-object attributes; e.g., "X is cold"; "X is red"; "X is é;
tall". However, when an object attribute was stated as a non-adg,ectival g%
proposition; e.g., "X is ten feet tall", or "X's height is ten feet" - the ‘ i

N

; proposition was classified as an object attribute. Comparatives were

treated 4s relations. For example, a comparison involving size ("X is

g2

larger than Y," or "X is four kilograms greater in mass than Y.") is a 2-

place predicate expressing a relation between attributes of objects. These

were scored as first-order relations, on the same level as a relation
between objects.

For the cases discussed so far, there are clear surface signs of their

O 1 W DI SN R YR T G L, SN L G o e g S X 0 g R T T

relational or attributional usage - e.g., comparative inflections, presence

of more than one noun argument - so they do not pose a serious

Fhg
i
-

classification problem. A more difficult set of cases arises when

. . C—’E:g
underly.ng relations are expressed as surface attributes, through a process o
2

of abstraction (see Miller, 1979). For example, the adjective soporific, in
"X is soporific." is stated as though it were a quality of X, but in fact §§

conveys relational information: that there exist beings whom X puts to

L

A

'

sleep. [t stands for a set of relational stataments like "X puts Y to

sleep.", "X puts Z to sleep.", etc. These kinds of terms are both §% ,
R

relational, in their underlying meaning, and attributional, in that the h
Fy L

person has chosen to express the quality as an attribute. [n our studies, é% %
such abstracted relational adjectives were scored as conveying both = 5
relational and attributional meaning, in moderate degree. Y :
- .
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Undergraduate A/R Ratings. A second method of scoring for

relationality and attributionality was also used. This method differed from
the previous rating method in three ways: (1) groups of untrained subjects
were used, rather than trained judges; (2) each response was broken into
individual propositions, rather than being rated as a_who1e, and (3) one
combined rating scale was used, rather than separate scales for
attributionality and relationality.

The raters were 22 undergraduate subjects with no special training.
They were divided into two groups, corresponding to the two groups of
original subjects. The metapﬂor interpretations were broken into individual
propositions, which were presented in random order, within and across
metaphors. Only propositions from the metaphor interpretations were rated;
the object descriptions were not included in this task. Each group of
eleven raters scored all propositions generated by one of the original
groups of ten subjects. They were told to rate each proposition on a
composite scale, ranging from 1 = highly attributional to 5 = highly
relational. Examples of highly attribdtioral statements were "X is red,"
and "X is large." Examples of highly relational statements were "X puis
people to sleen,” and "X causes explosions."

Scoring for Salience Imbalance. To test the salience imbalance theory,

two of the advanced undergraduates described above compared the metaphor
interpretations with the object descriptions for prcpositional overlan.
They were unaware of the hypothesis being tested, and of the original
subjects' aptness and metaphoricity ratings. Forward or reversed metaphors
were scored separately; however, the judges were not told the significance
of this variation. For each metaphor, they were told to compare subjects'

interpretations of the metaphor with their descriptions of the base and the
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&
target objects, to see whether any of the same propositions occurred. They =
were told that "same propositions" should be taken as statements with the %-
same meaning, not necessarily stated identically. When a proposition from -
4 the metaphor interpretation was found in one of the descriptions, it was &

scored as to whether it also occurred in the base and/or target description;

R

and if so, whether it occurred in the first half of the description or the

second half of the description. The outcome of this scoring procedure was,

é for each metaphor, the number of propositions that the original subject had o
s included botn in the metaphor interpretation and in (a) the base; (b) the §§
target; (c) the top half of the base; (d) the bottom half of the base; (e) _
the top half of the target; (f) the bottom half of the target. %%
Results and Oiscussion 3
Structure-mapping. The results support the structure-mapping L
hypothesis. The first two predictions of the structure-mapping theory are %g

(1) that the metaphor interpretations would contain relatively more !
relational information than would the object descriptions, and (2) that the g;

metaphor interpretations would contain more relational information than

attributional information. Table 2 shows a typical response. Both
relations and object attributes appear in the object descriptions, but only

relational information appears in the metaphor interpretation. A comparison

-
L2

)
g
f
)
[}
i
%
¢
4
¢
B
;
5
3 b
)
:
g
;
3
s
!
|
:
A
;
g
¥
g
i
!i
!
E

e

of the Trained Judges' ratings of metaphor interpretations and object
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descriptions bear out these predictions. The mean relationality ratings

were 4.9 for the object descriptions and 4.8 for the metaphor

interpretations. The mean attributionality ratings were 4.3 for the cbject

descriptions and 2.4 for the metaphor interpretations. Thus, the ohject

descriptions were both highly relational and highly attributional; the
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Table 2
Sample Response in Experiment 1:
Object Descriptions and Metaphor Interpretation

Cigarettes are like Time Bombs

(= w;’xuﬁiﬁr‘;;—:ﬂxfgazsLt}m:xz,um;&:m&rm&mggfwﬁiﬁfg:JWM&MA&l3
Ei,
a3

Trained
Response Judges' Ratings
Base: time bomb Rel. Att.
Explosive devices with detonator linked 5 5
to timing device
Explosion time can ke pre-set
Perpet ator doesn't have to be present
Target: cigarette
Chopped cured tcbacco - in paper roll 5 5

With or without a filter at the end held
in the mouth
With or without menthol
Lit with 2 match and breathed through
te draw smoke into the lungs
Found widely among humans
Known by some cultures to be damaging to the lungs

Once cnnsiderasd beneficial to health

Metaphor: Cigavettes are like time bombs

They do their damage after some period of 5 1

~ime during which no damage may be evident

Aptness: 3

Metaphoricity: 5
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metaphor interpretations were highly relational but not highly
attributional.

An analysis of variance was performed for the within-subjects‘facto?s
of Directionality (forward vs. reverse), Task (metaphor vs. object), and
Measure (relationality vs. attributionality). For our purposes, the chief
interest is in the interactions, particularly in the predicted interaction
between Task and Measure. However, let us first consider main effects.
There was a main effect of Task, reflecting the overall higher ratings for
the objects than for the metaphors, F(1,19) = 262.44, p < .00l. The mean
rating (averaging across relationality and attributionality ratings) was 4.6
for objects and 3.6 for metaphors. Measure was also significant as a main
effect, indicating that overall the responses were judged as higher in
relationality (with a mean of 4.8) than in attributionality (with a mean of
3.3) F(1,19) = 419.08, p < .001. The reflects the fact that only the object
descriptions tended to be high in attributionality, while both kinds of
responses were high in relationality. There was no main effect of
Direction, F(1,19) = 3.20, NS '

The key prediction was confirmed: there was a significant interaction
of Task and Measure, reflecting the fact that the mean attributionality
rating drops sharply from object descriptions to metaphors, while tée mean
relationality rating changes very little, F(1,19) = 129.94, b < .00l.
Planned comparisons revealed that both attributionality and relationality
differed significantly between metaphors and objects t(39) = 18.01, p <
.001; t(39) = 2.05, p < .05, respectively. Finally, there was also a
significant interaction between Direction and Task F(1,19) = 11.30, p < .0lL.
Not surprisingly, direction affected metaphors but not objects: the mean

average rating of relationality-attributionality was 3.7 for forward

.
o
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metaphors and 3.4 for reverse metaphors; the mean rating was 4.6 for

m

objects, regardless of the direction of the subsequent metaphor:

An items analysis revealed the same patterns of significance as the

subjects analysis, except that the interaction between Direction and Task

%

was nonsignificant in the items analysis. There were main effects of Task

2

and Measure, F(1.7) = 66.15, p < .001 and F(1,7) = 21.68, p < .001,

i

respectively. The key interaction of Task and Measure was alsc significant

21

ey

F(1,7) = 15.10, p < .0l.

e

As noted above, the Trained Judges' mean relationality rating (4.8) was

higher than the mean attributionality rating (2.4) for metaphors, t(15) =
6.68, p < .0005, one-tailed. This difference holds up for irdividual
metaphors. The Trained Judges' mean relationality rating was higher than
the mean attributionality rating for every one of the eighteen metaphors

(counting both forward and reverse versions).

The third and most important prediction of the structure-mapping theory
] ii is that aptness should be positively correlated with relationality in
|+

metaphor interpretations. That is, subjects should consider those metaphors

R most apt for which they have found the most relational interpretations. The
prediction is specific to re ationality: there should be no Zorrelation, or

even a negative correlation, between aptness and attributionality. This

(i

prediction was confirmed using both the Trained Judges' ratings and the

3

&%

Undergraduate A/R ratings.

Pearson's product-moment correlations were performed on the mean

g»‘;’ul‘m

ratings for the 16 metaphors. Table 3 shows the correlations among the mean

-
et}

original aptness ratings, the trained judges' ratinés of relationality and

attributionality, and the undergraduates' attributionality-rel~tionality

!m W 7

ratings. For completeness, the metaphoricity correlations are also shown.
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Table 3

EmE

Results of Experiment l: Correlations Between

The Original Subjects' Ratings of the Metaphors and Judges'

Ratings of their Responses

3

by

Judges' Ratings Original Subject's Ratincs

s

: Metaphors Interpretations Aptness Metaphoricity

% Relationzlity

e

(Trained Judges) r = .65%% -.08 NS

Attributionality

(Trained Judges) -.31 NS .43 NS

A/R Rating

A

(Group Raters) .56% -.45 NS

Obiect Description

)

Relationality of

Base & Target -.28 NS -.30 NS
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Attributionality of

fod

Basz & Target . -.25 NS .62* £
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As predicted, aptness is positively correlated with the trained judges'
ratings of relationality, r = .65, p < .0l. There is a nonsignificant
negative trend in the correlation between aptness and attributionmality, r =
-.31, NS. Finally, as a confirming measure, aptness correlates positively
with the undergraduate A/R rating, r = .56, p < .05. Since the A/R rating
is high for relational statements and low for attributional statements, this
positive correlation again confirms the connection between relationality and
aptness. This suggests that subjects judg:d the aptness of a metaphor by
§ the degree to which it could support a rclational interpretation.

Finally, as a check on the reliability of the measures, correlations
were performed between the Trained Judges' mean ratings of relationality and
attributionality and the undergraduate A/R ratings for metaphors. If the
measures agree, the correlation should be positive for relationaiity and
negative for attributionality. Indeed, the measures are consistent. The
correlation with A/R rating is .62 for relationality and -.65 for
attributionality r(14) = .62, p < .05 and r(14) = -.65, p < .01,
respectively.

Salience Imbalance. The results are not positive for saiience

impalance. According to the salience imbalance hypothesis, metaphoricity

arises caiefly from an asymmetry in the salience of the matching features:

a comparison should be more metapho.'ic to the degree that the matching
features are or high salience in the base and of low salience in the target.
Prediction 1. The first prediction is that metaphoricity ratings
should be higher for forward metaphors than for reversed metaphors. This is
because the feature matches for the forward metaphors --- e.g., "Cigarettes

are iike time bombs." --- should have satisfied < lience imbalance to a

.reg- -4—‘:1{7“'_—‘ : :{1{- W Wi W -.\ & ‘:__‘.7'_ e T A o o, W !‘-“
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N

greater degree than should the reversed metaphors --- e.g., "Time bombs are

1ike cigarettes.”

D

2

This prediction was not confirmed. Table 4 shows the mean aptness and

metaphoricity ratings, we well as the ratings of relationality and

L

attributionality, for forward versus reversed metaphors. The mean

metaphoricity, as rated by the original subjects, was 3.8 for forward %%

metaphors and 3.6 for reversed metaphors, t(7) = 1.21, NS. Thus the first = i
prediction of the salience imbalance theory is disconfirmed. Although the %g g
forward and reversed metaphors appear to differ more in aptness than in E
metaphoricity, the aptness difference is also nonsignificant: the mean §§ :
original aptness rating is 3.3 for forward and 2.7 for reversed, t(7) = §§ g
1.77, NS. The only significant difference between forward and reversed = %
metaphors is in relationality. The trained judges' rating of relationality %%

are 4.9 for forward and 4.6 for reversed metaphors, t(7) = 2.51, p < .05.

?n;ﬁmmﬂ

o
i
Y 3 K T

There were no significant differences between forward and reversed metaphors
in attributionality, nor in undergraduate A/R ratings. Thus, to the extent

that forward and reversed metaphors show any significant difference, it is

8

in the relationality of their interpretations. This difference in
relationality suggests, perhaps, that some asymmetric proceéses occur in
metaphor comprehension. However, there is no evidence that these
asymmetries involve differences in metaphoricity.

Prediction 2. The second prediction of Ortony's salience imbalance
theory is that the metaphor interpretations should primarily include
propositions that are of high salience in the base and of low salience in
the target. To evaluate this prediction, the measure of salience used was
the order of mention in the object descriptions. Thus, the prediction is

that the metaphor interpretations should tend to include propositions

A R R R N L L Y e T R SR A A AT i o At o s ™ ® b T g T e N 7 AT e T
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H
mentioned early in the description of the base object and late in the !
description of the target object. In order to give the hypothesis every g;
possible opportunity, a series of predictions was tested, beginning with the - ;
= .
strongest prediction and testing progressively weaker variants. Figure 2 = ;
shows a schematic depiction of the predictions and Table 5§ shows the & %
results. = %
The most straightforward prediction is that there should be mcre M
=
metaphor assertions from the top-half-of-base and bottom-half-of-target than - :
from the reverse intersection, the bottom half of base and top-half-of- %%
target (See Figure 2). That is, the metaphor interpretations should contain <
primarily information that is high-salient in the base and low-salient in =

the target. This prediction is not confirmed: the mean numbers of
propositions in the two intersections are .038 and .025, respectively, t(15)

= .81, NS.

L R 1 A A A 00 S P 0 O, OO D 0, g SN (1 L U919 L1 000 O o, S 1 MM
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But perhaps the halfway point is the wrong cutoff for high versus low

X

saliency. Perhaps all or most of the information subjects mentiored in

e

18]

their object descripticns was of high salience to them. In that cas

prediction shouid simply be that the metaphors will contain more

! |

propositions from the base description than from the target description.

w ™
e
(

x

i

This too is disconfirmed. The mean number of propositions from the metaphcr

Py
o

interpretation that also appear in the object description is 1.16 for the

base and 1.04 for the target, t(!3) = .51, NS. (For comparison, the mean

20

”
S

number of propositions per metaphor interpretatior is 4.66.)

The two most straightforward versions of the salience-imbalance

W

prediction have been tested and disconfirmed. However, there are four

Ao
LY

weaker versions of the prediction that can be tested. First, within the

v

i
]

base, salience imbalance could predict that that metaphor interpretaticns
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R WA L R X 3t Sl Rl T T Syt St St LR PR L E bt S S N A L
e N o i e T s




Wl’;rﬁﬁ?&ﬁi’:&}ﬁ@iﬁ}.ﬁ@ RS TR S A LW AN AN AN WAREEAR IR T AIREATI RS

Figure 2 o

Schematic depiction of interpretation predictions derived from salience
imbalance theory.
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Table 5 %
Results of Experiment l: Mean Numbers §

of Predicates Occurring in Metaphor Interpretations )

Predictions of

Salience Imbalance Results: Mean Number of Pradicztes z

BlNAT2 >B2NT1 - BlN T2 = .038 B2 Tl = .023 NS

B>T B=1.16 T =1.C4 NS

o073

8

Bl > B2 Bl = .58 B2 = .58 NS
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T2 > B2 ' T2 = .49 B2 = .58 NS

a
Notation: All abbreviations refer to mean number of

predicates occurring in a subject’s metaphor =

b
o
1
J
t

etation that appear also in specified

parts of S's object descriptions.

o
B = N in base description E; i
T = N in target description %
Bl = N in top half of base description %
B2 = N in bottom half of base descrigtion = §
Tl = N in top half of target description - g;
T2 = N in bottom hali of target description %é
Bl /A T2 = N in both top half of hase and

it

bottom half of target descriptioans
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should contain mora propositions from the top half of the base than from the

3 bottom half of the base. In fact, the numbers are identical: the mean

number of propositions in the metaphor interpretations from the top half of -
the base is .58, identical to the number from the bottom half of the base.

The .second additional test concerns the corresponding prediction for the

target description: there should be more propositions from the bottom half

é (the less salient portion) of the target description than from the top half.

i This prediction too is invalidated: a mean of .49 assertions from the

bottom and .56 from the top of the target was found. This {ncnsignificant)

difference is in the oponosite direction to the prediction, £(15) = .54, NS.

The third possible variant of the salience-imbalance prediction is that
more of the metaphor propositions should come from the top half of the base
than from the top half of the target. This prediction is disconfirmed: the
mean number of metaphor propositions is .58 from the top half of the base
and .56 from the top half of the target, t(15) = .17, NS. Finally, a
similar prediction is that more of the metaphor propositions shouid come
from the bottom half of the target than from the 6ottom half of the base.
This too is disconfirmed: the means are .49 and .58, respectively, a
nonsignificant difference in the wrong direction, t(15) = .73, NS,

Overall, the second major prediction of the saiience imbalance
nypothesis is not supported here. Not one of the six possibie versions of
this prediction is borne sut. There is no evidence that salience imbalance
determines the information people use in their metaphor interpretations.

However, there is still one more way in which effects of salience

imbalance could show up. Even though salience imbalance did not hold for

the metaphors overall, if salience imbalance is the key to metaphoricity, we
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should find that the metaphors that best display salience imba]énce are
considered the most metaphorical.

Prediction 3. This brings us to tha third prediction of the salience
imoaiance hypothesis: that metaphoricity shculd be correlated with the

degree of salience imbalance in the metaphors. This means that

metaphoricity should be positively correlated with the proportion of
interpretation statements from the base and negatively correlated with the
proportion of interpretation statements from the target that enter into the
metaphor interpretations.

Instead, we find that metaphoricity is negatively correlated both with
the number of statements from the target, r(14) = -.69, p < .01 and with the
number of prop: .itions from the base r (14) = -.56, p < .05. Since this is
a key prediction for the salience imbalance theory, it seemed advisable to
check -hether it held for the forward metaphors only. However, here the
results are slightly worse for the theory: the correlation between
metaphoricity and number of statement§ from the base, which should be
positive, is still more strongly neqative r(6) = -.65, NS.

As a final effort, it seemed worth testing whether this prediction

might apply to aptness rather than to metaphoricity. That is, perhaps there

is something right about the salience imbalance intuitior, but the intuition
really applies to aptness rathar than to metaphoricity. In this case,
aptness should be positively correlated with the number of propositions from
the base description and negatively correlated with the number from the
target description that enter into the metaphor interpretation. This
possibility, too, was disconfirmed. The correlations between aptress and
number of object propositions are nonsignificant both for the base and for

the target descriptions r{l4) = .28 and r(14) = .05, respectively.
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Discussion

The results provide no support for Ortony's claim that salience
imbalance is a principal source of metaphoricity. Neither aspect of this
claim accords with the results: no difference in metaphoricity was found
between the forward and reversed metaphors; and no evidence for salience

imbalance was found in comparing the object descriptions with the metaphor

ISLIv T

interpretations. Nor can this lack of positive evidence be plausibly

13w

attributed to an inappropriate choice of stimuli, since the metaphors used

g

I
W
i i
ok s i
B5% :
g e

were those offered as illustrations of salience imbalance theory in Ortony
(1975). Overall, these results give us no reason to assume that salience

imbalance has a special role in metaphor interpretation.8

B N

These results provide considerable support for the structure-mapping

view. These results suggest that when people interpret metaphorical

- 2

comparisons, they adopt a (possibly unconscious) set of assumptions

E4Y

concerning which aspects of their object representations are relevant. They

tacitly assume that relational information, rather than information about

R TS,
s - $A

object-attributes, is meant to be preserved in the analogical mapping. The

three predictions of the theory were verified. First, although subjects’

S

descriptions of the base and target opbjects are high in both relationai and

%2

80f course, it should be noted thit the negative findings on
predictions (2) and (3) might be challengable. Testing these predictions
required comparing high-salient and icw-salient aspects of the object
descriptions with the metaphor interpretations. The theory does not specify
how best to estimate salience. The assumption made here is that the rough
order of mention of information in a person's description of a term (i.sa.,
early or late in the descrintion) is a fair reflecticn of the salience of
the information for that term.
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W3

attributional information, only the relations are preserved in the

analogical interpretations. The aptness correlations provide further

=

support: the more relations people can find to map from the base to the

target, the more apt they find the metaphor.

v

Experiment 2

The next study was undertaken to test developmental implications of the é% ;
structure-mapping theoiy and to ieplicate the adult results. Here [ focus 2
5

chiefly on the adult data, with the child study as background. It is well- & ]

established that the ability to interpret metaphors appropriately increases

A

with age over the years from two or three until adolescence (Dent, 1984;

o
.

Gardner, Kircher, Winner & Perkins, 1975; Reynolds & Ortony, 1980; Winner, é% :
1980). According to the structure-mapping theory, the most important - é
component of metaphoric ability is the capability to pertorm relational ii E
mappings. This leads to the developmental prediction that underlying the §§ %

A

increase in metaphorical ability should be an increase in propensity to make

relational interp-etations. Therefore, metaphor interpretations should

3 Y

become more relaticnal with age, but not more attributional. In addition to

E»l ] "}3

)
-
T L P | TR LA 1T 1 T L A L ST e

testing the developmental predictions of structure-mapping theory, this

study provides a replication of the adult patterns in Experiment 1, across

F0%5 §]

different kinds of metaphors. Both the structure-mapping predictions and

the salience imbalance predictions were tested with the adult subjects.

W
[«

L7

Thus, this study has two purposes: (1) the developmental resuits test

whether the structure-mapping theory can account for the increase in

P
3%

i
)

metaphoric ability; and (2) the adult results serve as a replication of

L.#

Experiment 1. Because cur interest here is in the adult patterns, the

developmental methodology and results wiil be omitted here. See Gentner and

-
_h&_‘,ﬂ

Stuart (1984) or Gentner (1986b) for a description.
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In Experiment 2, Patricia Stuart and I collected interpretations of
metaphors by children and adults, as well as aptness ratings of the
metaphors. As in Experiment 1, the interpretations were then scored by
independent judges for relationality and attributionality. There were three

metaphor types: attributional metaphors, relational metaphors, and double

metaphors. In Attribute metaphors, the predicates shared by the base and
target objects were object-attributes: e.g., "Pancakes are nickels." (Both
are round.) In Relaticn metaphors, the shared predicates were relations:
2.g9., "A tire is a shoe.” (Both are used by moving figures as points of
contact with the ground.) In Double metaphors, both attributes and
relations were shared: e.g., "Plant stems are like drinking straws." (Both
are long and cylindrical; both are used to bring liquids from below to
nourish a living thing.)

Predictions of Structure-mapping. Let us first review the predictions

for aduits. The structure-mapping theory makes four predictions. First,
the metaphor interpretations should be higher in relationality than in
attributionality. (This prediction applies only to the relational and
double metaphors, since the attribute metaphors do not permit a rolational
intarpretation ' Second, the aptness ratings should be positively
correlated with the relationality of the metaphor interpretations. Third,
the doubie metaphors, which can support either an attributional or a
relational interpretation, should be interpreted relationally. Fourth, the
aptness ratings should be lower for attribute metaphors than for relational
and double metaphors.

One other set of predictions concerns the materials. Crucial to this
theory is the claim that the distinction between attributionality and

relationality can be made reasonably clearly, at least in the majority of
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cases. If construction of attributional, relational and dcuble metaphors

providas a test of the orgerliness of the distinction, the relationality

2.

ratings should be highest for the relational metaphors and lowest for the %

attributional metaphors. The attributionality ratings should show the

Zaa

reverse pattern. 3

Predictions of Salience Imbalance. The central tenet of Ortony's §§
Al
(1979) theory is that metaphoricity depends on salience imbalance. Thus the
w
predictions for adults are that (1) the metaphors' interpretations should 5

tend to include propositions mentioned early in the description of the base

|

object and late (if at ail) in the description of the target object; (2) to

the extent that there is variation in the degree of salience imbalance shown

-.,,.
WA

in metaphor interpretations, the metaphoricity ratings shouid correlate & |

pasitively with the degree of salience imbalance. %% '

fatned 24

Subjects. The adult subjects were ten college students from psychology ' éé E
classes at the University of California at San Diego. ii
i

Stimuli. There were eight instances each of three types of metaphor:

(1) attr.bute metaphors, in which base and target shared many attributes but

few relations; (2) relation metaphors, in which base and target shared many

relations out few attributes; and (3) double metaphors, in which base and é%
target shared both relations and attributes. Examples of the three kinds of '
metaphors are: @

%
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Attribute: The sun is like an orange. (Both are round and
orange.)

o= %54

Relational: A camera is 1ike a tape recorder. (Both record
events to re-experience at a later time.)

1
H;m il

Double: A hummingbird is 1ike a helicopter. (Both have stubby
shapes and blurry parts; both use rapid motion to achieve
maneuverability in air.

There were twenty-four comparisans in all, as shown in Table 6. A1l

59

subjects interpreted all the metaphors.

Procedure. The methodology for adults was the same as for Experiment

MR

1. The task was administered to the adults in written form, in groups.

ek

They first wrote out descriptions of the 48 separate objects (presented in

random order) that later appeared in the metaphors. Then they wrote out

"

their interpretations of the metaphors and also rated their aptness and

metaphoricity.

.
o E

o
gv_ i
¥

Scoring. The metaphor interpretations were scored as in Experiment 1.

The same trained judges met in groups of from wo to four people and rated

i

i 45
e

the responses. As before, there were two five-point scales, a relational

5

e
PR e

scale and an attributional scale. The rul:s for propositional analysis were
as described in Experiment 1. It is worih noting that this method minimizes
the effect of differences in length of responses, a desirable feature in a
developmental study. An interpretation received a 5 rating on
relationality/attributionality if it included any clearly
relational/attributional statement. This method is sensitive to the
presence or absence of relational (or attriputiona]) information in a given
interpretation, and relatively insensitive to the number of different

relations (or attributes) mentioned in an interpretation.
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Table 6

Materials Used in Experiment 2

g Ema

RELATIONAL METAPHORS

The mcon is like a lightbulb.

o |

A camera is like a tare-recorder.

A ladder is like a hill.

A clcud is 1ik=s a sponge.
A roof is like a hat. !

Treebark is like skin.

A tire is like a shoe.

A

"l
!

A windcw is like an eve.

T

ATTRIBUTIVE METAPHORS

Jellybeans are like bailoons.

A cloud is like a marshmallicw.

L Hes)

A football is like an egg.

The sun is like an orange.

Ees
= oM wilia
A My P v SR U™ BT T TP L

A snake is like a hose.
Soap suds are like whipped creanm.

Pancakes are like nickels.

N

G’ o e 20 4

A tiger is like a zebra.

DOUBLE METAPHORS

A doctor is like a repairman.

i H

A kite is like a bird.

£

5

g

The sky is like the ocean. g% i

a) K

. . . s . . . H

A hummingbird is like a helicopter. !

Plant stems are iike dripking straws, & ¢

P

A lake is like a mirror. ~

Grass is like hair. ) = F

F%A §

Stars are like diamonds. L |

=

>
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During scoring, the metaphor interpretations were read in random order,
so that the judges did not know the ages of the subjects. They were not
told the aptness rating or metaphoricity rating of the original metaphors.
Only one of the judges knew the design of the experiment. Inter-rater
agreement ranged from 85% to 100% on different metaphors.

Results

Structure-mapping. This study tested the structure-mapping theory in

three ways: (1) as a test of developmental predictions; (2) as a
replication of the adult patterns found in Experiment 1; and (3) as a test
of the orderliness of the attributionality-relationality distinction as
realized in the design of the materials. A1l three lines of prediction
received clear support. In this paper, I focus on the adul. -esponses. The
deveiopmental resuits are reported in Gentner (1986b) and Gentner & Stuart
(1984).

Figure 3a shows the rated relationality of the-interpretations for the
three types of metaphor across age. Relationality increases steadily with
age for the metaphors that permit relational interpretation--i.e., the
reiational and double metaphors. Attribute metaphors, of course, show no
such increase, since the base and target do not share relational
information.

In contrast, there is no developmental increase in propensity to use
attributional information. As Figure 3b shows, within each class of
metaphor, the attributionality ratings are constant across age.

Two separate two-way, 3 (Age) X 3 (Metapho; type) analyses of variance
were performed: one for the re]ationa!ity'ratings and one for the
attributionality ratings. In the relationality analysis, both the main

effect of Age and the Age X Metaphor-type interaction were
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Results of Fxperiment 2:
of metaphor interpretationms.

Mean Judgement
of Relationality

Figure 3

Mean ratings of a) relationality and b) attributionality
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significant, F(2,27) = 12.76, p < .01 F(4,54) = 5.48, p < .01. This Age
effect confirms a strong developmental t}end in the use of relations in
metaphorical interpretation. The Age X Metaphor-type interaction refiects
the fact that, as expected, the age increase in relationality occurs only
for the relational and double metaphors.

On the attributionality analysis, there was no significant main effect
of Age; nor was the Age X Metaphor-type interaction significant. There is
no developmental trend in propensity to produce attributional
interpretations of metaphors.

As in Experiment 1, the aptness ratings for adult subjects were
positively correlated with relationality, r(22) = .55, p < .01, but not with
attributionality. Indeed, the adult aptness ratings were negativelv
correlated with attributionality, r(22) = -.42, p < .05.

Another indication that relational%ty figures heavily in adult aptness
Jjudgments is that adults' mean aptness ratinds for double and relational
metaphors are considerably higher than for attribute metaphors, t(7) = 2.8,
p < .05. Again, as Table 7 shows, éhildren do not show this pattern: their
mean aptness ratings do not differ significantly across the three types of
metaphors.

Materials. In both the relational and attributionail analyses, the main
effect of Metaphor type was strongly significant, F(2,54) = 191.63, p <
.001; F(2,54) = 265.06, p < .001 respectively. For all ages, the relational
comparisons received the .ighest relational ratings and the attributiona?
comparisons received the highest attributional ratings. The double
comparisons are intermediate on both rating scales. Thus, the results agree
well with a priori categorization of stimuli. The items analysis agreed

fairly closely with the subjects analysis. The relationality analysis by
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Table 7

Results of Experiment 2:

RN

Mean Aptness Ratings for Different Xinds of

T

Metaphors ..:ross Age Groups

b

Atcribute Double Relational E
] Metaphors Metaphors Metaghers
1 %
:_ 5-6 2.26 2.14 2,08 %
9-10 2.19 2.18 1.99
1 Adul: T 2.30 2.95 2.86 g
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items showed the same pattern as the subject analysis, except that age is
nonsianificant in the items analysis. Metaphor-type and the key interaction
of metaphor-type and age are significant, F(2,21) = 32.15, p < .01 and
F(4,42) = 4.96, p < .01, respectively. The attributionality analysis shows
a pattern identical to the corresponding subjects analysis: only metaphor-
type is significant, F(2,21) = 24.08, p < .01.

The performance on double metdphors is of special interest. By design,
the double metaphors could support either an attributional or a reiational
interpretation. To see which kind of propositions subjects focused on in
doubie metaphors, planned comparisons were performed within each age group
between the relationality ratings and the attributionality ratings of the
double metaphors. As can be seen in Figure 3, for the two older age-groups,
the mean relationality for the double metaphors is greater than the mean
attributionality, t(9) = 2.78, p < .05 (for 9-10-year-olds, t(9) = 3.79, p <
.05 for adults. Thus for adults and older children, there is a clear
preference for relational interpretations of metahors.

Salience-imbhalance. Ortony's salience imbalance theory can be tested

for the adults. The first prediction of salience-imbalance is that the
metaphor interpretations should tend to include propositions mentioned early
in the description of the base and late in the description of the target.
This result is not confirmed; indeed, the results are remarkably similar to
the negative results of Experiment 1. Table 8 shows the predictions and
rasults. Of the possible variants of the salience imbalance predictions,
not one yields a significant difference, and in two cases, the trends are in
the opposite direction to the predictions. As in Experiment 1, subjects did
not include more propositions from the base than from the target, or from

“the top half of the base than the top half of the target, etc. It does not
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Table 8 3
Results of Experiment 2: Mean Numbers & 3§
u
. . . . d
of Predicates Occurring in Metaphor Interpretations - !
=
J
Predictions of ;Z% &
e
5y 1 3 3 a - &
Salience Imbalance Results: Mean Number of Precicates !
Tt =
& 3
BI1NT2 >B2N Tl Bl NnT2 = .025 B2 N Tl = .026 NS f
=
g 1
B> T B = .63 T = .59 NS !
R e
Bl > B2 Bl = .37 B2 = .28 NS g5
§
T2 > T1 T2 = .23 Tl = ,3¢ NE gl
.
Bl > T1 Bl = .37 TL = .39 NS o2 f
&
1]
h
T2 > B2 72 = .23 B2 = .28 NS » i
=, é
= E
£
a . . \ _ 2 &
Notation: 3ll abbreviations refer to mean number of & §
4
- - - - - - E
pradicates occurring in a subject's metaphor !
interpretation that appear also in specified g
parts of S's object descriptions. 2.
st 0§
. N B
B = N in base description n
L !
T = N in target description 4
&
¥y
Bl = ¥ in top half of base descristion N
¥
B2 = N in bottom half of base descrigticn |
¢
Tl = N in top half of target description G
;;
T2 = N in bottom half of target description B
&)
: Bl N T2 = N in both top half of base and | |
= ::“ E
' - . . 2
bettem half of target descriptions f‘
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appear .that subjects®' choice of proposition.to include in their metaphor
interpretations was detérmined by salience imbalance. Thus salience
imbalance did not appear tc function as an interpretation heuristic.

Although salience imbalance did not determine the interpretations,
perhaps it determined subjects' perceived metaphoricity. The second
prediction of the salience imbalance theory is that the metaphoricity
ratings should correlate positively with the degree of salience imbalance.
That is, thay should correlate positively with the number of propcsitions
that enter into the metaphor from the base, and negatively with the number
that enter in from the target. This prediction too is not confirmed. Both
of the relevant correlations are nonsignificant, r(22) = .32, NS and r(22) =
.10, NS, for the correlations between rated metaphoricity and number of
propositions from base and target, respectively.
Discussion

The adults in this study fit the structure-mapping pattern of
transferring relational systems across domains. There are several
indications of this pattern. First, adult responses were rated high in
~a2lationality overali. Second, when given double metaphors that could
support either a relationai or an atiributional interpretation, aduits
interpreted them more relationaily than attributiorally. Third, aduits
rated the reiational and double metaphors as more apt than the attribute
metaphors. fourth, aptness for adults correlates positively with judged
relationality, but negatively with judged attributionality. Adults appear
both to seek relational predicates in metaphorical mapping and to judge the

aptness of the ccmparison according to the relaticnality of the mapping.
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| General Discussior.\ é !
The structure-mapping theory of metaphor is strongly supported by the %
results of these two experiments. In Experiment 1, metaphor interpretations g g
were found to be more relationai than the object descriptions on which they %E
were based. Not only did subjects tend to base tn.-~ setaphor é §
interpretations on relational information, but they also appeared to base & g
their aptness ratings on how successful they were in arriving at a 5 j
relational interpretation. The patterns of correlation suggest that people "‘é: §
found metaphors more apt t2 the extent that they could find a relaticnal = §
system to map from base to target. In contrast, subjects appeared to Find @ é
attribute matches irrelevant or even detrimental to their sense of how apt a 5 8
metaphor was. The correlations between aptness and attributionality were W %
negative in Experiment 2 and nonsignificant, but with a negative trend, in % g
Experiment 1. In Experiment 2, the aduit subjects produced structural g
interpretations of metaphorical comparisons when possible, and judged the é é
aptness of *he metaphors according to their relationality. This implicit ;
interpretation strategy developed gradually. Indeed, the pattern of results & ?.';;
suggests that metaphoric development car be described as the graduai ‘-? %
development of relational focus. & E;’
The success of the theory raises a number of interesting questions of %:f% g
detail. First, do attributes play any role in analogical processing? The N ::2%
answer is almost certainly yes. There is evidence that attribute-overlap é E
plays a strong role in the spontaneous noticing of potential analogies = %
(Forbus & Gentner, 1986; Gentner, 1983, 1986; Gentner & Landers, 1985; Ross, ‘f’ :.:;
1984, 1986) and also in promoting the accuracy of on-line mapping and % E};
transfer (Gentner  Schumacher, 1986; Gentner & Toupin, 1986). Given that { E
two domains share relational structure, there is evidence to suggest that :-';-: i
PN
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e 1o

the more attributes that are shared --- that is, the more the match

approximates literal similarity --- the more likely the match is to be

" e gl T B

spontaneously accessible (Gentner & Landers, 19853 Reed, Ernst & Banerji,

1974; Gick & Holyoak, 1980, 1983).

s

Salience imbalance reconsidered. These results provide no suppert for

the strong predictions of the salience imbalance theory of metaphor.

%

L s s K
L
(]

g

Experiments 1 and 2 show remarkably similar patterns: in neither experiment

is there uny significant tendency for the metaphor interpretations to

£553

contain high-salient information from the base and/or low-salient

oo,
o

information from the target, nor is there any correlation between

metaphoricity and salience imbalance.

Some of the negative results might be discounted on the grounds that
order-of-mention is not a perfect indicator of salience imbalance. It may

be that order-of-mention is affected by multiple variables and therefore

(’""f‘ﬁ

does not reflect the precise salience order. Thus, the failure of

predictions concerning the relative contributions of top-half-of-target

versus bottom-half-of-target may be suspect. But there are two indications

Ry

that the failure of the salience-imbalance predictions is more serious.

o

gy~

First, the detailed patterns of negative results are nearly identical for

Experiments 1 and 2, which weakens the view that order-of-mention is simply

sy

a noisy measure. Second, the salience-imbalance predictions fail not only

22

on the precise order comparisons but also on the overall comparison of the

relative contribution of base versus target: There was no tendency for

subjects to include more information from the base than from the target in

%% their metaphor interpretations. By any reasonable interpretation of the
a
notion of salience, it seems fair to assume that subjects included at least
ek . . .
gé some information in their object descriptions that they considered salient

o
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for the objects. This view is informally supported by examination of the

descriptions, as exemplified in Table 2. Yet in neither experiment did the

)
: base contribute more to the metaphor interpretation than the target. The é?
] salience imbalance predictions fail both at the fine-structure level and at F
- the global level of base versus target. -
; Another indication that salience imbalance is not defining of metaphor g%
i is that asymmetry effects also occur in literal similarity comparisans =
é (Rosch, 1973, 1975; Tversky, 1977). For example, Rosch (1973, 1975) gg

demonstrated directional preferences based on typicality differences within

G

categories: thus, "Pink is virtually red." is preferred to "Red is virtually

pink." Thus, asymmetry is not specific tc metaphor. However, we can still

S

ask whether the degree of asymmetry is greater for metaphor than for literal

similarity. The evidence is not clear on this point. For example, Conner

and Kogan's (1980) developiental investigations of directional preferences

case doubt on an asymmetry difference between metaphor and literal &G
similarity. Subjects were simultaneously shown the hase and target objects, "
in either pictorial or verbal form, counterbalanced for left-right order. -
Their task was to use them in a sentence of ithe form "___ is like ___ .“ %%

E Some of the materials involved literal similarity comparisons such as -

: “bicycle/car," within categories such as color, number and common objects, §§ !
for which Rosch (1973, 1975) has demonstrated directional preferences. §§
Other were metaphors, such as "boxer/charging bull." For each item, a e

measure of asymmetry was computed from the degree to which subjects agreed

.
it
i

g W
o
il

¥

on the order of objects -- i.e., on the assignm,ent of base and target.

e

A P S T L IR O N O o T 1 O S

Adults in these studies do indeed show asymmetric patterns of preference

(Conner & Kogan, 1980); but there is no evidence for more asymmetry in

%73

metaphors than in literal similarity. Indeed, Conner (1983) found less

e
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asymmetry in the adult order preferences for metaphor than for some of the
literal similarity categories. Ortony, Vondruska, Foss & Jones .1985) found
a different result: in their studies, metaphor exceeded literal similarity
in degree of asymmetry. Their method was to present the forward and
reversed comparisons together and ask subjects to judge which direction was

preferable. Subjects showed stronger order preferences for similes than for

literal similarity statements. It appears that relative degree of asymmetry

may be difficult to establish.

Probably one reason Ortony et al obtained stronger asymmetry results
N than Conner & Kagan was their use of simultareous forward-reversed pairs,
which called attention to the order of terms. Ortony et al (1985, p. 575)

note that when pilot subjects wera asked to process the reversed similes

‘"JIW‘,'

without seeing the forward order, they tended to spontaneously re-reverse

them and treat them like forward comparisons. This suggests that, while the

o W el o

notion of salience imbalance may capture a genuine order preference, it is
E not an interpretation beuristic, or at least not a decisive one. For if the
2 interpretation rule were 'find high salient features in the target'

functioned as the chief interpretation rule, then the interpretations would

simply follow the order of terms. Instead, other factors more important in

determining subjects' interpretations. These patterns are compatible with

=3
B

the present findings, which subjects appeared to follow structure-mapping

——
i

rules and to disregard salience imbalance in cases of conflict. This
suggests that the major interpretation rule for metaphors and analogies is
to seek for the best predicate match -- i.e., the most systematic relaticnal
structure common to base and target.

Salience imbalance does not appear to describe how peoplz interpret

metaphors, nor does it pradict metaphoricity or aptness. Thus the strong
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claims - (III) salience imbalance as interpretation heuristic and (II)
salience imbalance as defining of metaphorcity - do not appear to hold.
Nevertheless, this does nt invalidate the central intuition that metaphors
tend to show salience imbalance. There still remains the fact that people
prefer metaphors in forward order, and that in general a forward metaphor
has a different emphasis - if not a different meaning - from the same
metaphor in a reverse direction {Ortony, 1979; Ortony, Vondruska, Foss &
Jones, 1965). Glucksberg (1980) has suggested that these order effects in
metaphor may be 4 heightened version of a general feature of language use.
By this account, directionality arises from & conversational contract--from
shared expectations of speaker and hearer, similar to the conversational
postulates of Grice (1975), or to the given-new contract of Clark & Haviland
(1977). By this analysis, the salience-imbalance rule is the applicaticn of
d conversational cooperativenes rule to comparatives. For a sentence "X is
(1ike) Y* to be informative about X, we require that whatever is to be
conveyed about X should be more apparent for Y than for X. The rule is,
roughly,

If X is to be explained by comparison with Y,

then the explanation should be more

accessible for Y than for X.
Ortony and nis cclleagues in their recent work offer a similar pragmatic
explanacion for the salience imbalance phenomenon (Ortony, Vondruska, Foss &
Jones, 1985). They state that when a speaker uses a simile such as "a is
like b" the haarer has certain pragmatic understandings about what is
1ikely to be conveyed: "...In simiies (and indeed in all similarity
statements) the "given" entity is the topic of the comparison and therefore
is in the a-position. The “new" information that is being communicated

about the given entity is contained in the b-term in the sense that it is a
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subset of the b-term's attributes. Persumably, to convey the new
information, a speaker selects a b-term for which the attributes to be
comnunicated are highly salient. For this reason the b-term is likely to be
a good example of something possessing those attributes..."

Perhaps the best summary of the phenomena would be that salience
imbalance is about a pragmatic contract on the part of speaker and hearer,
while structure-mapping is about the computational semantics of metaphor--
the kinds of predicate matches that define the kinds of analogies and that
is, i.e., about structure-mapping captures people's beliefs about what
constitutes an analogy or metaphor, while salience imbalance captures
people's understanding of how this information should be presented.

Knowledge representation in theories of metaphor and analogy. Theories

af metaphor and analogy differ in how they differentiate the interpretation

rules for metaphor from those for literal similarity. (By interpretation

rules I mean the rules by which the interpretation of a metaphor is derived

from the storad conceptual representations of its terms.) Underlying many

of these disagreements.are differences in the kinds of domain
representations that are assumed to be the format for mentalese. Three
different representational formats have figured in theories of metaphor:
multidimensional-space representations, featural representations, and
propositional representations. Let us take these in turn. In Tourangeau :
and Sternberg's (1981) model of metaphor, the moae of representation is that
of multidimensional spaces. Like the Rumelhart and Abrahamson (1973) model
of analogy, this theory is based on the notion of constructing parallel

vectors in multidimensional spaces (Tourangeau & Sternberg, 1981). A

metaphor such as "Brezhnev is a hawk" is a mapping from the base subspace

(birds) to the target subspace (political figures). It is understood by ;
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constructing an id2al vector from the origin within the target subspace that
is parallel to the original vector from origin to hawk in the base subspace.
The fit of the metaphor is then given by the distance between the ideal
comparison concept found at the terminus of the target vector and the actual
“target term. The closer the within-space fit and the greater the between-
space distance, the more apt the metaphor will be. Thus, "8rezhnev is a
hawk" is reasonably apt, because the between-space distance between birds

and political figures is fairly large, while the within-space dimensional

positions of hawk and Brezhnev are quite close.

Tourangeau and Sternberg (1981) found some support for the
theory, particularly for the within-space predictions. They compared
subjects' aptness ratings for metaphors with the within-space and between-
space distances obtained from similarity ratings on the items. As predicted
by their theory, theée was a negative correlation between the aptness of a
metaphor and the within-space distance between its terms, although the
predicted positive correlation between aptness and between-space distance
was not obtained.

Tourangeau and Sternberg's theory has in common with the structure-
mapping theory the notion of mapping between domains and an emphasis on
aptness as crucial to an understanding of metaphor. But the use of a
multidimensional space as a representational format poses a sharp limitation
on the vocabulary of relations that can be expressed. In the
multidimensional space framework, the only relations that can be expressed
are comparative adjectives, which are implicitly represented by relative
positions along a dimension. For example, LARGER-THAN (x,y) is implicitly
represented if x if to the right of y on the size dimension. But most n-

place predicates, notably relational predicates such as COLLIDE (x,y), are
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net expressible.” Leaving aside first-order relations, multidimensional

spaces have no mechanism for representing higher-order relations such as

Bl W i K

CAUSE or IMPLIES. By the present thesis, such predicates are crucial to

complex analogy and metaphor, for they express systematicity. Thus, the

3% Bi

knowledge representation sharply 1imits the scope of the theory.

Featural representations. The most prominent featural theory is

iy v
m:“h A

Ortony's salience imbalance theory (1979).10 The key explanatory principle

Grars

in Ortony's theory is salience imbalance: Metaphoricity depends crucially

R

cn the relative salience of the matching features in base and target. As we

25

[

have seen, despite the attractiveness of Ortony's intuitions concerning

dirActionality in metaphor, the salience imbalance principle is not

8

defining of metaphoricity. Rather, it appears that Ortony's salience

W
2 o

imbalance theory captures some important pragmatic aspects of metaphor.

But, 1ike the multidimensional space approach, it is limited by its

555

representational assumptions. In salience imbalance theory, all predicates

are treated alike and there is no renresentational means for explicitly

THE &

representing relational structure. Thus, though the theory does not rule

rs

out interrelationships among objects, i has no way of specifically focusing

on reiations, much iess on systematic sets of relations. Although the

Al

problem is not as serious as for multidimensional space representations

it

B

Ty
!

gwe could express this relation by creating a binary dimension of
COLLIDE-WITH-y and placing x on the + value of the dimension; but this would
have to be a totally separate dimension from, for example, COLLIDE-WITH-z.
If such representations were used, there would of course be no way within
the theory to extract the COLLIDE relation from its argument.

1OAs noted before, relations are not excluded from Ortony's
componential representations; but they are not structurally differentiated
from attributes. So, for example, a feature list for apple, might include
“RED, CAN-BE-EATEN, GROWS-ON-TREES...."
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o

still undifferentiated feature 1ist has no way to model a specific focus on

LA

relational structure. Ultimately, I believe that theories of metaphor based

. either on undifferentiated feature 1ists or on multidimensional-space

representations cannot capture the semantic computations involved in analogy
o]
and metaphor. To do so, a knowledge representation must be able to %g

explicitly express relations and higher-order relations.

However, structure-mapping and salience imbalance are not incompatibie.

Rather, they seem to be dealing with different aspects of metaphor

comprehension. Structure-mapping characterizes the kinds of semantic

information that gets computed and the computational steps necessary to get

this information. Salience imbalance may characterize our default pragmatic

frosors

expectations about how the information should be presented.

Structural representations. The structure-mapping theory (Gentner,

ac

1980, 1982, 1983, 1986; Gentner & Gentner, 1983) assumes a propositional

appears to succeed without making such distinctions; an undifferentiated
featural approach seems to suffice for many aspects of literal similarity.
The difference, I suspect, is that, in literal similarity, there is enough 27
overlap of all kinds of predicates to allow us to ignore structural
distinctions, at least for some purposes; whereas, in metaphor and analogy,
the relational structures stand alone, and therefore must be delineated.

i

representation. Like featural approaches, it is componential, but there are %% i
assumed to be structurally different kinds of components, which play _
different roles in the interpretation process. Analogy and metaphor are &
gifferentiated from literal similarity by a distinction in kind among the §§ %
shared and nonshared components:11 object-attributes are ieft behind, wnile S )
relations, particularly those that participat in a higher-order reiationral ;’5
system, are mapped across. Aside from the psychological evidence presented .
I
11It is interesting that Tversky's (1977) theory of literal simiiarity %% %
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here, there is computational support Tov these ideas. A computer simulation
of the theory, called the Structure-mapping Engine, written by Brian
Falkenhainer and Ken Forbus, produces psychologically reasonable
interpretations of analogies and relational metaphors (Falkenhainer, Forbus
& Gentner, 1986; see also Gentner, Falkenhainer &‘Skorstad, 1987).

Analogy in artificial intelligence and in cognitive science is
ccnverging on the use of such structurally differentiated representations to
model complex explanatory analogies. One early treatment of complex
analogias was Moore and Newell's (1973) Merlin system, which featured a
mechanism for "viewing x as ¥" based on explicit comparisons ofthe shared
and nonshared predicates of two situations. Winston (1980, 1981), using a
propositional representation.system, has simulated the process of matching a
current situation with a previously stored precedent and using the
similarity match to justify importing inferences from the precedent to the
current situation. An extremely interesting aspect of Winston's work is his
modeling of the process of abstracting general rules from analogical
matches. As in the structure-mapping account, not all predicates are
equaiiy important in evaiuating an analogical match. Winston uses a
siightly more specific version of the systematicity principie to sedect the

predicates taat matter: in his account, the match between the base and

target is performed by counting only those predicates that occur in causal
chains. This requirement is somewhat more restrictive than the structure-
mapping principle that participation in any constraining higher-order chain
results in preferential mapping. However, it has a similar effect of
focusing the matcher on systematic relational structures rather than on
haphazard resemblances between situations. Other artificial intelligence

research, nctably that of Burstein (1983) and Carbonell (1981, 1983) has
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D

emphasized the role of common goals and plans as organizing principles in

analogy. Holyoak (1983) has also advocated a goal-centered propositional

‘Ilnm' :’ﬂ

approach to analogy. In a different vein, Hofstadter's (1981, 1984)

research aims to provide a computational model of the aesthetics of analogy.

g

There are also a number of psychological treatments of analogy that are

based on propositional representations of knowledge. Miller (1979) has set
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fcrth a detailed and elegant analysis of the interpretation of metaphor.
§ Rumeihart and Norman (1981) used a schema-based representational system to

discuss analogical transfer, applying this framework to phenomena of

learning in language and in mathematics. Other research, although not

necessarily focusing on explicit representation, has explored the psychology

W

ﬁ' 'l'"‘w'

=
of complex analogies using a schema-like propositional framework (Gick and .
Holyoak, 1980, 1983; Schustack & Anderson, 1979; Verbrugge & McCarrell, ii
1977). P

Finally, studies of analogy in scientific learning and in reasoning &

have a2mphasized the importance of shared complex representational structures
{Alement, 1981, 1982; Collins & Gentner, in press; Gentner, 1980; Gentner &
Gentner, 1983; Gentner & Schumacher, 1986; Hesse, 1965; Hobbs, 1979;
Hoffman, 1980; Oppenheimer, 1955; Polya, 1973; Riiey, 1981: Rumelhart %
Norman, 1981; Stevens, Collins & Goldin, 1979; vanLehn & Zrown, 1980).
VanLehn & Brown (1980) analyzed analogical lesrning of procedural rules in

arithmetic, postulating mapring rules whereby procsdures can be transferrad

from one domain to another. Although the details of these accounts vary,
there is a fair degree of agreement on the major principles. In the main,
these accounts are compatible with the structure-mapping account: scme

kinds of high-order predicates tend to be preserved across domains with

dissimilar low-order predicates.
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ii The act of abstracting relations away from the objects to which they

apply is, at its best, one_of the great cognitive achievements of an

= individual or a culture. In Russell's words, "It must have required many
ages to discover that a brace of pheasants and a couple of days were both

w5 instances of the number two." Research in analogy and metaphor may provide

3 @ a way to understand this achievement.
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Department of Psychology
Carnegie-Mellon Uaiversity
Pittsburgh, PA 15213

Dr. Steve Andricie

George Mason University

School of lnformation
Technoiogy & Engaestiag

4400 University Drive

Faiefax, VA 22030

Tecanical Director. ARI
5001 Eisenhower Avenue
Alexandria, VA 22333

Dr. Gary Aston-Jones
Departmesnt of Biology
Naw Yok Uatversity
1009 Maia Bldg
Washington Square
New York, NY 10003

Dr. Patricia Baggett
University of Colorado
Department of Psychology
Box 345

Boulder, CO 80309

Dr. Eva L. Baker

UCLA Center for the Stidy
of Evaluation

145 Moore Hali

University of California

Los Angeies, CA 30024

Dr. Metyl S. Baker
Navy Personnel R&D Center
San Diego, CA 92152-5800

prof. dott. Bruno G. Bara
Unita di eicerca di

intelligensa artifictale
Universita di Milano

20122 Milano - via F. Sforza 23
ITALY

Dr. William M Bart
Uaiversicy of Minaesota
Dept. of Edue. Psycnoiogy
330 Burton Hall

178 Pillsbury Dr., S.E.
Minneapolis, MN 55455

Leo Beltracchi
U.S. Nuciear Regulatory Comm.
Washiagton, D.C. 20555

Dr. Mark H. Bickhard
Univesnity of Texas
EDB 504 ED Psych
Austin, Texas 78712

Dr. Gautam Biswas

Deparimest of Computer Sciencs
University of South Carolina
Columbia, SC 29208

Dt. Joha Black

Teachers Coilege, Columbia Univ
525 West 1213t Street

New Yotk, NY 10027

De. R. Darrell Bock
University of Chicago
NORC

6030 South Ellis
Chicago, I, 60837

Dr. Sue Bogner

Army Research [nstitute
ATTN: PERI-SF

5001 Eisenhower Avenue
Alexandrai, VA 22333-5600

Dr. Jed Bonar

Learnming R&D Center
Guaiversity of Pittsburgh
Pittsburgh, PA 15250

Dt. Gordon H. Bower
Department of Psychoiogy
Staaford Univarsity
Stanford, CA 94308

Dr. Robert Beraux

Code N-0935R

Naval Teaining Systems Ceanter
Orlando. FL 32813

De. Aan Brows

Center for the Study of Rezding
Untversity of lllinois

51 Gerty Drive

Champaiga, IL 51280

Dr. Jonn S. Brown

XEROX Palo Alto Research
Center

3333 Coyote Roaa

Palo Alto. CA 94304

Dr. Bruce Buchacaa
Computer Science Department
Stanjord University
Stanford, CA 94305

Maj. Hugh Buras
AFHRL.IDE
Lowry AFB. CO 80230~3300

De. Patricia A. Butler
QERI

533 New Jersey Ave,, NW
Washingeos, DC 20208
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Dr. Joseph C. Campioae
Center for the Study of Reading
University of [llinois

31 Gerty Drive

Champaiga, IL 81820

Joanne Capper

Center for Research nto Practice
1718 Coannecticut Ave., N.W.
Washington, DC 20008

Dr. Jaume Carboneil
Caraegie—Mellon Umivarsity
Department of Psychology
Pittsburgh, PA 15213

Dr Susan Carey

Harvard Graduate 3chooi of
Educstion

337 Gutmaa Library

Appian Way

Cambridge, MA 02138

Dr. Pat Carpenter
Carnegie-Mellon Caiversity
Department of Psychoiogy
Pittsburgh, PA 15213

LCDR Robert Carter
Qffice of the Chiel
of Naval Operations
OP-01B
Pentagon
Washington, DC  20350-2000

Chair, Department of
Peychology

College of Arts acd Sciences

Cathotic University of
America

Washiagton, DC 10084

Dr. Fred Chang

Navy Personnei R&D Center
Code 51

San Diego. CA 92152-3800

De. Davida Charney

Eaglish Department

Penn State Univarsity
Univarsity Park, PA 16802

De. Paul R. Chatelier
OUSDRE

Psntagon

Washiagton, DC  20350-2000

Dr. Michelene Chi
Learning R &£ D Tonier
University of Pittsburgh
3939 O’Hara Street
Pittsburgh, PA 15213

Dr L. J. Chmura

Computer Science and
Systems Braach

Naval Research Lab.
Washington, DC 20375-3000

Mr Raymond E. Christal
AFHRL,MOE
Brooks AFB, TX 78235

Professor Chu Tien~Chen
Mathematics Department
National Tatwan University
Taiper, TAIWAN

Dt. Yes—Yeen Chu
Perceptronics, Iac.
21111 Erwin Strest
Woodland Hills, CA 91367-3713

De. Wiiliam Claacey

Stanford Uaiversity

Knowiedge Systems Laboratory
701 Weich Road, Bldg. C

Palo Alto, CA 94304

Dr. Charies Clifton

Tobin Hail

Department of Psychology

University of
Massachusetts

Amherst, MA 01003

Dr. Allaa M. Collias

Bolt Beranek £ Newmaa. Inc.
30 Mouiton Street
Camoridge, MA 02138

De. Staniey Collyer

Office of Naval Techaology
Code 222

800 N. Quincy Street
Arlington, VA 22217-5000
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Dr. Wiliiam Craao
Department of Psy=hology
Texas A&ZM University
College Station, TX 77843

Brian Dallman
3400 TTW; TTGXS
Lowry AFB. CO 80230-3000

De. Laura Davis
NRL,NCARAIL Code 7510
4535 Ovariook Ave . 5W
Washington, DC 20375-3000

D: Natalie Dehn
Dapartment of Comousar 152

[nformation Sciance
Caiversity of Oregon
Eugene, OR 97403

Dt. Gerald F DelJong

Artificial Intelligence Gro.p
Coordinated Science Laborazery
Cniversity of lHlinots

CUrbana, IL 51801

Goety Deiacote

Directeur de L'informatique
Scientifique et Techaique

CNRS

15, Quai Anatoie Feaace

75700 Pans FRANCE

Dr. Sharon Derey

Florida State University
Departmens of Psycnoicgy
Tailahassee. FL 32306

De Andrea di Sessa
University of Californma
School of Education
Tolman Hail

Berkeiey, CA 9472

Dr. R. K. Dismukes

Associate Director for L.ie Sciencas
AFOSR

Bolling AFB

Washiagton. DC 20332

Dr. Stephanie Doan

Cade 5021

Naval Air Development Center
Warmiaster, A 18974-3000
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Dr. Emaauel Doachin
Univarsity of lllinois
Department of Psychoiogy
Champaigs, [ 61820

Defense Technical
Iaformation Center

Cameroan Station, Bldg 5

Alexandria, VA 22314

Attn: TC

(12 Copies)

Dr. Thomas M. Dufly
Communications Design Center
Carnegie~Mellon Uaiversity
Scheniey Park

Piszspurgn, PA 15213

Dr Richaed Duran
University of Califormia
Santa Barbara, CA 93108

Dr. Jonn Ellis
Navy Personnel R&D Ceater
Saa Diego, CA 92252

De. Susaa Embretson
Caiversity of Kansas
Psychology Department
428 Fraser

Lawereace. KS 65045

Dr. Randy Eagle
Department of Psycaoiogy
University of South Caroiina
Coiumbia, SC 39208

Der. Susan Epstenn
Huntee College

144 S. Mountain Avenue
Moatclair, NJ 07042

ERIC Facility-Acquisitioas
4833 Rugby Aveaue
Bethesda, MD 20014

Dr. K. Anders Ericsson
Uaiversity of Colorado
Department of Psychology
Boulder, CO 80309

Dr. Jean Claude Falmagne
Department of Psychology
New York Universizy
New York, NY 10003

Dr. Beatrice J. Farr
Army Research [nstitute
5001 Eisenhower Avenue
Alexandria, VA 22333

Dr. Pat Federico

Code 311

NPRDC

San Diego, CA 92152-56800

De Paut Faitovich

Southern illinows Universicty
School of Medicine

Medical Education Department
P.0. Box 3926

Springfeld, IL 82708

Mz, Walice Faurzeig
Educationa: Technology
Bolt Beranex & Newmaan
10 Mouiton St.
Cambridge. MA 02238

De. Gethard Fischer

Uaiversity of Colorado
Department of Computer Scieace
Boulder. CO 80309

J. J. Fletcher
9931 Corstea Street
Vienna VA 22180

Dr. Linda Flower
Carnegie-Meilon University
Department of English
Pittsburgh, PA 15213

Dr. Kenneth D. Forbus
Uaiversity of lllinots
Department of Computer Scieace
1304 West Springfield Aveaue
Urbana, IL 51801

Dr. Barbara A. Fox
University of Colorado
Department of Linguistics
Boulder, CO 30309

Dr. John R. Frederiksen
Bolt Beragek & Newman
30 Mouiton Street
Cambridge, MA 02138

De. Norman Frederiksen
Educational Testing Service
Princeten, NJ 08541

Dr. Michael Friendly
Psychoicgy Department
York Universizy
Toronto Ontario
CANADA M3J1P3

Juite A Gadsden

fnformation T2chnology
Applications Division

Admiralty Research Establisament

Portsdown. Portsmouth PO6 4AA

UNITED KINGDOM

De. Michael Geneserach
Staaiord Caivarsity
Computer Science Depaszmant
Stanford. CA 94305

Dr. Dedre Geatner
Univessity of flinots
Department of Psychology
603 E. Daaiel St.
Champaign. IL 51820

Chair, Department of
Psycaotogy

George Mason Uarversity

Faurfax. VA 22030

Chair. Department of
Psychelogy

Georgetown University

Washingtos. DC 20057

Dt. Robert Giaser
Learning Researca

% Development Center
Catversity of Pittsourza
3939 O'Hara Street

Fitsburga. FA 15250
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Dr. Arthue M. Gleaberg
University of Wiscoasia

W. I. Brogden Psychology Bldg.
1202 W. Johason Street
Madison, W1 53706

Dr. Sam Glucksberg
Department of Psvchology
Princeton University
Princeton, NJ 08540

D+ 3Susan Goidmaa
Criversity of Califoraia
Santa Barbara, CA 93106

Dr Sherrie Gott
AFHRL. MODJ
Btooks AFB. TX 78235

Dr. T. Govindaraj

Georgia [nstitute of Technology

School of Industrial & Systems
Eagineering

Atfanta, GA 30332

Dr Wayne Gray

Army Research Insticute
5001 Eisenhower Aveaue
Alexandria, VA 22333

Dr. James G. Greeno
University of Caiiforata
Berkeley, CA 54720

Dr Dik Gregory

Behavioral Scieaces Division
Admiraity Researca Estabiishmest
Teadington, Middlesex
EZNGLAND

Dr. Gerhard Grossing
Atomastitut
Schutteistrasse 115
Vieana, AUSTRIA a-1020

Prof. Edward Haerzei
ctooi of Education
tagford Uaiveraity
Staaford, CA 94305

(¥

[

Dr. Heary M. Halff
Halff Resources, lac.
4918 33ed Road. Nosth
Arlingron, VA 22207

Dt. Ronald K. Hambleton
Prof. of Educatton & Psychology
Untversity of Massachusetts
at Ambherst
Hills House
Amhberst, MA 01003

Stevan Harnad

Editor, The Behavioral and
Brain Sciences

20 Nassau Strest, Suite 240

Psinceton. NJ 08540

Dr Wayne Harvey
SR{ International

333 Ravenswood Ave.
Room B-5324

Menlo Park. CA 94025

Dr: Reud Hastre
Northwestera Univarsity
Department of Psychology
Evaanston, IL 50201

Prol. John R. Hayes
Carnegie-Melloa University
Department of Psychology
Scheniey Park

Pittsburgh, PA 15213

Dt Barbara Hayes-Roth
Departmen: of Computer Science
Staniord Universicy

Staaiord. CA 95305

Dr. Frederick Hayes-Roth
Teknowiedge

525 University Ave.

Palo Alto, CA 94301

Dr. Shiriey Srice Heath
Schooi of Educattoa
Stanford Uaiversity
Stanfore. CA  §4305

Dr. Joaa [. Heiler
505 Haddon Road
Qakland. CA 94808

Dr. Jim Hollan
Intelligent Systems Group
[nstitute for

Cognutive Scieace {C-015)
ucsD .
La Joila, CA 92093

Dr Meiissa Hotland

Army Research Insuitute for the
Behavioral and Social Sciences

3001 Eisenhower Avenue

Alexandria, VA 22333

Dr Keith Hoivoax
Caversity of Michizan
Human Performance Canter
330 Pacxard Roaa

Ann Arcor, Ml 13109

Ms Juiia 5. Houga

Lawetence Ertbaum Asscciates
8012 Graene Street
Philadelphia, PA 19144

Dr James Howard
Dept of Psychoicgy
Humar, Parformance Lasoratary
Catnotic Ungversity of
America
Washingtoa, DC 20064

Dr Earl Huae
Depar:ment 5i Psychology
University of Washington
Searzie. WA 38105

Dr &d Hutchins

[azeiiigent Systems Geouo

{nstitute for B
Cogmitive Science :C-3151

UCSD

La joila. CA 92093

Dr. Barbara riutson
Virgiaia Teca
Graauate Center
2990 Talestar Ct
Fails Churen. VA 20042

Dr. Baroel (nneider
Caiversity of Genava
Geneva SWITZERLAND 12U-4
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Dr. Dillon Inouye
WICAT Education Institute
3 Provo, 4T 84057

Dr. Alice Isen

Department of Psychology
Caiversity of Marylaad
Catonaville, MD 21228

L

Dr. Robers Jannarone
Department of Psychotogy
Caiveraity of South Carotina
Columdia, SC 29208

A2

i

(#2454

Dr Claude Jaavier

Direcceur, CIRADE

Catveesite du Quesec 3 Montreal
Monzreal, Quebec HIC 3P8
CANADA

Dt. Robin Jeffries
Hewlett-Packard Laboratories
?.0. Box 10490

Paio Alto. CA  94303-0971

Dr. Rooert Jermigan
Decision Resource Systems
5595 Vaatage Point Road
Colum®ia, MD 21044
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E

i

Margates Jerome
¢/o Dr. Peter Chandler
33. The Drive

_’?
?}ij Hove
= Syssex
TNITED KINGDCOM
5
5 Chair, Dsparsment of
Psvchology
v The jobns Hopkins University
I Baltimore, MD 21218

b

Dt. Dougias A. Jonss
Thatcher Jones Assoc.
P 0. Box 5640

10 Trafaigar Court

. Lawrenceville
%ﬁ NI 08848
Dr. Marcel Just
; Catnegie~-Mellon University
5, Depastment of Psychology

Schealey Park
Pittsburgh, PA 15213
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Dt. Daniel Kahnemaa

The Uaiversity of British Columbia
Department of Psychology
=154-2053 Main Mall

Vascouver, British Columbia
CANADA V8T 1Y7

Dr. Ruth Kaafer
University of Mianesota
Departmeat of Psychology
Elliou Hall

75 E. River Road
Minneapolis, MN 33435

Dr Mary Grace Kantowski
Caiversizy of Florda
Mathematics Education
358 Normaa Hail
Gaipesville, FL 32511

Dr. Milton S. Katz
Army Research Institute
3001 Eisenhower Avenue
Alexandria, VA 22333

De. Frank Keild
Department of Psychology
Cornell University

{thaca, NY 14830

Dr. Weady Kellogg

1BM T. J. Watson Rezesech Ctr.
P.O. Box 218

Yorktowa Heights, NY 10598

Dr. Denms Kibier
Caversity of California
Department of [nformation

and Computer Science
{rvine, CA 92717

Dr. David Kieras

Univarsity of Michigan
Technical Communiest. 3
Coilege of Exagineening

1223 £. Eagineening Building
Ana Arbor, MI 48109

Dr. Pater Kigcaid
Training Analysis

& Evaluation Group
Department of the Navy
Orlando, FL 32813
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Dr. Walter Kiatsch
Department of Psychology
Caversity of Colorade
Campus Box 345

Boulder, CO 80302

Dr. David Kianr
Carnegie-Mellon Cniversity
Department of Psychology
Schenley Park

Pittsburgh, PA 15213

Dr Maue Kaerr

Program Manager
Traming Research Divisica
HumRRO

1106 § Wasmngien
Alexandria. VA 22311

Dr. Jazet L. Kolodner
Georga lastitute of Tachnology
School of [nformation
& Computer Sciencs
Atlanta. GA 30332

Dr. Stepnea Kossiva
Harvard University

1236 William James Hall
33 Kirklaad St.
Cambridge, MA 02133

Dr. Kenneth Kotovsky

Department of Psychsiogy

Commuanity College of
Allegheny County

300 Ailegnieny Avetue

Putsburgn, PA 13233

Dr. David H. Xrantz

2 Washiagzoa Square Viilage
Apt. = 15]

New York, NY 10012

De. enjamun Kuipers
Tnaversity of Texas 3t Austia

Department of Comoputer Sciences
T.S. Pamnter Hall 3.28
Austin, Texas 78712

Dr. David R. Lambers
Naval Oc¢zan Systems Ceater
Code 4417

271 Catalina Boulevard

San Diego. CA  92152-5800
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Dr Pat Langley
Uaiversity of Califoraia
Department of [aformation

and Computer Science
{evige, CA 92717

De. Marey Lansman
Chiversity of North Carolina
The L. L. Thurstone Lab.
Davie Hall 013A

Chapet Hill. NC 27514

De Jill Larkin
Caraegia~Meilon University
Dazasz =21t of Psychoiogy
Piiszur a0 PA 15213

Dt. Jean Lave

School of Social Sciences
Caiversity of Califoraia
[tvine, CA 92717

Dr. Robert Lawler
faformation Scieaces, FRL
GTE Laboracories, [oc.

40 Svivan Read
Waitham, MA 02254

Dr. Alan M. Lesgoid
Learning RED Ceater
Caiversity of Pittsburgh
Puesburgh. PA 15250

Dr jim Levia

Daot. of Educationai Psy
210 Education Buiidiag
1310 South Sixth St.
Champagn. L 51810-5990

Dr. Joba Levige
Learniog R&ZD Center
University of Pittsburgh
Pittsburgh, PA 15280

De. Michael Levine
Educatisnai Psycasiogy
210 Education Bidg.
Cawvarsity of lllinos
Chasmpaign, IL 51820

Dr. Clayton Lewis

Univeraity of Colorads
Department of Computer Scieace
Camnus Box 430

Boulder, CO 30309

Matt Lewis

Department of Psychology
Cataegie-Meilon University
Pittsburgh, PA 15213

Libeary
Naval Training Svstems Center
Orlando, FL 32813

Dr Jane Maiin

Maii Code SR 111

NASA Johnson 3pace Center
Houston, TX 77058

Dr. William L. Maloy

Chief of Navai Education
ana Traumag

Naval Asrr Stauon

Peasacola. FL 32508

Dr. Sandra P Marshall
Dept. of Psychology

Saa Diego State University
San Diego, CA 92182

Dr. Manton M. Matthews
Department of Computer Sciencs
Cniversity of Scuth Carolina
Columbra. 3C 29208

Dr. Richard E. Mayer
Department of Psychoiogy
Univeraity of Califoraia
Santa Barbara, CA 93106

Dt. Joe M :Lachian
Navy Personnel R&D Ceater
San Diego, CA $2152-6800

Dr James McMicaael
Assistant for MPT Researca,
Jevelopment. and Studies

OP 01B7
Washington. DC 20370
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Dt. Barbara Means
Human Resources
Research Orgaanization
1100 South Washington
Alexandria, VA 22313

Dr. Douglas L. Media
Department of Psycholegy
Uaiversity of Illinos

603 E. Daniel Street
Champaign. IL 51820

Dr. George A. Miiler
Department of Psvekeicgy
Grean Hall

Perizceton Univesany

Prinzcaton, NJ 08340

Dr. Wiiliam Montague
NPRDC Code 13
San Diego, CA 92152-5300

Dr. Aliea Muaes
Behaviorai Tecknoiogy
Laboratories -
1845 3. Elena Ave.. ith Tleer
Redondo Beach, CA 50277

Chair. Department of
Computer Sciencs

T.5. Naval Academy

Anzapolis, MD 21102

Dr. Allen Neweii
Degartmers of Psycicicgy
Carnegie—Mallon Carversity
Scheniey Park

Pitzsburgn. PA 15213

Dr. Richard E. Nisbet:
University of Micaigas
fastitute for Jociai Heseatca
Reom 3261

Aan Ardor, MI 48109

Dr. Mary Jo Nissan
Carvarsizy of Minnesota
N218 Elliore Hail
Minneagoiis. MN 33455

Director, Training Laboratory.
NPRDC (Code 95}
3aa Diego, CA $2132-58C0

-

G

[
1
|

[

]

ER

b=




ey

4

Jrer
w
¥

) |

=3

rhiby “-ﬁ

s

I IR L R LI A T e R Nl Yy r S T U N ST L TS AT NS T o

Distribution List {Illinois/Gentner] NR 867-551

Director, Manpower and Personnel
Laberatory,
NPRDC {Code 08)

San Diego, CTA 92152-58C0

Director. Human Factors
& Orgatuzationai Systems Lab,
NPRDC {Code 07)

Saa Diego, CA 92152-6800

Fleet Support Office.
NPRDC iCode 301)
San Diego. CA 92152-5800

Lidrary, NPRDC
LTade a"ﬁll‘
Saa Diego. CA 92152-56300

Dr. Harold F. O'Neil, Ir.

School of Education ~ WPH 301

Department of Educational
Psychology & Tachnoiogy

Uaiversizy of Southera Califoenia

Lcs Angsies. CA 900890031

Dr. Michaei Oberiia

Naval Traiging Systems Center
Code 711

Orlaado. FL 32813-7100

Dt. Steilan Ohlsson
Learning R & D Ceater
Catversity of Pittsburgk
3935 O Hara Strest
Disssourgh, P4 15213

Office 2f Naval Researca,
Cade 1133

300 N. Quincy Strees

Arfingron, VA 222173000

Qffice of Navai Research,
Code 1142

300 N. Quincy St.

Arliagton, VA 22217-5000

Psychoiogust

Office of Navai Retearch
Branch Office, Loaden

Box 29

FPO New York, 2Y 09510

Special Assistant fot Marine
Corps Matters,
ONR Code 00MC
800 N, Quincy St.
Arliagtoa, VA 22217-5000

Psychologist

Office of Naval Research
Liaison Office, Far East

APO San Fraacisco, CA 96303

Dr. Judith Orasaau
Army Research Instituze
3001 Eisenhower Aveaye
Alexandria. VA 22323

Prof. Seymour Papers
20C-109
Mastachusetts Institute
of Technoiogy
Camboridge. MA 02139

Dr. James P3aison
Department i Psychoiogy
Potsiand State Cniversity
P2 0. Box 751

Portiang, OR §7207

Dr. Roy Pea

Baaok Street College of
Education

510 W {12k Street

New York, XY 10025

Dr. Dougias Pearse
DCEM

3ox 2000
Downsview, Ontazo
CANADA

Dr. James W_ Pellegrino
Cmversity sf Caiiforara.
Santa Barbara
Departmeat of Psychology
Saata Barbara, CA 33108

Dr. Viegizia E. Pendergrass
Code 711

Narzl Trainigg Systems Center
QOriando, FL 32813-7100
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Military Assistans for Trainiag and
Persoanei Technology.
QUSD (R £ E)

Room 3D129, The Pentagon

W ashiagton, D7 20301-3080

Dr. David N. Perkias
Educaticnal Techaclogy Ceater
337 Gutmas Library

Appias Way

Cambridge. MA 02138

Dr. Naacy Perzy

Chief of Nava: Educaticn
and Trasziag, Cade 50A2A

Navai Station Pansacois

Pansazsia. FL 32303

Dspartment of Computer Seseace.
Naval Postgraduate Scoool
Monterey, CA 93540

Dr. Steven Pinker
Dapariment of Psvcholegy
£10-018

MLT.

Cambridgs. MA 92139

De. Tjeerd Plomp

Twente Catversity of Tecanoiogy
Departmest of Education

P O. Box 217

7500 AE ENSCHEDE

THE NETHERLANDS

Or Martha Paisen
Degarsment of Psyensiogy
Campus Box 346
Harvarsity of Caloraas
Bouider, CO 803069

Dt. Peter Poison
Uaiversity of Czierads
Department of Psyctoiogy
Boulder, CO 80309

Dr Sreven £, Prizraex
MCC

3430 Research Biva.
Tcaelon Bldg =1
Ausua, TX 78758-550¢
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Dr. Harry E. Pople
Uaiversity of Pittsbuigh
Decision Systems Ladoratory
1360 Scaife Hail

Pittsburgh, PA 15261

Dr. Mary C. Potter
Department of Psychology
MIT (E-10-032)
Cambridge, MA 02139

Dz Joseph Psotka
ATTN- PERI-1IC

Army Researck [asutute
3001 Sizenhower Ave
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saiversity of Maryland
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Physics Deparzment
Cavarsity of Californta
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Dr. Laures Respick
Learmzg R & D Center
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3939 O'Harz Streec
Pistsburgn. PA 15213

Dr. Gil Ricard

Maui Stop T4-14
Grummaa Aerospace Carp.
Betapage. NY 11714

Marg Ricter
1041 Lake Straet
Sag Fraacsco. CA 34118
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Dr. Mary S. Riley
Program :a Cogniive Science

Ceanter for Human Iaformation -

Processing
University of California
Ls Jolla. CA 92093

DPr. Linda G. Roberts

Science, Education, aad
Transportation Program

OfFce of Technoiogy Assessment

Congress of the United Staces

Washiagton. DC 20510

Dr. William B. Rouse

Search Tecanoiosy. Inc

23-p Technotogy Park. Atlanta
Noreross, GA 30082

Dr. David Rumethart

Ceater for Humaa
Iafosmation Processisg

Uaiv. of California

La Jjoila, CA 32093

Dr. Roger Schank

Tale Cniversity

Computer Science Department
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Dr Walter Schaerder
Learning RED Cenzer
Caversity of Pitisburga
3939 O Hara Street
Pirzsburga. DA 15250

Dr. Alan H. Schoenfeid
Caiversity of Califoraa
Deparimeat of Education
Berkeley, CA 94720

Dr. Janet Schofeid
Learning R&D Center
University of Pittsburgh
Pitzsburgh. PA 15250

Karea A. Scariver

Department of Eaglish

Carnegie~Mellon Uaiversity
ittsburgh. PA 15213
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De. Judan L. Schwartz
MIT

20C-120

Cambridge, MA 02139

C» Mare Sebrechts
Deparimens of Psychciogy
Wesleyan University
Middletown, CT 06473

Dr. Judizh Segal
OERI

553 New Jersey Ave,, NW
Washiagton. DC 20208

Dr Swivia A, § Shafts
Degariment of
Computer Science
Towson State Univassity
Towson, MD 21204

Dr Ben Shaeiderman
Dept. of Compuser Scianze
Carversity of Maryiane
College Park. MD 20742

Dr. Lee Shulman

Staaford Caiversity
1040 Cathears Way
Stanford, CA 94305

Dr. Robert
Carnegra—Meiloa Uziv
Desarimen: of Peyansiogy
Scleniey Parx
Pitzsburga. PA 15213

Dr. Derek Sieeman

Stagford Uaiversity
Scaooi of Edacation
Stanferd, TA 94303

Dr. Edward E. Smich

Boit Berazek L Newmas, inc.
30 Mouiton Street
Camorizge. MA J2133
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Dr. Elliot Soloway

Yale Ugiversity

Computer Scizace Department
P.0. Box 2158

New Haves, CT 05520

Dr. Richard Sorensen
Navy Personnel R&D Ceater
San Diego, CA 92152-6800

Dr. Kathryn T. Sgoens
Browa University
Department of Psychoiogy
Provideace. Rl 52912

Dr Rodert Sterntery
Department of Psycology
Yaie Uaiversisy

Box L1A, Yale Station
New Haven, CT 06520

Dr. Albert Stevens

Boit Seraaex & Nawman, lac.
19 Mouiton 3i.

Cambridge, MaA 32238

Dr. Thomas Sticht
Navy Persocad RED Center
San Diego, CA 92152-6800

Dt. Joha Tangney
AFOSR/NL
Solliag AFB. BC 20332

Or. Kikum: Tatsuoka

CERL

252 Engineering Research
Lavoratory

Urbaga, IL 51801

Dr. Petry W. Thoradyke

FMC Corporation

Central Eapiaeeriag Labe

1185 Colemaa Aveaue, Sox 380
Saata Clara, CA 95052

Dr. Dougias Towae
Behavioral Techaoiogy Lats
1845 S. Eleas Ave

Redondo Beach, CA 50277

Chair, Department of
Computer Science

Towson State University

Towson, MD 21204

Chair, Depattmeat of
Psychology

Towsop State University

Towson, MD 21204

Dr Kurs Van Lehn
Department of Psychoicgy
Caraegie—Mellon University
Scheniey Park

Pitasburga. PA 15213

Dr. Beth Warren

Bolt Beranek & Newmaa. lac.
50 Mouitoa Street
Cambridge, MA 02138

Dr. Donaid Weitzman
MITRE

1820 Doiiey Madison Blvd.
MacLean, VA 22102

Dr. Kaith T. Wescourz

FMC Corporation )
Central Eagineering Labs
1183 Coieman Ave., Box 330
Santa Clara, CA 95052

Dt. Dougias Wetzel

Code 12

Navy Personnei R&D Center i
£33 Diego. CA 92152-5300

Dr. Baroara White

Bolt Beranek & Newmaa, inc.
10 Mcniton Street
Cambridge, MA 92238

Dr. Christopher Wickens
Department of Psychology
Uaiversity of lllinois
Champua. IL 51820

Dr. Heather Wild

Navai Air Development Ceater

Code 3031
Warminster, PA 18974-3000
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Dt. Michael Williams
[atelliCorp

1975 El Camiao Reai West
Mountain View, CA 94040-2216

Dr. Robert A. Wisher

U.S. Army Instisute for the
Behavioral and Soctal Sciences

3001 Eisenhower Avenue

Alexandria, VA 22333

Mr Jona H. Woifs
Navy Parscnnei R&D Canter
Sap Diego. €A 92152-5300

Dr Walilace Wrfack, i
Navy Persoasei D Canrer
Saa Diego, CA 92152-5300

Dr. Joe Yasatuke
AFHRL/LRT
Lowry AFB. CO 30230

Dr. Masoud Yadaa
Dapt. of Computer Science
Caversity of Exeter
Exeter £X4 4QL

Devon, ENGLAND

Mr. Carl York

Sysiem Daveiopment Foundation
181 Lytton Avenue

Suite 21

Palo Alte. CA $4301

Dr. josep L. Youag

Memoty & Cogattive
Processes

Nationai Scieace Fouadation

Washiagtoa, DC 20530
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