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ABSTRACT
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of the desired instance. This paper discusses the methodology followed during generator
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ABSTRACT-The coacept of am  algorithmic
microcontroller bas been investigated. Software has beea
created which, when supplied with design parametrics, will
generate several represeatations of the desired instance.
This paper discusses the methodology followed during
generator creation and the architecturs and iastruction set
of the resulting family of controllers.

L. INTRODUCTION

The use of microcomputers as oa-chip building-blocks
is an attractive proposition for designers wishing to realize
large integrated systems ia slicoa. Various approaches to
this end are being explored, including staadard library
macrocells, silicon compilers aad microcomputer
generators. In a recent embodiment of the Ilatter
approach!, the architecture of the microcomputer
macrocells is essentially fixed but the user bas contrel over
important parameters such as data width, oumbers of
registers and the memory content and size. In the present
work we have taken this concept a step further along the
road to flexibility and area minimization by adopting a fully
parametric approach to the design of a microcontroller

By focusing on the microcoatroller, rather than on a
general purpose microcomputer, we have been able to limit
the globa! instruction set and hence reduce the complexity
of the generator design. The microcontroller generator is a
software design environment which consists of 2 suite of
subprograms capable of producing a aumber of different
data base rcpresentations of a given instance. When
furnished wite the final system parametrics, the sysem
synthesizes the mask geometries for a microcoatroller to be
instantiated in a user-specified system.

The microcontroller comprises a microprocessor,
memory, communications protocol hardware and analog
and digital VO. It is inteaded to form a complete control
system om a chip for use in telecommunications
applications. The present work focuses om the
microprocessor and memory portions of this generator.

ILGENERATOR DEVELOPMENT METHODOLOGY

Initial system design and functional level simulation
was performed using a behavioral level simulator, after
which a LISP-like description of the circuit, including
parasitics, was created with MIT's NETLIST program. Leaf
cells were then laid out using MAGIC, the new layout

*Fundex in part by the Defense Advanced Research Projects Agency
undfr Coatract MDAS03-85-K-0072.

-

editor from Berkeley. Positioning of the leafl cells is
performed using Coordinate Free LAP (CFL), a program
developed at the UW/NW VLSI Consortium .

CFL was designed with geaerator creation in mind. As
such it allows the designer to write a “C* program which
embodies the general structure of the geperator, even
before the leaf cells have beea designed. As these cells are
created, or changed, CFL sutomatically aligns them in the
correct fashion. CFL also provides the desigaer with
autorouting primitives asd, further, crestes a complete
description of the border of the mewly-generated device.
This enables maaipulation of the device by any higher level
p;odg:nn to proceed by accessiag oaly a very small amount
of data.

Once the layout phase was complete, the instaaces were
extracted using MAGIC. Simulations with the switch-level
simulator RNL wers thea performed to compare results
with the transisor netlist, following which changes to
NETLIST, the leaf cells and CFL were made to ensure
agreement. Layout verification, and any further necessary
model adjustments were then made prior to devclopment of
the test procedure. A self-test methodology based on
BILBO’ is currently being developed. This will be driven
by the same input parameters as used by thc CFL and
NETLIST programs such that the result in a signature
register (see Figure 1) can be predicted and vsed to detect
simulated faults.

The complete data base representation of 2 generated
microcontroller comprises four files, namely. a simulaticn
file incorporating the transistor netlist, the mask
informatioa file containing the layout geometry information
and design rule checker information from MAGIC. a
border file giving the generator footprint froms CFL, and a
test file containing the test data.

A satisfactory degree of geometric rule independence is
achieved by creating a master rule set from the rules of
foundries likely to be employed in the microcontroller
fabrication. The leaf cells are designed from this rule set
using a graphical layout editor. This approach offers an
alternative to the algorithmic technology file approach
proposed elsewhere!. As our intended applicatioas for
microcontrollers are in the telecommunications field, both
analog and digital circuitry are likely to be required oa the
chip. This limits the suitable fabricatioa technologies to
those that use only single layer metal since “"double-poly,
double-metal® processes are not widely available.

UL DESIGN OBJECTIVES AND PRIORITIES
In establishing priorities for the design, the following

axioms were comsidered to be appropnate to coatrol
systems in telecommunications: i) Coatrol algorithms tend
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to concentrate on bit manmipulation operations rather than
arithmetic operations; u) the quantity of transient (ie.
read/write) data is relatively small and the data structures
are simple; i) control processors need not be high
performance machines; iv) system tming is of cnucal
importance in coatrol applications.

Accordingly, it was determined that the priorities
should be ordered as follows: size, simplicity and
performance. To keep the design small, considerable effort
was devoted to reducing the size of the largest elements
(ie. RAM, PLA, and ALU). To umplil’ the architecture,
a reduced instruction set similar to RISC” was chosen. This
was further simplified by treating all data as globals which
reside 1a the same memory space, so eliminating the need
for memory reference instructions. In additioa, the aumber
of control lines has been kept low to reduce bus routing
problems. To maintain timing consistency, a constant cycle
time for all instructioas (including branches) was chosen.
Performance issues were addressed in hardware by
employing: (1) sub-generators with aa algorithmic driver
sizing capability®; (2) a modest pipeline and (3) separate
data and control spaces. The resulting architecture is
depicted in Figure 1. :
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FIGURE 1. MICROCONTROLLER ARCHITECTURE
IV. ARCHITECTURE

Since both-program and processor are contained within
the same block, the system caa be viewed as a finite state
machige with the state feedback being the current program
counter. A microcoding technique employing PLAS is used
to produce the control and data path signals in parallel.
Separation of these paths allows PLA minimization
techniques to produce a more compact structure. The
output of the PLAs remaias valid for an entire instruction
cycle, see Figure 2.

System timing s based on a two-phase non-overlapping
clock scheme, with one machine cycle taking two ticks of
each clock to complete. The machine cycle is partitioned
into read and write balf-cycles by a state clock derived
from cne of the system clock phases, see Figure 2. The
RAM must be read in the first half-cycle and written-to in
the second bhalfcycle. The output of the RAM i;
dynamically latched by C?*MOS latches, using NORA
circuit techniques. The RAM itseil is implemented in
domino CMOS.

The RAM output, consisting of the contents of
registers, VO data or immediates (which have passed
through it) form the innut to the ALU and shifter. These
clements perform their required operation and force the
result back to the register file on the Bbus only

The RAM is optimized for speed and it is noteworthy
that the slowest devices, namely the ALU (slow carry
chain) and PLA (high capacitance on the term lines) are
able to operate on cycle times which are one half that of
the RAM. The RAM, ALU and shifter, which together
form the data path, are pipelined so that one is precharging
while the other is evaluating.

The data path output may consist of branch addresses
which form the input to the program counter. A PLA s
used to compare the flags with the instruction condition
code. If a subroutine call is to be executed, the current
program counter and flags are pushed on the stack.

Interrupts are controlled by the interrupt handler.
When an interrupt is being requested; the associated vector
is forced onto the curreat P.Cbus. This causes a jump to
the state containing a call to the aporopriate interrupt

service routine.
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FIGURE 2. SYSTEM TIMING

V. GEN TOR INPUT PARAMETERS

The 9 lower level biocks of the coatroller are
synthesized by 8 unique sub-generators. The input
parameters to these generators are the register address
width, number of interrupts, number of i/o ports, program
counter width, stack depth and data path width. In
addition, the ALU, shifter and branch PLA operatioas are
defined. Many of these parameters can be synthesized by
analysis of the instructions used in a particular program.
This ensures a compact microcontroller which is capable of
executing a local subset oanly of the global set available.

The ALU is an example of where this approach to area
reduction is used. In addition to the data path width, the
ALU generator has a switch which directs it to synthesize
an "arithmeticallogical® or just a “logical® unit, depending
on the particular operations required. The shifter
generator works in a similar way and synthesizes only the
actual paths used in the crossbar switch, instead of all those
that are possible.

V1. INSTRUCTION SET

The global instruction set has been devised to provide a
limited but powerful set of instructions. All instructions
execute ia ooe machine cycle and there are 22 instruction
types, see Figure 3.

All of the read/write registers in the processor reside in
the dual ported register file. The o address space is also
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memory mapped, therefore, there are no diviu’pns between
registers, memory and VO ports. This greatly simplifies the
instruction set while making it completely orthogonal.
Several special (x) latches may also reside in the RAM.
These allow indirect addresses to be stored and used to
access the registers. Since the RAM is designed to have A
and B busses read simultaneously but a write to the B bus
only, all data path operations are of the form:

(Regl/data/io) OP (Reg2lio) —> (Reglio)

The source of jump or call addresses is the RAM as
well, thus addresses may be immediate or computed. At
present, 8 branch coaditions are provided for.

By keeping the number of control lines small ( <=14 ),
it has proved possible to implement horizoatal microcode
(i. no instruction decode), producing in this case 784
unique instructions. This provides maximum flexibility
while maintaining architectural simplicity. The result is
that operations which do not use the data path (i.e. flags,
interrupt control, return) can be executed in parallel with
those that do.

DATA PATH OPERATIONS:

operand pairs: operations:

Jata, reg ADD SHLL
regl, reg2 ADDC  SHLA
*x , reg sus SHRL
reg.., *x SUBC  SHRA
data, *x AND RLL
X , reg OR RLA
reg , x XO0R RRL

MOVE RRA

*x = an indirect address

OTHER OPERATIONS:

FLAGS LATCH

CALL ON CONDITION
RETURN ON CONDITION
JUMP  ON CONDITION
COMPARE

ENABLE/DISABLE INTERRUPT

FIGURE 3. GLOBAL INSTRUCTION SET

VII. _RESULTS

The geacrator has been designed in 34 CMOS, using a
conservative set of he MOSIS design rules. Several
instances of the microcontroiler have been simulated using
NETLIST in conjunction with RNL. This has showa that
the speed of a particular insance is highly dependent on
the resources used. For example, for moderate word
widths, the ALU carry chain delay dominates. If the carry
chain is not present (ie. logical operations oaly), the
program counter becomes the speed determining factor.
Most instantiations are expected to perform with a
procesing rate better than 2 million instructions/second.

Figure 4 is the check plot of a tes instance with an 8
bit word width, 31 geaeral purposs registers, 1 indirect
address register and an 8 deep stack. Each subgenerator is
fully implemented (ie. all instruction types can be
executed) and the program is 280 steps in leagth. The pad
frame bas a cavity which is 5.5Smm on a sids.

Some of the major data path items, notably the RAM
and the shifter have already been fabricated. Initial testing
shows that the functionality and performance track well
with the expected results.
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Fiqure 4. Check Plot

VI _CONCLUSION

A design environment for the automatic generation of
microcontroliers in single chip telecommunications
applications has been developed. When the input
parameters are suppliec  3e generator synthesizes the mask
geometries for the required microcontroller. By analyzing
the instructions used in a particular program, layouts of
major components such as the ALU and the barrel shifter
are defined. In this manner, a compact layout is produced
for each different microcontroller instance.  Several
microcontrollers with data-paths ranging from 2 to 16 bits
bave been simulated. The corresponding machine cycle
times are predicted to be 180 to 600 nanoseconds.
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