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I. INTRODUCTION

This final report documents activities and accomplishments of
UCLA Network Measurement Group for a continuing contract under
the DARPA Contract Number MDA 903-77-C-0272. This contract,
covering the period from July 1, 1977 to Januvary 30, 1980, is for
Measurement and Evaluation Studies of Packet Radio Communications
Systems.

Under the auspices of Defense Advanced Research Projects
Agency. the Packet Radio Network (PRNET) Project was established
to investigate the feasibility of packet switching employing
broadcasting transmission over radio channels and to explore the
potentials of such technology. The PRNET Project has involved
the efforts of a number of contracting institution. As one of
the major participants, this UCLA Group has been responsible for
PRNET performance analysis in support of the continuing evolution
of PRNET. Through earlier efforts, an experimental PRNET was
constructed and installed in the San Francisco Bay Area. In 1ts
development process, we defined the PRNET measurement functions,
designed te«tbed facilities to support these measurement
functions. generated a preliminary measurement plan, completed
preliminary design of measurement data reduction programs as well
2¢ that of a detailed simulation program. At the beginning of
thie contract period, the implementation of the measurement
facilities was partially completed. The main purpose of this
contract 1s tc¢ continue quiding the implementation of testbed
measurement facilities, developing measurement reduction programs
and simulstion programs. and to coordinate the employment of
these toole as well as analytical techniques to continue carrying
out FRNET performance analysis in support of the continuing
exploration of packet radio technology.

We model the PRNET as composed of a packet radio subnet
consisting of & number of switching nodes, the PRUs, connected
together via commen channel radio links, and other network
devices, the TIUs and a station, connected to the subnet via wire
linke to the PRUs. The PRUs and the radio channel are considered
comprising the basic resources of the subnet '

The centrai subject of our performance analysis efforts is
PRNET throughput-delay behavior. Other measures, e.g. .
reliability, vulnerability, fairness, mobilty, are considered as
constraints of our investigation The PRNET throughput-delay
behavior is a function of many system attributes:

A Channel Usage -~ The design of dynamic allocation and
management scheme: for the radio channel assures its efficient
vutilization. Thece schemes 1include. bandwidth management,
channel access policy, and modulation scheme
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g B. PRU Design -- Processing efficiency and buffer availability of
) the PRU, the packet switch of the radio subnet, directly
3 affect network performance.

g C. Operational Protocols -- Network protocols at various level
- govern different operational aspects of PRNET. They irclude
b PRU transmission scheduling. hop acknowledgement and
}‘ retransmission, end-to-end acknowledgement and retransmission.
E flow control, routing. congestion control, and monitoring
I functions. The operational protocols constitute a major part
-, of the network functions. Their importance to the network
h design is self-evidence.

[.

Ll D Network Topology -- Topology of a radio network, owing to its

s time-variant nature, plays a much different role from that of
a point-to-point wired network.

There are a number of possible directions for extending PRNET
capabilities. Multistation and stationless operations extend the
current PRNET design to accommodate the requirements for a larger
geographical coverage and less vulnerable packet radio network.
Internetworking offers further extension of PRNET capabilities
through coordination with other packet switching networks.

We take a bottom-up general approach to our investigation.

Beginning with the basic network elements, e.g . the radio
channel and the PRU:, forming a single-hop packet radio subnet,
our investigation has progressed toward the analysis and
evaluation of multi-hop networks. An wunderstanding of the
current PRNET will provide a foundation for investigation efforts
to support the design and development for internetworking. and

multi-station and stationless operations.

For investigation technique, we coordinate efforts employing

analysis, measurement, and simulation. Mathematical modelling
and analysis have been used to establish basic principles and to
guide the investigaticns. Measurement experiments have been used
for extracting system parameters, calibrating and verifying
investigation results. Simulation extends capabilities of
measurement tools and analytical techniques to extensive

enumerative studies, the study of large scale networks, and the
study of design alternatives

In the next section, we summarize our activities and
accomplishments We suggest areas for future efforts in the
final section. Each of the publications issued under the support
of this contract and other internal documents cited in this
report is reproduced and attached in the Appendix.
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11. ACTIVITIES AND ACCOMPLISHMENTS

The major activities '« ing this contract period involve the
development of simulation programs and continuing guidance of
testbed measurement facility implementation. For PRNET
investigation, we have continued the efforts employing analytical
techniques. Near the conclusion of this contract: simulation
programs became available for wuse. The implementation of
measurement facilities remains incomplete. The specific
activities and accomplishments are discussed below.

1. Development of Measurement Tools

We have continued guiding the construction, testing, and
vpdating of testbed measurement facilities, and have also
implemented a series of measurement data reduction programs. The
measurement facilities for PRNET testbed [1] include:

Cumuvlative Gtatistics Collection Facilities: Cumvulative
statistice collection facilities are implemented in both the
PRUs (fcr hop statistics) and the TIUs (for end—to—-end
statistice). They collect data regarding a variety of events
accumulated over a specified collection period. and provided
in the form of sums, frequencies, and histograms. Minor
modification and wupdating according to the evolution in
protocol design have been made.

Tracing Facility. Design of the tracing mechanism calls for a
speciel type of packets, the Pick-Up Packets. These packets
gather routing and delay statistics while passing through the
network obeying the transport protocols. In PRTN#237 (2], we
have documented its specification. It can be a wuseful tool
for statistics collection and system debugging. Its
implementation has yet to be completed

Snapshot Statistics Collection Facility: Snapshot statistics
are collected in the PRUs and the station. The snapshots
describe instantaneous states of the PRUs. The implementation
of snapshot collection facility has been completed. Through
experimentation, a statistics biasing problem was identified
[31]. Changes were implemented to eliminate a portion of this
bias.

Experimental Traffic Generators: They allow the generation of
artificial traffic streams from designated TIUs for pre-
defined destinations and packet length. For arrival process,
we have recommended the implementation of constant, feedback
dependent, and Poisson arrival processes. The presently
existing traffic generation is feedback dependent. An
algorvithm for the efficient generation of Poisson traffic 1in
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TIU has been specified [4).

-- Station Measurement Process: For single station PRNET
operation, the station provides central control for the entire
network. It was therefore logical to embed the control of the

execution of network measurement functions in the station. It
controls, for example, initiating and terminating experiments,
enabling and disabling statistics collection facilities. It
is to the station all measurement data destined, time-stamped.
and stored for off-line reduction. It is also through the
station the measurement parameters are set. A number of
updates to the station measurement process have been
incorporated to conform to the evolution of network protocols.

In addition to the measurement facilities implemented on PRNET

testbed, we have designed reduction programs for the planned
experiments. A number of them have been constructed in support
of measurement activities. An annotated list of the existing

programs [5) is included in the Appendix.

2. Development of Simulation Packages

Following the preliminary design, efforts have been made to
construct a detailed PRNET simulation. A brief description of
its design is documented in PRTN#244 [6]. Documentation for its
current state is included in the Appendix [7]. It has recently
been used in assisting the evaluation of Ft. Bragg PRNET
configuration.

We have undertaken another simulation effort to complement the
functions of the detailed simulation. Aiming at this objective,
we have developed a system—-level PRNET simulation package
following a building-block approach described in PRTN#268 [8).
This package consists of three programs, each simulates PRNET at
a different level of details. Its architecture allows
flexibilities for PRNET evaluation, studying design alternatives.
extensive enumerations, and the isolation of individual design
issues. A description of this simulation package is documented
[91. We have used this package for evaluating design
alternatives for routing strategy and power control issves [101,
performance estimation for Ft. Bragg PRNET [11], comparison of
different transmisrion scheduling schemes [12]), etc.

3. Measurement Experiments

During the initial period of this contract, a measurement plan
was finalized and documented [13). The testbed was not readily
available for performaning experiments during the second half of
the contract period. The execution of measurement experiments
has thus been substantially varied from the plan. Orientation of
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the measurement program has also been re-directed during the
course of this contract towards calibration and verification of
the simulation packages. The experiments carried out include the

following:

—- Transceiver Activities: The objective of this experiment was
to assess the efficiency of the radio transceiver., Being the
first experiment, it was also used for testing and exercising
the measurement facilities. The fraction of time it is busy,
transmitting, or receiving; and the fraction of time its
receiver is enabled and disabled were measured and reported.
A bias in PRU statistical collection process was recognized

[3) and partially corrected

-- Hop-By-Hop Acknowledgement Protocol: The objective of this
experiment was to evaluvate the currently implemented echo hop
acknowledgement scheme. Results were obtained and documented
(14). This experiment was conducted using feedback—-dependent
traffic generator which behaved as & dynamic flow—control
mechanism. This built-in flow-control mechanism prevented the
ingection of heavy input traffic and allowed only partial

conclusions.

-- Exporting Gateway/Ft. Bragg Configuration Evaluvation: This
experiment was partially completed due to testbed network
compenent failures and the network wunavailability. The
collected results were reported [15). The feedback-dependent
traffic generator remained to be severely limiting
experimentation at the critical traffic rates.

-- Decilloscope Measurement: Hands—-on measurement using
oscilloscope was conducted to access system parameters such as
PRU processing times for various tasks, minimum hop delay:
acknowledgement time, etc. [161].

4. PRNET Performance Investigations

The broadcasting nature of packet radio technology is the most
signiticant departure of PRNET from classic packet switching
technology Prior to this contract period: we had devoted
extensive efforte to the exploration of various channel access
schemes for achieving efficient channel wutilization £17,181.
These initial studies were based on @ one—hop network model.
This model consists of a population of PRUs in line-of-sight of
each other. Each PRU is assumed to have one packet buffer. A
number of channel access schemes. including random access
schemes, e.g., variations of slotted ALOHA., and channel sensing
multiple access (CSMA) schemes, as well as centrally controlec
assignment schemes, e.g.. polling and reservation schemes. have
been devised: analyzed, and evaluated via analytical models
Based on these initial studies, a number of extensions have been




made to include the consideration of multiple PRU buffers I[19],
acknowledgement ¢traffic [20], or the effect of hidden traffic
C21). Both analytical and simulation techniques had been applied
in these studies. Measurement experiments were also planned to
verify some of these results.

During this contract period we have also investigated packet
transport systems. The tentral issuves studied concern multihop
packet transport. In the investigation of multihop networks., the
issue of hidden traffic is compounded with the complication of
varying network topology. Initially, models for specific
configurations were formed and analyzred (22, 23,24, 25].

The performance - slotted-ALOHA access scheme has been
evalvated for a star-configured (or tree-structured) two-hop
network [23,26,28]. The star—configured two-hop network is a
centralized network with a station (and its PRU) at the root of
the tree, and N isolated repeaters (stand-alone PRUs not in
line-of-sight of each other) surrounding the station. To each
repeater is connected a terminal population. Relating to the
interests in hierarchical routing at the time, we considered only
traffic destined to the station from ¢the terminals. Finite
buffer space and FIFO transmission order are assumed at the
repeaters. When there is a packet in its buffer for
transmission, the repeater transmits the packet at the head of
its transmit queve with probability p. When the packet is
successfully transported, i.e., the transmission is free of
interference and storage is available at the receiving PRU, the
packet is deleted from the transmit queve. It otherwise incurs a
retransmission after a geometrically distributed delay with mean
1/p. Also assumed is ¢that there 1is neither acknowledgement
traffic nor time spent waiting for acknowledgement. That is, the
acknowledgement is assumed free and instantaneous after the
packet transmission. It was observed in this study thzat when PRU
processing is assumed very efficient, the system &ppears to be

channel-bound rather than storage-bound. (It should be noted
that this conclusion is drawn with the assumption that
acknowledgment is free and instantaneovus. ) Further

investigation, under ¢the same assumption, indicates ¢that no
significant improvement should be expected by increasing PRU
buffer size. On the cther hand, the performance of slotted-ALOHA
for such configuration can be improved by employing a dynamicilly
controlled transmission protocol maximizing instantaneous
throughput with respect to transmission probability p. Such a
maximizing process requires each repeater to have an exect
knowledge of the instantaneous state of the entired network.
Since such knowledge cannot be available to each repeater in
practical situvations, the results obtained should be used as a
theoretical bound on the performance of such a system.

Similar studies were conducted for evaluvating and comparing
the performance of slotted-ALOHA [2¢4, 28] and CSMA access schemes
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[27, 291 for fully-connected two-hop networks. A fully—connected
network differs from a star—configured network in that the
repeaters are not isolated from each other. Instead, all
repeaters are in line-of-sight of each other. In addition to the
variation of channel access protocol, the impact of immediate
first transmission (IFT) prototL 1 is also considered. The design
of IFT protocol merely eliminates the initial delay before the
first transmiscsion Thie study concludes with the observation
that for fully-conn.cted two-hop networks, non-persistant CSMA
with IFT can achieve much better performance than other schemees
studied in term: of ¢throughput-delay tradeoff and network
capacity.

In an attempt to generalize the above studies, a Markovian
model is formulated to include hop acknowledgement traffic [30J.
Taking into consideration of & change ¢from hierarchical to
point—to-point routing scheme in PRNET development. we assumed a

different two-hop star—configuration. This network configuration
consisi: of a rvepeater a: & hub relaying traffic among N
surrounding terminal PRUs. The terminal PRUs are not in line-
of-sight of each other. This study may be viewed as the first

step in an attempt to understand the general case for a repeater,
which is wusually surrounded by other PRUs. Each terminal PRU
here can be viewed as modelling one of & number of isolated
groups of PRUs 1in the neighborhood of a repeater. To simplify
the model, the following aessumptions are also made:

-- Slotted-ALOHA channel access mode 1s assumed. When PRUs arTe
hidden #from each other, CSMA should behave qualitatively
similar to clotted-ALOHA access scheme.

-— Symmetrical traffic pattern 1s assumed among all pairs of

terminal PRUs. The traffic volumn is assumed at a level such
that there is alwaye a packet ready for transmission at each
terminal. This assumption quarantees @ heavy traffic

condition

-- Single buffer is assumec at each PRU. Thie assumption permits
simplicity of analytical modelling. Attempts will be made to
relaxed this assumption in subsequent studies. Implication of

this assumption ic¢ also accessed

The major conclusion which can be drawn from this study is
that when acknowledgement is neither free nor instantaneous,
single buffer in each PRU becomes a restrictive network resource.
With the ‘single-buffer’ assumption, network capacity of such a
model is determined at 6% of the network bandwidth. This
capacity can be improved to B8% by giving priority to
acknowledgement traffic. An network capacity of 10. 6% results
from splitting the channel into two halves’ one for data traffic
and the other for acknowledgement traffic.
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Using the same model we have investigated other network
configurations, namely, two- or three-hop linear tonfigurations
[30]. Results obtained are similar to, and therefore confirm,
those for star-configured networks.

To further generalize the model of a repeater, we have
followed a building-block approach [31]. In this approach, we
isolated @ PRU as the building—block of a PRNET. The PRU can
then be characterized with its environment (the remaining
network) which is defined by a set of varying parameters. Thus.
many issves involving hop transport mechanism and PRU design may
be studied without ¢the constraints of a specific network
configuration. With the increasing model complexity, analytical
approach gives way to simulation. The system—-level simulation
package has been constructed following this approach [9]. This
package includes a building-block simulator which simulates a PRU
and the remaining network as its environment. To investigate
network (end-to-end) behavior, other simulators included in this
package simulate the PRNET by integrating multiple incidents of
the building-block. These simulators vary from each other in
their forms of integrating the building-blocks

Using the building—block simulator, we have evalvated the
advantage of «cyclic transmission scheduling algorithm (CAP4.9)
against the FIFO algorithm in previous CAP protocol
specifications (12]. The impact of network configuration is
embedded in the specification of success transmission
probabilities and ¢the intensity of unintended traffic. Due to
the cyclic nature of CAP4.9 transmission algorithm, for example.
we found the throughput-delay relation varies significantly over
the number of neighboring PRUs. We also observed that variation
in success transmission probability, which reflects network
configuration, traffic intensity and distribution, does not
significantly impact throughput-delay performance of the cyclic
scheduling scheme. In this study, we also noticed the benefit of
reducing initial transmission delay (the delay prior to the
transmission of a newly arrived packet)

Using simulation, we have also supported a number of network
design and deployment activities. They include an estimate of
Ft. Bragg PRNET performance ([11]), an evaluvation of design
alternatives in routing strategy and power level adjustment [101J,
etc.

We conclude this contract period by a review of packet hop
transport system (311 The basic observation we have made in
this review is that ¢the conservation of available resources:
broadcasting channel bandwidth, PRU processing capability. buffer
space, etc., can be effectively achieved by conservation:
reducing the rate of redundant transmissions. A retransmission
may take place due to either collision of transmissions or non-
collision reasons, such as expiration of waiting for an

=



acknowledgement. We recommend a modification to the current
transmission scheduling scheme to reduce retransmission rate due

to non-collision reasons. It thuse reduces the <consumption of
network resources, and in turn improves performance of the
network transport mechaniem. A modification to the current

design for achieving this objective may be to first transmit the
waiting packet with the least number of previous transmissions
A simpler scheme ic to assign priority to the transmission of &
newly arrived packet at a PRU

10
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III. SUGGESTED AREAS FOR FUTURE EFFORTS

In support of the on-going exploration of packet radio
technology, the PRNET performance analysis and characterization
effort has made important contributions. Its important role is
anticipated to continue in the future. The effectiveness of such
effort can be enhenced through close cooperation with the

implementors.

The PRNET investigation effort of this contract has progressed
from a concentrated effort in a series of channel access studies
to the study of hop transport mechanism for multihop networks.
The model for our studies has also been generalized from that for
specific network configurations to one which is relatively
independent from the constraints imposed by network
configuration. With increasing complexity of the model, the
investigation becomes necessarily more dependent on measurement
and simulation. Mathematical analysis should continue to be used
for establishing principles and for guiding the investigation.
For the investigation efforts to effectively support the
continuing evolution of packet radio technology it is crucial,
therefore, to consolidate the presently existing measurement and
simulation facilities

The consolidation effort of currently existing measurement
facilities may include the following:

-- reviewing and testing the available facilities;

-- implementing the tracing facility (the pick-up packets), and
feedback independent traffic generators;

-- relocating measurement process to be independent from the
station.

For quantitative evaluation of PRNET wusing the simvlation
packages, they need to be further verified and calibrated via

experiments.

For PRNET investigations, effort is needed for continuing the
study of hop transport system Specific subjects need be
addressed may include:

-- hop acknowledgement protocol: an understanding of the
tradeoffs between active and echo acknowledgement schemes

-- PRU transmission schedvuling algorithm evaluation:
quantitative evaluation of the alternatives. e.g., CAPS cyclic
transmission, ‘least previous transmissions first’, and ’‘newly
arrive packet first’ algorithms.
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-~ a quantitative understanding of the effect of various system
parameter values, such &s those +for transmission delays,
processing times for various packet types, buffer size. packet
length, etc.

A continuing study in this direction is ¢to investigate the
end-to-end packet transport system, such as end-to-end
acknowledgement and retransmission, flow control, routing.

In parallel to the investigation of packet transport systems,
another important subject for investigation is congestion control
in PRNET. Since the implementation of ¢the currently used
alternate routing scheme. some difficulties and efficiency issuves
have been encountered. A number of alternative schemes have alsv
been suggested. In support of the design efforts in search of a
congestion control mechanism, it appears to be in need of a
systematic investigation of the integrity of alternative
congestion control schemes and their respective efficiency.

Further investigations in the areas mentioned above can serve
as a foundation in wunderstanding and quiding the planning and
development of PRNET internetworking capability, multistation and
stationless operations.

................................
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Abstract—Considerable advances in th: modeling and measurements
of pecket-switched networks have been made since this concept
emerged in the late sixties. In this paper, we first review the modeling
techniques that are most frequently to study these packet trans-
port networks; for each technique we provide a brief introduction, a
discussion of its capabilities and limitations, and one or more repre-
sentative applications. Next we review the basic measurement tools,
their capabilities, their limitations, and their applicsbility to and imple-
mentation in different metworks, namely land based wire networks,
mtellite networks, and ground packet radio networks; we also show

the importance of well-designed experiments in satisfying the many
measurement goals. Finally we discuss briefly some open problems for
future research.

I. INTRODUCTION

OMMUNICATIONS engineers have long recognized the
Cneed to multiplex expensive transmission facilities and

switching equipment. The earliest techniques for doing
this were synchronous time-division multiplexing and fre-
quency-division multiplexing. These methods assign a fixed
subset of either the channel bandwidth or the time frame to
each of several subscribers, and are very successful for voice
traffic. But the advent of computers has led to an explosive
growth in data traffic and the old multiplexing techniques are
not nearly so successful. We measure success by the degree
of utilization of the transmission channels and switches, which
is reasonable since the lower the utilization the more of these
expensive resources we need to support a given level of sub-
scriber demand. Data traffic is less effectively supported by
a fixed subchannel allocation because it is more *‘bursty”
in nature than voice traffic. This simply means that if one
were to watch data traffic over a long period of time then
there would be no activity at all for a while, then a flurry of
transmission, no activity for another long while, and so on.
That is, there is inherently large peak to average transmission
rate. Burstiness is a statistical property, both the time
between messages and the message length are usually random
variables. Fixed subchannel allocation schemes must assign
enough capacity to each subscriber to meet his peak trans-
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mission rates with the consequence that the resulting channel
utilize*.on is low.

Packet-transmission networks have been developed over the
past ten years in an attempt to solve this problem [16], [18],
(691, [70], [73], [76], [79]. The basic idea is to allocate
some or all of the system capacity (along some path between
subscribers) to one customer at a time; but only for a very
short period of time. Customers are required to divide their
messages into small units (packets) to be transmitted one at a
time. Each packet is accompanied by the identity of its in-
tended recipient. In packet-switched networks each packet is
passed from one packet switch to another until it arrives at
one connected to that recipient, whereupon it is delivered.
Packets arriving a¢ a switch may need to be held temporarily
until the transmission line that they need is free. The result-
ing queues require that packets be stored in the switches and
it is not unusual that all packet buffers are occupied in 2 given
switch. Thus both the switch capacity (processing and stor-
age) and transmission capacity between switches is statistically
multiplexed by subscribers. The designers of such packet net-
works are faced with the problem of choosing line capacities
and topologies that will result in relatively high utilization
without excessive congestion.

Another type of packet-transmission network is the “multi-
access/broadcast™ network typified by the ALOHA network
[2], ring network [70], and the ETHERNET [73]. Here, 2
single transmission medium is shared by all subscribers. Again,
each subscriber is given the whole resource but only for th* time
required to transmit a single packet. In these networks each
subscriber is interfaced through a smart port that listens to
all transmissions and absorbs any packets addressed to itself.
These multiaccess/broadcast networks also statisticolly multi-
plex the communications channel. Queueing does not occur
within the system but at the ports to it. Packet-switching
networks on the contrary exhibit queues both within the sys-
tem and at the ports.

All of the packet transmission schemes are designed to share
a resource that is inadequate to meet the Simuitaneous peak
demand of all subscribers. It is a reasonable assumption that
such simultaneous demands are exceedingly rare events and
that average traffic can be adequately supported. In the design
of these systems we require that we achieve a desired balance
between high average utilization and acceptable levels of
congestion under peak loads. The difficulty of such a task
leads us to the need for applying modeling techniques to assist
us in this design.

0018-9219/78/1100-1423300.75 © 1978 IEEE
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We should observe that packet switching networks offer
another potential advantage in addition to improved resource
utilization. They offer greater reliability. In fact, that was the
original motivation for suggesting the idea, [4]. One of the
original design goals for the ARPA network was to insure net-
work connectivity between any pair of nudes with a down-
time of less than 30 s/yr [791.

A. Modeling

A broad spectrum of mathematical tools has been applied to
.the design of packet transport networks. Various aspects of
the theory of stochastic processes have been used to under-
stand their behavior as ave e system utilization increases.
Typically we are interested in developing estimates of transit
delay, packet loss probability, line and buffer utilizations,
network throughput and so forth. Queueing models and
models of networks of queues have been used to predict the
behavior of packet-switching networks with a high degree of
success [40], [47], [49], [65], [94]). A recent survey paper
by Kobayashi and Konheim [60] examines the application of
Queueing theory to communications systems in general and
serves as a useful companion paper to this one. Comprehen-
sive introductions to queueing theory can be found in many
texts including (7], [13], [20], [53], [57], [78). The
theory of networks of queues was heavily influenced by the
fundamental papers of Jackson [41], and Gordon and Newell
[34]. Recently significant extensions of that work have been
made and are reported in [5]. Markovian models and Markov
decision processes have been applied to the study of multi-
access networks and flow control procedures [48], [54],
[(56], [61], [64], [88].

A separate discipline of mathematics has been applied to
the design of packet switching networks, the theory of net-
work optimization. Early work by Frank et al. [24], was
used in the design of the ARPA network. The complexity of
the problem has led to many enhancements of their model.
Gerla [28] has applied multicommodity flow optimization to
the problem of determining optimal routing algorithms. The
general problem of determining the optimal structure of a
packet-switching network (topology, link capacity, and
routing algorithms) is NP complete (i.e., no polynomial time-
bounded algorithm ‘can be found to solve it [3]) and for net-
works of size above ten nodes, say, we are obliyzd to turn to
heuristic solution techniques. The general idea of these
schemes is to “guess™ a good topology, apply optimization
tools to determine the link capacities for that topology which
minimizes the cost subject to delay constraints (or which
minimizes the deluy subject to cost constraints). The algo-
rithm then makes small perturbations to the first topology and
recomputes the optimal link assignments, comparing the
resulting cost to previously computed values. These methods
usually will converge to a *“local minimum’’ but there is no
guarantee that the best solution will be found. The heuristics
are often proprictary in nature since a good one is highly
marketable; some published work has been presented by
Gerla [30] and Lavia [66].

There are numerous occasions where analytical techniques
may also have to be abandoned. This happens because the
theory is not currently able to deal with some of the “real”
properties of packet networks such as state dependent transi-
tion probabilities and coriclations between interarrival times
and service time requirements. We move then to simulation.
The application of simulation techniques to packet transport
networks has frequently led to useful insights, [39]), [49],
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[62], [77]). Most of the major systems that have been imple-
mented have also been studied through simulation prior to
construction. Great care must be taken, however, in the use
of this tool since it is often the case that the results of an
experiment are based on correlated samples and the underlying
assumptions of statistics are violated. A great deal of work
has been done lately to resolve this problem. For example,
Crane and Iglehart [14], [15] have introduced the notion of
regeneration points for defining intervals in which independent
samples can be taken. Unfortunately many experiments have
taken no account of these problems and have reported simuia-
tion results with experimental data points supported just by
single samples, without mentioning the applicable confidence
intervals. This was mainly motivated by simple cost considers-
tions; there are so many sample points to consider that it is im-
possible to run the simulation a large numter of times for
each point! However, computing costs are dramatically
decreasing so that the trend is for more accurate and more
reliable simulation models to support future network studies.

B. Measurements

We will not know the true operating characteristics of
packet transport networks for some years. All of the modeling
work is based upon assumptions about the traffic character-
istics and the subnet behavior. It is inherent both in analytic
and simulation models that fairly gross assumptions are made.
If this is not done, the models become intractable. We expect
to find an iterative procedure where initial models guidc first
implementation; measurements of real characteristics then are
fed back into refined models and so forth. This has already
occurred, and is important for improving the value of
simulations.

In the remaining sections of this paper, we will examine
both modeling and measurement in more detail. Section II
focuses on modeling. We first cons'der the application of
queueing theory and Markov models, then turn to the theory
of optimization and to simulation techniques. In Section III
we address the measurement problem: we define the measure-
ment functions and the performance measures; we describe
the tools necessary to perform the measurement tasks; and we
review some of the significant results obtained in some recent
experiments. Finally, in Section IV, we describe some of the
important open problems.

II. MODELING TECHNIQUES

This section reviews the modeling techniques that are most
frequently used to study packet transport networks. For each
technique we provide a brief introduction, a discussion of its
capabilities and limitations, and one or more represent .tive
applications.

We start with queueing theory. In Section II-A, we consider
the (simple) single queue server model; we state two widely
applicable results, namely, Little’s result and the Pollaczek-
Khinchin formula for the mean number’of customers in an
M/G/1 queueing system, and discuss their limitations. Two
applications are treated: i) the analysis of an allocation strategy
of buffers in a packet switch known as the complete parti-
tioning strategy, and ii) Kleinrock's model for message delay
in a packet-switched network. Next, we turn to a discussion
of “network of queues” models and their application to
packet network modeling in Section 1I-B. We state the condi-
tion under which a network of queues has a tractable solution
and treat two applications: i) a derivation of the distribution
of end-to-end delay for source-destination pairs in a packet-
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switched network, and ii) the analysis of another allocation
strategy of buffers in a packet switch known as the complete
sharing strategy.

A second set of powerful analytical tools is provided by
the theory of stochastic processes. This includes rencwal
theory, Markov chain theory, semi-Markov and regenerative
processes, and Markov decision theory. Numerous applica-
tions exist to illustrate the usefulness of these techniques, but
due to the great interest we see today in multiaccess/broad-
cast networks, in this presentation we shall limit ourselves to
examples drawn from radio communications systems. We first
start, in Section II-C, by the consideration of renewal theory.
We give a brief account on the (relatively recent) use of radio
for data transmission and discuss the related issues, in par-
ticular, the so-called random access schemes. We then show
how the assumption of an infinite population of users in con-
junction with renewal theory arguments have allowed the
determination of the (radio-multiaccess) channel capacity and
other performance measures under various access scliemes.
Following that, we briefly discuss the limitations of the
infinite-population/renewal-theory model for these access
schemes and emphasize the need for a more accurate perfor-
mance evaluation. The latter is obtained in Section II-D
via Markov and semi-Markov chain models which are used to
analyze slotted ALOHA and Carrier Sense Multiple Access
respectively [S4], [81]. These models greatly improved our
understanding of the behavior of random access schemes under
“static” conditions. It is important, however, to design sys-
tems which can dynamically adapt to time-varying inputs and
to changes in the system state. We discuss this issue in Section
11-E, in which we give a brief introduction to Markov decision
theory and its most relevant results, and then proceed with a
discussion of various practical control schemes and their
analysis. -

Some concepts of network optimization rejevant to the de-
sign of packet networks are then introduced. Linear, non—
linear, and integer programming techniques are briefly re-
viewed, and a nonlinear programming technique, namely, the
method of Lagrangian multipliers, is illustrated in an optimal
capacity assignment problem in Section II-F. In the following
section, the routing problem, i.e., the problem of optimally
routing packets in the network is formulated and solved using
a multicommodity flow approach.

Unfortunately, mathematical programming has its limite-
tions, and heuristic approaches are often required to obtain
practical solutions to network optimization problems, as
discussed in Section II-H. Similarly, many of the perfor-
mance models are analytically intractable, and require simula-
tion for their solution, as discussed in Section II-I.

A. Queueing Theory

The single server queue is perhaps the simplest of all the
mathematical modeling tools and has been widely applied.
The model assumes that “customers’ arrive at a service facility,
that we know the service time distribution, the interarrival
time distribution, and the order in which customers are served.
The models tell us the distributions for the number of cus-
tomers in the system, their waiting time, the server busy
period distributions, and so forth. Single server queues are
categorized according to the interarrival time and service time
distributions and we speak of M/M/| systems, G/G/1 systems,
and others, where the first leter denotes the interarrival time
distribution, the second denotes the service time distribution,
and the third element denotes the number of servers in the
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system. The letters used in this paper have the following
meaning, by convention: M—exponential, D—fixed, and G-
general. There have been many contributors to the theory of
single server queues and readers looking for an introduction
should turn to one of the many basic texts (13}, {53}, [57].

There are some basic formulas that we will state without
derivation which are broadly applicable. The first is Little’s
result [68). The result is stated as a simple formula:

A=AT. 8))

Here, 7 is the average number of customers in the system
(both queue and server). X is the customer arrival rate, and T
is the average time that a customer spends in the system (in-
cluding service). The formal proof makes no assumptions
about the arrival process distribution, the service time distribu-
tion, the number of servers, nor the service discipline which
can be first-come-first-serve (FCFS), last-come-first-serve
(LCFS), round-robin (RR), etc.

A second widely applicable result is the Pollaczek-Khinchin
formuls for the mean number of customers in an M/G/]
queueing system. This is expressed as

]
PR Chs Co)
2(1-p)

where p is the traffic intensity (also referred to as the server
utilization if p <1) and is defined as A/u with u denoting the
service rate, and C} is the squared coefficient of variance for
the service time and is defined as o} /u?, with 0} denoting the
variance of the service time. For the M/D/1 queueing system

this formula holds with C} = 0.

We observe that this formula only gives us the mean value
for the number of customers in the system. This is certainly
useful, but it is dangerous to design systems based on mean-
value estimates only. The variance of the number in the sys-
tem is also of great interest: in fact one would ideally like to
know the exact distribution for the number of customers in
the system. This would then allow one to compute other
statistics of interest. Specifically, it is often desirable to design
to such criteria as: 90 percent of messages will be transmitted
within 2 s and the average time will be 0.9 s. The general ap-
proach taken to the analysis of M/G/] systems is to develop
the Laplace transform for the distribution of the number in
the system (or the waiting time). But then it is often very dif-
ficult to invert the result and the detailed distribution cannot
be obtained. Nevertheless it is easy to derive the moments of
the distribution of the number of customers by evaluating the
derivatives of the transform at $ = 0 [53] where s denotes the
argument of the transform.

For an M/M/1 queue, C% =], and the expression for A
reduces to

(2)

Tt )
1-p
In this case, the detailed state probabilities can easily be ob-
tained and they are expressed as

P()=(1- p)p’. (30

The M/M/1 model has Leen applied to a wide variety of prob-
lems for three reasons. First, it is so very simple that it is con-
venient to work with. Second, it is a very good approxiation
to many real systems. Third, even when the spproximation is
not good, it provides upper bounds to systems with ci<l.
Practitioners must beware, however, if the service time distri-
bution of the real system is known to have wide variance.
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Fig. 1. Buffer m;nuemem at the switch. (a) Complete partitioning
(CP). (b) Complete sharing (CS).

Let us now consider two problems in the design of packet-
transport networks that have been attacked with elementary
queueing theory: first, the problem of buffer allocation in a
packet switch and secondly, the problem of estimating packet
transit delay in a packet-switched network.

a) Buffer Allocation: Each packet switch has several out-
going lines; incoming packets will queue for these lines await-
ing retransmission. If there is no available storage space an
incoming packet will be dropped. How can one allocate the
storage of the switch in such a way that packets will not be
refused entry when space is available and that no single out-
going line is able to capture all of the switch buffers?

Kamoun [46], [47) has analyzed several strategies, the
simplest of which is an M/M/1 model with finite customer
waiting room. Each of the output lines has a fixed protion of
the buffer pool assigned to it, b; for line i. The rate of external
arrivals destined for line i is A;. The service rate is uC;, where
C; is the capacity of line i and 1/u is the average length of the
message, the latter assumed to be exponentially distributed. If
the buffer assigned to line i is full, an arriving packet destined
for line { is dropped and does not return. Service at a line is
FCFS and there are R output lines, as shown in Fig. 1(a). In
this model all of the R subsystems are independent and we
can write down the equations for each separately The finite
waiting room variant of the M/M/1 queue also .as a simple
solution: (see [13] or [53].) Let n; denote *he number in
subsystem i. Its distribution is given by

1-p
“—_;r,',,—) pF, 0<k< b,
Pr{n,=k}= ! @)
0, otherwise
where p; = A\, /uC;.

The probability that a packet destinesd for lins i is divpped is
the probability that there are exactly b; packets in subpool i
at the time it arrives. Let PB; denoté that -:obability. We
have

1-p1 »
PBI';_—pr‘oTPt‘- (s
(]

The independence of the subsystems also means that the glo-
bel state has a simple product form. Letn 2 (ny,n2, -, ng)
and let P(n) denote the probability of state 7. We have:

R 1- R
rm=( —r—f.‘,) (n ,,;"), )
= 1-p i=1

The average time spent at the switch by type i packets, de-
noted by ¢, is obtained from Little’s result:

N=(1-PB)N

1 =/ (N
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where

a.-f,fm{n.-n.

This simple example shows how even very modest queueing
theory allows for the determination of important quantities
and thus can give us useful insight into the design of packet
networks. We would like to compare this partitioned storage
strategy to other strategies. In particular, we like to compare
it to the case where the entire Luffer pool is shared by all
lines. However, this other alternative is more difficult to
analyze and we defer the discussion unti! Section 11-B after
we have discussed networks of queues.

b) Transit Delays: Another useful application of M/M/1
queues was made by Kleinrock [57] in predicting the delay
of messages flowing through a network. The delay is ex-
pressed in terms of the line capacity and the traffic between
ports on the network. With the aid of this expression it is
then possible to adjust the line capacity to meet certain delay
constraints. It was precisely this technique which was applied
in the design of the ARPANET (see Sections 1I-F and G).
The model is developed as follows.

The network is assumed to contain M links between switches
of infinite storage capacity and we seek to determine T, the
expected message delay in the net. This is just the average
delay over all mesages flowing through the net. Let N be the
average number of packets in the system as a whole and let
n; be the average number of packets in the link /i subsystem.
Clearly

N"Z n;. (8)

{=]

Then, if 7 is the aggregate packet arrival rate from all sources,
A, is the arrival rate at link i, and T} is the expected time spen:
at link i, Little’s result yields:

M
T=3

i=

NT

— 9
Y

It remains to compute the values of A; and T;. The former are
obtained by considering the traffic between all source-destina-
tion pairs and the routing rules (which cun be fixed or random
but not adaptive). The T;'s are then obtained by treating each
link as an independent M/M/1 queucing system. (We defer
the discussion concerning the validity of this assumption to
the next paragraph.) Given that link i has capacity C; bits
per seconds and the average packet size is 1/u bits, T is
expressed as

T, = 10
"ue- N el
so the expected packet delay is
MO\ 1
T=) — . 11
,)5 v [uC: r N] n

This simplified model can be enhanced by introducing terms
that express propagation delay, processing delay, and multiple
customer types. The more elaborate the model the more

accurate its predictions. The reader is referred to [$7) for a
detailed discussion.
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Why should we believe that each of the links behaves as a
separate M/M/1 queue? There are many reasons to suspect
that it may not. For example, although traffic entering the
first switch of a path may be Poisson it may not be so when it
leaves the switch. Furthermore, the interarrival time and
service time for packets are supposed to be independent ran-
dom variables but at the second server on a chain this is not
the case since packets preserve their length! It is, in fact,
not true that the two variables are independent in packet-
switched networks but IF THERE 1S SUFFICIENT MIXING
AT A NODE (i.e., packets joining the queue arrive from sev-
eral different inputlines) then the switch behaves AS THOUGH
they were independent. This is Kleinrock's celebrated “inde-
pendence assumption.” It is reasonable if the network topology
and routing algorithms are such that the traffic from many
preceding switches is mixed at any successive switch. This is
true under remarkably loose constraints: a “fan in” of two or
three lines seems to be sufficient for the approximation to
be accurate [48a).

We turn now to a discussion of networks of queues and their
application to packet network modeling.

B. Networks of Queues

Most computer-communications systems are most naturally
represented as networks of queues. We have seen in the last
section that a simple model of delay ii a packet-switched net-
work can be developed if we are free to treat each switch link
as an independent M/M/1 queue. This depends upon whether
or not it is reasonable to believe that the process of passing
through a switch does not alter the basic Poisson nature of
the traffic. Pioneering work was done in this arca by Burke
(9] and by Jackson [41].

Burke showed that the output of an M/M/1 queue is Poisson.
(Limited details regarding Burke’s output theorem can be
found in Inose and Saito [38).) Jackson extended this work
to include feedback networks of N servers as well. 1f n 2 n,,
ny,***,ny) is the global state variable denoting n; customers
at server i then the equilibrium probability dit*ribution has a
simple product form:

,naN)=Pn)ny) - - Pny) 12)

where P(n;) is the marginal probability of finding n; customers
at server i, and is given by the simple M/M/1 formula. To ap-
ply Jackson’s result we must krow the actual traffic arriving
at server i. This is easily computed if we know the external
arrival rate g; and the customer branching probabilities, by;.
This yields the set of equations:

P("Ii"Zo”'

v
N=a;+Y Nby, =100 N 13)

i=1

The network will reach an equilibrium state provided that
none of the servers is overloaded. The interesting point in this
result is that the network of queues behave as though the traf-
fic remained Poisson in that the equilibrium state probabilities
factor into the product of the marginal probabilities despite
the fact that, in truth, it is not Poisson.

Jackson considered also more elaborate models, but the
most general results have recently been derived by Baskclii et
al. {S]. They assumg that there are N nodes, L classes of
customers (such that each class may have different routing
through the network and possibly different service time at a
node), and four allowed node types which satisfy the Poisson
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output property and thus guarante: a product form solution.
These are: type 1 -FCFS, M/M/1; type 2—-RR, M/G/1; type 3
—processor sharing M/G/*; type 4-LCFS, M/G/1. For the
general service time distributions, we require that they have a
rational Laplace transform; in types 2, 3 and 4 the service
time distribution can vary with the customer class. Each
customer class travels through the network according to a
probabilistic routing (which can be fixed) specified by byj:mn
where the implication is that customers can also change class
(m = n) during a transition from one node to another G@->n.
The network can be open for some classes of customers and
closed for others. (A closed network has a fixed number of
customers and none leave or enter the network; an open net-
work allows for external arrivals and departures and the num-
ber of customers in the network may vary). Again the cus-
tomer arrival rate at each node is computed by using the
external arrival rates and the routing information; in par-
ticular for the case where there are no class changes, we have

N
Me)=a/le)+ 3 by (14)

i1
where ¢ denotes the customer class. The solutions for the
global state distributions are given in [S]. They are of the
form

N
P("lv"Zv...:"N)-Cnf’("[) (ls)

/=1

where the f; depends on the node type. For the type 1 nodes,
for example, we have

N(e)\
f-(n)-(Z—;
i ¢ “i"/)

(16)

where u;,, is the service rate of node j when there are cur-
rently n; customers and where the summation over customer
classes is assumed to be over those that are routed through the
node. The constant C is a normalizing constant (i.e., is deter-
mined by the condition that ZyP(n) = 1). The case of a com-
pletely open system is of special interest; it can be shown that

N
PR =[] PAnp amn
ol
where
(1- ppp;!, fornodes of types i, 2 and 4
Pln) =9 i
‘-:lL'e”’, for nodes of type 3.
’.

That is, these rather complex systems (node types 1, 2, and
4) behave just like a set of connected but independent M/M/1
queues! And type 3 nodes behave like isolated M/G /oo servers.
This gives us a few very powerful tools for analytic modeling.
Before we consider examples of the application of these
models it is worthwhile to consider some of the important
problems that cannot be handled: dynamic storage allocation
at & switch which allows for variable sized blocks (this is a
situation where the allowed number of packets at a node
depends on their total required storage volume), the flow of
multiple customer classes through a FCFS node in which the
classes have different service time distributions; state dependent
customer routing (thus representing adaptive routing algo-
rithms in packet-switched networks); priorities. As a final
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comment we must warn potential users to consider carefully
whether or not their network will support the independence
assumption. .

An important application of this theory has recently been
developed by Wong [94]. He uses the results of Basket et
al. as a starting point and develops the distribution of the end-
to-end delay for source- destination pairs in a packet switched
network. Thus Kleinrock’s earlier result for the mean delay
in a net (described above) has been extended in an important
way. The fact that the detailed distributions are known means
that we can compute variance and percentile information. The
model allows for both fixed and random routing. The inde-
pendence assumption is still required. The switches use a
FCFS discipline on their communications links, infinite
storage is assumed, and all packets are assumed to have the
same length distribution, namely exponential with mean 1/u.
Channel i has the capacity C;, so the service rate is uC;. If ¢
denotes a customer class then a(c) represents its path through
the network and ¥(c), its traffic rate. (For random routing this
becomes a set of paths, each with a known probability of use.)
We will present the formulas for the fixed routing case only.
Welet ;. be the mean arrival rate of class ¢ customers to chan-
neli. For fixed routing:

Ae _{1(:), if i is in a(c)

0, otherwise.

(18)

We let p; be the utilization channel i by class ¢ customers, so,
o N

uC;
and the fotal utilization of channeli,i= 1, - - | M, must satisfy

Pic (19)

R
Pi=) Pic<l. (20)

c=]

Let the probability density function of the end-to-end delay
for class ¢ customers be denoted by f.(x), and its Laplace
transform by T2 (s). Wong shows for this model of a packet-
switched network with fixed routing that

uC(1-p))
Tes)= —_—
i :el—.](c) 2 +uCl1 - py)

Notice that each term in the product is the Laplace transform
of the time spent in each queue calculated as if the queue was
independent of the rest of the network (while in reality it is
not). This implies that the end-to-end delay can be interpreted
as the sum of independent delays along the path! The Laplace
transform expression can be inverted using partial fractions
(see [53]) to obtain t.(x).” The mean and variance can be
obtained by taking derivatives and are given by

= 1
T, = —
£ 'E‘(c) “Cl(l = p')

(21)

1
o= e
¢ 'eg(c) (HC(1 - Pl)]’

This result allows us to greatly inhance our understanding of
packet networks; we note, however, that the case of finite
storage capacity in the switches is still not modeled. In fact,
it is still an open problem.

An important tool in solving for the system state probabili-
ties is the set of “local balance’ equations. We have not as
yet written down any of the system state equations because
we wished to expose answers, not derivations. But when the

(22)
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time comes to derive similar models to those described here,
these state equations will immediately arise. State equations
for stable systems come in two types: global balance equations
and local balance equations. The former states that, in equilib-
rium, the total rate of flow into any given state must equal the
total rate of flow out of that state. “Flow,” here, means
probabilistic flow (state transitions over time). This is not
surprising: if it were not true then some states would have
increasing (or decreasing) probability of occurrence as time
passed. The local balance equations are useful in studying
networks of queues and assume that in equilibrium the flow
into a state due to arrivals at server i can be equated to the
flow out of that state due to departures from serveri. It is
known that if a solution to the local balance equations can be
found then it will also satisfy the global balance equations.
The local balance equations are generally much easier to solve
and are thus the preferred route. What is not known are the
necessary conditions for the local balance equations to have
solutions. All of the conditions listed in the paper by Baskett
et al. are sufficient conditions.

We will now look at an example of global and local balance
equations: the second part of our switch buffer allocation
example [46]. Recall that the problem is to allocate buffer
space in a packet switch to a set of R communication links,
and that we have considered a partitioned allocation where
each link is assigned a fixed subpool of size b;. This clearly
has the disadvantage of blocking packets on a busy link when
buffer space is available in the switch but is dedicated to other
channels. Another alternative is complete sharing; any buffer
can be used for any outgoing link; (see Fig. 1(b)). The total
available storage will accommodate B packets (here each
packet takes a full buffer even if it is’not of full length). A
state of the switch is described by the R-tuple: & 2 (n,, n,,
*++,nR). LetJ be the set of states where n; = 0. In Fig. 2, we
show a portion of the state trangition diagram. Each node in
the figure is a possible state. The edges indicate possible
transistions and are weighted by the rate of flow conditioned
upon starting in the state at the tall of the arrow. The global
balance equations are obtained by drawing a circle around
state (ny, nz, * '+, ng) and equating flows across that bound-
ary; that is, the stochastic flows in and out of that state. Here
we get two sets of equations depending on whether or not
the total number of customers is less than or equal to B. For
states with Z;n; < B we have

R
Z Nﬂnlv...onl- lo”.onR)
Y,

R
+Z "lﬂnl-“'onl*lo'“onk)

(=1

-(i ~+ép,) | . CTYRERIN PRI PO N (23)

i=l

For all states with Z;n; = B the equations are

f: NP(ry, " mg= 1,70 ng)
1€
R
-Z whny, om0 ng). (24)
(€
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Fig. 2. Siate lransilions for 1he R-link buffer pool.

The local balance equations for this system cquate the flow
rates due to arrivals and departures from a given channel.
Specifically, we get

NP(ny, 1, ng)=piP(ny, " ©r,nR).

.lnl- .ln‘l.

(25)

The traditional method of solving these equations is to guess
the answer and try it out. With a little practice the guessing
is not too hard. Here the solution is

for all A such that)_n; < B

n n n
Pop?'03% ++ PRY,

L OK

0, otherwise. (26)

To prove this we need only to substitute this expression back
into the local balance equations. The evaluation of P, again
follows from the normalization requirement (that the P(n)
be valid probabilities) so

Pl =2 01" ogR (27
n

where the summation is taken over the set of all feasible states.
Efficient algorithms for the evaluation of such constants can
be found in [9a), [74], [93].

The complete sharing scheme has a lower probability of
dropping a packet if traffic is reasonably well-balanced, but
under highly assymetrical loads it tends to be unfair, ie.,
favors heavily utilized channels far too much. The delay on
links with low utilization becomes exorbitant. This suggests
that some of the buffers should be permanently allocated to
each link; but how many? Kamoun goes on to explore several
other sharing strategies and concludes that no one scheme is
always optimal. It is desirable to select a scheme whose delay
and packet loss behavior best suit the operational constraints.
When this is not possible, a scheme that dedicates some buffers
to each channel and leaves some in a general pool is preferred.

The problem of buffer allocation in a packet switch has also
been studied by Irland [40]. He considers a scheme that

bounds cach channel queue subject to the constraints that all
space can be used and no queue can have more than the total
space. He then develops a queueing model for the state dis-
tributions and uses this to drive a Linear Programming model
that seeks the optimum assignment of queue bounds.

We have shown so far in this section that queueing theory is
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a powerful tool for the study*of packet transport network be-
havior and a very broad class of related problems. We have
also identified several limitations in the queueing theory ap-
proach, which force us in many cases to turn to simulation
techniques. We shall defer the discussion on the use of simula-
tion to Section !I-I below. In the following sections we review
the (more basic) theory of stochastic processes and discuss
its applications.

C. Renewal Theory

Computer communication systems, as pointed out earlier
in the paper, are characterized by unpredictable sequences of
random demands on the available resources. The theory of
stochastic processes (which generally includes renewal theory,
Markov chain theory, semi-Markov processes and regenerative
processes) thus also provides a large and effective set of analyt-
ical tools particularly suited for the modeling of these prob-
abilistic systems. This body of theory is well known and has
been established throughout many years; its applications are
numerous in very many different areas. In fact, carefully
examining the queucing systems for which some solution is
obtainable, we realize that virtually in each of them there
exists an underlying Markov or semi-Markov process. Queue-
ing theory is a very powerful tool and was shown in the above
sections to be extremely effective in the design of computer
networks. However, there are situations in which queueing
theory does not provide the appropriate model. The latter has
to be drawn from the more basic theory of stochastic pro-
cesses, thus allowing for the determination of the system’s
steady-state performance. Another problem which also is of
great practical importance is the optimization of these prob-
abilistic communication systems. By viewing the models
from a probabilistic point of view, dynamic programming and
applied probability theory have been combined to give rise to
a simple and precise treatment of sequential decision theory, a
result of which is the well known Markov decision theory {82].
This is found particularly useful in the design and analysis of
efficient procedures for the (optimum) control of communi-
cation subsystems.

We intend here to briefly review these tools and illustrate
their usefulness by calling on examples from the (relatively
recent) packet radio communication systems in both satellite
and ground environments. Although as pointed out in the
introduction, the latter are not the only examples of applica-
+ Jns one can give for these tools, we restrict ourselves to these
here for the sake of a unified presentation.

The advantages of using radio communication for data trans-
mission have been extensively discussed in the literature [1],
(33), [43], [44], [45], [S4], [63], [84]. In essence, satel-
lite transponders in a geostationary orbit above the earth
provide long-haul communication capabilities, while broadcast
ground radio communications provide us with easy access to
central computer installations and computer networks. The
topic of interest to this discussion, common to most of these
radio systems, is the sharing of a single radio channel by users.
The difficulty in controlling a multiaccessed channel of this
sort, which has to carry its own control information, gave
rise to the so-called random access techniques. In the event
of transmission overlap, these techniques suffer from destruc-
tive interference (unless a spread spectrum modulation scheme
is used); acknowledgement procedures are devised to recover
from errors and overlapping transmissions.

A simple scheme, known as “pure-ALOHA,”” permits users
to transmit any time they Aesire [1]. Another method, re-
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ferred to as “slotted-ALOHA,” requires each user to start his
packets only at the beginning of a slot (whouse duration is
equal to the transmission time of a packet) [50), [81). Thase
two ALOHA schemes are suitable for both satellite and greund
environments. In ground radio environments, where the chan-
nel can further be characterized as a wide-band channel with
a small propagation delay between any source-destination
pair as compared to the packet transmission time,' a third
scheme has proven to be effictent: it is the carrier sense multi-
ple access (CSMA) mode. In this scheme one attempts to
avoid collisions by listening to the carrier due to another
user’s transmission; a terminal never transmits when it senses
the channel is busy [54], [84]. In the (simple) nonpersistent
CSMA protocol, a terminal with a packet ready for transmis-
sion transmits the packet if the channel is sensed idle, or re-
schedules the (re)transmission of the packet to some later
time if the channel is sensed busy. A slotted version of this
scheme is also considered in which the time axis is slotted and
the (mini-) slot size is 7 seconds (the propagation among pairs
of devices is assumed to be the same [54)). All terminals are
synchronized and start transmission only at the beginning of a
slot, according to the protocol described above. In addition
to these and other CSMA protocols, a number of clever
schemes have also appeared in the literature offering improved
performance under various specific conditions such as heavy
traffic, large users, etc. For more details the reader is referred
_to (8], [42], [43], [80].

The remainder of this subsection will be devoted to renewal
theory and its application to the analysis of packet switching
in radio channels. Markov chain models and Markov decision
models will be treated in the following two subsections.

The Infinite Population Model and Renewal Theory: The
focus here is to show how the assumption of an infinite popu-
lation in conjunction with renewal theory arguments have
allowed the determination of the channel capacity under the
various schemes. In this presentation, we shall make sure
not to overlook the importance of simulation techniques and
simulation results whenever they have proven useful, be it for
the validation of a model, or the determination of some per-
formance measure hard to obtain analytically, or just the gain
of insight into the behavior of the system under specific
conditions.

The model assumes that the traffic source consists of an
infinite number of users who collectively form an independent
Poisson source with an aggregate mean packet generation
rate of § packets per packet transmission time 7. (We assume
here that each packet is of constant length requiring T seconds
for transmission.) This is an approximation of a large but
finite population in which each user generates packets infre-
quently and each packet can be successfully transmitted in a
time interval much less than the average time between succes-
sive packets generated by a given user. Each user in the in-
finite population is assumed to have at most one packet
requiring transmission at any time (including any previously
blocked packet). Under equilibrium conditions, S is also the
channel throughput. Because of packet interference, the
achievable throughput will always be less than 1. The traffic
offered to the channel from our collection of users consists
not only of new packets but also of previously collided packets:
this increases the mean offered traffic rate which we denote
by G (packets per transmission time T) where G2S. To
avoid repeated conflicts, each user delays the transmission of

" Retio on the order of 0.0t [ 54]).
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a previously collided packet by some random time whose
mean is X (chosen, for example, uniformly between 0 and
Xmax =2X). Two additional assumptions are introduced
here.

Assumption 1: The average retransmission delay X is large
compared to T.

Assumption 2: The interarrival times of the point process
defined by the start times of all the packets plus retrans-
missions (and reschedulings) are in_:pendent and exponen-
tially distributed.?

If we use T=1 (for normalization), then we express 7 as
a=7/T and X as § = X/T. The throughput analysis consists
of solving for § in terms of G and other system parameters
(namely a). The channel capacity is then found by maximiz-
ing § with respect of G.

Renewal theory, and the theory of regenerative processes
in general, relate to systems in which there exists an under-
lying process which probabilistically restarts itself. Perhaps
the result in renewal theory which proves most useful here is
the one corresponding to alternating renewal processes.> An
alternating renewal process is one which describes a system
which can be in one of two states, say on or off. Starting in
the on state, the system alternates between these two states.
The periods of time it spends in each are random variables
which follow a common distribution for each of the two
states. Let £X be the average time the system remains in the
on state, and EY be the average time it remains in the off
state. Let P(¢) be the probability that the system is on at time
t; we have the following simple result: P(t) = EX{(EX + EY).
This result is easily eXter.able to any number of states that
the system may be cycling through. The key element in such
an analysis is to identify points in time at which the system
regenerates itself: the interval of time separating two consecu-
tive regenerative points is called a cycle; the ratio of the aver-
age time that the system spends in a given state to the average
cycle time is precisely the fraction of time that the system
spends in that state.

Consider for example the slotted ALOHA scheme. By the
infinite population assumption and the Poisson assumption on
the channel traffic, each slot boundary is a regenerative point.
It is clear that e is the probability that the slot is empty and
this is also the fraction of time that the channel is idle. The
probability that a slot is carrying a successful packet is clearly
Ge'c, the probability that a single packet is transmitted in
that slot; by the same argument this is also the fraction of time
that the channe!l is carrying successful information and thus
constitutes the average throughput §.

A slightly different approach using the same type of argu-
ment can also lead to the result derived above. Considering
the (slotted) time axis, it is clear that we observe a number of
consecutive nonempty slots (which we refer to as a busy
period (B)), followed by a number of consecutive empty slots
(which we refer to as an idle period (/)). A busy period and
the following idle period constitute a cycle. The idle period is
geometrically distributed with mean /= 1/(1 - e'c). The
busy period is also geometrically distributed with mean B =

It is clear thet Assumption 2 is violeted end thet it has been intro-
duced for enalytic simplicity. However some simuletion results are dis-
cussed below which show thet performance results based oan this
assumption are excellent spproximetions. Moreover, in the context
of slotted-ALOHA 1t was analytically shown thet, In the limit ¢ X — =,
Assumption 2 is satisfied (63].

51t will be clear from the discussion below thst this constitutes a
spechal case of the more general result obteined with regenerative
processss. '

PR

------




LI R s

TOBAG! et al.: MODELING AND MEASUREMENT TECHNIQUES

UNSUCCESSFUL SUCCESSFUL

TRANSMISSION TRANSMISSION
PERIOD PERIOO
r—yu——-—_-———-—r -y -y
i 1
L sk L . i B [

[l N ]
MERIDD

L Py R Y

Fig. 3. Slotted nonpersistent CSMA: Transmission and idle periods.

1 /e'G. Thus the fraction of time that the channel is idle is
equal to
T (1- ¢'G)'l

<
- vy ]
I+B-(l-e'd)"+¢c €

(28)

Let U denote the average time during a cycle that the channel
is carrying successful packets. Given that » slot is nonemp(t;y.
the probability that it is successful is simply GeC)(1- %)
U is, therefore, given by

U=BGe/1-eC)=G/1- e ). (29)

Taking the ratio of U to B +1, we find again that the channel
throughput is precisely S = Ge™©.

Let us consider now, as another example, the slotted non-
persistent CSMA protocol, analyzed by Kleinrock and Tobagi
[S4), [84). Considering the time axis, we define a transmis-
sion period (TP) to be the period of time required for trans-
mission and reception of a packet and its (possible) over-
lapping packets. Thus we observe on the time axis trans-
mission periods separated by idle periods, as depicted in Fig. 3.
The length of a TP is 1 +4. A TP is successful if only one
packet is transmitted; the probability of this occurring is

aGe™C
Py = _l_-—e—:'_c— . (30)
Due to the memoryless property of the Poisson process, the

average idle period (normalized to T) is simply
i “-lG
I=——F.

= 31)

Using the same renewal theory argument as above, we find

that the average channel utilization is given by

P,
T+1+a

S= (32)

Substituting for P, and T the expressions found above, we get

aGe™C

1+a-e%¢" (33)

This relatively simple argument has been applied in numerous
occasions to analyze the throughput and channel capacity of
many other (more complex) protocols as well as the effect on
system capacity of the overhead created by various acknowl-
edgment schemes. For this the reader is referred to the work
by Tobagi and Kleinrock (541, (84), [85]), [90]). We illus
trate such results here by plotting in Fig. 4 S versus G for
various random access schemes. An important question re-
mains: what about packet delay analysis? Kleinrock and Lam
(50) formulated an analytic model for a slotted-ALOHA
channel using a uniform retransmission randomization scheme,
and assuming that the channel is in equilibrium. Such a task
proved more difficult for CSMA, and simulation techniques
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appeared then to be the only recourse. A brief discussion of
some simulation results and of the validity of the equilibrium
assumption follows.

Discussion and Delay Analysis [54], [84]: The above anal-
ysis is based on renewal theory and probabilistic arguments
requiring independence of the random variables provided by
Assumption 2. Steady state conditions are also assumed to
exist. However, from the (S, G) relationships derived above
(see Fig. 4) and the throughput-delay performance derived
in [50] for slotted-ALOHA, one can see that steady state may
not exist because of the inherent instability of these random-
access techniquet. This instability is simply explained by the
fact that when statistical fluctuations in G increase the level of
mutual interference among transmissions, then the positive
feedback causes the throughput to decrease to 0. Extensive
simulation runs performed on a slotted-ALOHA channel with
an infinite population [63] have indeed shown that the as-
sumption of channel equilibrium is not strictly speaking valid;
in fact, after some finite time period of quasi-stationarity
conditions, the channel will drift into saturation with prob-
ability one.*

In the simulation models considered, [54), [63]) Assump-
tions 1 and 2 concerning the retransmission delay and the
independence of arrivals for the offered channel traffic are
relaxed. That is, only the newly generated packets are de-
rived independently from a Poisson distribution. In general,
simulation results obtained with moderate length runs indicate
the following. For each value of the input rate A, there is a
minimum value 8§, for the average retransmission delay vari-
able such that below that value it is impossible to achieve a
throughput equal to the input rate. The higher A is, the larger
8, must be to prevent a constantly increasing backlog, i.e.,
to prevent the channel from saturating. Simulation also shows
that for finite values of §, & > &, but not large compared to
1, the system already “reaches” the asymptotic results (§ — ),
That is, for some finite values of §, Assumption 2 is excellent
and delays are acceptable. Moreover, the comparison of the
(S, G) relationship as obtained from simulation and the results
obtained from the analytic model exhibits an excellent match.
Thus we consider the results derived above under the assump-
tion of channel equilibrium useful since they are meaningful
for these finite (and possibly long) periods of time. Also
they provide an accurate assessment of the channel capacity.
In [S4] simulation experiments were also conducted to find
the CSMA “optimal” delay; that is, the value of 5(S) which
allows one to achieve the indicated throughput with the mini-
mum delay. “Delay’ here refers to the average over all sam-
ples collected in the period of time which represents the
length of the simulation runs.

D. Markov Chain and Semi-Markov Chain Models

1t is clear from the above discussion that the (assumed) equi-
librium throughput-delay results are not sufficient to charac-
terize the performance of the infinite population model. A
more accurate measure of channel performance must reflect
the trading relations among stability, throughput and delay.
The intent here is to show how this can be done by formulat-
ing a Markovian model for a population of M users, where M

“It is inlerasting to point out hera that it was mora difficult to ob-
serve this behavior of saturation with the CSMA simulator because
CSMA, as shown in {88) and as will be discussed latar, is relatively
speaking, less unstadbla than slotted-ALOHA; it will requirs an ax-
tremaly long run before one can observa tha unstabla behavior.
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A = PERABETENT CEMA

SLOTTED NON ~ PERSISTENT COMA

1

g b=
0.0t LR

G (OFFERED CHANNEL TRAFFIC)

Fig. 4. Throughput versus channel traffic for various random-sccess
schemes.

can be infinite as well. ln summary, in this section we first
give the definition of a Markov chain and state the Limit
theorem which is most relevant to the present discussion.
Then we proceed with the Markovian model for a slotted-
ALOHA channel and derive its steady-state throughput-delay
performance. Next, a discussion concerning non persistent
CSMA under similar conditions follows which shows that, due
to the dependence of the system evolution on the state of the
channel (busy cr idle), a simple Markov Process is not sufficient
to model the system; instead, results from the theory of semi-
Markov chains and regenerative processes are required. We give
a brief account on this theory, and the resulting model.

1) Markov Chains: A Markov chain is a stochastic process
{X,,n=0,1,2,--} with a finite or countable state-space
such that for all statesig, iy, " ,in-y,i,jand alln 3 0

Pr{Xpe =jlXg=ig, X, =iy, "
'h{xnol 'i'xn'i}- (34)

If Pr{Xp, =ilX, =i} is independent of n, then the Markov
chain is said to possess stationary transition probabilities. In
this case we let

+Xn-y =inoy, Xp =i}

Py =Pr{Xpe; =il Xy =i}. %)

Perhaps the major results in the theory of Markov chains con-
sist of the Limit Theorems (as n > °), and in particular the
following [82)

“Theorem: An irreducible aperiodic Markov chain belongs to
one of the following two classes:

(a) either the states are sll iransient or all null recurrent; in
this case pi™’ =0 asn —> = for all {,/ and there exists no station-
ary distribution.

{b) orelse, all siates are potitive recurrent; that is;

"= lim pil >0 6)

I vhis eese, {#; /=0, 1}, 3 }u-muumydbmbuﬂu?’nd
there exists no other stationary distribution where p.
Pr{Xpom =ilXm 31} (the probability of reaching smel from
state i in n steps).”

Consider again the slotted-ALOHA scheme and let the chan-
nel user ponulation consist of M independent users. Each

such user can be in one of two states: blocked or thinking
{56), 163), {72]). In the thinking state, a user generates and
transmits a new packet in a time slot with probability 0. A
packet which had a collision and is waiting for retransmission
is said to be backlogged. A backlogged packet retransmits in
the current slot with probability p; thus a backlogged packet
incurs a retransmission delay which is geometrically dis-
tributed. Let N' denote the total number of backlogged
packets at time 7. Given the memoryless property of both the
generation process and the retransmission process, N'isa
Markov chain with stationary transition problbilities. The
state space consists of the set of integers {0, 1, -, M}. The
one-step state transition probabilities of Nf ate easily derived
(see [56])). For finite M the Markov chain is finite. irreducible
and aperiodic and all states are positive recurrent; there exists
a stationary distribution {x }‘:o The channel input rate at
time ¢ is S* = (M - N")o. The average stationary throughput is
then simply given by S = (M - N)o where N = T,jn;. The aver-
age packet delay is equal to the average backlog time plus the
transmission time of the packet (which equals one slot); the
average backlog time, by Little’s result, is simply N/S. The
(true) steady-state throughput-delay performance of a slotted-
ALOHA system with finite population is thus obtained.
Consider now the slotted nonpersistent CSMA protocol in
which the time axis is (mini-) slotted and the slot size is 7
seconds, the propagation delay. Packets, assumed to be of
fixed length, require a transmission time of 7 slots. Just as
with slotted-ALOHA above, we consider here a user popula-
tion consisting of M users (terminals), sl in line of sight and
,within range of each other. Again each such user can be in one
of two states: backlogged or thinking. In the thinking state, a
user generates and transmits (if the charninel is sensed idle) a
new packet in & {mini-) slot with probability 0. A user whose
packet either had s channel collision or was blocked because
of a busy channel is said to be backlogged. A backiogged
user remains in that state until he successfully transmits the
packet st which time he switches to the thinking state. The
rescheduling delay of a backlogged packet is also assumed to
be geometrically distributed, ie., each backlogged user is
scheduled to resense the channel in the current slot with a
probability »; as specified in the description of the protocol, a
retransmission would result only if the channel is sensed idle.
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The memoryless property of the geometrically distributed re-
transmission delay will permit here again a simple state de-
scription for the mathematical model. The terminal stays in
the backlogged state during the transmission period.

Let again N be a random variable representing the number
of backlogged users at the beginning of (mini-) slot ¢. The
channel input rate at time ¢, defined as the average number of
new packets generated by the thinking users at time ¢, is de-
noted by S°. Assume M, 0 and v to be time invariant. In
slotted-ALOHA, the action that a terminal takes pertaining to
the transmission of a packet (either newly generated or re-
scheduled) is completely independent of the state of the
channel (busy or idle). In CSMA, on the contrary, the action
taken by a terminal does depend on the state of the channel.
One could increase the state description to include an indicator
§ for the channel state (busy or idle), however, with fixed
length packets, (N', §) is still not a Markov chain. Tobagi and
Kleinrock '(88) show that a simpler analysis can be obtained
by using results from semi-Markov and regenerative processes.
But before we proceed with the model, we give here a brief
account on the notion of semiMarkov and regenerative pro-
cesses and present results most relevant to this discussion.

2) Semi-Markov Chains: A stochastic process which makes
transitions from state to state in accordance with a Markov
chain but in which the amount of time spent in each state be-
fore a transition occurs is random, is called s semi-Markoy
process. Basic results similar to those obtained for Markov
chains exist for semi-Markov chains. In particular, the
process X(t,) taken at times ¢, defined as immediately before
or sfter s transition is a Markov chain and is referred to as the
imbedded Markov chain.

If a stochastic process {X(t),¢t >0} with state space
{0, 1,2, -} has the property that there exists time points at
which the process probabilistically restarts itself, then it is
called a regenerative process. A cycle is said to be completed
every time a renewal occurs. Let E[.] denote the expected
value of the random variable following the letter £. A main
result relating to regenerative processes is the following

py 2 lim Pr{x(r) =/}

i E{amount of time in state j during one cycle]

k)
E(time of one cycle] h

4
for allj » 0; a very simple and pleasing result.

Furti:rmore, we can impose a reward structure on the
process in the following manner. Suppose that when the pro-
cess is in state j we earn areward at a rate f(j),/ # 0. Because
of the regcrerative nature of the process, it follows that with
probability one ‘

J‘ nm)m LR J"nxmm
I"- g ° t

E f [(X(s)) ds
= cycle
E{cycle length]

(38)
Moreover,
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Fig. 5. The imbedded Merkov-chein in slotied nonpersistent CSMA.

We now proceed with the semi-Markov model for the non-
persistent CSMA scheme. Referring to Fig. S, which depicts
transmissions and idle periods, consider the imbedded slots to
be the first slot of each idle period. The intervals of time be-
tween two consecutive imbedded slots are defined as sub-
cycles. These subcycles, of course, are of random length.
Consider one such subcycle and let ¢, denote the first slot,
N'® denotes the state of the system at ¢,. is an imbedded
Markov chain. Let R denote the one-step transition matrices
over slot te +1-1;Q, over slots t, +1 through te +/+7T- 1;
and Q’, over slot to + 1+ T. The determination of these me-
trices is casily done based on simple problblhmc arguments
(for details see [88]).) Given R, Q, and @', the transition
matrix P corresponding to the imbedded Markov chain N" is
easily calculated. For finite M, the stationary distribution
M= {mg,m, -, Ay} where ;;=lim, .o Pr{N" =} is ob-
tained by solving recursively I1 = [1P. This distribution exists
for finite values of M.

It is clear that our process N is actually a regenerative
process. Thus we can apply the above stated results. Consider
an imbedded point ¢, and its corresponding subcycle. Since
the subcycle is entirely determined by N" we consider N © to
be the representative state for the subcycle which is of random
length [/ + T+ 1. The success of a transmission m a subcycle
N is also entirely determined by the value of N'. Given that

N'® =p, it is expressed as (88]:
P'(")

_ (1= 9)"M - m)o1 - oM 4 ap(l - W) (n-a)“"'
1-(1-»"1-oM™"

(40)

Let ¢, and t, denote two successive regenerative pomtl they
are such that N’ N N‘ ¢ and such that for lny te < t, <t,,
N 4 N' The interval bf time separating fy and f, consti-
tutes a cycle. ; represents the fraction of subcycles such that
N‘ € =j We now derive the channel throughput. In each sub-
cycle, we define a reward function f(N' )= P, (N')T, repre-
senting the expected time during the subcycle that the channel
is used without conflicts; then the throughput S can be written
as (¢ denoting a generic imbedded point)

) te
3 1) s[ 3 f(N")]
. 3¢%0 te=te
- - 4
S :1'—'*"- te Elty - te) @0

‘s.‘- pL-h"\‘L "\“- I _L.d
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The numerator is I’ven by ZMo %,TP,(/); while the denomina-
tor is given by Zjo w,ll, +T+1); where l, is the average idle

period, given that N te =j,
If we n~ define a cost function f(N*) = N*, representing the
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adaptability is achieved via dynamic control consisting of tir .e
and state dependent parameters. The basic problem is to tind
the control functions which provide the best system perfor-
mance. If the system is Markovian in nature, then the theory

. known as Markov decision theory provides a basis for analysis.
~ backlog .me t, then the average number of backlogged : N . . .
p . ; o We first give in this section a brief introduction to Markov
- Puckets i su'ee by (' denotiag 4 generic mingot) decision theory. and the most relevant results. We then pro-
- ¢ t ceed with our example of packet-switching in radio channels
Y /WY E [ ¥ f(N')] and discuss various practical control schemes and their analysis.
" N= lim £=0 L “2) Consider the process X(¢) and its state space § labeled by
e s t Eltl-1)) the nonnegative integers {0,1,2,***, M}. Let @ be a finite
o ¢ set of possible actions such that corresponding to each action
Given N'* =, the knowledge of transition matrices R, 0,and @€ @, a set of state transition probabilities {p;(a)} is speci-
2 G’ allows the determination of [88) fied and a cost C;(a) is incurred. A policy fis a rule for choos-
| tooTolol ing actions. Let # be the class of all go}xe:es An unp?runt
N = oo™ 5 | ] subclass is the class of stationary policies 9,. A stationary
f i tot policy is defined to be one which chooses an action at time ¢
i depending on the state of the process at time r. It easily fol-
. The numerator is then expressed as I a0 Mjn;. By Little’s re-  Jows that if a stationary policy f is employed, then the se-
sult, the average packet delay is N/S. The (true) steady-state quence of states {X,, r=0,1,2, "} forms a Markov chain
throughput-delay performance of a CSMA channel with finite  with transition probabilities py;[f(i)). It is thus called a
= population is obtained (analytically!). Markov decision process, and it possesses stationary transition
W So far, we have shown how a model based on Markov chain  probabilities. Let us define the expected cost per unit time
theory and regenerative process has permitted us to derive for X(r) which was initially in state i as
N analytic expressions for the average throughput-delay perfor- i
e mance of some important random access schemes under a .= -
3 finite population constraint. This has constituted a consider- .'(n hm E’ [ 'go Cxlf (X()/X(0) ‘] “3)
-;.: able progress in our attempt to understand the behavior of
these systems. For a stationary policy f such that X(¢) is irreducible we have
.-;‘ In particular, a very important observation of the results ob- the following result: ¢;(f) is simply expressed as
.::\ tained from the above analysis has been the following. Even in o
- a finite population environment (thus guaranteeing the exis- = F-Y - a3
4 tence of equilibrium), if the retransmission delay is not suf- (N E, HOCIGY Rl =R, 50, MG
ficiently large (i.c., the retransmission or rescheduling probabil-
ity is not sufficiently small), then the stationasy performance where {m,(f)} is the (unique) stationary distribution of X(r)
= attained is significantly degraded (low throughput, very high such that
delay), such that, for all practical purposes, the channel is said M
= to have failed; it is then called an unsteble channel, With an (=3 #8(Dey(f)
1 infinite population, the Markov chain is not ergodic and =9
! stationary conditions just do not exist [11]; the channel is al- 5(N>0 (4%)
& ways unstable thus confirming the results obtained from
::'.- simulation as discussed in Section 1I-C above. For unstable Im(N=1
channels Kleinrock and Lam [56]) defined a stability measure 2(f)is also called the cost rate.
‘ which consists of the average time the system takes, starting Another important result in the theory of Markov decision
_% from an en?pty‘st‘lte. to reach l.l.tlte determined to be critical. processes states that if every stationary policy gives rise to an
i In fact, this critical state partitions the state space into tWo  ;requcible Markov chain, then there exists a stationary policy
3 regions, 8 safe region and an unsafe region, The stability mea- £* which is optimal over the class of all policies such that
ch sure is the average first exit time (FET) into the unsafe region
(apain a concept borrowed from Markov chain theory!)., As VL mu; ®,(f), Vi=0,1,":" .M. (46)
:-: long as the system operates in the safe region, the channel per- re
formance is acceptable; but then, of course, it is only valid This pleasing result means that, in most cases of interest, one
ok over a finite period of time with an average equal to FET. For can limit the attention to the class of stationary policies. A
H more details, concerning the determination of FET and the very efficient computational algorithm known as the Howard's
2N numerical results, the reader is referred to [56), {88]. policy iteration method [36), [37]) exists which allows the
& . evaluation of the cost rate g(f) and which leads to an optimal
»i E. Markov Decision Models stationary policy.
LS In the Markovian models discussed above it was assumed We continue here with our now familiar example of random
4 ¥ that the system parameters were all fixed, time invariant and  access techniques. It follows from the discussion in the previ-
g state-independeat. These models are referred to as static. ous section that, if M is finite, a stable channel can be achigved
- Clearly, it is often advantageous to design systems that dy- by using a sufficiently small retransmission or rescheduling
- namically adapt to time-varying input and to system state probability. But a smaller retransmission probability implies a
\, changes, thus providing improved performance. Dynamic larger backlog size and hence a larger packet delay! Moreover,
)
¢
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it is noted that, for stable channels and for a’'given total
throughput, the packet delay increases with increasing popula-
tion size [$6), {88). Basically, the reason for this behavior is
that the appropriate constant retransmission probability has
to be small enough to overcome the degrading effect resulting
from those statistical fluctuations which otherwise would drive
the system into an "‘unsafe region.”” Dynamic control provides
an effective solution to this problem; it enables an originally
unstable channel to achieve a much improved throughput-delay
performance, and conversely it improves the (otherwise high)
delay performance of a stable channel with large M. With
dynamic control we also allow the channel to accommodate
varying input load without any disastrous effect.

Markov Decision theory has successfully been applied by
Lam and Kleinrock [64] to the design and analysis of control
procedures suitable to slotted-ALOHA in particular and
random-access techniques in general. More precisely the objec-
tive is to decide on some practical control scheme and to
derive the optimal stationary policy. Two main types of con-
trol are proposed: an input control procedure (ICP) corre-
sponds to an action space consisting of either accepting or re-

-jecting all new packets arriving in the cumrent slot; a
retransmission control procedure (RCP) corresponds to an
action space {f(i)} where f(i) denotes the retransmission
probability in a slot in which the backlog isi. A more general
description of the action space, of which ICP and RCP are
special cases, is as follows [64]. Let @, = {B,,8:," " " ,Bm}
where0€ g8, <8; < <fp<land@; = {y,,7:, ", Y&}
where 0 <y, < - <y, <1l. Let @ =@, X @,. A stationary
policy f maps the state space {0, 1, -* , M} into @ such that
f(i) = (B, v) means that whenever the system state at slot ¢ is
N'={, then each new packet is accepted with probability §
and rejected with probability 1 - § and each backlogged packet
is retransmitted in that slot with probability .

Given a policy /, it is easy to write the one step transition
probabilities {p;;[/(i)]} for the Markov decision process N'.
Under the condition that N! is irreducible, the stationary dis-
tribution {m [f]} exists. 1t remains to define the cost rates
C;(f) and to determine the performance measures. For the
sake of simplicity, let us restrict ourselves here to just RCP.
The more general treatment can be found in [64]. Let
f= {f(i)} denote the policy. Supposing N’ =1, define the
immediate n\vud C;(f) to be the expected channel through-
put in the 1 time slot, T,y (i, £). Then by (44), the reward
rate becomes

M
l.(f) = Z l:(f) S-oul('l'. 23 (47)

i=0

This is also the channel throughput rate. Consider now the
stationary average packet delay. Supposing N® =, define the
expected immediate cost to be Cy(f) =i thus lccountmg for
the waiting cost of i packets incurred in the ' time slot.
By (44), the cost rate is

(48)

M
ga(N= F im(f).
0

Applying Little's result, the average “wasted” time of a packet
is simply D, = g4(/)/g,(f). The main objective here is to find
a policy which optimizes channel performance, that is, which
minimizes the delay for a given stationary throughput. Fortu-
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nately, this task is simple since it can casily be shown that for
any stationary policy f= § » @, we have

L4(/)= "‘("LQH" (49)

meaning that if there exists a stationary policy which mini-
mizes the cost rate g4(f), this policy will also maximize the
reward rate £,(f) [64]. Having decided upon a channel control
procedure, the optimal policy is determined via Howard's
policy-iteration algorithm. This will also allow the determina-
tion of the associated optimum performance [64].

Independently, Fayolle et al. [19) give yet another treat-
ment of the instability of slotted ALOHA channels with
infinite populations and propose similar control procedures to
recover stability. In particular, it was shown that, with re-
transmission control procedurea, only policiea which assure a
rate of retransmission f from each blocked terminal which is
inversely proportional to the number of backlogged terminals,
will Ield to a stable changel. An expression for the optimal
policy f was also given. In their paper, Lam and Kleinrock
(64] suggest that a good control policy must be of the control
limit type. Their intuition was confirmed by the numerical
solutions obtained from Howard's policy iteration algorithm;
however, there is no rigorous proof of optimality. In [88]
Tobagi and Kleinrock similarly addressed themselves to the
dynamic control of the nonpersistent CSMA protocol. In
essence, it was shown that one can improve the channel per-
formance by selecting the retransmission probability which
maximizes the "instantancous” throughput, that is, the average
throughput over a subcycle. The resulting overall channel
performance was further shown to be then insensitive to the
population size

1t is apparent to the careful reader that the preceding (exact)
analysis is based on a major system assumption, namely that
each user knows the exact current state of the system. Clearly,
this assumption does not hold in practical situations! The
channel users have no means of communication among them-
selves other than the multiaccess broadcast channel itself. But
each channel user may individually estimate the channel state
by observing the channel outcome over some period of time,
and apply a control action based upon the estimate. In the
context of slotted-ALOHA, Lam and Kleinrock [64] give
some heuristic control-estimation algorithms which prove to be
very satisfactory. With appropriate modifications and exten-
sions, these algorithms can be applied to CSMA channels as
well. The difficulty in incorporating the estimation algorithms
into tie mathematical model incites us again to the use of
simulation techniques. The results obtained by the mathemati-
cal model assuming full knowledge of the system state repre-
sent the ultimate performance; a bound on the performance
obtained via any heuristic estimation algorithms. The good-
ness of the latter is evaluated by comparing simulation results
to these bounds. (For numerical results, the reader is referred
to [64].)

F. Mathematical Programming

So far we discussed modeling tools which have been mainly
used to evaluate throughput and delay performance of com-
munications systems without paying much attention to opti-
mization issues (except, perhaps, in the development of
Markov decision models). Here, we address the optimization
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problem more directly, and review the mathematical pro-
gramming tools commonly used in network design.

The typical problem consists of optimizing a performance
measure (e.g., cost, delay, throughput), over a set of variables,
meeting given performance constraints. The ability to solve
the design problem depends critically on our success in ex-
pressing both objective function and constraints in analytically
manageable form as a function of the design variables. Thus
network models are an essential prerequisite to design.

Unfortunately, most performance expressions are rather
complex, requiring approximations in the model or relaxation
of the constraints in order to formulate the design problem in
convenient terms and solve it with powerful mathematical
programming techniques. A typical example of this approach
is the linearization of discrete line costs in the minimum cost
design of land based packet netwurks [57]. In some cases, the
nature of the variables and of the constraints is so complex
that a mathematically manageable formulation of the problem
is not possible. An example is the topological network design
to satisfy two-connectivity constraints [83]). In these cases
only heuristic approaches can be of help (see Section 11-H).

Design variables may be continuous (e.g., link data rates,
packet length) or discrete (e.g., topology, number of switch
sites).

Examples of methods commonly used in continuous variable
compu:r: network designs are: 1) linear programming; 2) La-
grangian optimization; 3) multicommodity flow optimization
(discussed in the following section); 4) gradient projection
method. Examples of methods used in discrete optimization
are: 1) dynamic programming: 2) Lagrangian decomposition;
3) ¢ .ach and bound [32].

In tius section, as an example, we discuss the Lagrangian
method as it applies to the Capacity Assignment (CA) problem
in land based packet networks [57].

The CA problem can be formulated as follows.

Given: topology, average link data flows, f=(fy,fs, ", /M)

(where M is the number of links and f; is the bit rate on link i
and is given by f; = \;/u),

M
minimize link costs: D = En d,(C))

over the selection of link capacities C = (C,,C,," **,Cpn)
subject to: Cof

< /]
T==-9% =< Tyax.
7;.2.5'1‘

Line capacity options are in general discrete. To simplify the
problem we may approximate the discrete capacities with
continuous values; furthermore, we may approximate the cost
function with a linear function, i.e.:

d‘(C‘) 'd‘C‘ *d‘. (50)

To solve the linearized problem we use the method of La-
grange multipliers. To this end we construct the Lagrangian L,
defined as the sum of the objective function plus the constraint
function multiplied by the multiplier §:

L=D +8(T- Tyax)

M 1 M
-Zd,C,+d,. #ﬂ(;’z_' TMAX)' (s

i=1 i1 G~ N
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By setting the partial derivatives 3L /9C; to zero, and choosing
B so that the delay constraint is satisfied, we obtain the opti-
k=1

mal expressions for Cj:
ki /E
YTMAX d

G. Multicommodity Flow Optimization

In carlier sections we showed how to evaluate delay perfor-
mance in land based networks, assuming static routing. In
most networks, however, route selection is adaptive to load
pattern and to network conditions. Since the delay perfor-
mance is ¢ritically dependent on the routing policy, we wish
to develop models that predict delay performance also in a
dynamic routing environment.

Unfortunately, the general dynamic routing problem is very
complex. Network of queues theory may be used. However,
the fact that transition probabilities depend on network load
precludes the derivation of “prfoduct form” solutions (see
Section IFF-B). The system may still be represented as a very
general Markovian system and solved using numerical tech-
niques. This type of solution, however, is computationally
very cumbersome and offers little insight into the dependence
of network performance on dypamic routing parameters, let
alone their optimization.

To overcome this problem, we approximate the dynamic
routing solution with the optimal static solution. More pre-
cisely, we first find the optimal static routing strategy using
mathematical programming techniques. Then we verify that
the dynamic strategy performs almost ‘as well as the static
strategy at steady state. This verification may be carmried out
using Markovian models in simple cases, and simulation in
more complex situations.

The advantage of this two-stage approach is that the verifica-
tion stage although computationally cumbersome needs to be
carried out only for a few representative benchmarks, while
the static optimization stage (which must be solved an endless
number of times in a typical network design problem with
several topological alternatives) is performed very efficiently
using multicommodity flow techniques.

Multicommodity flow techniques are mathematical program-
ming techniques used to optimize the distribution of “com-
modities” (in our case, packet flows) throughout a network,
between several origin-destination pairs. The problem con-
straints are generally the line capacities. The objective may be
the total throughput, or the delay, or another appropriate
function of the flows in the network.

The multicommodity flow matrix F for a data network is an
N X L matrix (N=number of nodes; L = number of links)
whose entry F(i, k) represents the average data flow (bits per
second) on link k& with final destination i. Each row of
F represents the “single commodity” flow to a distinct
destination.

The matrix F uniquely identifies the steady-state routing
scheme. In order to find the optimal routing solution (at
steady state) we just need to optimize g(F), where g(F)is the
desired performance measure. This optimization can be
carried out very efficiently using a decomposition approach.
We decompose each single commodity flow into the convex
sum of the flows on all possible paths to a given destination.
Clearly, the number of possible paths can grow very large,
but one can show that only at most N paths are included in

$ Vi

Ci=/fi ¢+ (52)
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the optimal solution. Using an iterative procedure (called
flow-deviation method {26], we introduce at each step a new
path that can improve performance. The selected path is the
shortest path evaluated using as weight for link i the partial
derivative W, = 3g(F)/8f;, where f; is the total flow (sum of all
commodities) in link i. An appropriate amount of traffic is
then “‘deviated” from the previous paths to the new shortest
path. The iterative procedure terminates when the relative
improvement obtained by the deviation falls below a specified
tolerance, at which point we have reached a local minimum.
Multicommodity flow techniques can be used to solve a
variety of problems in data network designs. Here we con-
sider, &3 a specific example, the problem of finding the mini-
mum delay routing in a land-based packet-switched network.
The problem is formulated as follows.
Given:
Topology
Channel capacities
Traffic requirement matrix R.
Minimize:
rales Nt
Yo G hi

Over the design variable:

fs(floflo‘.‘)fM)-

Subject to
a) [ is a multicommodity flow induced by requirement ma-
trix R
b) 1 <C,.

It is easy to verify ‘that the objective function T(f)is convex,
and, therefore, the locally optimal solution found by the Flow
Deviation Algorithm is also globally optimal. The link weights
used at each iteration are:
LI TR

G- m, , Vi=l, M. (53)

In general, the key requirements for the successful solution
of the routing problem are the capability of expressing the de-
lay as a function of link flows, and the convexity of such a
function. For land-based networks, we have just shown that
such requirements are satisfied. One may show that the re-
quirements are also met for mixed terrestrial and satellite net-
works {29). Distributed packet radio networks, on the other
hand, the delay formulation is much more complex because of
the interference existing between neighboring nodes.

L{

H. Heuristic Techniques

Heuristic and approximate solutions are often the only
feasible approach to some of the more complex analysis and
design problems related to large packet networks. A classifica-
tion of the various heuristic methods is certainly beyond the
scope of this paper. Interested readers are referred to {67) for
an overview. One particularly important class of heuristics,
however, will be discussed here: namely, the class of topologi-
cal design algorithms.

The topological optimization of a packet network is a
formidable mathematical programming problem made difficult
by the combination of integer type variables (switch number
and location, topology, line speeds) and multicommodity flow
variables descrihing the routing of packets in the network.
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Therefore, the only practical Wsy of approaching medium and
large network designs is vis heuristics. Several procedures
have been proposed, which are based on different concepts.
The common philosophy of these procedures consists of
identifying a condition which is necessary (although generally
not sufficient) for optimality, and of achieving this condition
by means of repeated topological transformations until a
locally optimal solution is found. Starting from randomly
chosen initial configurations, a large number of local minima
is explored to enhance the probability of success of the
heuristic method.

One of the most popular topological design heuristics is the
Branch X-Change (BXC) method {24). The local condition
for optimality is the condition that the cost be not reduced by
any BXC (i.e., the elimination of one or more old links and the
insertion of one or more new links). Thus, the BXC algorithm
explores exhaustively all the feasible BXC's, accepting only the
X-changes that lead to cost reduction, until no more improve-
ments are possible.

Another, more recent algorithm, the Cut Saturation (C-S)
algorithm , can be viewed as a refinement of the BXC Algo-
rithm in that only a selected subset of the possible X-changes
is explored {25), {30]). More precisely, only the X-
changes involving the insertion of links in the Saturated Cut
(i.e., the minimal set of most utilized links that, when re-
moved, disconnects the network) and the deletion of lightly
utilized links are considered.

A third algorithm, the concave branch elimination (CBE) is
based on flow optimjzation concepts [32). The CBE slgo-
rithm can be applied whenever the discrete line costs can be
approximated with continuous concave curves of cost versus
capacity. Under these assumptions the total network cost for
a given topology can be expressed as a concave function D
of the link flows, namely:

$ vam)

k=

M
D(N=Y |di, +difi * (54)

=1 TTMAX

We can then apply the flow-deviation algorithm to obtain a
minimum. This minimum is only a local minimum since the
function D(f) is concave (instead of convex, as in the routing
problem). In the process of finding a local minimum, it can be
shown that the algorithm eliminates uneconomical links (i.e.,
reduces their flow to zero), and, therefore, strongly reduces the
initial topology. Exploiting this locally optimal property,
several local solutions are investigated starting from different
initial configurations.

Several other heuristic methods have been proposed and
applied with more or less success to various types of networks.
The common element of all the methods is the existence of a
local optimality principle and the need to randomly explore
several solutions in order to improve the accuracy of the design.

1. Simulation

As we have noted at several points in our earlier discussion,
analytic modeling techniques are inadequate to deal with
many of the details of a system to be modeled. Simulation is
then used.

Basically, simulation has two main purposes: a) the perfor-
mance evaluation of network protocols that are analytically
intractable; and b) the validation of analytical models based on
simplifying assumptions. These purposes, however, are ade-
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quately served only if the simulation model itself is valid; and
thus techniques that can be used to guarantee the validity of
the model and its results are required. We discuss each of
these issues in more details and supply the reader with some
typical examples.

Numerous examples exist where simulation is used as a tool
to evaluate altemative protocols. Unfortunately, there is no
particular work that scrves as a basis for a discussion here as
was the case with analytic modeling. We refer the reader to
applications which have appeared in the literature on the
ARPANET, the Atlantic Packet Satellite Network, the NPL
metwork-and the Cigale Network (27), [39),[33], [49],[77).

A recent éxample of simulation applied to validate analytical
wmodels is offered by Lam's study on network congestion con-
trol [65]). In this model, each nodal switch is represented by a
metwork of queues. The nodes in turn are interconnected by a
higher level network, which is, in fact, the network topology.
Due to buffer constraints and, consequently, nodal blocking,
the global network of queues does not have a convenient
=product form" solution, as discussed in Section 11-C. How-
ever, by postulating static (i.e., state independent) blocking
probabilities for the nodes, the global model was reduced toa
oollection of independent submodels (one for each packet
switch), which were solved separately, using the product form
spproach. Clearly, the assumption of static blocking probabili-
ties is of critical importance for this study. Thus it was
thoroughly tested using a very accurate simulation program.
Experiments showed good agreement between simulation and
amalytical results.

Analytic queueing models and simulation queueing models
80 hand in glove. We have pointed out that, when we are try-
ing some new technique of analysis it is useful to ‘cross check
that analysis with the results of simulation runs. Also very
important is the use of analytic models to validate large simula-
tion programs. It is often the case that a simulation program
will be thousands of lines of code (in Simscript, say) and the
modeler is faced with the question of whether or not this
emsormous program actually models the system in question.
Now it is often the case that the logic of the program can be
tested by comparing its results with an analytic model when
the program parameters are set to correspond. That is, much
of the complexity that cannot be handled in analytic models
smay appear in the simulation as parameter settings. When the
parameters are set to certain values the simulation may be
modeling a Markovian network of queues for which we can
amalytically predict the behavior. If the simulation produces
correct results for this case then one is inclined to believe that
the results for other parasmeter settings are also correct. An
example of this approach can be found in [62].

When we perform a simulation we usually gather statistics on
certsin variables that we wish to measure (queue lengths,
transit times, * - *). But these statistics are not very accurate
since they are derived from highly correlated samples. Their
proper interpretation requires the use of time series analysis
rsther than classical statistics. It i3 all tov common, however,
to find that simulation results are quoted for a single run of
each desired experimental point. Simulation languages often
gather statistics using models based on classical statistical
theory. However, a correct approach requires the experi-
menter to obtain a large number of independent samples
(40 to 100 samples, say) if classical analysis is to be used to
estimate the mean of some measured quantity and to place a
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confidence interval around that estimate. This would involve
thousands of computer runs each of which may be several
hours long. Few people can afford this; and the typical
strategy is to take the one observation as correct. There are
very many problems where this will work, but it is fortuitous
and modelers must beware of extrapolating such successes.

An alternative scheme is to break the simulation run down
into several “subruns” in which statistics are separately
gathered. These runs hopefully are independent. The problem
is to be sure of this. Recent work by Crane and Iglehart [ 14,
[15) and by Fishman [21], [22), [23] helps us here. They
carefully explain the problem and suggest the use of “regenera-
tion points™ to obtain independent samples. The basic idea is
that systems retum periodically to certain configurations and
that the behavior of the system after reaching such a regenera-
tion state is indef endent of its behavior prior to entering that
state. Thus by taking separate samples during the cycles be-
tween entry into the regeneration state one obtains the re-
quired independent samples that permit the use of the simple
classical statistical tools. The most recent work by Fishman
[ 23] offers practical guidance here.

Regeneration points are not a panacea. The problem is that
the cycle time between reentry may be too long for practical
application. Consider a system with 10 queues each with
finite waiting room for 10 customers. There are 10'° possible
states! Nevertheless, the above referenced material is impor-
tant reading since it offers useful insight into the problem of
establishing confidence in our simulation experim 2nts.

These problems are one reason that analytic iu. dels are to be
preferred to simulation if they can be used. They give results
much more cheaply, even if several weeks are required to
develop the model. Furthermore, they aid our intuition. It is
much easier to comprehend the implications of even the most
complex formulas than it is to comprehend the meaning of
8000 lines of Simscript code and a basketful of output tables"
Both tools are needed.

Finally, a novel approach known as hybrid simulation, is
worth mentioning. Basically, the idea is to combine both
discrete-event simulation and mathematical modeling in an
attempt to achieve good agreement with the results of an
equivalent complete simulation model, but at a significantly
lower cost. This approach is possible if the frequency of state
transitions of some portions of the system is much higher than
those of other portions. Then the high-frequency events are
accounted for in a computationally efficient analytic submodel
while the relatively infrequent (and often more complex)
events are accurately simulated. Parameters are exclanged
back and forth between the various submodels. Hybrid models
have been successfully applied for the analysis of computer
systems [10a], but have not yet been widely used in computer
communications systems.

111. MEASUREMENTS

Manfred Eigen wrote: “A theory has only the alternative of
being right or wiong A model has & third possibility - it might
be right but irrelevant” [17]. Indeed, most if not all of the
modeling work is hased on simplifying assumptions without
which the analysis becomes intractable; and with these assump-
tions we run the risk of providing results which do not exactly
conform to the real situation. “lrrelevant® is perhaps too
strong a word: in the absence of a real system (that is, in the
early design phase) analytic and simulation models are the
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only tools available to guide us in first implementations. But
once the system is built, measurements allow us to gain valu-
able insight regarding the network usage and behavior. They
provide a means to evaluate the performance of the opera-
tional protocols employed and the identification of their key
parameters; they allow for the detection of system inefficien-
cies and the identification of design flaws; when used to im-
prove network design, they are a valuable feedback process by
which existing analytical models are validated and/or improved,
and in which design defliciencies are detected and subsequently
corrected. Thus contrary to early designed computer systems
which did not allow sufficient freedom in experimentation,
and in line with Hamming’s observation that “it is difficult to
have a science without measurement,” elaborate measurement
facilities constitute an integral part of all experimental and
many operational computer communications systems of today.
Basically, the measurement task consists of identifying the
measurement functions with respect to the system and devising
the measurement facilities required to support those functions
under the constraints that the system imposes. In this section,
we_shall first review the basic measurement tools, their capa-
bilities, their limitations, and their applicability to and imple-
mentation in different network environments, namely, land-
based wire nmetworks, satellite networks, and ground packet
radio networks; next, we shall show the importance of well
designed experiments in satisfying the many measurement
goals.

A. Measurement Facilities

Although the objective of measurements is basically the
same for all types of networks (wire, ground radio, or
satellite), several factors exist which do not allow for a simple
transfer of measurement iacilities from one to the other. The
techniques may very well be the same, but the implements-
tions ~f these tools will have to be compatible with the
particular system’s design and comply with its limitations.

Most of us are now familiar with land-based wire packet-
switched networks and their structure; the switches are mini-
computers which provide the store-and-forward function and
handle routing and error control; typical examples are the
ARPANET [79] (in which the nodal switch is called the IMP),
the Cigale Network [76a], TELENET [75a], DATAPAC
[10b]. Satellite and ground radio networks, however, are far
less common than wire networks and a brief introduction here
is in order. In a satellite system (an example of which is the
SATNET [33], {43], a node is basically a minicomputer
switch similar to the ARPANET IMP interfacing with the
satellite channel by means of satellite radio equipments. All
nodes share a common satellite channel via some access
scheme. In a ground radio environnient, the issues are
somewhat more complex. Besides the original but simple

onehop ALOHA system at the University of Hawaii, the only’

and prominent example of a fully distributed radio network is
the ARPA Packet Radio Network (PRNET), a prototype of
which has already been deployed in the San Francisco Bay
Area [44], [45]. There are three basic functional components
in the PRNET: (i) the packet radio terminals which are the
sources and sinks of traffic, (1i) the packet radio repeaters
whose function is to extend the effective radio range by acting
as store-and-forward relays; and (iii) the packet radio stations
which provide global control for the network of repeaters and
act as interfaces between the broadcast system and other
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computers or networks. The repeater is called a packet radio
unit (PRU) and consists of a radio transceiver and a micro-
processor. It receives and transmits packets according to dy-
namic routing and control information provided by the sta-
tions. For simplicity and uniformity of design the PRU is also
used as the front-end of terminals and stations interfacing
them with the radio net.

Although the PRNET utilizes the technique of packet-
switching, the packet radio measurement facilities are unique
with respect to the system constraints [87]. These constraints
are in large part due to the desire to keep the components
small and portable, to the limited speed of the microprocessor
(which in turn is due to the assumed limited power supply
available in some military applications) and to the limited
availablc storage at each PRU. The overhead placed on the
PRU is also of utmost importance in evaluating the feasibility
of a measurement tool and of the collection of data in support
of a measurement function. In particular, due to the broad-
cast nature of transmissions, the transmission of collected
measurement data not only introduces overhead over its own
path, but causes interference at all neighboring repeaters
within hearing distance and creates additional overhead on
those PRU's activities. The development of the measurement
tools in the PR Net is an excellent illustration of the iterative
design process involved whereby a balance is sought between
supporting the measurement functions and satisfying the sys-
tem constraints, thus making sure that the network communi-
cation protocols allow the implementation and proper func-
tioning of those tools. Specific examples will surface in the
sequel substantiating this statement.

We now describe the various types of statistics used, and
the artificial traffic (and noise) generators needed in measure-
ment experiments and the various techniques available for data
collection.

1) Cumulative Statistics (CUMSTATS): Cumulative statis-
tics consist of data regarding a variety of events, accumulated
over a given period of time. These are provided in the form of
surns, frequencies, and histograms. In the ARPANET, for
example, cumstats are collected in each IMP and include a
summary of the sizes of messages entering and exiting the
network [12], {511, the number of IMP words, the number of
control messages, etc. “Global” traffic data are also collected;
they are referred to as round-trip CUMSTATS; they include
the number of round-trips per possible destination and their
delays. .

In the PRNET, distinction is made between cumstat data
collected at the PRU’ (which provide information about the
local environment and behavior such as traffic load, channel
access, routing performance and repeaters’ activity) and those
collected at the end devices (which reflect more global net-
work behavior such as user delays and network throughput).
A detailed list of the data items of interest in PRNET experi-
ments can be found in [87]. . '

The implementer may add the flexibility of tailoring to
some degree, the content of the CUMSTAT to the require-
ments of a specific experiment. In SATNET, for example,
most of the items in the CUMSTAT message are optional and’
may be requested by the experimenter at the beginning of the
experiments. The advantage of this solution is to make avail-
able a very large set of measurements, without the line and
processor overhead usually required to construct and transmit
long CUMSTAT messages.
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2) Trace Statistics: The trace mechanism allows one to
literally follow a packet as it flows through a sequence of
nodes and thus trace the route it takes and the delays it en-
counters at each hop. In the ARPANET, selected IMP’s whose
trace parameter has been set gather data (at the IMP’s them-
selves) on each (trace marked) packet and send this data to the
experimenter ai the collection point as a new packet. Trace
data consists of time-stamps related to the time of arrival, the
time of transinission, and the time that the acknowledgment is
received [12). While the above implementation has been
possible in the ARPANET, in a PRNET, the collecticn of trace
data at the repeaters is prohibited by the limited size of storage
in the PRU. To overcome this problem, a new type of packet
called the pick-up packet has been introduced {87). Pick-up
packets are gencrated with an empty text field by traffic gen-
erators at end devices. As these packets flow normally in the
network according to the transport protocols, selected re-
peaters gather the trace statistics and store them within the
text field of the pick-up packets themselves.

3) Snapshot Statistics: A Snapshot provides an instanta-

neous look at a device (IMP, PRU) showing its state with
regard to various queue lengths and buffer allocation. Al-
though this information can be obtained by a time sequence of
state changes, the snapshot technique is preferable in that it
reduces considerably the ovcrhead and artifact caused by col
lecting and sending the statistics too frequently. In the
ARPANET, snapshots also include the IMP routing table and
its delay table. The correlation of these with other collected
statistics will help explain abnormal or unexpected behavior.
In the PRNET, the stations play a central role in providing
some degree of global control for the operation of the entire
network. They contain tables describing the network con-
nectivity, the repeaters states and their parameter values.
Changes in appropriate tables are time stamped and collected
as the stations snapshot functions.
" 4) Artificial Traffic Generators: Artificial traffic generation
is clearly a requirement of any exps-imental system. In the
absence of real user traffic, the expcrimenter is thus given the
ability to create streams of packets between given points in the
net, with specified durations, inter-packet gaps, packet lenghts,
and other appropriate characteristics. In the ARPANET, the
IMP’s message generator can send fixed length messages to one
destination; in the PRNET a higher level of flexibility is imple-
mented: each traffic source (at terminals and stations) can
provide one or more streams of both “information” packets
and/or pick-up packets, each with a specified packet Iength,
frequency, destination and duration. In SATNET, each station
may generate up to 10 independent streams of artificial traffic,
each stream having its own characteristics (g2neration rate,
packet length, priority, etc.). Furthermore, the generation
rate of a stream may be changed to preset values at preset
times during an experiment. For example, the generation rate
of a station may be set to O in the interval (0, Ty ); to 1 in (T,
To + AT); and again to 0 in (To + AT, ). The result, in this
case, is a pulse of amplitude | and duration AT, at time T.

5) Emulation: In most initial experiments, the system under
investigation consists of a limited number of elements, thus
placing severe constraints on the experimenter in his attempt
to understand the system behavior in future and more realistic
environments. This makes it desirable to emulate in a single
clement the traffic that would be generated by several separate
sources. An interesting example of multiple node emulation is
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offered by SATNET. The physical configuration of SATNET
consists of 4 stations, a number too small to carry out any
meaningful type of stability experiments. The experimental
capabilities in this direction were consideraily expanded by
implementing in each real station 10 “fake” stations equipped
with al! 1he essential protocols to permit theit indep~né.at
operation.

6} Network Measurement Center--Control, Collection, -~
Analysis: The need for contiolling the measurement Facilities.
and collecting and analyzing measurement data, gives ris~ to
the notion of a network measurement center (NMC). Ferae
three above mentioned networks (ARPANET, PRME1, a-d
SATNET), for example, the University of Californiz a: Los
Angsles (UCLA) has been successfully playing the role of
NMC. For the French Cigale network, the measurement ta.«
is being undertaken by IRIA [35).

In the ARPANET, messages are sent to a background pro-
gram in the IMP to trigger the necessary parameter change; in
fact, once an experiment is specified, ihese messa~-" are
automatically formatted and sent by a set of prograr n-
structed at the NMC. Conversely, measurement ! is
gathered at the various sites, formatted and routed to | A-
NMC where it is stored and analyzed. Similar techniqi e
employed for the PRNET and SATNET while usii: he
AT PANET to communicate with the measurement fi < ies
and to transport the data back. In the PRNET, in par- ar,
it is through the station that the initiation and termina of
measurement experiments is controlled. When provided with
the appropriate commands, the station enables and disabies the
CUMSTAT and Pick-up packet functions at the PRU’s and
assigns to the various clements the intervals for CUMSTAT
collections, and to the artificial traffic generaiurs their corre-
sponding parameters. At the present time, it is aJso to the
station that all measurement data is destined; upon arrival at
the station, the data is time-stamped and stored in a sing}
measurement file for shipment to UCLA-NMC where off.e
reduction and analysis is performed.

It is possible that if enough care is not taken, the collection
of measurement data at a network measurement center will
create overhead traffic on the network, and serious consider-
ations have to be made as to the techniques used. For an illus-
tration, let us limit the discussion here to the PRNET context,
and consider specifically the collection of cumulative statistics
at the station using the PRNET itself. Two ways can be
thought of to achieve the transport of the data. One method,
called the Automatic method, consists of having the PRU
form, at the end of cach CUMSTAT interval, a measurement
CUMSTAT packet which is time-stamped and transmitted to
the station. The second method consists of having the station
issuc at regular intervals executable packets (control packets
with code to be exccuted at the destination PRU) called
Examine packets, to PRU’s; these collect the time4tamped
CUMSTAT data and return to the station. Both methods are
certainly valid; but since for analysis purposes, it is strongly
desirable for the CUMSTAT data received at the station to
correspond to equal length time intervals at the originating de-
vice, the automatic method in conjunction with a reliable
transmission protocol between the PRU’s and the station is
preferred. With the Examine method, variable length intervals
will occur since Examine packets, even though sent at regular
intervals from the station, are subject to network random de-
lays en route to the PRU and subject to the possibility of loss
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in either direction. Analysis of these collection methods and
the overhead they impose appeared in (86]. Also, to alleviate
the congestion arouna the station due to the convergence of
(i) traffic normally flowing through the station, (ii) control
traffic carrying information needed at the station, and (iii) mea-
surement traffic, it is not unlikely that the future design will
use a separate station remote from control stations for the sole
purpose of measurements and other less vital system functions.
In fact, in recent experimentations with the CIGALE network,
to prevent any interference with the operational CIGALE
traffic, the IRIA measurement group went to the extreme of
installing a measurement laboratory isolated from the network
[35]. Such a setup was perfectly adequate for their need,
namely measuring the performance of line protocols in an en-
vironment of somewhat limited complexity.

7) Network Control Center—Status Report, Monitoring, and
Controi: In addition to the measurement effort which is pri-
marily for experimentation and performance evaluation, cer-
tain measurement data can be of vital importance to the
proper operation of a network. With the notion of network
control emerges also the concept of a network control center
(NCC). In the ARPANET, each IMP sends periodically a status
report to the NCC containing various data such as the up-down
status of each HOST and channel, a count of the number of
packets entering each IMP, and other statistics regarding each
channel and the traffic it carries. Data is processed at the NCC
creating summary statistics and advising the operator of fail-
ures. Network monitoring and control is even more significant
in a PRNET where, in order to satisfy the constraints imposed
by the repeaters, one or more station have the responsibility
for distributed control over an entire region of the network
(reliability is achieved through redundancy). To carry out this
responsibility, the station requires various indications of net-
work activity and performance. Some of this information is
acquired from incoming traffic, but much of it is specifically
ootained by having monitoring procedures collect, from the
various devices, a subset of the measurement items. These
will assist the control and routing algorithms implemented at
the stations in taking the proper actions.

B. Measurement Experiments

Afte: having described the types of measurement tools,
available in packet networks, we proceed to show how these
tools are selected and coordinated to carry out a specific ex-
periment. We first define the objéct of our experiment, i.e.,
the specific aspect of the network that we want to investigate
(e.g . channel access protocol in a ground radio network), along
with the goals of the experiment (e §., verification of correct
protce ol implementation). Then we select the performance
measures which best characterize the aspect of the network
under study (e.g., in a random access experiment we may
choose to monitor the number of retransmissions until success).
Finally, we select the appropriate subset of measurement tools
(e.g., CUMSTATS; Pick-up packets etc.) which permit us to
monitor the desired performance measures and, if necessary,
to follow step by step the various network operations. Thus
four ingredients come together to form an experiment: 1) the
measured object of the measurement; 2) the goals; 3) the per-
formance measures; and 4) the tools used in the experiment.

The complete list of experiments proposed for a given sys-
tem constitutes the so-called experiment plan. A preliminary
experiment plan is generally prepared before the implcmenta-
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tion of the network. Based on this plan, the network designer
and the experimenter agree on a set of tools that are adequate
to carry out the desired functions, and yet do not overtax the
system. Naturally, after network implementation, the experi-
ment plan is frequently revised using as feedback the results of
previous experiments. A new set of experimental requirements
may arise which were not anticipated during the preliminary
plans and for which there is no adequate measurement soft-
ware support. While this occurrence may be minimized by
careful preplanning (possibly assisted by analytical and simula-
tion models), a more general solution is the flexible design of
the measurement software 1o permit modifications and expan-
sions of existing tools to meet new demands.

An example of production interaction between measurement
planning, interpretation of the results, and new measurement
software design is offered by SATNET, the Atlantic experi-
mental satellite network. In SATNET the software was de-
veloped in stages, each stage having a different set of oper-
ational capabilities and measurement tools. This allowed the
upgrading of the measurement software at each step, based on
p. ‘vious experience. In particular, the traffic generator, a very
critical element in the testing of channel access performance,
underwent a remarkable evolution throughout the duration of
the experiments. In the original implementation the artificial
messages were subject to the ARPANET, RFNM based end-to-
end protocols [33]). Early measurement results showed that
this protocol structure was too restrictive in the presence of
large satellite delays and would actually trigger undesired
“capture” effects. A new generation, therefore, was developed
to provide a separate source of packets at constant rate. Later
on, during the experimentation of S-ALOHA channel access
protocols, the need was identified for a time varying packet
generation rate. This feature was also introduced making the
evaluation of ~.nannel stability properties much more effective.
More recenty, the generator in each station was upgraded to
generate & certain number of parallel packet streams, each
strearn having different rate, priority and message length char-
acteristics. This feature was used to simulate a diversified user
environment, necessuy to exercise the very sophisticated,
priority oriented, demand assignment protocols implemented
in SATNET (42]).

1) Objects of the Measurements: Let us return to the basic
ingredients that define an experiment. First, we focus on the
object, i.c., the aspect of the network that we want to test.
Here the following classification may be found useful.

a) Experiments on communications subnet protocols:
These experiments may be directed to the study of specific
network protocols (e.g., routing protocol; acknowledgment
protocol; source-destination node protocol [52]) or may in-
volve the interaction of all the protocols (global performance
evaluation). Generally, only artificial traffic is used in this
phase to better isolate the behavior of the protocols from user
related effects.

b) Experiments on user behavior: We are interested in
determining user traffic characteristics (traffic pattern; message
length distribution, etc.) which are independent of the subnet
itself. An excellent example of this type of experiment is
offered by the investigation of ARPANET user behavior by
Kleinrock and Naylor [51].

¢) Experiments on user performance in presence of subnet
protocols: Here we want to study the performance of a Host-
to-Host (more generally, user to user) connection across a
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packet network. Typical examples of such experiments in-
clude the evaluation of the quality of digitized speech trans-
mitted through a packet network, and the evaluation of Host-
to-Host protocols [6).

d) Experiments on nodal processor performance: We are
interested in détermining throughput, delay and reliability
characteristics of a nodal processor which supports given
protocols. This set of experiments differs from the subnet
protocol experiments in a)in that we want to assess the
limitations of hardware and software implementation of the
protocols, rather than the intrinsic limitations of the protocols
themselves. Clearly, in an operational network, the subnet
performance will depend both on protocol design and hard-
ware and software implementation. An example of expeni-
ments aimed at the nodal processor evaluation is the series of
throughput tests performed on the ARPANET IMP [71]).

Undoubtedly, the majority of packet network experiments
reported so far in the literature fall under category a). This is
explained by the fact that the packet technology is still young
(especially in the satellite and ground radio areas) and there
are many performance issues to be clarified at the internal net-
work protocol level before considering higher level protocols.
Generally, internal subnet performance is better studied in a
controlled traffic environment (i.e., artificial traffic generators)
rather than in a real traffic environment. There is a growing
interest, however, in the experimental evaluation of end-to-end
performance as seen by the user and of the interaction of sub-
net protocols and higher level protocols (i.e., type c) experi-
ments). The recent experimental networks are promoting both
subnet and end-to-end experiments. In SATNET, for example,
one of the important experimental issues is the performance of
the TCP protocol (a Host-to-Host level protocol) [10] in
presence of different channel access schemes. In this case,
TCP experiments are carried out using specialized measure-
ment facilities in the Hosts.

User behuvior (type b)) and nodal processor -performance
(type d)) are generally given more attention in an operational
environment than in an experimental environment. In fact,
the main goal of an experimental network is to demronstrate
the validity of a new communications concept. This evaluation
is usually carried out independent of the actual hardware
implementation of the nodal processor, and assumes very gen-
eral user traffic chzracteristics. (Clearly, after having verified
the validity of the communications scheme, some analysis of
the actual user behavior, and a rigorous testing of the com-
munications hardware and software is necessary before com-
mitting to a full scale operational net).

In contrast to experimental networks, the main goal of an
operational network is to provide reliable service to its users.
Therefore, the network manager must constantly monitor the
trends in the user load profile and must be aware of the hard-
ware and software limitations of the existing equipment in
order to plan appropriate system expansions/modifications.

2) Measurement Goals: As we mentioned earlier in this sec-
tion, measurements in an experimental network are motivated
by one or more of the following goals:

a) Software verification: Although the implementor gen-
erally performs a systematic checkout of each software com-
ponent before release, it is advisable that the experimenter test
the software after field installation, to make sure that it oper-
ates according to the specifications.

b) Performance evaluation and verification: System per-
formance is evaluated to determine whether the system meets
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the original design goals, and eventually to identify the appli-
cations for which the system can be effectively used. Mea-
sured performance parameters are compared with modeling
results to verify the validity of the models.

¢) Feedback for system design iterations: In a complex
system, some of the parameters which affect performance may
be properly tuned only using experiments on the real system,
since analytical and simulation models are too limiting and do
not possess the required accuracy.

d) Study of user behavior and characteristics: In their
simplest form, user behavior experiments are intended to assess
important user attributes (e.g., traffic pattern; degree of bursti-
ness etc.) that may impact network design. In some cases,
user behavior may also be monitored to determine the effect
of network protocols on user characteristics. In the SATNET
packet speech experiment, for example, one of the issues cur-
rently being investigated is the effect of long satellite delays
(which vary according to the access scheme) on speech statistics
snd, more genenlly, on user behavior in dialogues as well as
conferencing situations [43].

3) Performance Measures: The performance measures of a
system (or part of a system, or of a procedure) are those pa-
rameters, or sets of parameters which best characterize and
quantify the performance of the system in a real operating en-
vironment, and which permit comparison of the system with
other systems performing similar functions.

The traditional performance measures used in most data
communications models and experiments are the average delay
and the average throughput (under a given offered traffic
pattern). These measures are always available, in one form or
another, from the CUMSTATS messages and probably offer
the most straightforward means of evaluation and comparison
of different systems, without requiring the detailed knowledge
of the internal mechanisms. For these reasons we may refer to
throughput and delay as the basic measures in the set of possi-
ble performance criteria. The average delay measure may of
course be refined by introducing histograms (in addition to
mean values). This feature, however, often proves to be very
costly in terms of nodal processor requirements, and is rarely
implemented. An exception to the general rule is offered by
SATNET, in which the capability to measure delay distribu-
tions was deemed essential for the thorough evaluation and
understanding of priority and delay class disciplines {42). In
SATNET, however, to limit storage and processor overhead,
the experimenter is required to specify for each experiment
the appropriate range and quantization subintervals in which
histograms must be collected.

Delay and throughput, although conceptually simple to de-
fine, are not always so straightforward to measure. For ex-
ample, end-to-end delsy cannot in general be measured in a
distributed network due to the lack of clock synchronization
among the nodes. The common substitute for end-to-end de-
lay is the round-trip delay, i.c.. the interval between transmis-
sion of the data packet and reception of the acknowledgment
from the destination. This approach is currently used in
ARPANET. Clearly, the round-trip measurement divided by
two provides only an approximation to the one-way delay
measurement, since data packets have different length and

'(possibly) priority than acknowledgment packets, and some
additional delay may be incurred at the destination before re-
turning the acknowledgment.

A more accurate measurement of one-way delay may be
obtained with the Pick-up packet. Each packet is stamped
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with entry and exit time at each intermediate node. The total
delay is then the sum of the times spent at each node‘(which
are reported in the pick up packet) and the transmission times
on each hop (which can be accurately computed). Some im-
precision, however, may still exist due to time gaps between
the actual arrival/departure of a packet and the time stamps.

An exact measure of one-way delay is possible only with
time-synchronized nodes. This is generally the case of the
nodes in a packet satellite network, which must be synchronized
in order to properly schedule packet transmissions to the
multiple access channel (an exception, of course, is the case of
the pure-ALOHA satellite system, in which no synchronization
is required). In particular, the nodes in SATNET have
synchronous clocks and therefore permit exact one-way delay
measurements [33].

Some complications may also arise during throughput mea-
surements, especially if throughput is measured as the sum of
all packets successfully received at the destination. In this
case, the measured throughput will include also duplicate
packets (generated by the network because of missed acknowl-
edgmants, and therefore will be higher than the actual through-
put seen by the user. Duplicate detection is, of course, per-
formed by user level protocols and, in some cases, by network
protocols (e.g., ARPANET). However, artificial traffic gener-
ators and sinks in the network are generally not equipped with
duplicate detection protocols. Thus the experimenter has to
carefully filter out duplicates from the measured throughput
using some additional information (e.g., measured channel
errors etc.).

The basic delay and throughput measures have some limita-
tions, especially in those experiments aimed at gaining insight
into a specific procedure. 1n such cases, the basic measures
must be complemented with specialized measures. A typical
example of specislized measure is the count of the number of
times a loop is detected on a path from origin to destination:
this measure is an essential complement to average throughput
and delay in the evaluation of adaptive routing policies [75}.
Similarly, in the PRNET the number of additional transmissions
beyond success incurred by a packet is used to measure the
efficiency of the Echo Acknowledgment protoc ' [87].

Besides basic and specialized measures, th. is another
category of measures which reflect some global sysicm propet-
ties not easily characterized solely by total throughput and
delay. These measures generally require the collection of a set
of different measurements during a properly designed experi-
ment and therefore may be referred to as composite measures.
A typical example of composite measure is “fairness.” Fair-
ness is the property of allocating network capacity among an
arditrary population of large and small users (i.e., users with
large and small traffic requirements) in a fair manner, without
favoring one class of users over another. One of the possible
definitions of fairness, proposed in [59], verifies the condition
that small users get a share of capacity equal to their demand,
while large users are all given the same allocation (which is
larger than the allocation of any small user). The boundary
between large and small users is determined by the condition
that the sum of the individual allocations be equal to the maxi-
mum network capacity. Clearly, the total throughput measure
alone is not a sufficient representation of fairness, since a
protocol may be efficient and yet unfair. For a better ap-
praisal of fairness one has to investigate the ratios between
offered rate and effective throughput fcr each user in a care-
fully desighed experiment. Other examples of composite per-

STATION 1
Fig. 6. S-ALOHA access protocol.

STATION N

formance measures are: congestion protection, stability, robust-
ness of network algorithms to line errors, and reliability of 8
network configuration with respect to component failures,

4) Designing an Experiment: The design of the experiment
is probably the most critical and delicate phase of the experi-
mentation process. Once the measurement object and the
goals are defined, we must identify a meaningful set of per-
formance measures consistent with our goals and with the
tools at our disposal. Experience shows that a bad choice of
performance measures and measurement facilities (e.g., inade-
quate traffic pattern; system parameters chosen outside of the
range of interest) may produce results irrelevant to the original
goals and cause a frustrating waste of efforts and resources.
The design of experiments should be carefully conducted and,
if possible, guided by analytical and simulation modela. _

To illustrate the various phases of the experiment design
process we report here the highlights of the SSALOHA tontrol
experiment carried out on SATNET in mid-1977 ($9]. First,
a brief description of the S-ALOHA access protocol is in order.

In the SSALOHA channel access protocol each station main-
tains two output queues as shown in Fig. 6. The new qu:ue
(for new packets); and the retransmit queue (for packets that
need to be transmitted because of previous conflict). All sta-
tions follow the same rules for transmission: at the beginning
of a slot the station will transmit a packet from the retransmit
queue with probability PR (retransmit gate). Only if the re-
transmit queue is empty, will the station then transmit a
packet from the new queue with probability PN (new gate).
If two or more stations transmit in the same slot, their packets
will collide and will mutually destroy each other. The senders
detect the conflict by monitoring the channel after a round-
trip time and promptly return a copy of the collided packet to
the retransmit queue.

1t can be easily shown that if several stations have data to
send at the same time and the ALOHA gate values are not
properly adjusted, the system may become congested, i.c.,
total throughput in the system may reduce to zero [56]. The
congestion situation will persist for a prolonged period of time
even if the external traffic sources are removed. To overcome
this congestion problem, a distributed stability control algo-
rithm was impicmented in SATNET [31]. The algorithm
dynamically controls the ALOHA gates based on channel load
observations, and implements a set of gate values which are
optimal for the current traffic problem. One of the objectives
of the SSALOHA experiment in SATNET was to evaluate the
performance of the controls, namely their performance at
steady state and their ability to prevent congestion. Regarding
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Fig. 8. S-ALOHA (controlled) measurements. 10 stations.

the network configuration, it w~< soon recognized that a large
user population was essential in a stability experiment. There-
fore, a variety of test configurations with number of stations
varying from § to 30 were defined. As explained in Section
HI-A, only a few of these stations were real stations, while the
remaining stations were emulated in the software of the real
stations (fake stations). The best traffic environment to probe
stability was found to be the superposition of a stable back-
ground pattern (involving only a small number of stations) and
a traffic pulse of short duration, during which all stations are
active. This traffic pattern would induce a sharp degradation
of throughput immediately after the pulse, followed by a slow
recovery to preexisting performance values.

In order to characterize stability, the following measures
were chosen: average throughput before the pulse, time to re-
cover after the pulse, and average throughput during the
recovery period. The rationale behind this choice was the need
to monitor performance both at steady state and during the
recovery period, since both situations are of great concern to
the user. Clearly, a simple measure of throughput averaged
over the entire duration of the experiment would be grossly
inadequate.

Another important set of decisions in the planning of the

experiment involved the selection of the stability control pa-
rameters. These were chosen on the basis of existing analytical
and simulation resuits [31) as well as previous experiments
carried out in steady traffic conditions.

The main results of the experiments are summarized in Figs.
7 and 8 [59). Fig. 7 shows the measured throughput per-
formance S (packets/slot) as a function of time ¢ (in slots) for
a 10 station, uncontrolled S-ALOHA system, with fixed gates
PN=PR =0.5. The traffic pattern is the sum of a steady load
consisting of two stations active all the time with rate R = 1
pkt/siot, and a pulse pattern of 20 slot duration, in which all
stations are active. From Fig. 7, we notice that the average
throughput before the pulse is S =0.5, ie., the theoretical
optimum in a 2 station system. The introduction of the pulse,
however, causes the throughput to collapse to zero, confirm-
ing the well known tendency of uncontrolled systems to be-
come unstable.

Fig. 8 shows the measured throughput performance for a
controlled S-ALOHA system using the same traffic environ-
ment as in the previous experiment. Recovery from the effect
of the pulse is completed in the controlled system in 1000
time slots (analytical calculations also show that recovery in
the controlled system would have required about 1000 time
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slots, while recovery in the uncontrolled system would have
required on the order of 100 000 siots!). Performance before
the pulse and after recovery (steady state) is nearly optimal.
The above sxperiments, and similar ones, led to important
quantitative conclusions regarding the need for controls in

S-ALOHA systems and the performance of specific control

procedures implemented in SATNET. The success was not in
little part due to the careful design of the experiments, namely,
the appropriate definition of the performance measures, and
the perfect matching of tools and measurex to achieve the
proposed goals,

We mentioned earlier that a successful network experiment
is usually the result of carefully conducted modeling, simula-
tion, and measurement activities. Analytic models assist in the
specification of the experiment and the selection of parameter
ranges;simulation is an extension of analysis in that it validates
snalytic models and permits the evaluation of analytically in-
tractable protocols; measurements complete the experimental
cycle.

The Atlantic Pachet Satellite Experiment was no exception.
Analytical models for various channel access protocols were
derived [33]). When analysis failed, simulation was used. In
particular, the closed loop control mechanism proposed for the
stabilizagion of the S-ALOHA protocol was tested extensively
via simulation before implementation and before measurement
planning. Finally, measurements were performed on the sys-
tem. By this time, the experimenter already had a good idea
of the results that he should expect, since the same experi-
mental configuration had been previously evaluated via analysis
or simulation. This proved to be very rewarding, and per-
mitted tracing many of the discrepancies which arose between
models and measurements back to their origin—typically, a
wrong setting of the parameters, or a bug in the measurement
software. More rarely, the discrepancies were found to stem
from a different interpretation of the protocols by the imple-
menter and the experimenter, respectively. This generally
stimulated a productive discussion and reevaluation of the
protocol among the working groups involved, leading to the
adoption of the best alternative.

IV. OPEN AREAS AND CONCLUSION

Many advances in modeling and measurements of packet-
switched networks have been made since this concept emerged
in the late sixties. We have described in this paper many of the
basic techniques and illustrated their use by calling on specific
examples. It is clear, however, that we are far from having
answered all our needs. In the following we briefly discuss
some open areas, just to name a few, where more work is
in order.

Random access has been thoroughly studied in single-hop
environments. The performance analysis of multiaccess
schemes in (the more interesting) packet radio multihop en-
vironments has proven to be a rather difficult task; no simple
model exists yet for this more general problem, nor is there
any obvious way to translate the results obtained in single-hop
systems to multihop environments. The only analysis work re-
lating to this that has already appeared can be found in [89],
(911, (92).

In addition to the many design problems (topological, ca-
pacity assignment, routing, etc.—), network behavior is believed
to be greatly affected by the flow and congestion control algo-
rithms in use; the modeling and analysis of these techniques
are still in their infancy. Perhaps the most elaborate work so
far achieved consists of the analysis of a dynamic decision
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process relating the number W of messages outstanding in the
network to the destination buffer occupancy in an environ-
ment where the changes in W do not affect the network re-
sponse time [48). Unfortunately, such limitations in the
model render it only a first approximation. In sum, there is a
definite shortage of analytic work in this area. The measure-
ment of end-to-end protocols has been also extremely limited
due to the difficulty of synchronizing end devices and their
measurement facilities, and the difficulty in interpreting the
results which depend not only on the particular protocol
implementation, but also on the characteristics of the com-
munication subnet [6).

Although in this paper we have uniquely focused on packet
switched networks suitable mainly for computer-to-computer
communications, we observe today an important trend towards
the design of integrated packet-circuit switching communica-
tions to satisfy a broader class of users with a large variety of
traffic characteristics (interactive data, long files or facsimile,
real time data such as digitized voice, etc.—). The design and
analysis of such systems are only at their start.

Finally, we get to the problem of network interconnection.
It is all too evident that the behavior of a communication net-
work varies with its type (land based, ground rsdio, satellite)
as well as with the specific implementation and control tech-
niques used. The interconnection of networks exhibits the
need for a simple and accurate characterization and classifica-
tion of these networks and for the development of analytic
tools which help predict the performance of various intercon-
nection topologies. yoreover, measurement facilities which
allow for coordination, control and collection of simultaneous
measurements in several interconnected networks in view of
future internetworking experiments will be of utmost im-
portance. These experiments include among others the
evaluation of internetwork protocols and the end-to-end user
performance in a multinetwork environment.

Thus we conclude here that in this exciting area of modehn;
and measurements of dats communication networks, we are
still faced with many problems of the most challenging kind.
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i recefve. Traet 1dise their pickup pocket function can be cither
3 ?nabled or riisalleds when disabl: Jo any .;ickuo packets
é : rncountcred will be treated sinply as fnforrition packets. Cnly
.¢ (z , . o N
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vhen the pickup Frchet function has teen encltled

» respond by cotlecting und stering nodal data. .Ihe enabling end

{eot ling will be controtlcd Ly the station' me.sur(nent procéss "

’

ry

vie an St cuntrol pechety, in nuch the saue cunner 3s it con(rols

tae enilling oand cisalling of HLU cumulat1ve.stetistics' with the

-

& g L wastincticen tret Lnabhng the H' function \ntl r~ot require that a

- . L e e e LR T

rnnwcttion r“muiﬂ open until tNe funct1on is dis«tled

cefeult mode of the tit or ficld ind\:;ting the status of the FP.

) foenction in & ity will e tne “disebled” ncce.

tiv riruling ot PVichup Feclet Lireers

1 chyup Eacket Sourges. A TiU sill generate fpickup

[ (21

Us

[N

s L

-chets con torarene from tne staticn mezsurerent jrocess in amuch
(: the saur wey &3 it cener~tes informetion jachetes fhe corzxand
tror. tte stction contecins the infernation recdea by the TIU to
icfine the pecret streer (pocihet lengthe destinations afi2rétion
irutrsts, winduw sizee €tc). When oenerating Flss, an aSuitional
perarcter neel te inclucec: the initisl irternal FP  sequence

ririerfe ~“nd cf course cne rust heve inuicateo thet the strezm s

t¢ consictt of pichkup pachets rather than information packets.

€ o
vren seneréting the strear of pickup gaclets, the TIU aust
. ersent  tie 'rr cecuence ruatcre resctting it te 1 when st
€ 'i {ﬁecnes “tFF. [The kich-urder bit is reserved, as explained
v leleved /
]
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TIUs acting as picbup packet

cinks have thrte tunciions to perfcrmo ncne cf uh\:h 1nvolve e

ciscercing the pickup pachet!t The f:lst function is to store thei'
.. e . e . - . . e o™ t . 5 . .o ;-~'-, n'?" -y ',.“-, . o

Ccrrivel  tinme of the picku"'yacket‘in the tvo uords ‘reserved for

thot turpose in the "1n1t1al text” arcs. Tlhe second :is to set

_,the leftmost blt of thp ;\ckup packvt sequcnce number on.; IhiSﬁ;

. = . 3 S
=k INETIE SR N Y .. et e Ve T 3R T N e B 1 Lees i 0, wes

is to insure that a lou 56uuencc numtero' be1ng lOCdted in the*
f1rst text word of that pcckoto Hlll bk ke nIttakcn for P IIU”“
rezsurcerent Focket 1y; e code when the ;ucket is ¢ntered into the

staticn measurement fite. (1his bit ncy eguuvalently be set byh

tiie sTorcy Tali,)

The trird funct%on is to reliably celiver the Bou expendced
L ickup pocket to the stavion, This as perforiec by alterinc the
ty;e cout in the heecer cf the.pickUp jechet {ron “"pickup pachet™
te "informstion" ({:11), &na then reccurcssing the pecket to the
ctetiors, using the stition's wecsurewent SHP cennection to the

TiU fur relictle delivery.

Staticn lnteraction

te sfntion weesurerhntﬁ process rnrust @&dd ofe or ' tuo'
pirateters to its set of parameters that define TIU traffic
strea' s, it §fs nccessary to tell the TI1U (i) thet the traffic
lrean is composec of tPs, and (ii) }f cive the TIU the init
ickut packet secucnce numter (U001 tlrounh 7FFF). Since

Lrobebly be Jesiratile to have uniform fornats for control
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U thet ﬂofine tuafiic streanSa the stot\on Eéa'urentnt ;rocess

crobnlly uluhys send thc pafnﬁlle ”initial FP sequence numbera

- KN . tiie . = . . .“.

rovarflo s of the ty;c of strcam. lf thls is the casea then‘that

porancter con douvlle as the flag 1nd1coting ulether thc streen ﬁs

" to consist of jickup ;oclots or infornotton ;«c!ets: a zero Vulue |
" ' |

'inﬁicatlnq an information puckex strcam a non-zero value

indiciting both @ pickup pufkft §: E and ti' initicl sequence
wnters i inz - Hy N L ] .'.::_:;:.-__':,?;'

L e

tin:lly, tne station muct have & aeans of cnablung and
.Qiszliinf ;lr sick@r pac;ctkfunction fn FRig. This atility has
tet -tjects: (i) @ cielogue with the orerator specifying wthich
aUs &re tou be set - which way; and (i) aspro;riate'ﬁarémsfér

i .chets or asiitions to existing CuaStet garsneter péckets sent

te trte idc for controlting the paurercter. It & new pecket §s
uttd, then it should enter trhe mezsureccent file wunder the same

circurstunces o8 CurnStetl mexsurenent gackets Co.
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1¢=Jan-78 16:20:54=FST,6%¢9;C00°000L0DI0NY

Pate: 1t Jan 1672b 163(=-FST

From: STAMNL

Sut-ject:s Attn: Yip Guilicd

To: Garrett &t 11, Sunlin a2t 1851

ccs tlesha &t SAR)l-KLs Funzelman, Cerf at 181, Chus Tob2oi

Time

As yos will receéll from the Srl ncetino last monthes we were cOncerned
with the ltow incicdence of *T1¥=-1L7* relative to "RY-ING' reported in the
Trensceiver fctivity exreriment, anc we suonested that it may te the
result of san;line tias resultine frov the irplerentetion. To test the
first pert (tlzt it was caused by sardolinag tiat), we rdn an exzeriment
ttis ronth involvino only teo FhUs (3 station front-end and 2 terrinzl
front-end), nc F5¢ tréiffics and trensparant (non=-SPP) terrminsl trxffic
destined to ftself (via tne stetion forwarder). The traffic generator
was set «ith an interceneration qap of 0.2 seconds, and durina the five
minute collection sore 150D packets were sent. Assuming no retransmissions
(i.e. conflete tx success), the Srapshot "canture®” of the RY-INC ctete
in one PRU should on the averaae equal the “cepture” of the RX=-INK state
in the other PRU. (In fact, duc to the absence of other traffic (exce:t
for the 6N CurStst packets §in the outhound direction anr their HiH ond
ET1E _cks)e the EX=INC ancd TX-INCG stetes in edch of the FRUs should 2l
equal eachother.) The reasured results, however, shcwed a3 significently
hiaher capture of the RX-ING stzte over the TY-INC state. (RX=-INC is
gefined as Disposition/Status code of *CC', an? 1Y-1ING 2as code 'GA°'.

LLL pachets were at 100 KFES,] The tatle below surmarizes the results,
with t*e nurbers exorecsed 2s the prodability cft the transceiver Lteinc
in ttr given state,

RY=INF TX=1ING
Statiorn 025 .012
Terrinzl N rs 019

Note that the a2ssumdtion of perfect trensmissicn success favors the
hinher RX=-JANG stater, i.e. thet there were in fuct 2 sesll number of
retrarsrissions should nate the TX-IN- state sormewvtat greater than the
corresponcding KRX=310G state!

further czlculctiors show ties net just §n the TX-ING state vis-o-
vis R)-ING, but in the acsolute crotability of efther state as well.
Tnis is the reasd>niny: trte packets sere 75 words long (hesder and text).
lnclucing three words of prearble 2nd two for checksur, each PRU tx'ed
150C 3l-wor3 gackets, ancd 15C0 1¢-word tctive acks. At 100 X°PS, the
fcllosing relatiorchi;s exist:

15C0 full pkts rx®d & L.'D ms/pit = 7.20 sec's
150CC »ct acks P2'd & 2.5C rs/ubt g 3.f4L sec's suns = 11.04 sec's.

11.0% sec's over S minutes means the probataility of rx'ing is .NTE%,
which is 50X larger than the seasured results for KX-ING. (The sare
c:lculations are velic for TX-1%C, f.¢. protability should be .L30Z.)

The second part of the statement (that tte samplina biac is the result
0¢ ir;lescntation) is suogested by the “incomplete lccp” nature of the
AJ meanline cocde. Py dncomplete Loop 1 ar referring to the LOOg
structure of the code, and the fict that after servicino certain fvents
the ccide transferc back to the begirning of the loop rather than contiruin




on zroun” the ooy, Ttis not only reans that the section of the lorp,

'y whore o ctech occurs to see if ite time for 2 ¢narshot, it onlvy recchns

n unzer ¢ soreabat Linitecd set of circurctances (to whit, in the ateence
of events that cause 2 transfer bick.to the toj: of the loog), it :lso .0
recne that circunstances can collude to delay (via many trincfers bicvy
te the tor of the looj) the reactinc of the Snapshtet code. 1n fict, in

4 this exoerinent the Cuaftit intervol tire was cot to five seconde ard the
\ cenpsrteot interval to C.4 seconds, which should result in 12 t92 12 Snazshiont:
N tobter for each C(urttat rucket sent. 1In facts, an avercoe of “-10 "niagtor:
X were collected cduring this intervil, which in itself constitutes & cource
A of errcr in interpretince the resylte,

To cvercore this bias, we prorose o sorewhat different w2y ts collect
Snepstots (which is Laraely teken from our "Automatic Collection®” note ot
April, 1774),

ol
CHR RS

In the currect systet, whterecver the Snaccshet-chteck part of the woin-
- line lovod is reached, the elapsed time since the last Snanshot is
corputed and corpared with the Snrpshot interval; if the elapsed tire ic
Lirger thin the intervel, then 2 Snanchot it token. OQur nrososxzl is to
remove this loop-depenient check ana to take advantage of the harcware
cloch overflous interrurt. when the 2 usec hardware clock overfloas
(cverv 1314 msec)s, the interrunt btendler resgonds ty c2llinn the ~lock
routir-, wtich increwents the 131+ msec tic software clock. we [rojoss
tr ¢3' to this routine a sirile decrement of a counter, initizlly et

= to the Snapstect interval time. When the counter is decremented to zerc,
2 tna,shd>t ¢oulc be taken, cnd the counter reinitializecd.

| G s
-'.'-..'..

o
. .
P

Jisicina it I

Tec temorctrete that this mocification in fact reredies the tiacs
rrotler, & retest of the above bias sxoerirent would te run and anclyzed.
’ 11 this nesification is in fact a solution, and no other nroblens develo..»
them it cén Decone stonoaro for (25,

o e e
[}

telow 4stpeers some JMF=1¢ ccZe and comesents, this is orovided to clarif,
o tne mutificetions cdiscussed above rather than as 2 srecific desinn for
. i"rle~ent:tion.

o«
D]

(hote that, instead of decrementiny the Snapshot interval counter,
SSi%T(, frce the value of the decired interval to zero, the efficiency
of thte 152 cormmanc s ustec to fncrerent the counter frorm the neantive
of the g2cired vatue ur to zcro.)

. . -
.f...'-

N7 .'._ )

i <xzrcware cleck cverflow interrupt routinc...>

- 152 SSIMIL /decrenent ccunt of tics hetween Snapshots

A JubP  END snON=2¢rd3, ttus not yet time for a2 Snancant

- (W txesSSINT sSnezpshot tires reinit SSINTC counter

P~ (1 Fx,1 stwo's corrlerent, to make it negative (for the 1S7) ‘
1, $3,5SINTC Jre-init'ed ¢

- L £U,CLSTAT  ; its Snepshat timer, tut are Snapshots eqcoled? !

. tCC FOLEND ; nope, trench around next strt

» JIk  oCSSKPA cyups, take a snzpshot

FrLb: <exit clock overflow 1~terrurt routined

Q
)
-
.
=
hy
.

.
Ror. Kunzelren has informed us that Keith Klexba will be availahle to ™'
assist yous, 8S necessarys, in makiny 3 cassette tape for the POolc with

the mocifiea code. Keith is familior with our modification reconmenystic -

sne fee2l thet debudscoing the measurement code {s a priority iter, an< we
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will enpreciate your devotine the necessary enerpy to this effort.
¢ inforr us 2s soon 2s you can of your plan of actior,
I
Reczrdse

Ston § Fouad

®
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Proposed Procedures For

TIU Generation of Poisson Traffic Streams

Stan Lieberson
UCLA
October, 1978
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It is usual to approximate user traffic with a Poisson
generation process. Given a mean packet generation rate A, the

probability of generating a packet during interval k is defined
by

P Ake'l
rika) = S3— . (1)

This equation represents the various generation rates.
Intergeneration intervals, of course, are the quantities desired
for traffic generators. One can transform equation (1) so as to
produce intergeneration intervals; the resulting function taking the
form of an exponential distribution.

In the generation of artificial traffic, one would 1ike to
randomly sample intergeneration intervals from that distribution.
This can be done by_uniform random sampling from the interval (0,1)

and applying those samples to the equation

T = aFIn(1-r)] (2)

where r is a random sample from (0,1) and T is the corresponding
intergeneration interval.

Thus, the generation of packet intergeneration intervals is
now broken down into two parts: (i) generate a uniformly distributed

random number on (0,1) and (ii) use equation (2) to compute the

intergeneration interval. This second part requires the use of natural
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logarithms. Actually computing such logarithms can be avoided

by approximating the function -In(1-r) with a series of line
segments, and using linear interpolation of any point on a segment
to approximate the function value with 1ittle loss of accuracy..

A further efficiency can be introduced by generating uniformly
distributed integers on the interval (0,65535) as input to an
appropriately modified equation (2) rather than generating
floating-point numbers on (0,1).

Before one can begin the Poisson traffic generation, some
initialization must occur. This is most properly done at the
time a packet requesting a Poisson traffic stream arrives at
the TIU from the station. First, one must store A, the desired
mean intergeneration time, as a floating-point value, TMEAN.

This number may be sent either as the floating-point number of

TIU clock tics (if the station and TIU share the same floating-

point form), or as an integer number of time units, say milliseconds,
in which case a conversion need be performed from integer to
floating-point and from milliseconds to clock tics.

Next, a seed for the random number generator, NSEED, must

be chosen. The seed is to be of the form

8t +3 (t > 32) .

An aribitrary value for t might be selected by using the low-order
16 bits of the TIU's clock, modified as may be necessary to make it

non-negative and greater than 32. Also, the next random number,
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NEXTR, (initially the "last" random number) must initially be
set to NSEED.

Following this initialization, on2 is ready to produce
uniformly distributed pseudo-random numbers and their corresponding
Poisson intergeneration intervals. Note that the subroutine
calls for these two steps can be set up such that the four traffic
generators in a TIU are free to either share the same seed and
pseudo-random number sequence or to each use their own seed, and
in either case to generate traffic at their own mean intergeneration
interval.

In words and FORTRAN code, we have the following:

Initialization:

set TMEAN from station to floating-point TIU clock tics

grab low-order 16 bits of clock, store in NSEED

C TURN SIGN BiT OFF (SURELY DONE MORE EASILY IN ASSEMBLY CODE)
IF (NSEED.LT.0)NSEED=(NSEED+32768)+32768

C MAKE T>32 AND 8T+3 < 65536
IF (NSEED.GT.B]Q])NSEED=NSEED-(NSEED/8191)*8191

C THIS IS EASILY DONE IN ASSEMBLY CODE, AS IT IS JUST A MOD FUNCTION
IF (NSEED.LT.32)NSEED=NSEED+32

C SET THE SEED:
NSEED=8*NSEED+3

C INITIALIZE 'NEXTR'

NEXTR=NSEED




Now, to determine the next interganeration time:

CALL RANDOM(NSEED, NEXTR)
CALL POISS(NTICS,TMEAN,NEXTR)

where NTICS will be the number of TIU clock tics for the

intergeneration interval. The subroutines are:

SUBROUTINE RANDOM(NSEED,NEXTR)
NEXTR=NSEED*NEXTR

C (IGNORE OVERFLOW, USE RESULTING MOD 65536 RESIDUAL)
RETURN

Subroutine POISS includes the table used to approximate the natural
log function. The table requires two columns by 48 rows; the

first column contains the integers to compare with 'NEXTR', the

second column contains the associated function values. Since

column one contains integers and column two contains floating-point
function values, I will EQUIVALENCE the ta:le LOBGYEL {%8,.; with
its REAL name TBLLOG(48,2) so as 1o be able to distinguish below

betveen integer and floating-point arithmetic.

SUBROUTINE POISS(NTICS,TMEAN,NEXTR)

DIMENSION LOGTBL(48,2),TBLLOG(48,2)
EQUIVALENCE(LOGTBL,TBLLOG)

DATA LOGTBL / (see appendix A) /

search LOGTBL(*,1) using NEXTR. Should an exact
match be found, NEXTR=LOGTBL(L,1) for some entry

L, then:
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VAL=TBLLOG(L,2)

TICS=TMEAN*VAL

NTICS=IFIX(TICS+.5)

RETURN ,

otherwise, we find the nearest interval around NEXTR:

LOGTBL(L1,1)<NEXTR<LOGTBL(L2,1), L1=L2-1.

now we use the linear interpolation
Ry e S

VAL=TBLLOG(L2,2)+(TBLLOG(L2,2)-TBLLOG(L1,2))*
(FLOAT(NEXTR-LOGRVL(L1,1)) /
FLOAT(LOGTBL(L2,1)-LOGTBL(LY,1)) )

TICS=TMEAN+VAL

NTICS=IFIX(TICS+.5)

RETURN

£ ¢ne is willing to trade core for time, one can eliminate

the relatively costly

FLOAT(LOGTBL(L2,1)-LOGTBL(L1,1))

© computation by increasing LOGTBL to (48,3) with the third column defined

as follows:
TBLLOG(n,3) = FLOAT(LOGTBL(n,1)-LOGTBL(n-1,1))
s0 that the term (x2 - x]) in the linear interpolation becomes

simply TBLLOG(L2,3).

In any case, a FLOAT and an IFIX routine must be written.

-------
o ORI
-------



Appendix

A

Values for LOGTBL

@
n (n,1) (n,2) (n,3)
1 3277 0.0513 0.0513
» 2 6554 0. 1054 0.0541
3 9830 0.1625 0.0572
4 13107 0.2231 0.0606
5 16384 0.2877 0.0645
6 19661 0.3567 0.0690
7 22938 0.4308 0.0741
® 8 26214 0.5108 0.0800
9 29491 0.5978 0.0870
10 32768 0.6931 0.0953
11 36045 0.7985 0.1054
12 39322 0.9163 0.1178
13 42598 1.0498 0.1335
Py 14 45875 1.2040 0.1542
15 47514 1.2910 0.0870
16 49152 1.3263 0.0953
17 59790 1.4917 0.1054
18 52429 1.6094 0.1178
- 19 53740 1.7148 0.1054
® 20 55050 1.8326 0.1178
21 56361 1.9661 0.1335
22 57672 2.1203 0.1542
22 58327 2.2073 0.0870
24 58982 2.3026 0.0953
25 59638 2.4079 0.1054
°® 26 60295 2.5257 0.1178
27 60948 2.6593 0.1335
28 61604 2.8134 0.1542
29 61932 2.9004 0.0870
30 62259 2.9957 0.0953
31 62587 3.1011 0.1054
© 32 62915 3.2189 0.1178
33 63242 3.352U 0.1335
34 63570 3.5066 0.1542
35 63898 3.6889 0.1823
36 64225 3.9120 0.2231
27 64553 4.1997 0.2877
© IR AHBR1 4.6052 0.4055
29 £5044 4,8929 0.2877
40 65208 5.2953 0.Lu055
41 €5307 5.6550 0.35¢€
42 65405 6.2146 0.55¢%
43 65438 6.5023 0.2877
O,(-:d 4§ 65470 5.0078 0.4055
= N5 65497 7.41%6 0.5108
46 65523 .5173 1.06%7
47 65529 9.2102 0.6922
48 65535 11.0904 1.6802
©
) e A N N AT T A T 0 A AT
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Date: 25 Jan 1980 1723-PST (Friday)
From: Stan at UCLA-ATS (Stan Lieberson)
&7y Subject: ISIE Archivals

To:. su

Packet Radio Files archived at 1SIE <STANL> as of 11-Dec-7%

====:=========.:======:=:-::.=:x:::.::=================-._======:=====
Files "eginning: Refer to:
PRADIO Stesn’s routines associated with the driver for
reduction of raw data. {Does not include

Nayleor’s routines associated with the vnpacking
of raw data from the collection facility.)
User-oriented documentation (input., jycl)

iec available from Stan.

TDE Jeff’s data reduction routines for the
reduction of Traffic Distritution and
Cfficiency experiment data. (On-line
documentation, prepared by Jeff, is
on UNIX and is available from Stan.)

TAC Jeff’s data reduction routines for the
reduction of Transceiver Activity
experiemni data. (On-line documentation,
prepared by Jeff, is on UNIX, and is
available from Stan.)

NOS Jeff‘e data reduction routines for the
reoucttion of scmething, we’re not sure
exectly what. In any case it is quite
cimilar to the HBH routines, and apparently
concists of the HBH routines with some
modifications.

HEH Jeff’s data reduction routines for the
reduction of data from the Hop-By-Hop
experismnt, (On-line documentation,
prepared by Jeff, is on UNIX and is
available from me.)

ARPO&S- “Y" and "Y" versions of the PLIX compiler
version of the PRNET detailed simulation.

Note raw deta and much output have been archived locally on G-track
tapes, maintained by Stan.

Following are the files archived at ISIE:

PS: <STANL>ARPO&L5-SLE-GENXFPLIX. .1 archived on tapes 3992 and 3994
PS: CSTANL>ARPO65-SLE-GENYPLIX.. 1 archived on tapes 5104 and 5106
2G5: ¢STANL>PRADIO. FRMAP. § archived on tapes 4012 and 4015

FS: ¢STANLDPRADIO. PRINITI. 1 archived ai tapes 4012 and 4015
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% PS: <STANL>PRADIO. PRAM. 1 archived on tapes 4012 and 4015

ﬁ PS: <STANLPRADIO. PRADIO. 1 archived on tapes 401& and 4015
b PS: <STANLPRADID. COMMNT. 1 archived on tapes 4012 and 4015
.- PS: CSTANL>PRADIO. BADTYP. 1 archived on tapes 4012 and 4015
oy PS: <STANL>TDE. TOUTPUT. 1 . rchived on tapes 4015 and 4011

PS: CSTANL>TDE. TCUMMS. 1 archived on tapes 4015 and 4011
PS: <STANLZTDE. TCOMP. 1 archived on tapes 4015 and 4011
PS: CSTANL>TDE. OUTRPUT. 1 archived on tapes 4015 and 4011
PS: <STANL>TDE. INITI. 1 archived o~ tapes 4015 and 4011
PS: <STANLZTDE. CUMMS. 1 archived n tapes 4015 and 4011
PS: “STAML>TDE. COMP. 1  archived o1 tapes 4015 and 4011
PS: <STANL>TAC. OUTFUT. 1 archivei on tapes 4015 and 4011
PS: <STANLZ>TAC. INITI. 1 archived on tapes 4015 and 4011 f
PS: <STAMNLZTAC. CUMMS. 1 archived on tapes 4015 and 4011

PS: <STANL>TAC. COMP.1 archived on tapes 4015 and 4011

PS: ¢STANLZHNDS. TOUTPUT. 1 archived on tapes 4015 and 4011
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. PS. ¢STANL-NGS. TCUMMS. 1 archived on tapes 4015 and 4011
= PS: <STANLZNOS. TCOMP. 1 archived on tapes 4015 and 4011
PS: <STANLLIOS. OUTPUT. 1 archived on tapes 4015 and 4011 !
PS: <STANLENGS, INITI. 1 archived on tapes 4015 and 4011
b PS: <STANLINGS. CUMMS. 1 archived on tapes 4015 and 4011
- PS: <STANL:NGS. COMP. 1 archived on tapes 4015 and 4011
., PS: <STAML:NBH. CUTRPUT. 1 archived on tapes 4015 and 4011
» PS: “STANL-HLH. NGUTPUT. 1 archived on tapes 4015 and 4011
PS: <STANL.HIH. NCLMMS. 1 archived on tapes 4015 and 4011 {
i PS: CSTANLLHEH. CUMMS. 1  archived on tapes 4015 and 4011 |
- PS: <STANL-HEH. COMP. 1 archived on tapes 4015 and 4011
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A Brief Description of the UCLA Packet Fadio etwork Simulation
o by Medy Elsanadidi, Stan Lieberson, and Fouad Tobagi
Packet Radio Temporary Note # 248
February, 1978
@
This document offers the reader a brief
C introductory description of the UCLA
PRNET simulation, currently in the latter
stages of development, which has teen
designed to closely and realistically
simulate the ARPA Packet Radio lNetwork.
" The network configuration, program
o structure, simulation parameters,
statistics collected, events, and data
structures used are all described in
molerate detail. It is assumed
throughout that the reader is faniliar
with the Packet Radio DMetwork 1in some
) deteil.
[ &
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Network Configuration

Topology. The simulation allows for one station, a
maximum of 255 PRUs, and a maximum of 255 terminal devices.
("-finitions as per PRTN 155A.) All elements are 1located at
points on a cartesian plane. Mobile terminals may'move along

straight lines or along arcs of circles.

Radio Channel. Radio connectivity is a function of

sender-receiver 1linear distance and of transmit power level.
Contention on the channel and the effects of the spread
spectrum technique are simulated so as to match what is known
about the effects of bit rate, receive power 1level and
time-capture on success or failure of correct recéive in the
PRNET. Channel access techniques are the three available in
the PRNET: CSMA, Aloha, and Disciplined Aloha. The code
simulating the channel connectivity and the code simulating
the channel access methods are each fully contained in one
routine each; this allows for their relatively easy

modification for testing of alternate protocols.

Protocols. Acking, labeling, and PTP routing are all
simulated as defined in the PRNET, CAP4. This includes H3H
and Active acks, ROP generation by PRUs and handling by the

station, label packets, and PTP routes.

Buffer Managément. Buffer management occurs in bRUs,

terminal devices, and in the station. In the PRUs buffers

. » - afat
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are managed according to the design implemented in CAPA4,
Again, programming modularity to allow for easy modification

of protocols is insured by having the PRU buffer management

~controlled by three routines that are separate from other

functions.

Terminal devices have individually selectable buffer
capacities, and the station buffer capacity is also a

parameter.

Simulation Program Sturcture

o
ot
b
<}
m
=

The PRHET simulation is written in PL/I, and is composed
of one main procedure, whose structure and flow is indicated
below:

PRNSIM: PROC OPTIONS(MAIN);
<{DECLARE simuation run barameters)
<read in " " i >
BEGIN: <DECLARE data structures, using sim. run parameters>
<initialize free lists, ete>
IF <this is a new rum
THEN <schedule station initiation zs
first event>
ELSE <get net/sim status of previous run>
<{schedule end-of-simulation event>
{go to event code indicated by event at top of

event list>
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