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other priority tasks, such as the deployment of Ft. Bragg packet 
radio network^ 
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f 'd   7* Simulation Activities: Two simulation packages have been developed, 

a detailed simulation which closely simulates the radio subnet, 
and a system-level simulation which aims at high level investigation 
of pertinent design issues. ^^ 

cO' 7*- Analytical Investigation:  It has progressed from studies of 
channel access schemes to packet hop transport system for multihop 
networks. Employing mathematical analysis and simulation, we have 
conducted studies in support of the PRNET design and implementation 
efforts, it^ 

Y inifi< Significant contributions have been made by the PRNET investi- 
gation efforts in support of the continuing evolution of packet 
radio technology. The reliance on simulation and measurement 
will likely expand with the increasing complexity of the subject 
model. A consolidation of the measurement and simulation facilities 
is thus considered crucial to the continuing investigation efforts. 
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I. INTRODUCTION 

This final report documents activities and accomplishments of 
UCLA Network Measurement Group for a continuing contract under 
the DARPA Contract Number MDA 903-77-C-0272. This contract- 
covering the period from July 1. 1977 to January 30. 1980, is for 
Measurement and Evaluation Studies of Packet Radio Communications 

Systems 

Under the auspices of Defense Advanced Research Projects 
Agency, the Packet Radio Network (PRNET) Project was established 
to investigate the feasibility of packet switching employing 
broadcasting transmission over radio channels and to explore the 
potentials of such technology. The PRNET Project has involved 
the efforts of a number of contracting institution. As one of 
the major participants, this UCLA Group has been responsible for 
PRNET performance analysis in support of the continuing evolution 
of PRNET Through earlier efforts, an experimental PRNET was 
constructed and installed in the San Francisco Day Area. In its 
development process, we defined the PRNET measurement functions, 
designed testbed facilities to support these measurement 
functions; generated a preliminary measurement plan, completed 
preliminary design of measurement data reduction programs as well 
as that of a detailed simulation program At the beginning of 
this contract period, the implementation of the measurement 
facilities was partially completed. The main purpose of this 
contract is to continue quiding the implementation of testbed 
measurement facilitier- developing measurement reduction programs 
and simulation progran,*. and to coordinate the employment of 
these tccls as well a«- analytical techniques to continue carrying 
out PRNETT performance analysis in support of the continuing 

exploration of packet radio technology 

We model the PRNFT as composed of a packet radio subnet 
consisting of a number of switching nodes, the PRUs. connected 
together via common channel radio links, and other network 
devices, the TIUs and a station, connected to the subnet via wire 
links to the PRUs The PRUs and the radio channel are considered 

comprising the basic resources of the subnet 

The central subject of our performance analysis efforts is 
PRNET throughput-delay behavior Other measure», e. g. , 
reliability, vulnerability, fairness, mobilty, are considered as 
constraints of OUT investigation The PRNET throughput-delay 
behavior is a function of many system attributes; 

A Channel Usage — The design of dynamic allocation and 
management scheme-i for the radio channel assures its efficient 
utilization Thete schemet include. bandwidth management, 
channel access policy, and modulation scheme 
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c. 

PRU Design — Processing efficiency and buffer availability of 
the PRU. the packet switch of the radio subnet, directly 
affect network performance. 

Operational Protocols — Network protocols at various level 
govern different operational aspects of PRNET. They include 
PRU transmission scheduling. hop acknowledgement and 
retransmission, end-to-end acknowledgement and retransmission, 
flow control. routing. congestion control. and monitoring 
functions The operational protocols constitute a major part 
of the network functions Their importance to the network 

design is self-evidence 

D Network Topology — Topology of a radio network, owing to its 
time-vaviant nature, plays a much different role from that of 
a point-to-point wired network 

There are a number of possible directions for extending PRNET 
capabilities Multistation and stationless operations extend the 
current PRNET design to accommodate the requirements for a larger 
geographical coverage and less vulnerable packet radio network. 
Internetworking offers further extension of PRNET capabilities 
through coordination with other packet switching networks. 

We take a bottom-up general approach to our investigation. 
Beginning with the basic network elements. eg, the radio 
channel and the PRU«. forming a single-hop packet radio subnet, 
our investigation has progressed toward the analysis and 
evaluation of multi-hop networks An understanding of the 
current PRNET will provide a foundation for investigation efforts 
to support the design and development for internetworking. and 
multi-station and stationless operations. 

For investigation technique, we coordinate efforts employing 
analysis. measurement. and simulation. Mathematical modelling 
and analysis have been used to establish basic principles and to 
guide the investigations Measurement experiments have been used 
for extracting system parameters. calibrating and verifying 
investigation results Simulation extends capabilities of 
measurement tools and analytical techniques to extensive 
enumerative studies, the study of large scale networks, and the 

study of design alternatives 

In the next section, we summarize our activities and 
accomplishments We suggest areas for future efforts in the 
final section. Each of the publications issued under the support 
of this contract and other internal documents cited in this 
report is reproduced and attached in the Appendix. 
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II. ACTIVITIES AND ACCOMPLISHMENTS 

The major activities ing this contract period involve the 
development of simulation programs and continuing guidance of 
testbed measurement facility implementation. For PRNET 
investigation, uie have continued the efforts employing analytical 
techniques Near the conclusion of this contracti simulation 
programs became available for use. The implementation of 
measurement facilities remains incomplete. The specific 
activities and accomplishments are discussed below 

1. Development of Measurement Tools 

We have  continued  guiding  the  construction,  testing, and 
updating   of  testbed  measurement  facilities,  and  have also 
implemented a series of measurement data reduction programs. The 
measurement facilities for PRNET testbed Cl] include: 

— Cumulative Statistics Collection Facilities: Cumulative 
statistics collection facilities are implemented in both the 
PRUs (for hop statistics) and the TIUs (for end-to-end 
statistics). They collect data regarding a variety of events 
accumulated over a specified collection period, and provided 
in the form of sums, frequencies, and histograms. Minor 
modification and updating according to the evolution in 

protocol design have been made 

— Tracing Facility Design of the tracing mechanism calls for a 
special type of packets, the Pick-Up Packets These packets 
gather routing and delay statistics while passing through the 
network obeying the transport protocols In PRTN#237 C2D, we 
have documented its specification. It can be a useful tool 
for statistics collection and system debugging Its 

implementation has yet to be completed 

— Snapshot Statistics Collection Facility: Snapshot statistics 
are collected in the PRUs and the station. The snapshots 
describe instantaneous states of the PRUs. The implementation 
of snapshot collection facility has been completed. Through 
experimentation, a statistics biasing problem was identified 
C3] Changes were implemented to eliminate a portion of this 

b ias 

— Experimental Traffic Generators: They allow the generation of 
artificial traffic streams from designated TIUs for pre- 
defined destinations and packet length. For arrival process, 
we have recommended the implementation of constant» feedback 
dependent, and Poisson arrival processes The presently 
existing traffic generation is feedback dependent. An 
algorithm for the efficient generation of Poisson  traffic  in 
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TIU hat bten specified [43. 

— Station Measurement Process: For tingle station PRNET 
operation» the ttation provide* central control for the entire 
network It was therefore logical to embed the control of the 
execution of network measurement functions in the ttation. It 
controls« for example/ initiating and terminating experiments« 
enabling and disabling statistics collection facilities. It 
is to the station all measurement data destined« time-stamped« 
and stored for off-line reduction. It it alto through the 
ttation the measurement parameters are set. A number of 
updates to the ttation meaturement procett have been 
incorporated to conform to the evolution of network protocolt. 

In addition to the measurement facilities implemented on PRNET 
testbed. we have designed reduction programs for the planned 
experiments. A number of them have been constructed in support 
of measurement activities An annotated list of the existing 
programs C53 is included in the Appendix. 

2  Development of Simulation Packages 

Following the preliminary design« efforts have been made to 
construct a detailed PRNET simulation. A brief description of 
its design is documented in PRTN#244 [63. Documentation for its 
current state is included in the Appendix C73. It has recently 
been used in assisting the evaluation of Ft. Bragg PRNET 
c onf i gurat i on 

We have undertaken another simulation effort to complement the 
functions  of the detailed simulation.  Aiming at this objective. 
we  have  developed  a  tyttem-level  PRNET  timulation   package 
following  a  building-block  approach detcribtd in PRTN#268 C83. 
This package consists of three programs, each timulates PRNET at 
a   different   level   of   details.   Its  architecture  allows 
flexibilities for PRNET evaluation, studying design alternativet. 
extensive  enumerations.  and  the isolation of individual detign 
issues   A description of this timulation package  it  documented 
[93.    We   have   uted   this  package  for  evaluating  detign 
alternatives for routing strategy and power control ittuet  C103. 
performance  estimation  for  Ft. Bragg PRNET [113. comparison of 
different trantmitrion tcheduling tchemet [123. etc. 

3. Measurement Experiments 

During the initial period of this contract, a meaturement plan 
was finalized and documented [133. The testbed was not readily 
available for performaning experimentt during the tecond half of 
the contract period. The execution of meaturement experimentt 
has thus been substantially varied from the plan.  Orientation of 
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the  measurement  program  has  also  been re-directed during the 
course of this contract towards calibration and  verification of 
the simulation packages.  The experiments carried out include the 

following 

— Transceiver Activities The objective of this experiment was 
to assess the efficiency of the radio transceiver. Being the 
first experiment, it was also used for testing and exercising 
the measurement facilities The fraction of time it is busy, 
transmitting, or receiving; and the fraction of time its 
receiver is enabled and disabled were measured and reported 
A bias in PRU statistical collection process was recognized 

C3D and partially corrected. 

-- Hop-Dy-Hcp Acknowledgement Protocol: The objective of this 
experiment was tc evaluate the currently implemented echo hop 
acknowledgement scheme Results were obtained and documented 
[14D This experiment was conducted using feedback-dependent 
traffic generator which behaved as a dynamic flow-control 
mechanism This built-in flow-control mechanism prevented the 
injection of heavy input traffic and allowed only partial 

c one 1 us i ons. 

-- Exporting Gateway/Ft. Bragg Configuration Evaluation: This 
experiment was partially completed due to testbed network 
component failures and the network unavailability. The 
collected results were reported C15D. The feedback-dependent 
traffic generator remained to be severely limiting 
experimentation at the critical traffic rates 

— Oscilloscope Measurement Hands-on measurement using 
oscilloscope was conducted to access system parameters such as 
PRU processing times for various tasks, minimum hop delay, 

acknowledgement time, etc. [163 

4. PRNET Performance Investigations 

The broadcasting nature of packet radio technology is the most 
signiticant  departure  of  PRNET  from  classic packet »witching 
technology   Prior  to  this  contract  period.  we  had  devoted 
extensive  efforts  to  the exploration of various channel access 
schemes for  achieving  efficient  channel  utiliiation  C17.1BD. 
These  initial  studies  were  based  on a one-hop network model 
This model consists of a population of PRUs in  1ine-of-»ight  of 
each  other.   Each  PRU is assumed to have one packet buffer   A 
number  of  channel  access  schemes,  including  random   access 
schemes,  eg,  variations of slotted ALOHA, and channel sensing 
multiple access (CSMA) schemes, as well  as  centrallg  controled 
assignment  schemes,  e.g.. polling and reservation schemes, have 
been devised, analyzed,  and  evaluated  via  analytical  models 
Based  on these initial studies, a number of extensions have been 
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made to include the consideration of multiple PRU buffer» C193. 
acknowledgement traffic C20]< or the effect of hidden traffic 
C213. Both analytical and simulation technique« had been applied 
in these studies. Measurement experiments were also planned to 
vcrifg some of these results 

,• 
During this contract period we have also investigated packet 

transport sgstems. The central issues studied concern multihop 
packet transport. In the investigation of multihop networks, the 
issue of hidden traffic is compounded with the complication of 
varying network topologg. Initially« models for specific 
configurations were formed and analyted 122,23, 2A, 251. 

The  performance     slotted-ALOHA access  scheme  has  been 
evaluated  for  a  star-configured  (or  tree-structured) two-hop 
network C23«26/283.  The star-configured  two-hop  network  is  a 
centralixed  network  with a station (and its PRU) at the root of 
the tree« and N  isolated  repeaters  (stand-alone  PRUs  not  in 
1ine-of-sight  of  each  other) surrounding the station.  To each 
repeater is connected a terminal  population.   Relating  to  the 
interests in hierarchical routing at the time« we considered only 
traffic destined to  the  station  from  the  terminals.   Finite 
buffer  space  and  FIFO  transmission  order  are assumed at the 
repeaters.   When  there  is  a  packet   in   its   buffer   for 
transmission»  the  repeater  transmits the packet at the head of 
its transmit queue  with  probability  p.   When  the  packet  is 
successfully  transported/  i.e.«  the  transmission  is  free of 
interference and storage is available at the receiving  PRU«  the 
packet is deleted from the transmit queue.  It otherwise incurs a 
retransmission after a geometrically distributed delay with  mean 
1/p.   Also  assumed  is  that  there  is neither acknowledgement 
traffic nor time spent waiting for acknowledgement.  That is« the 
acknowledgement  is assumed  free  and  instantaneous  after the 
packet transmission.  It was observed in this study th^t when PRU 
processing  is  assumed  very efficient« the system Appears to b» 
channel-bound rather than storage-bound.   (It  should  be  noted 
that   this   conclusion   is  drawn  with  the  assumption  that 
acknowledgment   is    free    and    instantaneous. )     Further 
investigation«  under  the  same  assumption.  indicates  that no 
significant improvement should  be  expected  by  increasing  PRU 
buffer size.  On the other hand« the performance of slotted-ALOHA 
for such configuration can be improved by employing a dynamically 
controlled   transmission   protocol  maximizing   instantaneous 
throughput with respect to transmission probability  p.   Such  a 
maximizing  process  requires  each  repeater  to  have  an exact 
knowledge of the instantaneous  state  of  the  entired  network. 
Since  such  knowledge  cannot  be  available to each repeater in 
practical situations« the results obtained should be  used  as  a 
theoretical bound on the performance of such a system. 

Similar studies were conducted for  evaluating  and  comparing 
the  performance of slotted-ALOHA 126,282  and CSMA access schemes 
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[27,29"' for fully-connected two-hop networks. A fully-connected 
network differs from a star-configured network in that the 
repeaters ere not isolated from each other. Instead, all 
repeaters are in 1ine-of-sight of each other. In addition to the 
variation of channel access protocol, the impact of immediate 
first transmission (1FT) protou 1 is also considered. The design 
of IFT protocol merely eliminates the initial delay before the 
first transmission This study concludes with the observation 
that for fully~conn .cted two-hop networks, non-persistant CSMA 
with IFT can achieve much better performance than other schemes 
studied in terms of throughput-delay tradeoff and network 

capac i ty 

In an attempt to generalwe the above studies, a Markovian 
model is formulated to include hop acknowledgement traffic C303. 
Taking into consideration of a change from hierarchical to 
point-to-point routing scheme in PRNET development, we assumed a 
different two-hop star-configuration. This network configuration 
consist? of a repeater a? a hub relaying traffic among N 
surrounding terminal PRUs. The terminal PRUs are not in line- 
of-sight of each other. This study may be viewed as the first 
step in an attempt to understand the general case for a repeater, 
which is usually surrounded by other PRUs Each terminal PRU 
here can be viewed a« modelling one of a number of isolated 
groups of PRUs in the neighborhood of a repeater. To simplify 
the model, the following assumptions are also made: 

— Slotted-ALGHA ciidiinel access mode is assumed. When PRUs are 
hidden from each other, C8MA should behave qualitatively 
similar to s1otted-ALÜHA access scheme. 

-- Symmetrical traffic pattern is assumed among all pairs of 
terminal PRUs The traffic volumn is assumed at a level such 
that there is always a packet ready for transmission at each 
terminal This assumption quarantees a heavy traffic 

c ond11 ion 

— Single buffer is assumeo at each PRU This assumption permits 
simplicity of analytical modelling Attempts will be made to 
relaxed this assumption in subsequent studies Implication of 

this assumption is also accessed 

The major conclusion which can be drawn from this study is 
that when acknowledgement is neither free nor instantaneous, 
single buffer in each PRU becomes a restrictive network resource. 
With the 'single-buffer' assumption, network capacity of such a 
model is determined at 67. of the network bandwidth. This 
capacity can be improved to 87. by giving priority to 
acknowledgement traffic An network capacity of 10.67. results 
from splitting the channel into two halves one for data traffic 
and the other for acknowledgement traffic. 

e 
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Using the »ame model we have investigated other network 
configurations» namely» two- or three-hop linear configurations 
C303. Results obtained are similar toi and therefore confirm, 
those for stai—configured networks. 

To further generalize the model of a repeater. M« have 
followed a building-block approach C313. In this approach, we 
isolated a PRU as the building-block of a PRNET. The PRU can 
then be characterized with its environment (the remaining 
network) which is defined by a set of varying parameters. Thus, 
many issues involving hop transport mechanism and PRU design may 
be studied without the constraints of a specific network 
configuration. With the increasing model complexity, analytical 
approach gives way to simulation. The system-level simulation 
package has been constructed following this approach 192. This 
package includes a building-block simulator which simulates a PRU 
and the remaining network as its environment. To investigate 
network (end-to-end) behavior, other simulators included in this 
package simulate the PRNET by integrating multiple incidents of 
the building-block These simulators vary from each other in 
their forms of integrating the building-blocks. 

Using the building-block simulator. we have evaluated the 
advantage of cyclic transmission scheduling algorithm (CAP4. 9) 
against the FIFO algorithm in previous CAP protocol 
specifications C12D. The impact of network configuration is 
embedded in the specification of success transmission 
probabilities and the intensity of unintended traffic. Due to 
the cyclic nature of CAP4. 9 transmission algorithm, for example, 
we found the throughput-delay relation varies significantly over 
the number of neighboring PRUs. We also observed that variation 
in success transmission probability. which reflects network 
configuration. traffic intensity and distribution. does not 
significantly impact throughput-delay performance of the cyclic 
scheduling scheme. In this study, we also noticed the benefit of 
reducing initial transmission delay (the delay prior to the 
transmission of a newly arrived packet). 

Using simulation, we have also supported a number of network 
design and deployment activities. They include an estimate of 
Ft. Bragg PRNET performance CUD. an evaluation of design 
alternatives in routing «trategy and power level adjustment ClOD. 
etc. 

We conclude this contract period by a review of packet hop 
transport system C31D. The basic observation we have made in 
this review is that the conservation of available resources: 
broadcasting channel bandwidth. PRU processing capability, buffer 
«pace. etc.. can be effectively achieved by conservation: 
reducing the rate of redundant transmissions. A retransmission 
may take place due to either collision of transmissions or non- 
collision   reasons,   such  as  expiration  of  waiting  for  an 
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acknowledgement. We recommend a modification to the current 
transmission scheduling scheme to reduce retransmission rate due 
to non-collision reasons It thus reduces the consumption of 
network resources» and in turn improves performance of the 
network transport mechanism A modification to the current 
design for achieving this objective may be to first transmit the 
waiting packet with the least number of previous transmissions 
A simpltT- scheme it to asvign priority to the transmission of a 

newly arrived packet at a PRU 
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III.  SUGGESTED AREAS FOR FUTURE EFFORTS 

In support of the on-going exploration of packet radio 
technology. the PRNET performance analysis and characteriiation 
effort has made important contributions. Its important role is 
anticipated to continue in the future. The effectiveness of such 
effort can be enhenced through close cooperation with the 
imp lementors. 

The PRNET investigation effort of this contract has progressed 
from a concentrated effort in a series of channel access studies 
to the study of hop transport mechanism for multihop networks. 
The model for our studies has also been generalized from that for 
specific network configurations to one which is relatively 
independent from the constraints imposed by network 
configuration. With increasing complexity of the modeli the 
investigation becomes necessarily more dependent on measurement 
and simulation. Mathematical analysis should continue to be used 
for establishing principles and for guiding the investigation. 
For the investigation efforts to effectively support the 
continuing evolution of packet radio technology it is cruciali 
therefore- to consolidate the presently existing measurement and 
simulation facilities. 

The consolidation effort of currently existing measurement 
facilities may include the following: 

— reviewing and testing the available facilities; 

— implementing the tracing facility <the pick-up packets). and 
feedback independent traffic generators; 

— relocating measurement process  to  be  independent  from  the 
station. 

For quantitative evaluation of PRNET using the simulation 
packages.  they  need  to  be further verified and calibrated via 
experiments. 

For PRNET investigations, effort is needed for continuing the 
study of hop transport system. Specific subjects need be 
addressed may include; 

— hop acknowledgement protocol: an understanding of the 
tradeoffs between active and echo acknowledgement schemes. 

— PRU transmission scheduling algorithm evaluation: 
quantitative evaluation of the alternatives, e.g.. CAPS cyclic 
transmission, 'least previous transmissions first', and 'newly 
arrive packet first' algorithms. 

11 



— a quantitative understanding of the effect of  various  system 
parameter  values,  such  as those for  transmission delays, 
processing times for various packet types« buffer size« packet 
length) etc. 

A continuing study in this direction is to investigate the 
end-to-end packet transport system« such as end-to-end 
acknowledgement and retransmission« flow control« routing. 

In parallel to the investigation of packet transport systems, 
another important subject for investigation is congestion control 
in PRNET. Since the implementation of the currently used 
alternate routing scheme« some difficulties and efficiency issues 
have been encountered. A number of alternative schemes have also 
been suggested. In support of the design efforts in search of a 
congestion control mechanism« it appears to be in need of a 
systematic investigation of the integrity of alternative 
congestion control schemes and their respective efficiency. 

Further investigations in the areas mentioned above can serve 
as a foundation in understanding and quiding the planning and 
development of PRNET internetworking capability, multistation and 
stationless operations. 
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TOBAOl »f *!.: MODELING AND MEASUREMENT TECHNIQUES 

switched network, and U) the tntlysU of another «Uocttlon 
stretegy of buffen in ■ packet twitch known at the complete 
sharing strategy. 

A secoqd set of powerful analytical toolt it provided by 
the theory of itoehattic processes.    Thit includes renewal 
theory, Markov chain theory, temi-Markov and regenerative 
processes, and Markov decision theory.   Numerout applica- 
tions exist to illustrate the usefulness of these techniques, but 
due to the great interest we see today in multiaccess/broad- 
cast networks, in this presentation we shall limit ourselves to 
examples drawn from radio communications systems. We first 
■tart, in Section II-C. by the consideration of renewal theory. 
We give a brief account on the (relatively recant) use of radio 
for data transmission and discuss the related issues, in par- 
ticular, the so-called random access schemes.  We then show 
how the assumption of an infinite population of users in con- 
junction with renewal theory arguments have allowed the 
determination of the (radio-multiaccess) channel capacity and 
other performance measures under various access schemes. 
Following that,  we briefly discuss the limitations of the 
infinite-population/renewal-theory   model   for   these   access 
schemes and emphasize the need for a more accurate perfor- 
mance evaluation.    The latter is obtained in Section II-D 
via Markov and semi-Markov chain models which are used to 
analyze slotted ALOHA and Carrier Sense Multiple Access 
respectively [541, [811.   These models greatly improved our 
understanding of the behavior of random access schemes under 
"ststic" conditions.   It is important, however, to design sys- 
tems which can dynamically adapt to time-varying inputs and 
to changes in the system state. We discuss this issue in Section 
II-E, in which we give a brief introduction to Markov decision 
theory and its most relevant results, and then proceed with a 
discussion  of various practical  control schemes and their 
analysis. • 

Some concepts of network optimization relevant to the de- 
sign of packet networks are then introduced. Linear, non- 
linear, and integer programming techniques are briefly re- 
viewed, and a nonlinear programming technique, namely, the 
method of Lapangian multipliers, is illustrated in an optimal 
capacity assignment problem in Section Il-F. In the following 
section, the routing problem, i.e.. the problem of optimally 
routing packets in the network is formulated and solved using 
a multicommodity flow approach. 

Unfortunately, mathematical programming has its limita- 
tions, and heuristic approaches are often required to obtain 
practical solutions to network optimization problems, u 
discussed in Section II-H. Similarly, many of the perfor- 
mance models are analytically intractable, and requue simula- 
tion for their solution, at discussed in Section II-I. 

A. Queueing Theory 
The single server queue is perhaps the simplest of all the 

mathematical modeling tools and has been widely applied 
The model assumes that "customers" arrive at a service facility, 
that we know the service time distribution, the interarrival 
time distribution, snd the order in which customers are served. 
The models tell us the distributions for the number of cus- 
tomers in the system, their waiting time, the server b»Äy 
period distributions, and so forth. Single server queues are 
categorized according to the interarrival time and service time 
distributions and we speak of MjM/l systems, C/C/l systems, 
and others, where the first leter denotes the interarrival time 
distribution, the second denotes the service time distribution, 
and the third element denotes the number of servers in the 
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system. The letters used in this paper have the following 
meaning, by convention: W-exponential. D-fixed, and G- 
general. There have been many contributors to the theory of 
single server queues and readers looking for an introduction 
should turn to one of the many basic texts [131', [531,1571. 

There are some basic formulas that we will state without 
derivation which are broadly applicable. The first is Little's 
result [68]. The result is stated as a simple formula: 

n-xr. (1) 
Here, n is the average number of customers in the system 
(both queue and server). X is the customer arrival rate, and T 
is the average time that a customer spends in the system (in- 
cluding service). The formal proof makes no assumptions 
about the arrival process disiribution, the service time distribu- 
tion, the number of servers, nor the service discipline which 
can be first-come-first-serve (FCFS), last-come-first-serve 
(LCFS), round-robin (RR). etc. 

A second widely applicable result is the Pollaczek-Khinchin 
formula for the mean number of customers in an M/G/\ 
queueing system. This is expressed as 

n-p + p „.<il£l2 
2(1-P) 

(2) 

where p is the traffic intensity (also referred to as the server 
utilization if p < 1) and is defined as X/p with p denoting the 
service rate, and Cj is the squared coefficient of variance for 
the service time and is defined as oj/p1, with oj denoting the 
variance of the service time. For the M/D/\ queueing system 
this formula holds with Cj ■ 0. 

We observe that this formula only gives us the mean value 
for the number of customers in the system. This is certainly 
useful, but it is dangerous to design systems based on mean- 
value estimates only. The variance of the number in the sys- 
tem is also of great interest, in fact one would ideally like to 
know the exact distribution for the number of customers in 
the system. This would then allow one to compute other 
statistics of interest. Specifically, it is often desirable to design 
to such criteria as: 90 percent of messages will be transmitted 
within 2 s and the average time will be 0.9 s. The general ap- 
proach taken to the analysis of M/G/l systems is to develop 
the Laplace transform for the distribution of the number in 
the system (or the waiting time). But then it is often very dif- 
ficult to invert the result and the detailed distribution cannot 
be obtained. Nevertheless it is easy to derive the moments of 
the distribution of the number of customers by evaluating the 
derivatives of the transform at J - 0 [ 531 where s denotes the 
argument of the transform. 

For an M/M/\   queue, Cj-1, and the expression for n 
reduces to 

n.-^. O) 
1-p 

In this case, the detailed state probabilities can easily be ob- 
tained and they are expressed as 

«/)-(!-P)P/- <3«> 

The M/M/l model has '^en appUed to a wide variety of prob- 
lems for three reasons. Vint, it is so very simple that it is con- 
venient to work with. Second, it is a very good approxiiAation 
to many real systems. Third, even when the approximation is 
not good, it provides upper bounds to systems with Cb<l. 
Practitioner« must beware, however, if the service time distri- 
bution of the real system is known to have wide variance. 
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«^ 

where 

^J-&~ 
(•) (b) 

Hi. 1. BufTer minagemenl it th« twitch.   (■) Complete partitioning 
(CP). (b) Complete ihiring (OS). 

Let us now consider two pfoblems in the design of packet- 
transport networks that have been attacked with elementary 
queueing theory: first, the problem of buffer allocation in a 
packet switch and secondly, the problem of estimating packet 
transit delay in a packet-switched network. 

«/ Buffer Allocation: Each packet switch has several out- 
going lines; incoming packets will queue for these lines await- 
ing retransmission. If there is no available storage space an 
incoming packet will be dropped. How can one allocate the 
storage of the switch in such a way that packets will not be 
refused entry when space is available and that no single out- 
going line is able to capture all of the switch buffers? 

Kamoun [46], [47] has analyzed several strategies, the 
simplest of which is an M/M/l model with finite customer 
waiting room. Each of the output lines has a fixed protion of 
the buffer pool assigned to it, fc, for line i. The rate of external 
arrivals destined for line i is \. The service rate is jiQ, where 
Ci is the capacity of line i and l/fi is the average length of the 
message, the latter assumed to be exponentially distributed. If 
the buffer assigned to line t is full, an arriving packet destined 
for line i is dropped and does not return. Service at a line is 
FCFS and there are R output lines, as shown in Fig. 1(a). In 
this model all of the R subsystems are independent and we 
can write down the equations for each separately The finite 
waiting room variant of the M/M/l queue also ids a simple 
solution; (see I13J or [53].) Let /i, denote »he number in 
subsystem i. Its distribution is given by 

Pr {«<«*}-•< 

1 

o-pr") 
0, 

0<k<bi 

otherwise 
(4) 

where p(» V^Q. 
The probability that a packet destined for line i is dropped is 

the probability that there are exactly fc, packets in subpool / 
•t the time it arrives. Let PBi denotfc that lobability. We 
have 

PBi 
1 

1-Pi 
Pi    JH 

JJ^TPI (5) 

The independence of the subsystems also means that the gfo- 
brl state has a simple product form. Let n £ (n,, n,, • • *. n*) 
and let I\n) denote the probability of state n. We have: 

«HÖr^ÖM (6) 

The average time spent at the switcii by type i packets, de- 
noted by Ö, is obtained from Little's result: 

^-(l-^X, 

7, - BJ/X; (7) 

H. /Pr {«/•/}. 

This simple example shows how even very modest queueing 
theory allows for the determination of important quantities 
and thus can give us useful insight into the design of packet 
networks. We would like to compare this partitioned storage 
strategy to other strategy In particular, we like to compare 
it to the case where the entire buffer pool is shared by all 
lines. However, this other alternative is more difficult to 
analyze and we defer the discussion until Section II-B after 
we have discussed networks of queues. 

b) Transit Delays: Another useful application of M/M/l 
queues was made by Kleinrock [57] in predicting the delay 
of messages flowing through a network. The delay is ex- 
pressed in terms of the line capacity and the traffic between 
ports on the network. With the aid of this expression it is 
then possible to adjust the line capacity to meet certain delay 
constraints. It was precisely this technique which was applied 
in the design of the ARPANET (see Sections II-F and G). 
The model is developed as follows. 

The network is assumed to contain M links between switches 
of infinite storage capacity and we seek to determine T, the 
expected message delay in the net. This it just the average 
delay over all mesages flowing through the net. Let JV be the 
average number of packets in the system as a whole and let 
nt be the average number of packets in the link i subsystem. 
Clearly 

M 
N't nt. m 

(8) 

Then, if 7 is the aggregate packet arrival rate from all sources, 
X, is the arrival rate at link i, and Tt is the expected time speri 
at link 1, Little's result yields: 

x,r, 
(9) 

It remains to compute the values of \ and 7j. The former are 
obtained by considering the traffic between all source-destina- 
tion pairs and the routing rules (which can be fixed or random 
but not adaptive). The 7",'s are then obtained by treating each 
link as an independent M/M/l queueing system. (We defer 
the discussion concerning the validity of this assumption to 
the next paragraph.) Given that link 1 has capacity C, bits 
per seconds and the average packet size is I/p bits, Tt it 
expressed as 

1 

so the expected packet delay is 

r» Hfe] 

(10) 

(ID 

This simplified model can be enhanced by introducing terms 
that express propagation delay, processing delay, and multiple 
customer types. The more elaborate the model the more 
accurate its predictions. The reader it referred to |57J for a 
detailed discussion. 
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Why should we believe that each of the links behaves as a 
separate M/M/\ queue? There are many reasons to suspect 
that it may not. For example, although traffic entering the 
first switch of a path may be Toisson it may not be so when it 
leaves the switch. Furthermore, the interarrival time and 
service time for packets are supposed to be independent ran- 
dom variables but at the second server on a chain this is not 
the case since packets preserve their length! It is, in fact, 
not true that the two variables are independent in packet- 
switched networks but IF THERE IS SUFFICIENT MIXING 
AT A NODE (i.e., packets joining the queue arrive from sev- 
eral different input lines) then the switch behaves AS THOUGH 
they were independent. This is Kleinrock's celebrated "inde- 
pendence assumption." It is reasonable if the network topology 
and routing algorithms are such that the traffic from many 
preceding switches is mixed at any successive switch. This is 
true under remarkably loose constraints: a "fan in" of two or 
three lines seems to be sufficient for the approximation to 
be accurate (48a]. 

We turn now to a discussion of networks of queues and their 
application to packet network modeling. 

B. Networks of Queues 
Most computer-communications systems are most naturally 

represented as networks of queues. We have seen in the last 
section that a simple model of delay ia a packet-switched net- 
work can be developed if we are free to treat each switch link 
as an independent M/M/l queue. This depends upon whether 
or net it is reasonable to believe that the process of passing 
through a switch does not alter the basic Poisson nature of 
the traffic. Pioneering work was done in this area by Burke 
[9] and by Jackson [41]. 

Burke showed that the output of an M/M/\ queue is Poisson. 
(Limited details regarding Burke's output theorem can be 
found in Inose and Saito (38].) Jackson extended this work 
to include feedback networks of N servers as well. If n = (n |, 
»j. • •'. "w) » the l\obal state variable denoting n, customers 
at server t then the equilibrium probability dis •ribution has a 
simple product form: 

P{ni,ni,-,nN)'P(ni)P{ni)-P(nN)        (12) 

where P(i/) i» the marginal probability of finding n/ customers 
at server /, and is given by the simple Af/Af/1 formula. To ap- 
ply Jackson's result we must know the actual traffic arriving 
at serve, i. This is easily computed if we know the external 
arrival rate a/ and the customer branching probabilities, fc//. 
This yields the set of equations: 

\-«/+L W   /-i. •■.*• (13) 

i-i 

The network will reach an equilibrium state provided that 
none of the servers is overloaded. The interesting point in this 
result is that the network of queues behave as though the traf- 
fic remained Poisson in that the equilibrium state probabilities 
factor into the product of the marginal probabilities despite 
the fact that, in truth, it is not Poisson. 

Jackson considered also more' elaborate models, but the 
most general results have recently been derived by Bask«... el 
al. (5]. They assumf that there are N nodes, L classes of 
customers (such that each class may have different routing 
through the network and possibly different service time at a 
node), and four allowed node types which satisfy the Poisson 
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output property and thus guaranfei a product form solution. 
These are: type 1 -FCFS, M/M/\; type 2-RR. M/G/l; type 3 
-processor sharing M/Gf»; type 4-LCFS, M/G/\. For the 
general service time distributions, we require that they have a 
rational Laplace transform; in types 2, 3 and 4 the service 
time distribution can vary with the customer class. Each 
customer class travels through the network according to a 
probabilistic routing (which can be fixed) specified by *//,m« 
where the implication is that customers can also change class 
(m -*n) during a transition from one node to another (i-*i)- 
The network can be open for some classes of customers and 
closed for others. (A closed network has a fixed number of 
customers and none leave or enter the network; an open net- 
work allows for external arrivals and departures and the num- 
ber of customers in the network may vary). Again the cus- 
tomer arrival rate at each node is computed by using the 
external arrival rates and the routing information; in par- 
ticular for the case where there are no class changes, we have 

N 
(14) 

where c denotes the customer class. The solutions for the 
global state distributions are given in (5]. They are of the 
form 

N 

P{.ni,nt,' .'"AT)-Cfl//("/) 
/-i 

(15) 

where the /; depends on the node type. For the type I nodes, 
for example, we have 

^-f (.6) 

where ßj„ ■ is the service rate of node / when there are cur^ 
rently ny customers and where the summation over customer 
classes is assumed to be over those that are routed through the 
node. The constant C is a normalizing constant (i.e., is dettr- 
mined by the condition that E^fT) - 1). The case of a com- 
pletely open system is of special interest; it can be shown that 

where 

w 

;-> 

'(1 - P/W.     fot no<le, of ^P" •. 2 ,nd 4 

fit!.-'/ 

(17) 

for nodes of type 3. 

That is, these rather complex systems (node types 1, 2, and 
4) behave just like a set of connected but independent M/M/l 
queues! And type 3 nodes behave like isolated W/C/"» servers. 
This gives us a few very powerful tools for analytic modeling. 

Before we consider examples of the application of these 
models it is worthwhile to consider some of the important 
problems that cannot be handled: dynamic storage allocation 
at a switch which allows for variable sized blocks (this is a 
situation where the allowed number of packett at a node 
depends on their total required storage volume); the flow of 
multiple customer classes through a FCFS node in which the 
classes have different service time distributions; state dependent 
customer routing (thus representing adaptive routing algo- 
rithms in packet-switched networks); priorities.    As a final 

^■> •^v->'^^v>Sv>:>v> 



*r M« ■juaiimwi mm^m T^1 '■^"V"."1 W   V   W   V 

MM PROCEEDINGS OF THE IEEE, VOL. 66, NO. II, NOVEMBER I97i 

comment we mutt warn potential uiera to consider carefully 
whether or not their network will support the independence 
assumption. 

An important application of this theory has recently been 
developed by Wong (94]. He uses the results of Basket et 
al. as a starting point and develops the distribution of the end- 
to-end delay for source-destination pairs in a packet switched 
network. Thus Kleinrock's earlier result for the mean delay 
in a net (described above) has been extended in an important 
way. The fact that the detailed distributions are known means 
that we can compute variance and percentile information. The 
model allows for both fixed and random routing. The inde- 
pendence assumption is still required. The switches use a 
FCFS discipline on their communications links; infinite 
storage is assumed, and all packets are assumed to have the 
same length distribution, namely exponential with mean 1/p. 
Channel i has the capacity Q, so the service rate is /iQ. If c 
denotes a customer class then a{c) represents its path through 
the network and y(c), its traffic rate. (For random routing this 
becomes a set of paths, each with a known probability of use.) 
We will present the formulas for the fixed routing case only. 
We let \tc be the mean arrival rate of class c customers to chan- 
nel i. For fixed routing: 

Uc).     iHisin*) (i8) 

10, otherwise. 

We let Pic be the utilization channel i by class c customers, so, 

(19) 

and the total utilization of channel i,i* I,- ■ • ,M, must satisfy 

0   -^ 

ft 
(20) 

Let the probability density function of the end-to-end delay 
for class c customers be denoted by rc(x), and its Laplace 
transform by Tf (s). Wong shows for this model of a packet- 
twitched network with fixed routing that 

w- n 11     PQO-P.' 

l€.(e)'♦#*!-Pi) 
(21) 

Notice that each term in the product is the Laplace transform 
of the time spent in each queue calculated as if the queue was 
independent of the rest of the network (while in reality it is 
not). This implies that the end-to-end delay can be interpreted 
at the mm of independent delays along the path! The Laplace 
transform expression can be inverted using partial fractions 
(tee (S3]) to obtain te(x). The mean and variance can be 
obtained by taking derivatives and are given by 

fc"    I 
I 

MTKO^I-PI) 

«eTco W - Pi>r 
(22) 

This result allows us to greatly inhance our understanding of 
packet networks; we note, however, that the case of finite 
storage capacity in the switches is still not modeled. In fact, 
it is still an open problem. 

An important tool in solving for the system state probabili- 
ties is the set of 'local balance" equations. We have not as 
yet written down any of the tyttem ttate equations because 
we wished to expose answers, not derivations.   But when the 

time comes to derive similar modelt to thote described here, 
these ttate equationt will immediately arise. State equations 
for stable tyttemt come in two typet: global balance equationt 
and local balance equationt. The former ttatet that, in equilib- 
rium, the total rate of flow into any given ttate mutt equal the 
total rate of flow out of that ttate. "Flow," here, meant 
probabilistic flow (state transitions over time). This it not 
turpriting: if it were not true then tome ttatet would have 
increasing (or decreasing) probability of occurrence as time 
passed. The local balance equations are useful in studying 
networks of queues and assume that in equilibrium the flow 
into a state due to arrivals at server / can be equated to the 
flow out of that ttate due to departures from server i. It it 
known that if a tolution to the local balance equationt can be 
found then it will alto utisfy the global balance equations. 
The local balance equations art generally much easier to tohre 
and are thus the preferred route. What is not known are the 
necessary conditions for the local balance equations to have 
solutions. All of the conditions listed in the paper by Bukett 
et al. are sufficient conditions. 

We will now look at an example of global and local balance 
equations: the second part of our switch buffer allocation 
example (46]. Recall that the problem is to allocate buffer 
space in a packet switch to a set of /I communication links, 
and that we have considered a partitioned allocation where 
each link is assigned a fixed tubpool of size bt. This clearly 
has the disadvantage of blocking packets on a buy link when 
buffer tpace it available in the twitch but it dedicated to other 
channels. Another alternative it complete iharing; any buffer 
can be used for any outgoing link; (tee Fig. 1(b)). The total 
available ttorage will accommodate B packets (here each 
packet takes a full buffer even if it it'not of full length). A 
ttate of the twitch it described by the A-tuple: ii £ (R|. Rj. 
■• ■ ,nn). Let 7 be the set of states where ny a 0. In Fig. 2, we 
show a portion of the ttate transition diagram. Each node in 
the figure is a possible ttate. The edges indicate potable 
transitions and are weighted by the rate of flow conditioned 
upon starting in the state at the tail of the arrow. The global 
balance equations are obtained by drawing a circle around 
state (n |, nj, ■ ■ ■ , Rjt) and equaling flows across that bound- 
ary; that is, the stochastic flows in and out of that ttate. Here 
we get two sets of equations depending on whether or not 
the total number of customers is less than or equal to B. For 
states with L//^ < A we have 

iT \Piji i, • • •, iij - 1, • • •, HJI ) 
Pi 
t*J 

+ J^ rt/^n,,-   ■,»i1+l.---,nÄ) 

t*j 

t»! • * * * »■!» " ' » *«) • (23) 

For all states with Zj/i/ ■ B the equations are 

T V(»»i. ••.'>/-1, •••,11*) 
(-1 
it* 

R 
• F ^"i, •••,«/. •••.»ä).   (24) 
Pi 
if 

r, f. 
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Fig. 2. Slit« tnniitioni for the A? link buffer pool. 

The local balance equations for this system equate the flow 
rates due to arrivals and departures from a given channel. 
Specifically, we get 

VOii.-   • ."i- 1.   ■ ' .nR)'tiiP(nl,- ■ •,*,,- • • .HR) 

(25) 

The traditional method of solving these equations is to guess 
the answer and try it out. With a little practice the guessing 
is not too hard. Here the solution is 

(POPVPV   ■PR*.      for all n such that £>, < « 

P{X) = 
0, otherwise. (26) 

To prove this we need only to substitute this expression back 
into the local balance equations. The evaluation of PQ again 
follows from the normalization requirement (that the P(n) 
be valid probabilities) so 

/•«' LPV PR (27) 

where the summation is taken over the set of all feasible states. 
Efficient algorithms for the evaluation of such constants can 
be found in I9al. (74), |931. 

The complete sharing scheme has a lower probability of 
dropping a packet if traffic is reasonably well-balanced, but 
under highly assymetrical loads it tends to be unfair, i.e., 
favors heavily utilized channels far too much. The delay on 
links with low utilization becomes exorbitant. This suggests 
that some of the buffers should be permanently allocated to 
each link; but how many? Kamoun goes on to explore several 
other sharing strategies and concludes that no one scheme is 
always optimal. It is desirable to select a scheme whose delay 
and packet loss behavior best suit the operational constraints. 
When this is not possible, a scheme that dedicates some buffers 
to each channel and leaves some in a general pool is preferred. 

The problem of buffer allocation in a packet switch has also 
been studied by Irland [401. He considers a scheme that 
bounds each channel queue subject to the constraints that all 
space can be used and no queue can have more than the total 
space. He then develops a queueing model for the state dis- 
tributions and uses this to drive a Linear Programming model 
that seeks the optimum assignment of queue bounds. 

We have shown so far in this section that queueing theory is 
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a powerful tool for the study'of packet transport network be- 
havior and a very broad class of related problems. We have 
also identified several limitations in the queueing theory ap- 
proach, which force us in many cases to turn to simulation 
techniques. We shall defer the discussion on the use of simula- 
tion to Section !!-! below. In the following sections we review 
the (more basic) theory of stochastic processes and discuss 
its applications. 

C. Renewal Theory 
Computer communication systems, as pointed out earlier 

in the paper, are characterized by unpredictable sequences of 
random demands on the available resources. The theory of 
stochastic processes (which generally includes renewal theory, 
Markov chain theory. semi-Markov processes and regenerative 
processes) thus also provides a large and effective set of analyt- 
ical tools particularly suited for the modeling of these prob- 
abilistic systems. This body of theory is well known and has 
been established throughout many years; its applications are 
numerous in very many different areas. In fact, carefully 
examining the queueing systems for which some solution is 
obtainable, we realize that virtually in each of them there 
exists an underlying Markov or semi-Markov process. Queue- 
ing theory is a very powerful tool and was shown in the above 
sections to be extremely effective in the design of computer 
networks. However, there are situations in which queueing 
theory does not provide the appropriate model. The latter has 
to be drawn from the more basic theory of stochastic pro- 
cesses, thus allowing fpr the determination of the system's 
steady-state performance. Another problem which also is of 
great practical importance is the optimization of these prob- 
abilistic communication systems. By viewing the models 
from a probabilistic point of view, dynamic programming and 
applied probability theory have been combined to give rise to 
a simple and precise treatment of sequential decision theory, a 
result of which is the well known Markov decision theory {82). 
This is found particularly useful in the design and analysis of 
efficient procedures for the (optimum) control of communi- 
cation subsystems. 

We intend here to briefly review these tools and illustrate 
their usefulness by calling on examples from the (relatively 
recent) packet radio communication systems in both satellite 
and ground environments. Although as pointed out in the 
introduction, the latter are not the only examples of applica- 
• ons one can give for these tools, we restrict ourselves to these 
here for the sake of a unified presentation. 

The advantages of using radio communication for data trans- 
mission have been extensively discussed in the literature 111, 
(33|, (43), (44), (451. (541, (631, (841. In essence, satel- 
lite transponders in a geostationary orbit above the earth 
provide long-haul communication capabilities, while broadcast 
ground radio communications provide us with easy access to 
central computer installations and computer networks. The 
topic of interest to this discussion, common to most of these 
radio systems, is the sharing of a tingle radio channel by users. 
The difficulty in controlling a multiaccessed channel of this 
sort, which has to carry its own control information, gave 
rise to the so-called random access techniques. In the event 
of transmission overlap, these techniques suffer from destruc- 
tive interference (unless a spread spectrum modulation scheme 
is used); acknowledgement procedures are devised to recover 
from errors and overlapping transmissions. 

A simple scheme, known as "pure-ALOHA," permits users 
to transmit any time they desire (11.   Another method, re- 
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ferred to as "ilotted-ALOHA," requires etch user to start his 
packets only at the beginning of a slot (whose duration is 
equal to the transmission time of a packet) [SO], (81 ]. Thjse 
two ALOHA schemes are suitable for both satellite and ground 
environments. In ground radio environments, where the chan- 
nel can further be characterized as a wide-band channel with 
a small propagation delay between any source-destination 
pair as compared to the packet transmission time,1 a third 
scheme has proven to be efficient: it is the carrier sense multi- 
ple access (CSMA) mode. In this scheme one attempts to 
avoid collisions by listening to the carrier due to another 
user's transmission; a terminal never transmits when it senses 
the channel is busy [54], (84). In the (simple) nonpersistent 
CSMA protocol, a terminal with a packet ready for transmis- 
sion transmits the packet if the channel is sensed idle, or re- 
schedules the (re)transmission of the packet to some later 
time if the channel is sensed busy. A slotted version of this 
scheme is also considered in which the time axis is slotted and 
the (mini-) slot size is r seconds (the propagation among pairs 
of devices is assumed to be the same [54]). All terminals are 
synchronized and start transmission only at the beginning of a 
slot, according to the protocol described above. In addition 
to these and other CSMA protocols, a number of clever 
schemes/have also appeared in the literature offering improved 
performance under various specific conditions such as heavy 
traffic, large users, etc. For more details the reader is referred 
to [8], (421, {431,[80). 

The remainder of this subsection will be devoted to renewal 
theory and its application to the analysis of packet switching 
in radio channels. Markov chain models and Markov decision 
models will be treated in the following two subsections. 

The Infinite Population Model and Renevufil Theory: The 
focus here is to show how the assumption of an infinite popu- 
lation in conjunction with renewal theory arguments have 
allowed the determination of the channel capacity under the 
various schemes. In this presentation, we shall make sure 
not to overlook the importance of simulation techniques and 
simulation results whenever they have proven useful, be it for 
the validation of a model, or the determination of some per- 
formance measure hard to obtain analytically, or just the gain 
of insight into the behavior of the system under specific 
conditions. 

The model assumes that the traffic source consists of an 
infinite number of users who collectively form an independent 
Poisson source with an aggregate mean packet generation 
rate of 5 packets per packet transmission time T. (We assume 
here that each packet is of constant length requiring T seconds 
for transmission.) This is an approximation of a large but 
finite population in which each user generates packets infre- 
quently and each packet can be successfully transmitted in a 
time interval much less than the average time between succes- 
sive packets generated by a given user. Each user in the in- 
finite population is assumed to have at most one packet 
requiring transmission at any time (including any previously 
blocked packet). Under equilibrium conditions, S is also the 
channel throughput. Because of packet interference, the 
achievable throughput will always be less than 1. The traffic 
offered to the channel from our collection of users consists 
not only of new packets but also of previously collided packets, 
this increases the mean offered traffic rate which we denote 
by G (packets per transmission time T) where OS. To 
avoid repeated conflicts, each user delays the transmission of 

1 Ratio on the order of 001 |S4). 

a previously collided packet by some random time whose 
mean is X_ (chosen, for example, uniformly between 0 and 
-*m«x " 2Jr). Two additional assumptions are introduced 
here. 

Assumption 1: The average retransmission delay X is large 
compared to T. 

Assumption 2: The interarrival times of the point process 
defined by the start times of all the packets plus retrans- 
missions (and reschedulings) are independent and exponen- 
tially distributed.1 

If we use r= 1 (forjiormalization), then we express r as 
a m r/T and X as 6 * X/T. The throughput analysis consists 
of solving for S in terms of G and other system parameters 
(namely a). The channel capacity is then found by maximiz- 
ing S with respect of G. 

Renewal theory, and the theory of regenerative processes 
in general, relate to systems in which there exists an under- 
lying process which probabilistically restarts itself. Perhaps 
the result in renewal theory which proves most useful here is 
the one corresponding to alternating renewal processes.1 An 
alternating renewal process is one which describes a system 
which can be in one of two states, say on or off. Starting in 
the on state, the system alternates between these two states. 
The periods of time it spends in each are random variables 
which follow a common distribution for each of the two 
states. Let EX be the average time the system remains in the 
on state, and EY be the average time it remains in the off 
state. Let P(t) be the probability that the system is on at time 
r; we have the following simple result: PiO'EXHEX+ £¥). 
This result is easily eater.' able to any number of states that 
the system may be cycling through. The key element in such 
an analysis is to identify points in time at which the system 
regenerates itself: the interval of time separating two consecu- 
tive regenerative points is called a cycle; the ratio of the aver- 
age time that the system spends in a given state to the average 
cycle time is precisely the fraction of time that the system 
spends in that state. 

Consider for example the slotted ALOHA scheme. By the 
infinite population assumption and the Poisson assumption on 
the channel traffic, each slot boundary is a regenerative point. 
It is clear that e-6 is the probability that the slot is empty and 
this is also the fraction of time that the channel is idle. The 
probability that a slot is carrying a successful packet is dearly 
Ge^, the probability that a single packet is transmitted in 
that slot; by the same argument this is also the fraction of time 
thtt the channel is carrying successful information and thus 
constitutes the average throughput 5. 

A slightly different approach using the same type of argu- 
ment can also lead to the result derived above. Considering 
the (slotted) time axis, it is clear that we observe a number of 
consecutive nonempty slots (which we refer to as a busy 
period (A)), followed by a number of consecutive empty slots 
(which we refer to as an idle period (/)). A busy period and 
the following idle period constitute a cycle. The idle period is 
geometrically distributed with mean 7B 1/(1 - e"**). The 
busy period is also geometrically distributed with mean B ■ 

1 It I« dear thtt Astumption 2 it violated tnd that it hat been intro- 
duced for analytic timplicity. However tome timulation ratultt are dk- 
cuued below which thow that performance ratultt bated on thit 
auumptlon are excellent approximaliont. Moreover, in the context 
of tlotted ALOHA It wat analytically thown that, In the limit aa X -• ■•, 
Attumption ] it tatitficd |63|. 

*lt will be clear from the ditcuttion below that thit contUtutaa a 
tpacial caae of the more general result obtained with regenerative 
procettet. 
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Fig. 3. Slotted nonpeniitent CSMA: TrtmmiMion and idle period». 

1/«"°.   Thus the fraction of time that the channel is idle is 
equal to 

7+1    (l-e-0)'1 +« 
(28) 

Let U denote the average time during a cycle that the channel 
is carrying successful packets. Given that * slot is nonempty, 
the probability that it is successful is simply Ge^ 1(1 - e' ). 
TJ is, therefore, given by 

XJ BGe^Kl e-G)' C/d-e-0). (29) 

Taking the ratio of (/ to B +7, we find again that the channel 
throughput is precisely SmGe 

Let us consider now, as another example, the slotted non- 
persistent CSMA protocol, analyzed by Kleinrock and Tobagi 
[54], [84]. Considering the time axis, we define a transmis- 
sion period (TP) to be the period of time required for trans- 
mission and reception of a packet and its (possible) over- 
lapping packets. Thus we observe on the time axis trans- 
mission periods separated by idle periods, as depicted in Fig. 3. 
The length of a TP is 1 +«. A TP is successful if only one 
packet is transmitted; the probability of this occurring is 

Pt'^T. (30) 

Due to the memoryless property of the Poisson process, the 
average idle period (normalized to T) is simply 

-     ae 
/« 

\-e -cC (31) 

Using the same renewal theory argument as above, we find 
that the average channel utilization is given by 

', 
/+! +Ä 

(32) 

Substituting for P, and / the expressions found above, we get 

aGe -*c 

\*a .-aC (33) 

This relatively simple argument has been applied in numerous 
occasions to analyze the throughput and channel capacity of 
many other (more complex) protocols as well as the effect on 
system capacity of the overhead created by various acknowl- 
edgment schemes. For this the reader is referred to the work 
by Tobagi and Kleinrock [54], [84], [85], [90]. We illus- 
trate such results here by plotting in Fig. 4 S versus G for 
various random access schemes. An important question re- 
mains: what about packet delay analysis? Kleinrock and Lam 
[SO] formulated an analytic model for a slotted-ALOHA 
channel using a uniform retransmission randomization scheme, 
and assuming that the channel is in equilibrium. Such a task 
proved more difficult for CSMA, and simulation techniques 

appeared then to be the only recourse. A brief discussion of 
some simulation results and of the validity of the equilibrium 
assumption follows. 

Discussion and Delay Analysis [54], [84/: The above anal- 
ysis is based on renewal theory and probabilistic arguments 
requiring independence of the random variables provided by 
Assumption 2. Steady state conditions are also assumed to 
exist. However, from the (5, G) relationships derived above 
(see Fig. 4) and the throughput-delay performance derived 
in [SO] for slotted-ALOHA, one can see that steady state may 
not exist because of the inherent instability of these random- 
access techniques. This instability is simply explained by the 
fact that when statistical fluctuations in G increase the level of 
mutual interference among transmissions, then the positive 
feedback causes the throughput to decrease to 0. Extensive 
simulation runs performed on a slotted-ALOHA channel with 
an infinite population [63] have indeed shown that the as- 
sumption of channel equilibrium is not strictly speaking valid; 
in fact, after some finite time period of quasi-stationarity 
conditions, the channel will drift into saturation with prob- 
ability one.4 

hi the simulation models considered, [54], [63] Assump- 
tions 1 and 2 concerning the retransmission delay and the 
independence of arrivals for the offered channel traffic are 
relaxed. That is, only the newly generated packets are de- 
rived independently from a Poisson distribution. In general, 
simulation results obtained with moderate length runs indicate 
the following. For each value of the input rate X, there is a 
minimum value 80 for the average retransmission delay vari- 
able such that below that value it is impossible to achieve a 
throughput equal to the input rate. The higher X is, the larger 
6o must be to prevent a constantly increasing backlog, i.e.. 
to prevent the channel from saturating. Simulation also shows 
that for finite values of 5, 5 >6C, but not large compared to 
1, the system already "reaches" the asymptotic results (I -► ••). 
That is, for some finite values of 5, Assumption 2 is excellent 
and delays are acceptable. Moreover, the comparison of the 
(5, G) relationship as obtained from simulation and the results 
obtained from the analytic model exhibits an excellent match. 
Thus we consider the results derived above under the assump- 
tion of channel equilibrium useful since they are meaningful 
for these finite (and possibly long) periods of time. Also 
they provide an accurate assessment of the channel capacity. 
In [54] simulation experiments were also conducted to find 
the CSMA "optimal" delay; that is, the value ot US) which 
allows one to achieve the indicated throughput with the mini- 
mum delay. "Delay" here refers to the average over all sam- 
ples collected in the period of time which represents the 
length of the simulation runs. 

J). Markov Chain and Semi-Markov Chain Models 
It is clear from the above discussion thatthe (assumed) equi- 

librium throughput-delay results are not sufficient to charac- 
terize the performance of the infinite population model. A 
more accurate measure of channel performance must reflect 
the trading relations among stability, throughput and delay. 
The intent here is to show how this can be done by formulat- 
ing a Markovian model for a population of M users, where M 

4 It is interesting to point out here that it was more difficult to ob- 
serve this behavior of saturation with the CSMA simulator because 
CSMA, as shown in (88 j and as will be discussed later, la relatively 
speaking, leu unstable than slotted-ALOHA: it wOl require in ex- 
tremely long run before one can observe the unstable behavior. 
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Fig. 4. Throughput  veraui channel traffic for vinous random-occe» 
schämet. 

can be infinite as well. In summary, in this section we first 
give the definition of a Markov chain and state the Limit 
theorem which is most relevant to the present discussion. 
Then we proceed with the Markovian model for a slotted- 
ALOHA channel and derive its steady-state throughput-delay 
performance. Next, a discussion concerning non persistent 
CSMA under similar conditions follows which shows that, due 
to the dependence of the system evolution on the state of the 
channel (busy or idle), a simple Markov Process is not sufficient 
to model the system; instead, results from the theory of semi- 
Markov chains and regenerative processes are required. We give 
a brief account on this theory, and the resulting model. 

II Markov Chains: A Markov chain is a stochastic process 
{Xn.n ■0,1,2, •••) with a finite or countable state-space 
such that for all states IQ ,'i > " ' • >n-i • <> / »nd all n > 0 

»I» .X„. n-l 'N-l .xH 

-Pr {*„♦,-/I *„-!}. (34) 

If Pr{Jrn+1 •/(JTii */} is independent of n, then the Markov 
chain is said to possess stationary transition probabilities. In 
this case we let 

P,t'ri{xHtl'i\xn'i]. (35) 

Perhaps the major results in the theory of Markov chains con- 
sist of the Limit Theorems (as n ■* ■"), and in particular the 
following (82) 

"Theorem: An irreducible aperiodic Markov chain belongs to 
one of the following two clatiei: 

(a) either the states are all transient or all null recurrent; in 
this case pl^ -» 0 as n -»•• for all i',/ and there exists no sution- 
ary distribution. 

(b) or else, all states are positive recurrent, that is, 

V Urn pft0 > 0. (36) 

In this case, {*;,/ « 0,1, 2, ■■■}>* ■ stationary distribution and 
there exists no other stationary distribution where p}"' = 
*t{X„tm 'ilXm «i'} (the probability of reaching state / from 
state i in n steps)." 

Consider again the slotted-ALOHA scheme and let the chan- 
nel user ponulation consist of M independent users.   Each 

such user can be in one of two states: blocked or thinking 
(56), 163], (72]. In the thinking state, a user generates and 
transmits a new packet in a time slot with probability a. A 
packet which had a collision and is waiting for retransmission 
is said to be backlogged. A backlogged packet retransmits in 
the current slot with probability p; thus a backlogged packet 
incurs a retransmission delay which is geometrically dis- 
tributed. Let AT' denote the total number of backlogged 
packets at time I. Given the memoryless property of both the 
generation process and the retransmission process, N* it » 
Markov chain with stationary transition probabilities. The 
state space consists of the set of integers {0, 1, -* - ,M}. The 
one-step state transition probabilities of N* are easily derived 
(see (56)). For finite M the Markov chain is finite, irreducible 
and aperiodic and all states are positive recurrent; there exists 
a stationary distribution {fy}^- The channel input rate at 
time t itS' '(M- JV')o. The average stationary throughput is 
then simply given by S ■ (« - JJ)o where N ■ I//»/. The aver- 
age packet delay is equal to the average backlog time plus the 
transmission time of the packet (which equals one slot); the 
average backlog time, by Little's result, is simply N/S. The 
(true) steady-state throughput-delay performance of a slotted- 
ALOHA system with finite population is thus obtained. 

Consider now the slotted nonpersistent CSMA protocol in 
which the time axis is (mini-) slotted and the slot site is r 
seconds, the propagation delay. Packets, assumed to be of 
fixed length, require a transmission time of T slots. Just as 
with slotted-ALOHA above, we consider here a user popula- 
tion consisting of M users (terminals), all in line of sight and 
within range of each other. Again each such user can be in one 

'of two states: backlogged or thinking. In the thinking state, a 
user generates and transmits iif the chailnel is sensed idle) a 
new packet in a (mini-) slot with probability o. A user whose 
packet either had a channel collision or was blocked because 
of a busy channel is said to be backlogged. A backlogged 
user remains in that state until he successfully transmits the 
packet at which time he switches to the thinking state. The 
rescheduling delay of a backlogged packet is also assumed to 
be geometrically distributed, i.e., each backlogged user is 
scheduled to resense the channel in the current slot with a 
probability v, as specified in the description of the protocol, a 
retransmission would result only if the channel is sensed idle. 

-'■ -'• -'• ^ '- '■ -^---^ —--:-—*—^-^ •-'-   -'-t-t-. 
-•-'-'-• ■ 
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The memoryle« property of the geometrically distributed re- 
trantmiuion delay will permit here again a simple state de- 
scription for the mathematical model The terminal stays in 
the backlogged state during the transmission period. 

Let again V be a random variable representing the number 
of backlogged users at the beginning of (mini-) slot t. The 
channel input rate at time t, defined as the average number of 
new packets generated by the thinking usen at time t, is de- 
noted by S'. Assume M, a and v to be time invariant. In 
slotted-ALOHA, the action that a terminal takes pertaining to 
the transmission of a packet (either newly generated or re- 
scheduled) is completely independent of the state of the 
channel (busy or idle). In CSMA, on the contrary, the action 
taken by a terminal does depend on the state of the channel. 
One could increase the state description to include an indicator 
f for the channel state (busy or idle), however, with fixed 
length packets. (JV'. I) is still not a Markov chain. Tobagi and 
Kleinrock [88] show that a simpler analysis can be obtained 
by using results from semi-Markov and regenerative processes. 
But before we proceed with the model, we give here a brief 
account on the notion of semi-Markov and regenerative pro- 
cesses and present results most relevant to this discussion. 

21 Semi-Markov Chains: A stochastic process which makes 
transitions from state to state in accordance with a Markov 
chain but in which the amount of time spent in each state be- 
fore a transition occurs is random, is called a semi-Markov 
process. Basic results similar to those obtained for Markov 
chains exist for semi-Markov chains. In particular, the 
process XUe) taken at times te defined as immediately before 
or after a transition is a Markov chain and is referred to as the 
imbedded Markov chain. 

If a stochastic process {X(t), t > 0} with state space 
{0,1, 2, ■ - ■} has the property that there exists time points at 
which the process probabilistically restarts itself, then it is 
called a regenerative process. A cycle is said to be completed 
every time a renewal occurs. Let E\.\ denote the expected 
value of the random variable following the letter E. A main 
result relating to regenerative processes is the following 

p.^ Um Pr{Jir(0-/} 

£[amount of time in state / during one cycle) 
£(time of one cycle] 

for all / > 0; a very simple and pleasing result. 
Furtl» rniore, we can impose a reward structure on the 

process in the following manner. Suppose that when the pro- 
cess is in state / we earn a reward at a rate /(/),/> 0. Because 
of the reg> ? erative nature of the process, it follows that with 
probability one 

Moreover. 

lim  E I 

flXU)] ds 
t 

E f       f[Xis)]dt 
J cyclt  
ffcycle length) 

flXU)] ds     -     f.l. 
 • J P/AA 

(38) 

(39) 

Flg. S. The imbedded Markov-chain in »lolled nonperiitlenl CSMA. 

We now proceed with the semi-Markov model for the non- 
persistent CSMA scheme. Referring to Fig. S. which depicts 
transmissions and idle periods, consider the imbedded slots to 
be the first slot of each idle period. The intervals of time be- 
tween two consecutive imbedded slots are defined as sub- 
cycles. These subcycles, of course, are of random length. 
Consider one such subcycle and let tt denote the first slot. 
//* denotes the state of the system at («. AT* is an imbedded 
Markov chain. Let R denote the one-step transition matrices 
over slot t, +/- 1; 0. over slots tt ♦/ through tt *I*T- 1; 
and 0', over slot r, + / + T. The determination of these ma- 
trices is easily done based on simple probabilistic arguments 
(for detaUs see (88).) Given R, Q, and Q\ the transition 
matrix P corresponding to the imbedded Markov chain AT* is 
easily calculated. For finite M, the stationary distribution 
n - {»o. »i. •'. «M) where *, ■ liin,ff~. Pr{//* •«} U ob- 
tained by solving recursively 11 - WF. This distribution exists 
for finite values of M. 

It is clear that our process N** is actually a regenerative 
process. Thus we can apply the above stated results. Consider 
an imbedded point tt and its corresponding subcycle. Since 
the subcycle is entirely determined by N* we consider AT* to 
be the representative state for the subcycle which is of random 
length / + T + 1. The success of a transmission in a subcycle 
tf* is also entirely determined by the value otN**. Given that 

(37)    yv'*-«, it is expressed as (88): 

PM) 
(1 - »»)"(«- n)o(l - o)M^,,^l ^^n^>(l-^>)"'l(l-o)*l^,' 

i - (i - »ya - of* 
(40) 

Let t't and f, denote two successive regenerative points; they 
are such that tT ■ //• and such that for any ri < r# < rj. 
N** # f/'*. The interval Of time separating t't and ri' consti- 
tutes a cycle, ir/ represents the fraction of subcycles such that 
N** ■/. We now derive the channel throughput. In each sub- 
cycle, we define a reward function flN't)mP,{N,*)T. repre- 
senting the expected time during the subcycle that the channel 
is used without conflicts; then the throughput 5 can be written 
as (i denoting a generic imbedded point) 

Um 
te— 

U-»i J 
EW:- t.] 

(41) 
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The numerator is given by X!y£0 n/TP,{i),whüt the denomina- 
tor it given by iflo Ky (^ + T + 11; where 7) it the average idle 
period, given that N* ml. 

If we n'"-' doTine a cost function fW*) ■ N1, representing the 
backlog ,ne r, then the average number of backlogged 
packets is given by (* denoting a generic minislot) 

^= lim - 
»--        t 

(42) 
E\t;-tt] 

Given N* */, the knowledge of transition matrices A,Q, and 
C' allows the determination of (88) 

[l,*7V*l "I 

ftg J 

The numerator is then expressed as I*I0 ny^. By Little's re- 
sult, the average packet delay is N/S. The (true) steady-state 
throughput-delay performance of a CSMA channel with finite 
population is obtained (analytically!). 

So far, we have shown how a model based on Markov chain 
theory and regenerative process has permitted us to derive 
analytic expressions for the average throughput-delay perfor- 
mance of some important random access schemes under a 
finite, population constraint. This has constituted a consider- 
able progress in our attempt to understand the behavior of 
these systems. 

In particular, a very important observation of the results ob- 
tained from the above analysis has been the following. Even in 
a finite population environment (thus guaranteeing the exis- 
tence of equilibrium), if the retransmission delay is not suf- 
ficiently large (i.e., the retransmission or rescheduling probabil- 
ity is not sufficiently small), then the stationary performance 
attained is significantly degraded (low throughput, very high 
delay), such that, for all practical purposes, the channel is said 
to have failed; it is then called an unstable channel With an 
infinite population, the Markov chain is not ergodic and 
stationary conditions just do not exist (11 ]; the channel is al- 
ways unstable thus confirming the results obtained from 
simulation as discussed in Section ll-C above. For unstable 
channels Kleinrock and Lam [56] defined a stability measure 
which consists of the average time the system takes, starting 
from an empty state, to reach a state determined to be critical. 
In fact, this critical state partitions the state space into two 
regions, a safe region and an unsafe region. The stability mea- 
sure is the average first exit time (FET) into the unsafe region 
(again a concept borrowed from Markov chain theory!).. As 
long as the system operates in the safe region, the channel per- 
formance is acceptable; but then, of course, it is only valid 
over a finite period of time with an average equal to FET. For 
more details, concerning the determination of FET and the 
numerical results, the reader is referred to (56), (88). 

E. Markov Decision Models 

In the Markovian models discussed above it was assumed 
that the system parameters were all fixed, time invariant and 
state-independe it. These models are referred to as static. 
Clearly, it is often advantageous to design systems that dy- 
namically adapt to time-varying input and to system state 
changes,   thus providing improved  performance.     Dynamic 

adaptability is achieved via dynamic control consisting of tit e 
and state dependent parameters. The basic problem is to tind 
the control functions which provide the best system perfor- 
mance. If the system is Markovian in nature, then the theory 
known as Markov decision theory provides a basis for analysis. 
We first give in this section a brief introduction to Markov 
decision theory and the most relevant results. We then pro- 
ceed with our example of packet-switching in radio channels 
and discuss various practical control schemes and their analysis. 

Consider the process X(t) and its state space i labeled by 
the nonnegative integers {0, 1,2,"* ,M). Let 0 be a finite 
set of possible actions such that corresponding to each action 
a€ 4, a set of state transition probabilities {p</(a)} is speci- 
fied and a cost C/(a) is incurred. A policy /is a rule for choos- 
ing actions. Let 9 be the class of all policies. An important 
subclass is the class of stationary policies 9,. A stationary 
policy is defined to be one which chooses an action at time t 
depending on the state of the process at time t. It easily fol- 
lows that if a stationary policy / is employed, then the se- 
quence of states {Xf, t*0, 1,2,-"} forms a Markov chain 
with transition probabilities Pi/lfU)]. It is thus called a 
Markov decision process, and it possesses stationary transition 
probabilities. Let us define the expected cost per unit time 
for X{t) which was initially in state i as 

♦,(/) = hm ^-J- £/[ X Cxw l/(*(r))l/*(0) - /I.    (43) 

For a stationary policy / such that ^(f) is irreducible we have 
the following result: Wf) is simply expressed as 

#»(/>"£ Vi(nC,(f)= t(f\     Vi'0,l.'--.M (44) 
/-o 

where {*/(/)} is the (unique) stationary distribution of XU) 
such that 

»/(/)-2>/(/)pv(/) 
(■o 

»/(/)> 0 

2ir,(/)- 1 

(45) 

g(/)is also called the cost rate. 
Another important result in the theory of Markov decision 

processes states that if every stationary policy gives rise to an 
irreducible Markov chain, then there exists a stationary policy 
/* which is optimal over the class of all policies such that 

»(/•) • min ♦,(/). VJ-0.1. •••.«. (46) 

This pleasing resul' means that, in most cases of interest, one 
can limit the attention to the class of stationary policies. A 
very efficient computational algorithm known as the Howard's 
policy iteration method 136), (37) exists which allows the 
evaluation of the cost rate g{f) and which leads to an optimal 
stationary policy. 

We continue here with our now familiar example of random 
access techniques. It follows from the discussion in the previ- 
ous section that, if Af is finite, a stable channel can be achieved 
by using a sufficiently small retransmission or rescheduling 
probability. But a smaller retransmission probability implies a 
larger backlog size and hence a larger packet delay! Moreover, 

.-.-.-.• v v ■j-V.V ■--■.• -:;-».:> .0-.k\,\ 



, i ■,    i^i • ■' (• vBi^ um u . i. .1.. ■ i,».! m j»B»iijWiyj»iji^j a j^ijiq , , •■ ^j^Wi., ^.iF, f_ l^. ^ .■. ^, »". ,"   .". -".  .". I". ." , .■, -■. .■. ."    ■. 

TOBAGI »f «/.: MODELING AND MEASUREMENT TECHNIQUES I43S 

it it noted thit, for itible channels and for a'given total 
throughput, the packet delay increases with increasing popula- 
tion size 156], (88). Basically, the reason for this behavior is 
that the appropriate constant retransmission probability has 
to be small enough to overcome the degrading effect resulting 
from those statistical fluctuations which otherwise would drive 
the system into an "unsafe region." Dynamic control provides 
an effective solution to this problem; it enables an originally 
unstable channel to achieve a much improved throughput-delay 
performance, and conversely it improves the (otherwise high) 
delay performance of a stable channel with large M. With 
dynamic control we also allow the channel to accommodate 
varying input load without any disastrous effect. 

Markov Decision theory has successfully been applied by 
Lam and Kleinrock (64) to the design and analysis of control 
procedures suitable to slotted-ALOHA in particular and 
random-access techniques in general. More precisely the objec- 
tive is to decide on some practical control scheme and to 
derive the optimal stationary policy. Two main types of con- 
trol are proposed: an input control procedure (ICP) corre- 
sponds to an action space consisting of either accepting or re- 
jecting all new packets arriving in the current slot; a 
retransmission control procedure (RCP) corresponds to an 
action space {/(/)} where /(/) denotes the retransmission 
probability in a slot in which the backlog is i. A more general 
description of the action space, of which ICP and RCP are 
special cases, is as follows (64). Let di = {0| .0j, • • ■ , 0m} 
where O<0, <0j < • ■ • <ftn < 1 »nd fl, - {7I,7J. '"' .7»} 
where 0<7i <-<7k < 1. Let (I ■ (!| X d,. A stationary 
policy / maps the state space {0, 1, • • •, Af} into fl such that 
/(i)-(0. T) means that whenever the system state at slot t is 
N' = <, then each new packet is accepted with probability ß 
and rejected with probability 1 - ß and each backlogged packet 
is retransmitted in that slot with probability ?. 

Given a policy /, it is easy to write the one step transition 
probabilities {p/, 1/(01} for the Markov decision process A/'. 
Under the condition that N* is irreducible, the stationary dis- 
tribution {ffil/l} exists. It remains to define the cost rates 
Ct{f] and to determine the performance measures. For the 
sake of simplicity, let us restrict ourselves here to just RCP. 
The more general treatment can be found in |64|. Let 
/■ {/(«')} denote the policy. Supposing JV'-i, define the 
immediate reward C/(/) to be the expected channel through- 
put in the r'* time slot. JouiO. /)■ T*1«" ^ (44)'the «ward 
rate becomes 

nately, this task is simple since it can easily be shown that for 
any stationary policy/» S -► d, we have 

f.(/)-£«i(/)T«rtO.A (47) 

This is also the channel throughput rate. Consider now the 
stationary average packet delay. Supposing N' ■ i, define the 
expected immediate cost to be C|(/)Bi thus accounting for 
the waiting cost of i packets incurred in the t,h time slot. 
By (44), the cost rate is 

td(f)' ■£'»/(/)• (48) 

Applying Little's result, the average "wasted" time of a packet 
is simply Dw m f*(/)/*,(A The main objective here is to find 
a policy which optimizes channel performance, that is, which 
minimizes the delay for a given stationary throughput. Fortu- 

„(/).-'^i* 
a 

(49) 

meaning that if there exists a stationary policy which mini- 
mizes the cost rate /<<(/), this policy will also maximize the 
reward rate ff(/) (64). Having decided upon a channel control 
procedure, the optimal policy is determined via Howard's 
policy-iteration algorithm. This will alto allow the determina- 
tion of the associated optimum performance (64]. 

Independently, Fayolle et al. 119] give yet another treat- 
ment of the instability of slotted ALOHA channels with 
infinite populations and propose similar control procedures to 
recover stability. In particular, it wu shown that, with re- 
transmission control procedures, only policies which assure a 
rate of retransmission / from each blocked terminal which it 
inversely proportional to the number of backlogged terminals, 
will lead to a ttable chanqel. An expression for the optimal 
policy / wu also given. In their paper. Lam and Kleinrock 
(64) suggest that a good control policy must be of the control 
limit type. Their intuition wu confirmed by the numerical 
solutions obtained from Howard's policy iteration algorithm; 
however, there is no rigorous proof of optunality. In (88) 
Tobagi and Kleinrock similarly addressed themselves to the 
dynamic control of the nonpersistent CSMA protocol In 
essence, it was shown that one can improve the channel per- 
formance by selecting the retransmission probability which 
maximize« the "instantaneous" throughput, that is, the average 
throughput over a subcycle. The resulting overall channel 
performance wu further shown to be then insensitive to the 
population size 

It is apparent to the careful reader that the preceding (exact) 
analysis is based on a major system assumption, namely that 
each user knows the exact current state of the system. Gearly, 
this assumption does not hold in practical situations! The 
channel users have no means of communication among them- 
selves other than the multiaccess broadcut channel itself. But 
each channel user may individually estimate the channel state 
by observing the channel outcome over some period of time, 
and apply a control action based upon the estimate. In the 
context of slotted-ALOHA, Lam and Kleinrock (64) give 
some heuristic control-estimation algorithms which prove to be 
very satisfactory. With appropriate modifications and exten- 
sions, these algorithms can be applied to CSMA channels u 
well. The difficulty in incorporating the estimation algorithms 
into the mathematical model incites us again to the use of 
simulation techniques. The results obtained by the mathemati- 
cal model assuming full knowledge of the system state repre- 
sent the ultimate performance; a bound on the performance 
obtained via any heuristic estimation algorithms. The good- 
ness of the latter is evaluated by comparing simulation results 
to these bounds. (For numerical results, the reader is referred 
to (64).) 

F. Mathematical Programming 
So far we discussed modeling tools which have been mainly 

used to evaluate throughput and delay performance of com- 
munications systems without paying much attention to opti- 
mization issues (except, perhaps, in the development of 
Markov decision models).   Here, we address the optimization 

-'" *'- * - 
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problem more directly, and review the mathematical pro- 
gramming tooli commonly used in network design. 

The typical problem consists of optimizing a performance 
measure (e.g., cost, delay, throughput), over a set of variables, 
meeting given performance constraints. The ability to solve 
the design problem depends critically on our success in ex- 
pressing both objective function and constraints in analytically 
manageable form as a function of the design variables. Thus 
network models are an essential prerequisite to design. 

Unfortunately, most performance expressions are rather 
complex, requiring approximations in the model or relaxation 
of the constraints in order to formulate the design problem in 
convenient terms and solve it with powerful mathematical 
programming techniques. A typical example of this approach 
is the linearization of discrete line costs in the minimum cost 
design of land baaed packet net» nrks |S7|. In some cases, the 
nature of the variables and of the constraints is so complex 
that a mathematically manageable formulation of the problem 
is not possible. An example is the topological network design 
to satisfy two-connectivity constraints (831. In these cases 
only heuristic approaches can be of help (see Section ll-H). 

Design variables may be continuous (e.g., link data rates, 
packet length) or discrete (e.g., topology, number of switch 
sites). 

Examples of methods commonly used in continuous variable 
compu ' network designs are: I)linear programming; 2) La- 
grangian optimization; 3)multicommodity flow optimization 
(discussed in the following section); 4) gradient projection 
method. Examples of methods used in discrete optimization 
are: I) dynamic programming 2) Lagrangian decomposition; 
3) >.    ich and bound 1321. 

In tins section, as an example, we discuss the Lagrangian 
method as it applies to the Capacity Assignment (CA) problem 
in land based packet networks |S7). 

The CA problem can be formulated as follows. 

Given: topology, average link data flows,/= (/i./j, ■ •*, fu) 

(where M is the number of links and /, is the bit rate on link i 
and is given by /, m V»i *, 

M 
minimize link costs: D * 1 (MG) 

/■i 

over the selection of link capacities Ca(C| .C|," * «Qf) 
subject to:        Of 

By setting the partial derivatives di/dQ to zero, and choosing 
ß so that the delay constraint is satisfied, we obtain the opti- 
mal expressions for C/-. 

1   M 

Ci-f, 
< '"MAX- 

Line capacity options are in general discrete. To simplify the 
problem we may approximate the discrete capacities with 
continuous values; furthermore, we may approximate the cost 
function with a linear function, i.e.: 

<MC,)-rf,C,+<f,, (50) 

To solve the linearized problem we use the method of La- 
grange multipliers. To this end we construct the Lagrangian L, 
defined as the sum of the objective function plus the constraint 
function multiplied by the multiplier 0: 

L-o + ö(7--r„Ax) 

M /\   M      f, \ 
-^q+d,, *M-2:-^--rMAX).   (5i) 

c,-/i + 

M     ,  

*-l  

TTMAX 
(52) 

G. Multicommodity Flow Optimization 

In earlier sections we showed how to evaluate delay perfor- 
mance in land based networks, assuming static routing. In 
most networks, however, route selection is adaptive to load 
pattern and to network conditions. Since the delay perfor- 
mance is critically dependent on the routing policy, we wish 
to develop models that predict delay performance also in a 
dynamic routing environment. 

Unfortunately, the general dynamic routing problem is very 
complex. Network of queues theory may be used. However, 
the fact that transition probabilities depend on network load 
precludes the derivation of "product form" solutions (see 
Section ll-B). The system may still be represented as a very 
general Markovian system and solved using numerical tech- 
niques. This type of solution, however, is computationally 
very cumbersome and offers little insight into the dependence 
of network performance on dypamic routing parameters, let 
alone their optimization. 

To overcome this problem, we approximate the dynamic 
routing solution with the optimal static solution. More pre- 
cisely, we first find the optimal static routing strategy using 
mathematical programming techniques. Then we verify that 
the dynamic strategy performs almost as well as the static 
strategy at steady state. This verification may be carried out 
using Markovian models in simple cases, and simulation in 
more complex situations. 

The advantage of this two-stage approach is that the verifica- 
tion stage although computationally cumbersome needs to be 
carried out only for a few representative benchmarks, while 
the static optimization stage (which must be solved an endless 
number of times in a typical network design problem with 
several topological alternatives) is performed very efficiently 
using multicommodity flow techniques. 

Multicommodity flow techniques are mathematical program- 
ming techniques used to optimize the distribution of "com- 
modities" (in our case, packet flows) throughout a network, 
between several origin-destination pairs. The problem con- 
straints are generally the line capacities. The objective may be 
the total throughput, or the delay, or another appropriate 
function of the flows in the network. 

The multicommodity flow matrix F for a data network is an 
NY. L matrix (N ■ number of nodes; L * number of links) 
whose entry F(i, k) represents the average data flow (bits per 
second) on link k with final destination i. Each row of 
F represents the "single commodity" flow to a distinct 
destination. 

The matrix F uniquely identifies the steady-state routing 
scheme. In order to find the optimal routing solution (at 
steady state) we just need to optimize g(F), where g(F) is the 
desired performance measure. This optimization can be 
carried out very efficiently using a decomposition approach. 
We decompose each single commodity flow into the convex 
sum of the flows on all possible paths to a given destination. 
Clearly, the number of possible paths can grow very large, 
but one can show that only at most N paths are included in 
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the optinul solution. Usini an iteritive procedure (c«Ued 
now^deviation method (261, we introduce at each step a new 
path that can improve performance. The selected path is the 
shortest path evaluated using as weight for link i the partial 
derivative W, - bg(F)ldf,, where /, is the total flow (sum of all 
commodities) in link i. An appropriate amount of traffic is 
then "deviated" from the previous paths to the new shortest 
path. The iterative procedure terminates when the relative 
improvement obtained by the deviation falls below a specified 
tolerance, at which point we have reached a local minimum. 

Multicommodity flow techniques can be used to solve a 
variety of problems in data network designs. Here we con- 
sider, A a specific example, the problem of finding the mini- 
mum delay routing in a land-baaed packet-switched network. 
The problem is formulated at follows. 

Given: 
Topology 
Channel capacities 
Traffic requirement matrix R. 

Minimize: 

1   Af      f. 

1 fcCi- ft 

Over the design variable: 

./*>■ 

Subject to 
a) / is a multicommodity flow induced by requirement ma- 

trix Ä 
b)/l<C,. 

It is easy to verify'that the objective function TV) is convex, 
and, therefore, the locally optimal solution found by the Flow 
Deviation Algorithm is also globally optimal. The link weights 
used at each iteration are: 
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Therefore, the only practical Vay of approaching medium and 
large network designs is via heuristics. Several procedures 
have been proposed, which are based on different concepts. 
The common philosophy of these procedures consists of 
identifying a condition which is necessary (although generally 
not sufficient) for optimality. and of achieving this condition 
by means of repeated topological transformations until a 
locally optimal solution is found. Starting from randomly 
chosen initial configurations, a large number of local minima 
is explored to enhance the probability of success of the 
heuristic method. 

One of the most popular topological design heuristics is the 
Branch X-Change (BXC) method 124). The local condition 
for optimality is the condition that the cost be not reduced by 
any BXC (i.e., the elimination of one or more old links and the 
insertion of one or more new links). Thus, the BXC algorithm 
explores exhaustively all the feasible BXC's, accepting only the 
JT-changes that lead to cost reduction, until no more improve- 
ments are possible. 

Another, more recent algorithm, the Cut Saturation (C-S) 
algorithm , can be viewed as a refinement of the BXC Algo- 
rithm in that only a selected subset of the possible AT-changes 
is explored (25), (301. More precisely, only the X- 
changes involving the insertion of links in the Saturated Cut 
(i.e.. the minimal set of most utilized links that, when re- 
moved, disconnects the network) and the deletion of lightly 
utilized links are considered. 

A third algorithm, the concave branch elimination (CBE) is 
based on flow optimization concepts (321. The CBE algo- 
rithm can be applied whenever the discrete line costs can be 
approximated with continuous concave curves of cost versus 
capacity. Under these assumptions the total network coat for 
a given topology can be expressed as a concave function D 
of the  link  flows, namely: 

Wi 
hT 

3/,    (Q-/,)1' 
Vi-1,--,W. (53) 

In general, the key requirements for the successful solution 
of the routing problem are the capability of expressing the de- 
lay as a function of link flows, and the convexity of such a 
function. For land-based networks, we have just shown that 
such requirements are satisfied. One may show that the re- 
quirements are also met for mixed terrestrial and satellite net- 
works (291. Distributed packet radio networks, on the other 
hand, the delay formulation is much more complex because of 
the interference existing between neighboring nodes. 

H. Heuristic Technique! 
Heuristic and approximate solutions are often the only 

feasible approach to some of the more complex analysis and 
design problems related to large packet networks. A classifica- 
tion of the various heuristic methods is certainly beyond the 
scope of this paper. Interested readers are referred to (671 for 
an overview. One particularly important class of heuristics, 
however, will be discussed here: namely, the class of topologi- 
cal design algorithms. 

The topological optimization of a packet network ia a 
formidable mathematical programming problem made difficult 
by the combination of integer type variables (switch number 
and location, topology, line speeds) and multicommodity flow 
variables descrihin« the routing of packets in the network. 

D(J) 
M 

I 
i-l 

(.?, ^)' 
_   * T'MAX 

(54) 

We can then apply the flow-deviation algorithm to obtain a 
minimum. This minimum is only a local minimum tince the 
function Dif) is concave (instead of convex, as in the routing 
problem). In the process of finding a local minimum, it can be 
shown that the algorithm eliminates uneconomical links (i.e., 
reduces their flow to zero), and, therefore, strongly reduces the 
initial topology. Exploiting this locally optimal property, 
several local solutions are investigated starting from different 
initial configurations. 

Several other heuristic methods have been proposed and 
applied with more or leas success to various types of networks. 
The common element of all the methods is the existence of a 
local optimality principle and the need to randomly explore 
several solutions in order to improve the accuracy of the design. 

/. Simulation 
As we have noted at several points in our earlier discussion, 

analytic modeling techniques are inadequate to deal with 
many of the details of a system to be modeled. Simulation is 
then used. 

Basically, simulation has two main purposes: a) the perfor- 
mance evaluation of network protocols that are analytically 
intractable; and b) the validation of analytical models based on 
simplifying assumptions.   These purposes, however, are ade- 
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quately served only if the timulation model itself is vtlid; and 
tkut techniques that can be used to guarantee the validity of 
the model and its results are required. We discuss each of 
these issues in more details and supply the reader with some 
typical examples. 

Numerous examples exist where simulation is used as a tool 
to evaluate alternative protocols. Unfortunately, there is no 
particular work that serves as a basis for a discussion here as 
was the case with analytic modeling. We refer the reader to 
applications which have appeared in the literature on the 
ARPANET, the Atlantic Packet Satellite Network, the NPL 
•ctwork and the Cigale Network (27|. [39], |33|, 149], [77]. 

A recent example of simulation applied to validate analytical 
Models is offered by Lam's study on network congestion con- 
trol |6S|. In this model, each nodal switch is represented by a 
■etwork of queues. The nodes in turn are interconnected by a 
higher level network, which is, in fact, the network topology. 
Due to buffer constraints and, consequently, nodal blocking, 
the global network of queues does not have a convenient 
"product form" solution, as discussed in Section ll-C. How- 
ever, by postulating static (i.e., state independent) blocking 
probabilities for the nodes, the global model was reduced to a 
collection of independent submodels (one for each packet 
switch), whicli were solved separately, using the product form 
approach. Clearly, the assumption of static blocking probabili- 
ties is of critical importance for this study. Thus it was 
thoroughly tested using a very accurate simulation program. 
Experiments showed good agreement between simulation and 
analytical results. 

Analytic queueing models and simulation queueing models 
po hand in glove. We have pointed out that, when we are try- 
ing some new technique of analysis it is useful to'cross check 
that analysis with the results of simulation runs. Also very 
important is the use of analytic models to validate large simula- 
tion programs. It is often the case that a simulation program 
will be thousands of lines of code (in Simscript, say) and the 
modeler is faced with the question of whether or not this 
enormous program actually models the system in question. 
Now it is often the case that the logic of the program can be 
tested by comparing its results with an analytic model when 
the program parameters are set to correspond. That is, much 
of the complexity that cannot be handled in analytic models 
■ay appear in the simulation as parameter settings. When the 
parameters are set to certain values the simulation may be 
■sodeling a Markovian network of queues for which we can 
Malytically predict the behavior. If the simulation produces 
correct results for this case then one is inclined to believe that 
the results for other parameter settings are also correct. An 
example of this approach can be found in (62). 

When we perform a simulation we usually gather statistics on 
certain variables that we wish to measure (queue lengths, 
transit times, * ■ - )■ But these statistics are not very accurate 
since they are derived from highly correlated samples. Their 
proper interpretation requires the use of time series analysis 
rather than classical statistics. It is all too common, however, 
to find that simulation results are quoted for a single run of 
each desired experimental point. Simulation languages often 
gather statistics using models based on classical statistical 
theory. However, a correct approach requires the experi- 
aaenter to obtain a large number of independent samples 
(40 to 100 samples, say) if classical analysis is to be used to 
estimate the mean of some measured quantity and to place a 

confidence interval around that estimate. This would involve 
thousands of computer runs each of which may be several 
hours long. Few people can afford this; and the typical 
strategy is to take the one observation as correct. There are 
very many problems where this will work, but it is fortuitous 
and modelers must beware of extrapolating such successes. 

An alternative scheme is to break the simulation run down 
into several "subruns" in which statistics are separately 
gathered. These runs hopefully are independent. The problem 
is to be sure of this. Recent work by Crane and Iglehart (14), 
(IS) and by Fishman (21], (22], (23] helps us here. They 
carefully explain the problem and suggest the use of "regenera- 
tion points" to obtain independent samples. The basic idea is 
that systems return periodically to certain configurations and 
that the behavior of the system after reaching such a regenera- 
tion state is indef f ndent of its behavior prior to entering that 
state. Thus by taking separate samples during the cycles be- 
tween entry into the regeneration state one obtains the re- 
quired independent samples that permit the use of the simple 
classical statistical tools. The most recent work by Fishman 
(23] offen practical guidance here. 

Regeneration points are not a panacea. The problem is that 
the cycle time between reentry may be too long for practical 
application. Consider a system with 10 queues each with 
finite waiting room for 10 customers. There are 1010 possible 
states! Nevertheless, the above referenced material is impor- 
tant reading since it offers useful insight into the problem of 
establishing confidence in our simulation exp'<"   nts. 

These problems are one reason that analytic m. dels are to be 
preferred to simulation if they can be used. They give results 
much more cheaply, even if several weeks are required to 
develop the model. Furthermore, they aid our intuition. It is 
much easier to comprehend the implications of even the most 
complex formulas than it is to comprehend the meaning of 
8000 lines of Simscript code and a basketful of output tables' 
Both tools are needed. 

Finally, a novel approach known as hybrid limulation, is 
worth mentioning. Basically, the idea is to combine both 
discrete-event simulation and mathematical modeling in an 
attempt to achieve good agreement with the results of an 
equivalent complete simulation model, but at a significantly 
lower cost. This approach is possible if the frequency of state 
transitions of some portions of the system is much higher than 
those of other portions. Then the high-frequency events are 
accounted for in a computationally efficient analytic submodel 
while the relatively infrequent (and often more complex) 
events are accurately simulated. Parameters are exchanged 
back and forth between the various submodels. Hybrid models 
have been successfully applied for the analysis of computer 
systems (10a], but have not yet been widely used in computer 
communications systems. 

III. MEASUREMENTS 

Manfred Eigen wrote: "A theory has only the alternative of 
being right or wrong. A model has a third possibility: it might 
be right but irrelevant" (17]. Indeed, most if not all of the 
modeling work is htsed on simplifying assumptions without 
which the analysis becomes intractable; and with these assump- 
tions we run the risk of providing results which do not exactly 
conform to the real situation. "Irrelevant" is perhaps too 
strong a word: in the absence of a real system (that is, in the 
early design phase) analytic and simulation models are the 
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only tools ivailable to guide us in first impletnentttions.  But 
once the system is built, meuurements allow us to gain valu- 
able insight regarding the network usage and behavior. They 
provide a means to evaluate the performance of the opera- 
tional protocols employed and the identification of their key 
parameten; they allow for the detection of system inefficien- 
cies and the identification of design flaws; when used to im- 
prove network design, they are a valuable feedback process by 
which existing analytical models are validated and/or improved, 
and in which design deficiencies are detected and subsequently 
corrected. Thus contrary to early designed computer systems 
which did not allow sufficient freedom in experimentation, 
and in line with Hamming's obaervation that "it is difficult to 
hive a science without measurement," elaborate measurement 
facilities constitute an integral part of all experimental and 
many operational computer communications systems of today. 
Basically, the measurement task consists of identifying the 
measurement functions with respect to the system and devising 
the measurement facilities required to support those functions 
under the constraints that the system imposes. In this section, 
we.shall first review the basic measurement tools, their capa- 
bilities, their limitations, and their applicability to and imple- 
mentation in different network environments, namely, land- 
based wire networks, satellite networks, and ground packet 
radio networks; next, we shall show the importance of well 
designed experimenU in satisfying the many measurement 
goals. 

A. Measurement Facilities 
Although the objective of measurements is basically the 

same for all types of networks (wire, ground radio, or 
satellite), several factors exist which do not allow for a simple 
transfer of measurement lacilities from one to the other. The 
techniques may very well be the same, but the implementa- 
tions -f these tools will have to be compatible with the 
particular system's design and comply with its limitations. 

Most of us are now familiar with land-based wire packet- 
switched networks and their structure; the switches are mini- 
computers which provide the store-and-forward function and 
handle routing and error control; typical examples are the 
ARPANET 179| (in which the nodal switch is called the IMP), 
the Cigale Network [76al, TELENET I75al, DATAPAC 
(lObl. Satellite and ground radio networks, however, are far 
leu common than wire networks and a brief introduction here 
is in order. In a satellite system (an example of which is the 
SATNET |33), (43), a node is basically a minicomputer 
switch similar to the ARPANET IMP interfacing with the 
satellite channel by means of satellite radio equipments. AU 
nodes share a common satellite channel via some access 
scheme. In a ground radio environment, the issues are 
somewhat more complex. Besides the original but simple 
one-hop ALOHA system at the University of Hawaii, the only 
and prominent example of a fully distributed radio network is 
the ARPA Packet Radio Network (PRNET), a prototype of 
which has already been deployed in the San Francisco Bay 
Area [44|, 145). There are three basic functional components 
in the PRNET: (i) the packet radio terminals which are the 
sources and sinks of traffic, (ü) the packet radio repeaters 
whose function is to extend the effective radio range by acting 
as store-and-forward relays; and (iii) the packet radio stations 
which provide global control for the network of repeaters and 
act as interfaces  between  the  broadcast system and other 
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computers or networks. The repeater is called a packet radio 
unit (PRU) and consists of a radio transceiver and a micro- 
processor. It receives and transmits packets according to dy- 
namic routing and control information provided by the sta- 
tions. For simplicity and uniformity of design the PRU is also 
used as the front-end of terminals and stations interfacing 
them with the radio net. 

Although the PRNET utilizes the technique of packet- 
switching, the packet radio measurement facilities are unique 
with respect to the system constraints [87). These constraints 
are in large part due to the desire to keep the components 
small and portable, to the limited speed of the microprocessor 
(which in turn is due to the assumed limited power supply 
available in some military applications) and to the limited 
availabl« storage at each PRU. The overhead placed on the 
PRU is also of utmost importance in evaluating the feasibility 
of a measurement tool and of the collection of data in support 
of a measurement function. In particular, due to the broad- 
cast nature of transmissions, the transmission of collected 
measurement data not only introduces overhead over its own 
path, but causes interference at all neighboring repeaters 
within hearing distance and creates additional overhead on 
those PRU's activitiet. The development of the measurement 
tools in the PR Net is an excellent illustration of the iterative 
design process involved whereby a balance is sought between 
supporting the measurement functions and satisfying the sys- 
tem constraints, thus making sure that the network communi- 
cation protocols allow the implementation and proper func- 
tioning of thoae tools. Specific examples will surface in the 
sequel substantiating this statement. 

We now describe the various types of statistics used, and 
the artificial traffic (and noise) generators needed in measure- 
ment experimenU and the various techniques available for data 
collection. 

7; Cumulative Statistict (CUMSTATS): Cumulative statis- 
tics consist of data regarding a variety of events, accumulated 
over a given period of time. These are provided in the form of 
sums, frequencies, and histograms. In the ARPANET, for 
example, cumstats are collected in each IMP and include a 
summary of the sizes of messages entering and exiting the 
network [121, (51), the number of IMP words, the number of 
control messages, etc. "Global" traffic data are also collected; 
they are referred to as round-trip CUMSTATS; they include 
the number of round-trips per possible destination and their 
delays. 

In the PRNET, distinction is made between cumstat data 
collected at the PRU's (which provide information about the 
local environment and behavior such as traffic load, channel 
access, routing performance and repeaters' activity) and those 
collected at the end devices (which reflect more global net- 
work behavior such as user delays and network throughput). 
A detailed list of the data items of interest in PRNET experi- 
ments can be found in [87). 

The implementer may add the flexibility of tailoring to 
some degree, the content of the CUMSTAT to the require- 
ments of a specific experiment. In SATNET, for example, 
most of the items in the CUMSTAT message are optional and' 
may be requested by the experimenter at the beginning of the 
experiments. The advantage of this solution is to make avail- 
able a very large set of measurements, without the line and 
processor overhead usually required to construct and transmit 
long CUMSTAT messages. 
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2) Trace Statittict: The trace mechanism allows one to 
literally follow a packet as it flows through a sequence of 
nodes and thus trace the route it takes and the delays it en- 
counters at each hop. In the ARPANET, selected IMF's whose 
trace parameter has been set gather data (at the IMF's them- 
selves) on each (trace marked) packet and send this data to the 
experimenter ai the collection point as a new packet. Trace 
data consists of time-stamps related to the time of arrival, the 
time of transmission, and the time that the acknowledgment is 
received (12). While the above implementation has been 
possible in the ARPANET, in a PRNET, the collection of trace 
data at the repeaters is prohibited by the limited size of storage 
in the PRU. To overcome this problem, a new type of packet 
called the pick-up packet has been introduced (87]. Pick-up 
packets are generated with an empty text field by traffic gen- 
erators at end devices. As these packets flow normally in the 
network according to the transport protocols, selected re- 
peaters gather .he trace statistics and store them within the 
text field of the pick-up packets themselves. 

31 Snapshot Statistics: A Snapshot provides an instanta- 
neous look at a device (IMF, PRU) showing its state with 
regard to various queue lengths and buffer allocation. Al- 
though this information can be obtained by a time sequence of 
state changes, the snapshot technique is preferable in that it 
reduces considerably the overhead and artifact caused by col- 
lecting and sending the statistics too frequently. In the 
ARPANET, snapshots also include the IMP routing table and 
its delay table. The correlation of these with other collected 
statistics will help explain abnormal or unexpected behavior. 
In the PRNET, the stations play a central role in providing 
some degree of global control for the operation of the entire 
network. They contain tables describing the network con- 
nectivity, the repeaters states and their parameter values. 
Changes in appropriate tables are time stamped and collected 
as the stations snapshot functions. 

4) Artificial Traffic Generators: Artificial traffic generation 
is clearly a requirement of any exp«imental system. In the 
absence of real user traffic, the experimenter is thus given the 
ability to create streams of packets Vctween given points in the 
net, with specified durations, inter-ptcket gaps, packet lenghts, 
and other appropriate characteristics. In the ARPANET, the 
IMF's message generator can send fixed length messages to one 
destination; in the PRNET a higher level of flexibility is imple- 
mented: each traffic source (at terminals and stations) can 
provide one or more streams of both "information" packets 
and/or pick-up packets, each with a specified packet length, 
frequency, destination and duration. In SATNET, each station 
may generate up to 10 independent streams of artificial traffic, 
each stream having its own characteristics (generation rate, 
packet length, priority, etc.). Furthermore, the generation 
rate of a stream may be changed to preset values at preset 
times during an experiment. For example, the generation rate 
of a station may be set toO in the interval (0, 7o);to 1 in^o. 
To * AT*); and again to 0 in (7*0 + AT, <»). The result, in this 
case, is a pulse of amplitude 1 and duration AT, at time T. 

5) Emulation: In most initial experiments, the system under 
investigation consists of a limited number of elements, thus 
placing severe constraints on the experimenter in his attempt 
to understand the system behavior in future and more realistic 
environments. This makes it desirable to emulate in a single 
element the traffic that would be generated by several separate 
sources.   An interesting example of multiple node emulation is 

offered by SATNET. The physical configuration of SATNET 
consists of 4 stations, a number too small to carry out any 
meaningful type of stability experiments. The experimental 
capabilities in this direction were consideral-Iy expanded by 
implementing in each real station 10 "fake" stai.ons equipp-d 
with a'' the essential protocols to permit then .ndep' nc «it 
operation. 

6) Network Measurement Center Control, CoUecnon, t' 
Analysis: The need for contiolling l.ie measurement ficflitics. 
and collecting and analyzing measurement data gives ttf to 
the notion of a network measurement center (NMC). Per M 
three above mentioned networks (ARPANET, PR "El, *- d 
SATNET), for example, the University of California a, Los 
Angeles (UCLA) has been succssfuUy playing the role nf 
NMC. For the French Ggale network, the measurement t* < 
is being undertaken by IRIA (35]. 

In the ARPANET, messages are sent to a background ptr 
gram in the IMP to trigger the necessary parameter change; in 
fact, once an experiment is specified, these messa" are 
automatically formatted and sent by a set of prograr >n- 
structed  at  the  NMC.     Conversely,  measurement is 
gathered at the various sites, formatted and routed to I \- 
NMC where it is stored and analyzed. Simil.ir techniq «re 
employed for the PRNET and SATNET while usii ae 
AfPANET to communicate with the measurement f« ies 
and to transport the data back. In the PRNET, in par ar, 
it is through the station that the initiation and ternina of 
measurement experiments is controlled. When prv% Lied with 
the appropriate commands, the station enables and disabin the 
CUMSTAT and Pick-up packet functions at the PRU» and 
assigns to the various elements the intervals for CUMSTAT 
collections, and to the artificial traffic generaijrs their corre 
spending parameters. At the present time, it is »Jso to the 
station that all measurement data is destined; upon arrival at 
the station, the data is time-stamped and stored in a »in»1' 
measurement file for shipment to UCLA-NMC where off-l e 
reduction and analysis is performed. 

It is possible that if enough care is not taken, the collection 
of measurement data at a network measurement center will 
create overhead traffic on the network, and serious consider- 
ations have to be made as to the techniques used. For an illus- 
tration, let us limit the discussion here to the PRNET context, 
and consider specifically the collection of cumulative statistics 
at the station using the PRNET itself. Two ways can be 
thought of to achieve the transport of the data. One method, 
called the Automatic method, consists of having the PRU 
form, at the end of each CUMSTAT interval, a measurement 
CUMSTAT packet wliich is time-stamped and transmitted to 
the station. The second method consists of having the station 
issue at regular intervals executable packets (control packets 
with code to be executed at the destination PRU) called 
Examine packets, to PRU's; these collect ihe time-Mamped 
CUMSTAT data and return to the station. Both methods are 
certainly valid; but since for analysis purposes, it is strongly 
desirable for the CUMSTAT data received at the station to 
con J. po.id ?o equal length time intervals at the originating de- 
rice, the automatic method in conjunction with a reliable 
transmission protocol bet xen the PRU's and the station is 
preferred. Wth the Examine method, variable length intervals 
will occur since Examine packets, even though sent at regular 
intervals from the station, are subject to network random de- 
lays en route to the PRU and subject to the possibility of loss 
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in either direction. Analyiis of theie coUection niethodi md 
the overheid they impose appeared in 186]. Atao, to »lleviate 
the congestion trouno the stition due to the convergence of 
(i) traffic normally flowing through the station, (ii) control 
traffic carrying information needed at the station, and (iii) mea- 
surement traffic, it is not unlikely that the future design will 
use a separate station remote from control stations for the sole 
purpose of measurements and other lew vital system functions. 
In fact, in recent experimentations with the CIGALE network, 
to prevent any interference with the operational CIGALE 
traffic, the IR1A measurement group went to the extreme of 
installing a measurement laboratory isolated from the network 
[351. Such a setup was perfectly adequate for their need, 
namely measuring the performance of line protocols in an en- 
vironment of somewhat limited complexity. 

7} Network Control Center-Status Report, Monitoring, and 
Control: In addition to the measurement effort which is pri- 
marily for experimentation and performance evaluation, cer- 
tain measurement data can be of vital importance to the 
proper operation of a network. With the notion of network 
control emerges also the concept of a network control center 
(NCC). In the ARPANET, each IMP sends periodically a status 
report to the NCC containing various data such as the up-down 
status of each HOST and channel, a count of »he number of 
packets entering each IMP, and other statistics regarding each 
channel and the traffic it carries. Data is processed at the NCC 
creating summary statistics and advising the operator of fail- 
ure«. Network monitoring and control is even more significant 
in a PRNET where, in order to satisfy the constraints imposed 
by the repeaten, one or more station have the responsibility 
for distributed control over an entire region of the network 
(reliability is achieved through redundancy). To carry out this 
responsibility, the station requires various indications of net- 
work activity and performance. Some of this information is 
acquired from incoming traffic, but much of it is specifically 
ootained by having monitoring procedures collect, from the 
various devices, a subset of the measurement items. These 
will assist the control and routing algorithms implemented at 
the stations in taking the proper actions. 

B. Measurement Experiments 
Afte- having described the types of measurement tools, 

available in packet networks, we proceed to show how these 
tools are selected and coordinated to carry out a specific ex- 
periment. We first define the object of our experiment, i.e., 
the specific aspect of the network that we want to investigate 
(e.g .:Jiannel access protocol in a ground radio network), along 
with the goals of the experiment (e.g., verification of conect 
protocol implementation). Then we select the performance 
measures which best characterire the aspect of the network 
under study (e.g., in a random access experiment we may 
choose to monitor the number of retransmissions until succea). 
Finally, we select the appropriate subset of measurement tools 
(e.g., CUMSTATS; Pick-up packets etc.) which permit us to 
monitor the desired performance measures and, if necessary, 
to follow step by step the various network operations. Thus 
four ingredients come together to form an experiment: I) the 
measured object of the measurement; 2) the goals; 3) the per- 
formance measures; and 4) the tools used in the experiment. 

The complete list of experiments proposed for a given sys- 
tem constitutes the so-called experiment plan. A preliminary 
experiment plan is generally prepared before the implcmenta- 
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tion of the network. Based on this plan, the network designer 
and the experimenter agree on a set of tools that are adequate 
to carry out the desired functions, and yet do not overtax the 
system. Naturally, after network implementation, the experi- 
ment plan is frequently revised using as feedback the results of 
previous experiments. A new set of experimental requirements 
may arise which were not anticipated during the preliminary 
plans and for which there is no adequate measurement soft- 
ware support. While this occurrence may be minimized by 
careful preplanning (possibly assisted by analytical and simula- 
tion models), a more general solution is the flexible design of 
the measurement software to permit modifications and expan- 
sions of existing tools to meet new demands. 

An example of production interaction between measurement 
planning, interpreUtion of the results, and new measurement 
software design is offered by SATNET, the Atlantic experi- 
mental sateUite network.   In SATNET the software was de- 
veloped in stage», each stage having a different set of oper- 
ational capabilities and measurement tools.   This allowed the 
upgrading of the measurement software at each step, based on 
p. vious experience. In particular, the traffic generator, a very 
critical element in the testing of channel access performance, 
underwent a remarkable evolution throughout the duration of 
the experiments.   In the original implementation the artificial 
messages were subject to the ARPANET. RFNM based end-to- 
end protocols 133).   Early measurement results showed that 
this protocol structure was too restrictive in the presence of 
large sateUite delays and would actually trigger undesired 
"capture" effects. A new generation, therefore, was developed 
to provide a separate source of packets at constant rate. Later 
on. during the experimentation of S-ALOHA channel access 
protocols, the need was identified for a time varying packet 
generation rate.   This feature was also introduced making the 
evaluation of ,nannel stability properties much more effective. 
More receniiy, the generator in each station was upgraded to 
generate a certain number of parallel packet streams, each 
stream having different rate, priority and message length char- 
acteristics.  This feature was used to simulate a diversified user 
environment, necesstiy to exercise the very sophisticated, 
priority oriented, demand assignment protocols implemented 
in SATNET [42). 

1} Objects of the Measurements: Let us return to the basic 
ingredients that define an experiment. First, we focus on the 
object, i.e., the aspect of the network that we want to test. 
Here the following claaaification may be found useful. 

a) Experiments on communications subnet protocols: 
These experiments may be directed to the study of specific 
network protocols (e.g., routing protocol; acknowledgment 
protocol; source-destination node protocol [521) or may in- 
volve the interaction of all the protocols (global performance 
evaluation). Generally, only artificial traffic is used in this 
phase to better isolate the behavior of the protocols from user 
related effects. 

b) Experiments on user behavior: We are interested in 
determining user traffic characteristics (traffic pattern; message 
length distribution, etc.) which are independent of the subnet 
itself. An excellent example of this type of experiment is 
offered by the investigation of ARPANET user behavior by 
Kleinrock and Naylor [51]. 

c) Experiments on user performance in presence of subnet 
protocols: Here we want to study the performance of a Host- 
to-Host (more generally, user to user) connection across a 
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packet network. Typical examples of auch experiments in- 
clude the evaluation of the quality of digitized ipeech trans- 
mitted through a packet network, and the evaluation of Host- 
to-Host protocols [6]. 

d) Experiments on nodal processor performance: We are 
interested in determining throughput, delay and reliability 
characteristics of a nodal processor which supports given 
protocols. This set of experiments differs from the subnet 
protocol experiments in a> in that we want to assess the 
limitations of hardware and software implementation of the 
protocols, rather than the intrinsic limitations of the protocols 
themselves. Clearly, in an operational network, the subnet 
performance will depend both on protocol design and hard- 
ware and software implementation. An example of experi- 
ments aimed at the nodal processor evaluation is the series of 
throughput tests performed on the ARPANET IMP [71]. 

Undoubtedly, the majority of packet network experiments 
reported so far in the literature fall under category a). This is 
explained by the fact that the packet technology is still young 
(especially in the satellite and ground radio areas) and there 
are many performance issues to be clarified at the internal net- 
work protocol level before considering higher level protocols. 
Generally, internal subnet performance is better studied in a 
controlled traffic environment (i.e., artificial traffic generators) 
rather than in a real traffic environment. There is a growing 
interest, however, in the experimental evaluation of end-to-end 
performance as seen by the user and of the interaction of sub- 
net protocols and higher level protocols (i.e., type c) experi- 
ments) The recent experimental networks are promoting both 
subnet and end-to-end experiments. In SATNET, for example, 
one of the important experimental issues is the performance of 
the TCP protocol (a Host-to-Host level protocol) (10) in 
presence of different channel access schemes. In this case, 
TCP experiments are carried out using specialized measure- 
ment facilities in the Hosts. 

User behavior (type b)) and nodal processor performance 
(type d)) are generally given more attention in an operational 
environment than in an experimental environment. In fact, 
the main goal of an experimental network is to derronstrate 
the validity of a new communications concept. This evaluation 
is usually carried out independent of the actual hardware 
implementation of the nodal processor, and assumes very gen- 
eral user traffic chiracteristics. (Gearly, after having verified 
the validity of the communications scheme, tome analysis of 
the actual user behavior, and a rigorous testing of the com- 
munications hardware and software is necessary before com- 
mitting to a full scale operational net). 

In contrast to experimental networks, the main goal of an 
operational network is to provide reliable service to its users 
Therefore, the network manager must constantly monitor the 
trends in the user load profile and must be aware of the hard- 
ware and software limitations of the existing equipment in 
order to plan appropriate system expansions/modifications. 

21 Measurement Goals: As we mentioned earlier in this sec- 
tion, measurements in an experimental network are motivated 
by one or more of the following goals 

al Softivre verification Although the implementor gen- 
erally performs a systematic checkout of each software com- 
ponent before release, it is advisable that the experimenter test 
the software after field installation, to make sure that it oper- 
ates according to the specifications. 

b) Performance evaluation and verification: System per- 
formance is evaluated to determine whether the system meets 

the original design goals, and eventually to identify the appli- 
cations for which the system can be effectively used. Mea- 
wred performance parameters are compared with modeling 
results to verify the validity of the models. 

c) Feedback for system design iterations: In a complex 
system, some of the parameters which affect performance may 
be properly tuned only using experiments on the real system, 
since analytical and simulation models are too limiting and do 
not possess the required accuracy. 

d) Study of user behavior and characteristics: In their 
simplest form, user behavior experiments are intended to assess 
important user attributes (e.g., traffic pattern; degree of bureti- 
ness etc.) that may impact network design. In some cases, 
user behavior may also be monitored to determine the effect 
of network protocols on user characteristics. In the SATNET 
packet speech experiment, for example, one of the issues cur- 
rently being investigated is the effect of long satellite delays 
(which vary according to the access scheme) on speech statistics 
and, more generally, on user behavior in dialogues as well as 
conferencing situations (43). 

3) Performance Measures: The performance measures of a 
system (or part of a system, or of a procedure) are those pa- 
rameters, or sets of parameters which best characterize and 
quantify the performance of the system in a real operating en- 
vironment, and which permit comparison of the system with 
other systems performing similar functions. 

The traditional performance measures used in most data 
communications models and experiments are the average delay 
and the average throughput (under a given offered traffic 
pattern). These measures are always available, in one form or 
another, from the CUMSTATS messages and probably offer 
the most straightforward means of evaluation and comparison 
of different systems, without requiring the detailed knowledge 
of the internal mechanisms. For these reasons we may refer to 
throughput and delay as the basic measures in the set of possi- 
ble performance criteria. The average delay measure may of 
course be refined by introducing histograms (in addition to 
mean values). This feature, however, often proves to be very 
costly in terms of nodal processor requirements, and it rarely 
implemented. An exception to the general rule is offend by 
SATNET. in which the capability to measure delay distribu- 
tions was deemed essential for the thorough evaluation and 
understanding of priority and delay class disciplines (42). In 
SATNET, however, to limit storage and processor overhead, 
the experimenter is required to specify for each experiment 
the appropriate range and quantization subintervals in which 
histograms must be collected. 

Delay and throughput, although conceptually simple to de- 
fine, are not always so straight forward to measure. For ex- 
ample, end-to-end delay cannot in general be measured in ■ 
distributed network due to the lack of clock synchronization 
among the nooes. The common substitute for end-to-end de- 
lay is the round-trip delay, i.e.. the interval between transmis- 
sion of the data packet and reception of the acknowledgment 
from the destination. This approach is currently used in 
ARPANET. Clearly, the round-trip measurement divided by 
two provides only an approximation to the one-way delay 
measurement, since data packets have different length and 
(possibly) priority than acknowledgment packets, and some 
additional delay may be incurred at the destination before re- 
turning the acknowledgment. 

A more accurate measurement of one-way delay may be 
obtained with the Pick-up packet.   Each packet is stamped 
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with entry ind exit time at eich intermediate node. The total 
delay is then the sum of the times spent at each node'(which 
are reported in the pick up packet) and the transmission times 
on each hop (which can be accurately computed). Some im- 
precision, however, may still exist due to time gaps between 
the actual arrival/departure of a packet and the time stamps. 

An exact measure of one-way delay is possible only with 
time-synchronized nodes. This is generally the case of the 
nodes in a packet satellite network, which must be synchronized 
in order to properly schedule packet transmissions to the 
multiple access channel (an exception, of course, is the cue of 
the pure-ALOHA satellite system, in which no synchronization 
is required). In particular, the nodes in SATNET have 
synchronous clocks and therefore permit exact one-way delay 
measurements [33]. 

Some complications may also arise during throughput mea- 
surements, especially if throughput is measured as the sum of 
all packets successfully received at the destination. In this 
case, the measured throughput will include also duplicate 
packets (generated by the network because of missed acknowl- 
edgments, and therefore will be higher than the actual through- 
put seen by the user. Duplicate detection is, of course, per- 
formed by user level protocols and, in some cases, by network 
protocols (e.g., ARPANET). However, artificial traffic gener- 
ators and sinks in the network are generally not equipped with 
duplicate detection protocols. Thus the experimenter has to 
carefully filter out duplicates from the measured throughput 
using some additional information (e.g., measured channel 
errors etc.). 

The basic delay and throughput measures have some limita- 
tions, especially in those experiments aimed at gaining insight 
into a specific procedure. In such cases, the basic measures 
must be complemented with specialized measures. A typical 
example of specialized measure is the count of the number of 
times a loop is detected on a path from origin to destination: 
this measure is an essential complement to average throughput 
and delay in the evaluation of adaptive routing policies [75]. 
Similarly, in the PRNET the number of additional transmissions 
beyond success incurred by a packet is used to measure the 
efficiency of the Echo Acknowledgment protoc ' [87]. 

Besides basic and specialized measures, tlu •« another 
category of measures which reflect some global sysu m proper- 
ties not easily characterized solely by total throughput and 
delay. These measures generally require the collection of a set 
of different measurements during a properly designed experi- 
ment and therefore may be referred to as composite measures. 
A typical example of composite measure is "fairness." Fair- 
ness is the property of allocating network capacity among an 
arbitrary population of large and small users (i.e., users with 
large and small traffic requirements) in a fair manner, without 
favoring one class of users over another. One of the possible 
definitions of fairness, proposed in [ 59], verifies the condition 
that small users get a share of capacity equal to their demand, 
while large users are all given the same allocation (which is 
larger than the allocation of any small user). The boundary 
between large and small users is determined by the condition 
that the sum of the individual allocations be equal to the maxi- 
mum network capacity. Clearly, the total throughput measure 
alone is not a sufficient representation of fairness, since a 
protocol may be efficient and yet unfair. For a better ap- 
praisal of fairness one has to investigate the ratios between 
offered rate and effective throughput fdr each user in a care- 
fully designed experiment. Other examples of compodte per- 
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Fig. 6. S-ALOHA scceu protocol. 

formance measures are: congestion protection, stability, robust- 
ness of network algorithms to line errors, and reliability of a 
network configuration with respect to component failures. 

4} Designing an Experiment: The design of the experiment 
is probably the most critical aqd delicate phase of the experi- 
mentation process. Once the measurement object and the 
goals are defined, we must identify a meaningful set of per- 
formance measures consistent with our goals and with the 
tools at our disposal. Experience shows that a bad choice of 
performance measures and measurement facilities (e.g., inade- 
quate traffic pattern; system parameters chosen outside of the 
range of interest) may produce results irrelevant to the original 
goals and cause a frustrating waste of efforts and resources. 
The design of experiments should be carefully conducted and, 
if possible, guided by analytical and simulation models. 

To illustrate the various phases ot the experiment design 
process we report here the highlights of the S-ALOHA tontrol 
experiment carried out on SATNET in mid-1977 [59]. Fint, 
a brief description of the S-ALOHA access protocol is in order. 

In the S-ALOHA channel access protocol each station main- 
tains two output queues as shown in Fig. 6. The new quc ue 
(for new packets); and the retransmit queue (for packets that 
need to be transmitted because of previous conflict). All sta- 
tions follow the same rules for transmission: at the beginning 
of a slot the station will transmit a packet from the retransmit 
queue with probability PR (retransmit gate). Only if the re- 
transmit queue is empty, will the station then transmit a 
packet from the new queue with probability FN (new gate). 
If two or more stations transmit in the same slot, their packets 
will collide and will mutually destroy each other. The senders 
detect the conflict by monitoring the channel after a round- 
trip time and promptly return a copy of the collided packet to 
the retransmit queue. 

It can be easily shown that if several stations have data to 
send at the «me time and the ALOHA gate values an not 
properly adjusted, the system may become congested, i.e., 
total throughput in the system may reduce to zero [56]. The 
congestion situation will persist for a prolonged period of time 
even if the external traf fir sources are removed. To overcome 
this congestion problem, a distributed stability control algo- 
rithm was impu-mented in SATNET [31]. The algorithm 
dynamically controls the ALOHA gates based on channel load 
observations, and implements a set of gate values which are 
optimal for the current traffic problem. One of the objectives 
of the S-ALOHA experiment in SATNET was to evaluate the 
performance of the controls, namely their performance at 
steady state and their ability to prevent congestion. Regarding 
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the network configuration, it w« soon recognized that a large 
user population was essential in a stability experiment. There- 
fore, a variety of test configurations with number of stations 
varying from S to 30 were defined. As explained in Section 
11I-A, only a few of these stations were real stations, while the 
remaining stations were emulated in the software of the real 
stations (fake stations). The best traffic environment to probe 
stability was found to be the superposition of a stable back- 
ground pattern (involving only a small number of stations) and 
a traffic pulse of short duration, during which all stations are 
active. This traffic pattern would induce a sharp degradation 
of throughput immediately after the pulse, followed by a alow 
recovery to preexisting performance values. 

In order to characterize stability, the following measures 
were chosen: average throughput before the pulse, time to re- 
cover after the pulse, and average throughput during the 
recovery period The rationale behind this choice was the need 
to monitor performance both at steady state and during the 
recovery period, since both situations are of great concern to 
the user. Clearly, a simple measure of throughput averaged 
over the entire duration of the experiment would be grossly 
inadequate. 

Another important set of decisions in the planning of the 

experiment involved the selection of the stability control pa- 
rameters. These were chosen on the basis of existing analytical 
and simulation results [31] as well as previous experiments 
carried out in steady traffic conditions. 

The main results of the experiments are summarized in Figs. 
7 and 8 [59]. Fig. 7 shows the measured throughput per- 
formance S (packets/slot) as • function of time r (in slots) for 
a 10 station, uncontroUed S-ALOHA system, with fixed gates 
PN-PR* 0.5. The traffic pattern is the sum of a steady load 
consisting of two stations active all the time with rate A - 1 
pkt/slot, and a pulse pattern of 20 slot duration, in which all 
stations are active. From Fig. 7, we notice that the average 
throughput before the pulse is S - 0.S, i.e., the theoretical 
optimum in a 2 station tystem. The introduction of the pulse, 
however, causes the throughput to collapse to zero, confirm- 
ing the well known tendency of uncontrolled systems to be- 
come unstable. 

Fig. 8 shows the measured throughput performance for a 
controlled S-ALOHA system using the same traffic environ- 
ment as in the previous experiment. Recovery from the effect 
of the pulse is completed in the controlled system in 1000 
time slots (analytical calculations also show that recovery in 
the controlled system would have required about 1000 time 
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slot*, while recovery in the uncontrolled system would have 
required on the order of 100 000 slots!). Performance before 
the pulse and after recovery (steady state) is nearly optimal. 

The above sxperiments, and similar ones, led to important 
quantitative conclusions regarding the need for controls in 
S-ALOHA systems and the performance of specific control 
procedures implemented in SATNET. The success was not in 
little part due to the careful design of the experiments, namely, 
the appropriate definition of the performance measures, and 
the perfect matching of tools and measure* to achieve the 
proposed goals. 

We mentioned earlier that a successful network experiment 
is usually the result of carefully conducted modeling, simula- 
tion, and measurement activities. Analytic models assist in the 
specification of the experiment and the selection of parameter 
ranges;simulation is an extension of analysis in that it validates 
analytic models and permits the evaluation of analytically in- 
tractable protocols; measurements complete the experimental 
cycle. 

The Atlantic Fachet Satellite Experiment was no exception. 
Analytical models for various channel access protocols were 
derived [33]. When analysis failed, simulation was used. In 
particular, the closed loop control mechanism proposed for the 
stabilization of the S-ALOHA protocol was tested extensively 
via simulation before implementation and before measurement 
planning. Finally, measurements were performed on the sys- 
tem. By this time, the experimenter already had a good idea 
of the results that he should expect, since the same experi- 
mental configuration had been previously evaluated via analysis 
or simulation. This proved to be very rewarding, and per- 
mitted tracing many of the discrepancies which arose between 
models and measurements back to their origin-typically, a 
wrong setting of the parameters, or a bug in the measurement 
software. More rarely, the discrepancies were found to stem 
from a different interpretation of the protocols by the imple- 
menter and the experimenter, respectively. This generally 
stimulated a productive discussion and reevaluation of the 
protocol among the working groups involved, leading to the 
adoption of the best alternative. 

IV. OPEN AREAS AND CONCLUSION 

Many advances in modeling and measurements of packet- 
switched networks have been made since this concept emerged 
in the late sixties. We have described in this paper many of the 
basic techniques and illustrated their use by calling on specific 
examples. It is clear, however, that we are far from having 
answered all our needs. In the following we briefly discuss 
some open areas, just to name a few, where more work is 
in order. 

Random access has been thoroughly studied in single-hop 
environments. The performance analysis of multiaccess 
schemes in (the more interesting) packet radio multihop en- 
vironments has proven to be a rather difficult task; no simple 
model exists yet for this more general problem, nor is there 
any obvious way to translate the results obtained in single-hop 
systems to multihop environments. The only analysis work re- 
lating to this that has already appeared can be found in [89], 
[91],[92]. 

In addition to the many design problems (topological, ca- 
pacity assignment, routing, etc.-). network behavior is believed 
to be greatly affected by the flow and congestion control algo- 
rithms in use; the modeling and analysis of these techniques 
are still in their infancy. Perhaps the most elaborate work so 
far achieved consists of the analysis of a dynamic decision 

process relating the number*!^ of messages outstanding in the 
network to the destination buffer occupancy in an environ- 
ment where the changes in If do not affect the network re- 
sponse time [48]. Unfortunately, such limitations in the 
model render it only a first approximation. In sum. there is a 
definite shortage of analytic work in this area. The measure- 
ment of end-to-end protocols has been also extremely limited 
due to the difficulty of synchronizing end devices and their 
measurement facilities, and the difficulty in interpreting the 
results which depend not only on the particular protocol 
implementation, but also on the characteristics of the com- 
munication subnet [6]. 

Although in this paper we have uniquely focused on packet 
switched networks suitable mainly for computer-to-computer 
communications, we observe today an important trend towards 
the design of integrated packet-circuit switching communica- 
tions to satisfy a broader class of users with a large variety of 
traffic characteristics (interactive data, long files or facsimile, 
real time data such as digitized voice, etc.-). The design and 
analysis of such systems are only at their start. 

Finally, we get to the problem of network interconnection. 
It is all too evident that the behavior of a communication net- 
work varies with its type (land based, ground radio, satellite) 
as well as with the specific implementation and control tech- 
niques used. The interconnection of networks exhibits the 
need for a simple and accurate characterization and classifica- 
tion of these networks and for the development of analytic 
tools which help predict the performance of various intercon- 
nection topologies. Moreover, measurement facilities which 
allow for coordination, control and collection of simultaneous 
measurements in several interconnected networks in view of 
future internetworking experiments will be of utmost im- 
portance. These experiments include among others the 
evaluation of internetwork protocols and the end-to-end user 
performance in a multinetwork environment. 

Thus we conclude here that in this exciting area of modeling 
and measurements of data communication networks, we are 
still faced with many problems of the most challenging kind. 
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The Mclur< l'öckcrt tf'1'2 Is e port of the ovcrcll ir.pn suren.ent 

f-ciUty in the l'K\rT. 1 he function of pickup racUts *s to gather'., 

ct sitccted node», inf orr..i t ion reucrJIng their pötsice through that 

node. Ihr inforaMion collected at the nodes is stored in the text 

are« of the pickup packets theinselves; when the peckets . have ■ 

torrleteo their journey^ they ire then sent on a «reasuremnt 

connection to tut station to te entered into the nefsureinent file. 

As r rtsult^ J jicku^ packet con exist in one of two for»rs: as a 

jitkti rccun in ti.e j recess of collectir.o c'dta about its 

soyr't-tP-iiitlinrlion journey» end as an ex-F> that is on its v?y to 

tf.e itcticr fron- its orisinil destinction and no longer collecting 

no.« I       infor'bet ion. Lx-Hs     will     be     sent     en     the     TIU-st£tion 

i..e« surcM-nt rructss connection <»nd tt.e ty^e code in their header 

.iil I e tie Sort- as any rpciur en cnt pecket Iroiti « I1U to the stction 

rt^SLrcrrnt j. roctss, ♦rtwious to tnjit* he ».ever» while it is an 

retive KP colltctiny nodal detr/ the tyre code in the hecder will 

indicat« that it is f. cickuf packet. Tne three-tit type code to be 

ust.! to iccntify a picku;» pecket is to le stlected by the 

in.r'l'»itnt or s. 

Ccnttnts  of   tne fickut  Packet 

TM-  »ic»uo   Packet   lifs   three   parts:   header*    initial     text/     and 

nodal     tot.       ire   btiJ?££   contains  the   type   code  identifying   it   as  a 

.1        pickup  racket.     When   the  fickup   packet   has   reached     it»     destination 

(■ 
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UU     c-nd     is     bting   rfrcutcd   to   the   station  by   thot   dcstinntion  TlU/.-;. 

its   type   till  be  ehanped by  the   TIU  to  Oil   (Inforn&tlon  packet)     and 

tir.X   on   the   TU-sttticn   r e c sort r.r nt   connection.      •.•.-;•.     _        .    ^•..■- '• 

""'^   JDlliLi   till  constitutes   li>c   first   six   text     words     and     Is 

rief.ncd     et      the     tnd-device     thf.t   ^enerotec   the   piciup   pocket.     ™e   .'. 

first  worr:   is   a   onicue   pickup  packet   sequence     numterr     set     by     thtt-V.-J 

1IU.       The     next     word   is   « fointer/   for   use  Ly  the   FRUs^  indicating" / 

the   rfxt   free-   area   of   tie   IT   text   .wailatle     for     storage     of     nodal  - 

dflla?     ttie     r\Oft      four     worrls     .ire     for   two   t irc-s ti.» ps   of   two   words 

'.-c'-:      t • •.    t i«'!    t'*-   if   left   its   srairce   Tlü#   öriv;   the   tiTe   it     crrived 

H     its     ffstii.ition     11L.       The     rpnaindtr     of    the     packet   te«t   is 

rvf.iUblc   fcr   tf.c   nof^i   f^ülii   itself.      The   tollowinc     information     Is 

to     te     rtcoroeo     et   each   eKU/   if   the   Ph   function   is   enabled  et   that    - 

OU/   ino  ftored   ir.to   thp  tPxt   cf   each   PP   that   is  received: 

- lh-:    iKL    "iivr;.wirv"    ic 

- ..'-tore M.J clock tire ct pecket rx 

- one korr with fields to incicpte the nurber of jackets in  each 

cf ift 1cllo»in= tx ^ui.ues: ective «ck; ricio tx; S/T tx 
-.»•-'■■- 

- the  treviDus   f-^'s   soruence   numter 

- t-wcrc   clock   tire  of   recognition   (not  rx)  cf  prev.   PP's  HDH  eck 

- tine   this   rK   jUceo  on   the   tx  queue 

- njcter   of   tx^   for  this   PP ':-' 

- deck   tine   for   tx   f  1 

- (clock   tiee  for  tx   HZ) 

(etc) 
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Sevornl  noir-s  ii.uf.t   te  pa*»*  at  iiiis  point. 

1. IU cuctf tire und i> cUck tin-s of the ficVup racket t;eing 

i rcctn*? jri njt sptcifiio r.bcve as b<ino twe *,orcfs long, khile 

tley .T.^y te two words/ tliey i-üy also te a cm-word displaccirent 

Iron Ihe C-rord (,icKU(. i.c.c>ft rx clock tir;«- tirtbdy textured. A 

cr.c-worc' t.i sj Irct r cnt vill rtriuce the {.ickup packet tent space 

rtr noof# rt-Mi 11 int; ir. ü Icn^tr life for ficMip pockets. The 

u«£t t4 tiiis i-.-win 5 is t ia- ttttmiiy to ^rriora. tit lubtract Ions 

■ir, t'i fiL's. L-r.lt-j'j tr'. tt i-wcrc sur-1r*.ct irns Ccn be done quite 

' f f i rier.t ly/   the   robt   is   irotttly   not   korlh   the   text   sozce. 

i. itc^ust «. fP cannot crni-in »ithir. fttilf thi t irrt its own HfcH 

: cK wci rccpiif.-1 r.t ' fix* t ii i nf on i.t ii)n is tenjersrily stored 

in t.v.- rti, .-» Hit. Ire. tf.c "»rrwious »-r". In is "pre v. HP" cut a 

vill   if-   slrrj'j   ir.   the  next   FT   tnccuntereo« 

Cb 

*i. LiVr-hisf, E ticiu» pfckei eannvt ccnisin within itself ti.e tice 

cf its löst trar.sr ission. T^o solutions cer. te considered: One 

it. tj store -■ n'l nwfcttr oi tx'w ano t«ie «s-sociated t» liees» 

in the ta»e ere« as its »bH bii tiir.c (the 'Vrev. PPH buffer)» ao 

tr.ot •: tK will Cnrry its j rei i ctsjor * s ••! »• Vine A'.D tx tiirrs. *n 

rcvcitit.f of this uetiiot: is tr.at when a i icki>p jicket arrives* it 

en     itPtCitXiiv     Hiotk     if     suilicient     room    exists     within     its 

I    ... 
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rtrt.uiint, tot irea to store the data frorr tMs node. This Is 

lecause the data to be ttortd is of known length/ i.e. it will 

not     wry     with     the     nuitler   of   ret r .»r.sm i ss icns  of   this   PP/   since 

rctrcrisr.ic«.icn  c't-ta   is   stores   in   the     "j.rev.   rP"    buffer     in     the 
_,       .• ....... 

Mil1.        /Sf.wlhtr   bOtution   is   to s.vo   only   the   Iciest   tx   time   in   the 

/'  .      'Vrev.   If" Dufftr/   and   before each   re t rensa ission*   include   within 

the ftcket's text the tire of the previous tx etlenipt (and update 

t h o ». r i r t e r). 

#,itl^ this rtthou/ one must either allow spi-ce in the FF text 

4vr *t.r :•. xiiu;'- nus^'r cf t K ' s (whic». in pr'Ct Icf will re rely be 

r^rcrtt)/ tt-js ctcl.rinr öS "insufficient" some pickup pockets 

thßt could still occododc-te tlitft hop* or else one must check the 

rtftcininc sr^ce Itfore noch transmission. The advantage of this 

rrthct is thi-t/ by storinr. cr.ly the Ust tx clock tiire^ the PRU^s 

"tr(v. !h" titfer is scvcrtl words sncllcr than if it had tc si.ve 

äcver:l tx clock tir.ts. I ctern.ino tion cf ön appropriate data 

stcrrCF   fitthuc-  will   be   r.üc'e   by   the   i« p lenentors, 

Fn^^linu:   anr!   bis^Llin^   the  Phi^s   Pickup  Fachet   function 

Ta :.ll3w for better experiitnter control and to ii^ke »ore 

fUfcUle the path over which ^ckup packet dtta »£> be collected/ 

IKls will nDt clweys store nodel oat» in |ickur packets they 

receive. Tf^t is/ tiuir pickup packet function can be either 

»nfbUcJ or riis^bled; ».»en disabl J/ any | ickuo pnekets 

Ttcourittred     will   be   treated   sinply  as   inforr.ction  packets.     Cnly 

0 ' 
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whtn the jickup racket function has tcc-n crifllcd will the FRU 

r'sroncf ly colliding j.r.d blcrlng nodal date. Tlie enöbling end 

c'i5.c<t I in«, will It' controlled t.> t»ie sti>licn reiburt r ent process 

vi.- nn s»r cvnirol pecket« in Buch t^e Sö.C conntr as it controls 

tue en. I ling r.nd ci s'.l I inf of H.Ü cur.L'Ulive It*l1kt1es# with the 

«.it-t inct icn  tnet   cnnhling  the   IT   function  will   not   require   thdt   a 
■ *. i 

romtction rptr.öin o^sn until tfie function is disf-bled. The" 

rcf^ult r.oJt of the tit or field indicating the status of the PP 

<i.'»rtirn   in   r.   ♦ilU   ».ill   le  tnr   "di Sfcbl c J"  rede. 

c€fr 

liu   r;r.;lin;   o*    t'icku).'   rccUt   Lirtirs 

J 

HUb £i LitLUiJ LDflLCt SOüEtCS- A TIL' will oenerate pickup 

i<:ckctf en cora r-rc fro: the station irerturtrer.t »roc?ss in much 

i.'.c s-.ir ».r-y r.a it pener^tefc inforitst ion |i.c>ettl the corxend 

iror t« t siction contains tit infernition r.eicco h> tht TIU to 

(firii tnr prcr.et itrcöf ({.rckct lendtn/ destination* gr ^retion 

;rucr«.t/ i.ir:.-'ow sizr* etc). When otrerötinc Ms* «n «duitional 

y.rt**.Kt*r nftJ ce ir.cluoej: t»ic initial irternal PP seyuence 

'•i.r.:er. And cf ccurs«? cne rust heve inoicüteo thet tht streao is 

tt   consist   af   rickuo  packets   rather  than   inforviotion  rackets. 

kren   jenerstin?   the  strear  of   pickup  (actrt^^  the     TIU     tust   v 

iicrM   ent     t»r     H      tccu»nice     r.umrcr»     rescttini;     it   tc  1   when   it 

ittcrtf   JffF.     [Th^   hicf.-ordcr     bit     is     reserved*     as     eiplained 
... 
Ulc*.3 ' 
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llUt £1  tUlUL   ESElftt SiUkl«     TIUs  acting  as     picV.up     packet. 

sinks     hove     Utne     tui c , "ors     to     pcrfcrrr./   ncnt  cf   wMch   involve -•■' 

•      risccicino  tt>e pickup pocket«     Tht   first   function   It   to  store   the 

irriv.'l     tine     of  the  pickup  packet   in   the   two  words   reserved   for - 

thftt   »urrose   in   the   "initial   ttxt"   area.     The  second     is     to     set 

"the     leftmost     bit   of   the  pickup packet   sequence  numher  on..   This 

*•"    is  to  insure   that   a   low   sequence  numter/'   being     located     in     the 

first     text     word    of  that packet/  will  not   tr  ristaken   for  *   TIÜ 

' »-rsurtrent   racket   Tyje   code   wten   the   packet   is   entered  into     the 

ststicn     rfasi.rerent     file.      (This   bit   nay   ct,ui val ent ly  be   set  by  ' 

tic    ^rurci    Til.) 

\ 

The t'ird function is to reliably ecliver the now expended 

pickup pocket to the station. This as perfen-.td by alterinc the 

tyjLe cout in the hecctr cf the ricku,. packet fro«, "pickup packet" 

tc> "inlorsötion" (Ml)* ano tr.en reocJrtssing the packet to the 

«-t.tior/ usin,- tnt station's (r tosure« era SfP ccr.nection to the 

TiU   fi>r   re lie tie   or livery. 

Station   Interaction 

Tte st-tion trccsur tT'nt process trust add ore or two 

frrateters to its set of paraireters that tiefine TIU traffic 

ftrcr's. It is nccecsary n tell the TlU Ci) that the traffic 

Ireao. is toiiiposec of »Ps^ and (ii) to cive the TIU the Initial 

•-ickut packet secutnee number (iUOl tlfounh 7rfF). Since it will 

l-rotrbly   be  desirable   to  have   uniioro«   lortats   for   control   packets 

CD 
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■Q* 
tUt •JcfUie traffic strears/ the station n/esitr c« cnt process will 

rrobrlly ölw.;ys send tht parainiicr "inUlal IP sequence nunber/" 

ros'Ar.ilrsB of thn Xy\r of stream. If this is the cose/ then that 

»..ror.cter COO «ioulle ,is the flcg indicaling whether, the streso; is 

to rcniitt of lickup loclrts or infernat ion jccKctS/ieero value 

inr'i c.-t ing un inforirfttion jocKe? stresiii/ a non-xero value 

ir.dicctina  both   n  ficlup pocket  s-        «  end   the     initial     sequence 

e 

Mn-Uly/ the station rr.uct have a aeans of enabling and 

citttllr.r thr »icku; föCKrt function in ir«. This ability has 

t^c .iircts: (i) t cirlo^ur with thr- of-trator sjeci lying w» ich 

J hUs fre to be set which way; and (ii) £f prot riete parar.«ter 

;.ckctv or ar^itions to txit-lirri Cumstat ^aroirctcr packets sent 

tc tft rTJc Icr cortrcllir.t' the pureirtter. 11 a new oaclct Is 

uif-^/ t»itn it should entir the Maturcrcnt file under the sane 

circuiT: tonccs   as   Curlltt   neciürtnent   («ckcts  Co« 

•G*/ '•*■■• ■ • 
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Wote  that   the   assunotion   of   perfect   trensmissicn   success  favors   the 
hinher  RX-UG   statt/   i.e.   that   th»re were   in  fact   •   srall   number   of 
rttrarseissions   should  nake   the   TX-IV-   stste   sowewfat   greater  than   the 
corresponding   RX-ING   state! 

»uPt^er  etlcuUtiers   s»«ow   kits   net   just   in  the TX-IMG   state   vis-e- 
v^s   R)-1NG./   but   in  the   atsolutt   crotability  of   either  state   as   well. 
Tnis   is  the  reasaninp:     Ue   packets   -ere   ?K  words   long   (header   ar.rl   text) 
Inclu^in?  three  words   of   j-rearble   end  two   for  checksum/   eac>>  PRU   tx'e'f 
litü   3C-word  packets/   and  ISC'O   U-word   active  aeks.     »t   100  xDPS/   the 
fcllobing   relationsriii.s   exist: 

ISrü   fu#l I   pkts   rx'd 
1SLC     »'et   acks   r» 'd 

I   4.«"P   ms/prt 
e   2.5<   rs/:.kt 

7.20   sec^s 
3.FA   see's su« =  11.C4   see's. 

11.0'-   see's   over   5   »inutes   ue^n«;   the   probalility  of   rx »inp   is   .D1?6/ 
hich   is   JDI   larger   than   the   «easured   results   for   liX-lNG.     (The   s^ire 
clculations   arc   vclid  for   TX-1'.C/   i.e-.   probability   should  bt   .L>oc.) 

Th»  second  part 
4   ipjlexcntation) 
kJ  ft« ml ine   code .     Py 
tructure   of   the   code/ 

resul t 
the 

ar   referring   to  the   loof 
after   serwicino  certain  events 

of   the   statement   (tliat   t»e   sa*>rling   biat   is   thr 
is   suoorstcd   by   th»   "i ncoir.pl e te   leep"  nature   of 

incorplete   loop   I 
and   the   ffct   that 

he   cede   transfers   back   to  the  beginning  of  the   loop  rather   than   contiruir. 

»»«_»        •        »       ■%        a^»        ».«^      •       «^     •        ■       • 
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or fr-'un-' thf loo;. T^is not only rp^ns thft the section 
«Kcrc . c^^c^ occurs tc see 11 itt tin" lor e ^nBrs^'Ot/ ir 
un-ticr f scrfkf.it liirited set ol c i r c JTS t ances <to whit» In 
of ew^nti thsi c?»use a transltr brck. tc thr to»; of tte loo 
»frns tfat circu«?tanrcs can collu^r to delay (via many tr 
tc th« toe of th? Icoj) the reecMnc of the Sr.ipshct code. 
tMs fxofrltpnt the Cu«Stftt inttrv.l tire was »et to fiv«» 
C*npj»Pt interval to 0.4 lecenHf, wtif>> should result In 1 
toMr for tacV Cu^Stat rücket sent. In fact» in averc?e r 
w^re isllcettd durir.q tMs intervel/ which in itself const 
of   errrr   in   inter r^etinr   the   r»»sultt. 
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To  cvertoTf   this   bias*   we   prrrost  d   sorewhat   different   way   to   collect 
Sncpst.ots   (which   is   laroely   tfcken   fron   our   "Autoiratic   Collertion"   not»   of 
April/   197/.). 

In   the   correct   systei/   w^trtver   the   Sn aoshct-cf eck   part   of   the   «öin- 
line   looo   is   reached#   the   elapsed   tii>e   since   the   last   Snapshot   Is 
coirputed   snd   compared   with   the   Snapshot   Interval»   If   the   el^pspr*   tiff«   is 
It.roer   th?n   the   intervrl*   then   a   Snaoshot    1«   token.     Ojr   nrooo5';l   is   to 
r»-mov«-  this   I ooo-depenient   check   am  to   take   advantage   of   t^e   harrware 
clock   overflow   intcrruct.     when   the   ?   usec   hardware   clock   overflows 
(»verv   131 •♦   »sec)#   the   infrrunt   hcn-Jler   responds  ty   Clllln?   thp   'lock 
routir/   wlich   increnenls   the   131*   msec   tic   software   clock.     *r   rrofosr 
\'   rd-"  to   tMs   routine   a   slrt.le   decrement   of   a   counter/   Initially   srt 
to  thr-   Sn^pstct   Interval   tire.     When  the   counter   Is   decremented   to   zero/ 
a   ina,shot   coulc   be   teken/   end   the   counter   reinitialized. 

7c   leeoritrttt   that   this   eor.if 1 c at ion   1"   fact   reiredles   t^e   riar. 
prohlfi/   f   retest   of   the   above   bias   exoerir.ent   would   te   run   and   anclyze-J. 
If   li is   «col f lot Ion   is   in   fact   a   solution/   and   no  other   nroblfT:   ri'vHo. » 
t *'."•<   it   ti^   oecoJie   stanoaro   for   C-'f'. 

{relow    ^rteörs   some   lKr-16    cede   and   com»rnts;   this   Is   orovided   to   clcri^> 
tr.«^   moM f i ctt ions   discussed   above   rather   than   as   a   specific   desior,   for 
fnr Ifr'int MIon. 

(f.cte   that/   Instead  of   decremertina   the   Snapshot   Interval   cojnter/ 
SfiMf/   free   the   value  cf   the   derired   Interval   to  ?erp/   the   efficiency 
of   thr   IS2   comwanc   Is   usec   to   Increment   the   counter   Iroi»'   the   neartive 
of   th»   desirer!   value   ur   to   zero.) 
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assist   you/   as   necessary/   in   makinp   a   cassette   tape   for   thr   P0i's   wiu. 
tht   mocifita   code.     Keith   is   fö'IHrr  with  our  »odif lea t ion  rteofenaat 1: 

»e   feel   thtt   debuocing   the  measurement   code   1$  a  priority  item/   an'.'  wt 
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will   tt'prrciate  your   devotion  thr   neepjsary enTpy  to  this  effort.     Ple^t1 

f inforr us   as   soon  0s   you   can  of   your  plan   of   artior. 
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C 
It is usual to approximate user traffic with a Poisson 

generation process. Given a mean packet generation rate X, the 

probability of generating a packet during interval k is defined 

by 

Pr{k,x} = ^|— . (1) 

This equation represents the various generation rates. 

Intergeneration intervals, of course, are the quantities desired 

for traffic generators. One can transform equation (1) so as to 

produce intergeneration intervals; the resulting function taking the 

form of an exponential distribution. 

In the generation of artificial traffic, one would like to 

randomly sample intergeneration intervals from that distribution. 

This can be done by uniform random sampling from the interval (0,1) 

and applying those samples to the equation 

1= xE-ln(l.r)] (2) 

where r is a random sample from (0,1) and T is the corresponding 

intergeneration interval. 

Thus, the gener.Mon of packet intergeneration intervals is 

now broken down into two parts: (i) generate a uniformly distributed 

randon number on (0,1) and (ii) use equation (2) to compute the 

intergeneration interval. This second part requires the use of natural 

^^••^/•■iX'l^l^f^^.i'^'l^^ 
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c logarithms. Actually computing such logarithms can be avoided 

by approximating the function -ln(l-r) with a series of line 

segments, and using linear interpolation of any point on a segment 

to approximate the function value with little loss of accuracy.. 

A further efficiency can be introduced by generating uniformly 

distributed integers on the interval (0,65535) as input to an 

appropriately modified equation (2) rather than generating 

floating-point numbers on (0,1). 

Before one can begin the Poisson traffic generation, some 

initialization must occur. This is most properly done at the 

time a packet requesting a Poisson traffic stream arrives at 

the TIU from the station. First, one must store X, the desired 

mean intergeneration time, as a floating-point value, TMEAN. 

This number may be sent either as the floating-point number of 

TIU clock tics (if the station and TIU share the same floating- 

point form), or as an integer number of time units, say milliseconds, 

in which case a conversion need be performed from integer to 

floating-point and from milliseconds to clock tics. 

Next, a seed for the random number generator, NSEED, must 

be chosen. The seed is to be of the form 

8t + 3       (t > 32) . 

An aribitrary value for _t might be selected by using the low-order 

16 bits of the TIU's clock, modified as may be necessary to make it 

non-negative and greater than 32. Also, the next random number, 

-2- 
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C# 
NEXTR, (initially the "last" random number) must initially be 

set to NSEED. 

Following this initialization, on2 is ready to produce 

uniformly distributed pseudo-random numbers and their corresponding 

Poisson intergeneration intervals. Note that the subroutine 

calls for these two steps can be set up such that the four traffic 

generators in a TIU are free to either share the same seed and 

pseudo-random number sequence or to each use their own seed, and 

in either case to generate traffic at their own mean intergeneration 

interval. 

In words and FORTRAN code, we have the following: 

Initialization: 

set TMEAN from station to floating-point TIU clock tics 

grab low-order 16 bits of clock, store in NSEED 

C TURN SIGN BIT OFF (SURELY DONE MORE EASILY IN ASSEMBLY CODE) 

IF (NSEED.LT.0)NSEED=(NSEED+32768)+32768 

C MAKE T>32 AND 8T+3 < 65536 

IF (NSEED.GT.8191)NSEED=NSEED-(NSEED/8191)*8191 

C THIS IS EASILY DONE IN ASSEMBLY CODE, AS IT IS JUST A MOD FUNCTION 

IF (NSEED.LT.32)NSEED=NSEED+32 

C SET THE SEED: 

NSEED=B*NSEED+3 

C INITIALIZE 'NEXTR' 

MEXTR=NSEED 

k::>:^-:v:-.v>-^;:;'v:^^ 



mj**^^^m^^^ß^*r*^y^^!*i^^^*^^^^^mi^r*^^^^*^^i*m**^~^** 

V. 

Now, to determine the next interg^neration time: 

CALL RANDOM(NSEED, NEXTR) 

CALL POISS(NTICS,TMEAN,NEXTR) 

where NTICS will be the number of TIU clock tics for the 

intergeneration interval. The subroutines are: 

SUBROUTINE RANDOM(NSEED.NEXTR) 

NEXTR=NSEED*NEXTR 

C (IGNORE OVERFLOW, USE RESULTING MOD 65536 RESIDUAL) 

RETURN 

Subroutine POISS includes the table used to approximate the natural 

log function. The table requires two columns by 48 rows; the 

first column contains the Integers to compare with 'NEXTR', the 

second column contains the associated function values. Since 

column one contains integers and column two contain«, floatinq-po^t 

function values, I will EQUIVALENCE the tabl« LOSTBL U8,2) with 

its REAL name TBLL0G(48,2) so as 10 be able to distinguish below 

between integer and floating-point arithmetic. 

SUBROUTINE POISS(NTICS,TMEAN,NEXTR) 

DIMENSION L0GTBL(48,2),TBLL0G(48.2) 

EQUIVALENCE(LOGTBL,TBLLOG) 

DATA LOGTBL / (see appendix A) / 

search L0GTBL(*,1) using NEXTR. Should an exact 

match be found, NEXTR=L0GTBL(L,1) for some entry 

L, then: 
-4- 
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VAL=TBLL0G(L,2) 

TICS=TMEAN*VAL 

NTICS=IFIX(TICS+.5) 

RETURN 

otherwise, we find the nearest interval around NEXTR: 

L0GTBL(L1,1)<NEXTR<L0GTBL(L2,1), L1=L2-1. 

now we use the linear interpolation 
x-x. 

y = y1 + (yz-y}n~}) - 

VAL=TeLL0G(L2,2)+(TBLL0G(L2,2)-TBLL0G(Ll,2))* 

{FL0AT{NEXTR-L0GRVL(L1,1)) / 

FL0AT(L0GTBL(L2,1)-L0GTBL(L1,1)) ) 

TICS=TMEAN+VAL 

NTICS=IFIX(TlCS+.5) 

RETURN 

If me is willing to trade core for time, one can eliminate 

the relatively costly 

FL0AT(L0GTBL(L2,1)-L0GTBL(L1,1)) 

computation by increasing LOGTBL to (48,3) with the third column defined 

as follows: 

TBLL0G(n,3) « FL0AT(L0GTBL(n,l)-L0GTBL(n-l ,1)) 

so that the term (x2 - x,) in the linear interpolation becomes 

simply TBLL0G(L2,3). 

In any case, a FLOAT and an IFIX routine must be written. 

r>^->>>>>y'>>>>^^^ 
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Appendix     A 

Values   for   LOGTBL 

(n,l) (nf2) (0,3) 

1 3277 0.0513 0.0513 
2 6554 0.1054 0.0541 
3 9830 0.1625 0.0572 
k 13107 0.2231 0.0606 
5 16384 0.2877 0.0645 
6 19661 0.3567 0.0690 
7 22938 0.4308 0.0741 
8 26214 0.5103 0.0800 
9 29491 0.5978 0.0870 

10 32768 0.6931 0.0953 
11 36045 0.7985 0.1054 
12 39322 0.9163 0.1178 
13 42593 1.0498 0.1335 
m 45875 1.2040 0.1542 
15 47514 1.2910 0.0870 
16 49152 1.3863 0.0953 
17 50790 1.4917 0.1054 
18 52429 1.6094 0.1178 
19 53740 1.7148 0.1054 
20 55050 1.8326 0.1178 
21 56361 1.9661 0.1335 
22 57672 2.1203 0.1542 

23 58327 2.2073 0.0870 
24 58982 2.3026 0.0953 
25 59638 2.4079 0.1054 
26 60293 2.5257 0.1178 
27 60948 2.6593 0.1335 
28 61604 2.813« 0.1542 

29 61932 2.9004 0.0370 
30 62259 2.9957 O.C953 
31 62587 3.1011 0.1054 
32 62915 3.2189 0.1178 
33 63242 3.3524 0.1335 
3^ 63570 3.5066 0.1542 

35 63898 3.6889 0.1E23 
36 64225 3.9120 0.2231 
37 64553 4.1997 0.2S77 
■3P 6'<881 4.6052 0.4055 
39 65044 «.8929 0.2577 
40 65208 5.29S3 0.iJ055 
41 65307 5.6550 0.356 
H2 65405 6.2146 0.5596 

^3 65438 6.5023 0.2877 
Uk 65^70 6.9078 0.«055 
'15 65«97 7.H1P6 0.5108 
üb 65525 8.5173 1.09-7 
47 65529 9.21C2 0.6928 

^8 65535 11.090'4 1.8802 

1 j t. .'^CNJ,-^'S'>:i-'l^v:!:vsXv:^^^^jio^iv^iv:^Xi-:v^^^>:^iv-:-^:^!^:-.^i-S:-^^^iv:ir^iv•>:• 'A 
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Date: 25 Jan 1980 1723-PST (Fridag) 
From: Stan at UCLA-ATS (Stan Lieberson) 
Subject: ISIE Archival* 

To: su 

Packet Radio Files archived at ISIE <STANL> as of ll-Dec-79 

Files 'eginning 

PRADIO 

Refer to: 

TDE 

TAC 

NOS 

HDH 

ARP065- 

Stan's routines associated with the driver for 
reduction of rau» data.  (Does not include 
Näylor's routines associated with the unpacking 
of raw data from the collection facility.) 
Uter-cricnted documentation (inputj jel) 
it available from Stan. 

Jeff's data reduction routines for the 
reduction of Traffic Distribution and 
Efficiency experiment data.  (On-line 
decumentationi prepared by Jeffi is 
on UNIX and is available from Stan.) 

Jeff's data reduction routines for the 
reduction of Transceiver Activity 
experiemni data.  (On-line documentation, 
prepared by Jeff/ is on UNIX, and is 
available from Stan. > 

Jeff's data reduction routines for the 
reouction of something, we're not sure 
exactly what.  In any case it is quite 
similar to the Hi3H routines, and apparently 
consists of the HDH routines with some 

mod ifications. 

Jeff's data reduction routines for the 
reduction of data from the Hop-By-Hop 
pxperi^^^t.  (On-line documentation, 
prepared by Jeff, is on UNIX and is 
aväilable from me.) 

"X" and "Y" versions of the PLIX compiler 
version of the PRNET detailed simulation. 

Note   raw data and much output have been archived locally 

tapes, maintained by Stan. 

on 9-track 

C Cf 
Following are the files archived at ISIE: 

PS:<STANL:>ARP065-SLG~GENXPLIX. . 1  archived on tapes 3992  and 
PS:<STANL>ARP065-SLG-GENYPLIX..1  archived on tapes 5104  and 
3S:<STANL>PRADIO.PRMAP.1  archived en tapes 4012 and  4015 
PS:<STANL>PRADIO. PRINITI. 1  archived .... tapes 4012 and  4015 

3994 
5106 
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PS: 
PS: 
PS: 
PS: 
PS: 
PS: 
PS: 
PS: 
PS: 
PS: 
PS: 
PS: 
PS: 
PS: 
PS: 
PS: 
PS: 
PS: 
PS: 
PS: 
PS: 
PS; 
PS: 
PS: 
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>HBH. 

10, PRAM. 1 
10. PRAD10. 
10. COMMNT. 
10. BADTYP. 
TOUTPUT. 1 

1 TCUMMS. 
TCONP. 1 
OUTPUT. 
1NITI. 1 
CUMMS. 1 
COMP. 1 
OUTPUT. 
IIMITI, 1 
CUMMS. 1 
COMP. 1 
TOUTPUT. 
TCUMMS. 1 
TCOMP. 1 
OUTPUT. 1 
INITI. 1 
CUMMS. 1 
COMP. 1 
OUTPUT. 
NuUTPUT 
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CUMMS. 1 
COMP. 1 
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ar 
ar 
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1  a 

ar 
ar 
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a 
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1  a 
ar 
ar 
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1  a 
. 1 
1  a 

ar 
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arch 
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chiv 
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h ive 
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A Brief  Description of the  UCLA   Packet   Radio Network  Simulation 

by Medy  Elsanadidi,   Stan  Lieberson,  and Fouad  Tobagi 

Packet   Radio  Temporary  Note  if 244 

February,   1978 
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This document offers the reader 
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C    ' I*     Network  Configuration 

Topology. The simulation allows for one station, a 

maximum of 255 PRl's, and a maximum of 255 terminal devices, 

r-finitions as per PRTN 155A.) All elements are located at 

points on a cartesian plane. Mobile terminals may move along 

straight lines or  along  arcs of circles. 

^ Radio  Channel.     Radio    connectivity    is    a    function    of 

sender-receiver    linear distance and of transmit power level. 

Contention on  the  channel     and     the    effects    of    the     spread 

spectrum  technique  are  simulated  so  as to match what  is known 

about  the  effects    of    bit    rate,    receive    power    level     and 

time-capture    on  success or  failure of correct receive in  the 

PRNET.     Channel  access techniques are the  three  available    in 

the    PRNET:     CSMA,     Aloha,    and     Disciplined  Aloha.    The code 

simulating  the channel  connectivity and  the    code    simulating 

the    channel     access    methods are each fully contained  in one 

routine    each;    this    allows    for      their       relatively      easy 

modification  for  testing  of alternate  protocols. 
I 

Protocols.     Acking,  labeling,  and  PTP routing    are all 

simulated     as    defined  in  the  PRMET,   Ck?H. This includes H3H 

• and  Active  acks,   ROP generation by  PRUs  and handling    by the 

station,  label  packets,  and'PTP routes. 

Buffer  Management.     Buffer management    occurs    in     PRUs, 

terminal    devices,     and     in  the  station.     In  the  PRUs buffers 

■_- ■ • ■.> •:Siy£-i--^-:/y •:S:S:S>^ 
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are managed according to the design implemented in CAPM. 

Again, programming modularity to allow for easy modification 

of protocols is insured by having the PRU buffer management 

controlled by three routines that are separate from other 

functions. 

Terminal devices have individually selectable buffer 

capacities,  and the station buffer capacity is also a 

parameter. 

II.   Simulation  Program  Sturcture 

The   PRNET simulation  is written  in  PL/I,   and   is composed 

of    one main   procedure,   whose  structure  and   flow is  indicated 

below: 

PRNSIM:   PROC   OPTIONS(MAIN); 

<DECLARE simuation run  parameters> 

<read   in MM " > 

BEGIN:   <DECLARE data  structures,  using  sim.   run   parameters> 

initialize   free  lists,  etc> 

IF  <this  is a  new run> 

THEN  <schsdule  station  initiation  as 

first event> 

ELSE   <get net/sira  status of previous  run> 

<schedule end-of-simulation  event> 

DRIVER:   <go  to  event code  indicated  by event  at  top of 

event list> 

e 
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<EVEHT1:  process type 1 event 

(e.g. 'begin radio tx•) > 

<EVENT2:  process type 2 event      > 

<EVENT3:  ... etc ... > 

<Utility Procedures: handling linked lists, 

scheduling events, etc  > 

<Special Procedures: channel access, correct rx, 

PRU buffer management, etc > 

statistics Reporting> 

END; 

Upon termination of a run, the status of the  simulation 

at  that point may be saved in a file; the user may continue 

the simulation undisturbed at a later date by specifying that 

the simulation is to initialize by reading the saved file. 

II. Input Parameters to the Simulation 

c.Ct 

1. Sizes -  e.g.     number     of:     PRUs,    terminals,     buffers    per 

terminal,  etc. 

2. Aspects of the  run,  e.g.: 

- suppression  of  KBH acking   (to   simulate   free  ack 

analysis) 

- suppression  of  station  routing  control   (for   fixed-route 

experiments) 

- new run  or  continuation  of old  run  <fron   file   ...> 

ty-»»:^ ::ss>>>>>>^^^^ 
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3.   Default values  for   PRU  and   Terminal   parameters   (time-outs, 

etc) 

JJ.   Post-initialization events   (scheduling     of    events    to    be 

read       in     from    data    cards:     device    initiation     [including 

associated  parameters],     termination,     changes    in    generated 

traffic  rates,  etc) 

IV.   Data  Structures  Used 

All queues in the simulation are in the form of 

doubly-linked lists. There also is a doubly-linked list of 

free  packet buffers. 

Tables and  queues in  the  station  include: 

- statistics 

- routing table 

- connectivity table 

- ETE ack queue 

- processing queue 

- tx queue 

Tables and queues in the terminal devices include: 

- statistics 

- tx queue 

- ETE ack queue 

Tables and queues in the PRU include: 

- statistics 

ft&^fo^tt 
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- radio  channel  environment 

- redio  tx  queue 

- ETE  ack queue 

- station/terminal tx queue 

- packet processing queue 

V. System Events 

Terminal events: 

- initiation of a terminal 

- generation of traffic 

- begin (wire) tx to PRU 

- end (wire) tx to PRU 

- move pkt on ETE queue to tx queue (after time-out) 

- correct rx (wire) from PRU [and generate response] 

PRU events: 

- initiation of a PRU 

- correct rx (wire) from station/terminal line 

- enable rx from station/terminal 

- end processing correctly rx'd packet 

- begin (wire) tx to station/terminal 

- end (wire) tx to station/terminal 

- begin radio tx 

- end radio tx 

- enable radio rx 

^. > .^ . • r* ••if' • •, •. • 
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Pi t - begin  radio  rx <.-• 

-  end   radio  rx i 

Station events: 

- initiation 

- correct (wire) rx from PRU 

- end processing correctly, rx'd packet 

- begin (wire) tx to PRU 

- end (wire) tx to PRU 

- move packet on ETE queue to tx queue (after tine-out) 

- generate traffic 

- relabel PRUs needing relabeling 

- reset unupdated connectivity table entries 

Statistics Reporting 

Various types of statistics can be generated by the 

simulation. A means exists to limit the printing to only the 

desired statistics for any run. The time interval between 

each statistics report is a simulation parameter. Two types 

of information are reported: 

Status reports, in which the status of devices (queue 

lengths, table contents) are reported, and 

Statistics reports, which consist of statistics accumulated 

during that period regarding a device. Device statistics are 

listed below. 

W.i'*/',»l<»!'f.X •>::^.>:::^>>>:-::-^ 
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Terminal  Statistics 

queue lengths  (min,  max,  mean) 

queue  residency time  (min,  max,  mean) 

r, ,oue  service  time  (min,  max,  mean) 

number of tx  queue overflows 

ETE statistics: 

number of tx's to  success   (hist,  min,  max, mean) 

number of packets discarded   for lack of ETE  ack 

one-way time  (hist,  min,  max,  mean) 

round-trip  time   (hist,  min,  max,  mean) 

number of unrecognized   (duplicate)   acks 

Station  Statistics 

queue lengths,  residency times,   service times 

(min,  max ,  mean) 

ETE  statistics:     same as for Terminal  device 

Throughput   statistics: 

total  number  of packets rx'd 

" " of info  packets rx'd 

" " of acks  rx'd 

" " of ROPs  rx'd 

" " of control  data  packets rx'd  (   =   acks  for 

control  pkts) 

>>:.-■:. ■^:.^>;.^:4>i>:£^^ •'■J:J. 
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V» PRJJ Statistics 

queue  lengths,  residency times,  service times 

(min,  max ,  mean) 

radio  tx: 

number of radio  tx  reschedules due to chan busy  (min, max, y 

mean) 

number  tx's until  HBH/Act ack  (hist, min, max, mean) 

number of packets discarded  for  lack of H3H/Act ack 

interdeparture  time of radio  tx's [not necessarily ack'ed] 

(hist,  min ,  max,  mean) 

radio rx: 

number  of packets radio  rx'd with errors 

number of packets correctly rx'd but not intended 

number of packets correctly rx'd  and   intended 

interarrival   time of correct rx's  (hist,  min,  max,  mean) 

amount of time radio  is:  tx-lng,  rx-enb(idle) ,  rx-disabled 

neighbor  table statistics: 

number of packets-        correctly rx'd, 

incorrectly rx'd 

(100,   400 KBPS) 

buffer management: 

number of packets discarded  to  allow for  a radio  rx  buffer 

number of buffer  requests denied   for  lack of buffers 

buffer  utilization  (use  x   time) 

ETE:     (no   PRU ETE statistics currently) ^ 

:Sv:::-:v-v : Si-::^ 
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PRN 

me as 

1.  introQuction 

The need «« established for a detailed simulation of the 

ET to be used £or veriiication of the results of the network 

urement experiments, and to support stud.es of the network 

performance.  Our efforts began with specifying a «high level 

design' of the complete simulation, which VO»W be developed 

in .top-down- fashion.  Since then, much of the program code 

for PRUs and TIUs has been written and effort has been spent 

on its testing.  The station portion has remained in high 

level design for».  The program documented here is a reduced 

version cf the PRSET simulation.  This version is capable 

of accurately simulating the radio subnet of a PRNET, that is, 

, netwcr!t_of_PRUs hence the name P1HWET_«1S.  PRUNET_Sin can 

be par-icularly useful for studying relatively small networks, 

with an emphasis or. protocol details.  Results concerning 

throughput, delay, and resource utilisation (buffer space and 

radio channel utilization) can be obtained.  Studies of the 

effect of protocol parameters and of various network configurations 

and channel access schemes may be carried out. Comparison, of 

alternative protocols may also be carried out with appropriate 

modification to those protocol elements where feasible. Thus, 

PRU:;ST_SIH can be an effective tool for the design and performance 

evaluation of the radio subnet. 

Except for SPP protocol and routing, the PRl) protocols 

of radio transmission and reception, proc .sing, acknowledgment, 

and buffer management are all included in detail according to 

available information and CAP documents. 
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The simulated model of a FRU is schematically represented 

in Figure 1. A processing queue (PROC), a transmit and wait 

for acknowledgment queue (TWA), and a transmit and no wait for 

acknowledgment queue (TNWA) are maintained. Buffer management 

is implemented as in CAP 4.9 and radio transmission scheduling 

is cyclic as in CAP 5.0. 

The radio channel is simulated by keeping track of which 

packets are heard on the channel at each P?.U location.  Packet 

collision is simulated with the effect of the spread spectrum 

technique.  Such effect can be specified by input parameter. 

Tha FRUs use ALOHA, CS.MA (1), and CSMA (2) as defined in CAP 5.0 

— »• _    The radio connectivity of the network and therefore 

network  configuration, can be set by input parameters. 

Traffic entering the PRU network is received through 

the 1822 hardware interface, henceforth called 'wire' reception. 

Poisson input, as well as other input processes, can be 

simulated.  The effect of buffer management on reception function, 

and "scrounging" (as in CAP 5.0) is simulated. 

This is a discrete event simulation written in PL/I, and 

can be compiled by either PLC or PLIX compiler.  The major 

data structurer used are for PRUs, packets, events and running 

parameters. The program is approximately 1500 statements long, 

and one PLIX object occupies 200K bytes of core. 

^ 

-.0 
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Because of the detail of the model simulated, the prograjn 

is large and rather complex.  Consequently, only small network 

configurations (4 to 10 PRUs, 2 to 4 hops) can be simulated 

with reasonable cost. 

In the following sections we provide more details of 

the simulation model, the data structures end the logical 

structure of the program. 

« f> 
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2.     The hiodel 

2.1  Traffic Generation and Wire Reception 

It is assumed that traffic entering the PRU network 

arrives through wire reception.  The traffic rate, packet 

lengths, routing and destination are specified by input 

parameters.  The PRU 'wire receiver' is not enabled unless 

a buffer has been assigned to the receiver to accomodate.an 

arriving packet, and the minimum time interval allowed 

betv:een successive v;ir2 receptions (TRV.IDY) has elapsed. 

TR."IDY is a PRU parameter and its value is specified for 

.ach PRU by input data.  Upon reception, a packet is queued 

for processing by the PRU.  Events representing wire reception 

are ENABLE WIRE RECEPTION and WIRE RECEPTION. 

/-'."''j-'y''"*.-'■ 
:<•:••::•:•■:••.>•: •/::^^^ 



IJ^^^^wi^ilJ'iUM1^«!"1«" i^,, ,,, ^mum iiiiiiaiw |iw |_« »_• fm IJI. |-(i_. ._. (■ u •■■• l'"!; U« !._■ «i'.l/^ll ■•." V^»;   ■.>iV'■.   "„". ■■^■l   ".   *.   \mm:\K   \ [K '."-V"      -      -     • 

2.2  Radio Reception 

Two radio receivers exist in each PRU.  Their bit rates 

are specified by input data.  The radio channel status is 

represented by maintaining information about those packets that 

are heard at each PRU location.  This information is updated 

at the beginning and at the end of reception for each packet 

heard by a PRU.  In this fashion, contention among packets 

and the status of the channel at the PRU location are simulated 

regardless of whether the PRU is disabled, receiving or 

listening for preamble.  If a packet is received correctly, 

it is queued for processing and the radio receiver is disabled 

until an idle buffer is allocated for the affected radio 

receiver.  Events involved in the simulation of radio reception 

are BEGIN RADIO RECEPTION, END RADIO RECEPTION, and ENABLE 

RADIO RECEPTION. 

>f7\ 
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2.3 Packet Processing 

'V..       Packets that are wire/radio received are  queued for processing. 

Also, packets that were transmitted as active ack, are queued for 

processing. Processing time 'for each packet is draw from one of two • 

uniform distributions. The two distributions allow for differential 

proc ;sing types of packets, e.g., unintended (short) and active- 

acknowledge (long) packets. BEGIN PROC and END PROC are the two events 

used. At BEGIN PROC, the packet disposition is decided upon, but no_ 

j      action is taken until the END PROC event of that packet. The Interval 

between BEGIN PRCC and END PROC events is the processing time. It is 

dra^Ti from one of the two distributions mentioned above, depending on 

whether, at BEGIN PROC, the packet is determined to need a long or short 

processing time. 

WttX&Ü^^ 
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2.4 Radio Transnission 

Two radio transmission queues are maintained:  Transmit 

and vrait for Ack (TWA),   and Transmit and No Wait for Ack 

(TNWA).  When it is time to transmit a packet, the TNWA 

queue is checked first.  If the queue is not empty, radio 

transmission is initiated for the packet at the top.  (Active 

acks are queued on the TNWA queue).  If the TNWA queue is 

empty, the TWA queue is searched for a packet eligible for 

transmission.  The algorithm determining "eligibility" is as 

specified in CA? 5.0. 

In either case, when radio transmission is Initiated,- 

the radio transmitter first accesses the channel according 

to the access scheme specified by the input data.  If the 

channel is available, the PRU "broadcasts" the packet. 

Two events are used to simulate radio transmission: 

BEGIN RADIO TRANSMISSION and END RADIO TRANSMISSION.  When 

a PRU decides to broadcast a packet at a BEGIN RADIO TRANSMISSION 

event, it schedules BEGIN RADIO RECEPTION at all PRUs in 

range.  At END RADIO TRANSMISSION event, END RADIO RECEPTION 

events are scheduled for the same PRUs. 

2.5 Buffer Manacement 

The number of buffers in a PRU is an input parameter for 

the simulator.  At initiation of a PRU, a buffer is allocated 

to each radio receiver, and to the wire receiver.  The remaining 

buffers are designated idle buffers.  A set of PL/I procedures 

are used to handle buffer management functions such as allocating^-;'-' 

or freeing a buffer, or 'scrounging' if r.o idle buffers exist. 

.V;:^:V:.;A.-:^ 
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2.6 SLatistics 

Throughput, delays, and resource utilization statistics 

are maintained throughout a simulation run.  A user may specify 

the interval between statistic reports, and the time of the 

first report.  Regardless of what is specified, a statistics 

report is always provided at the end of the simulation run 

(The length of the simulation run is also specified by the 

user).  Th(> contents of a statistics report can also be 

controlled hy the user, who may select which items to be 

printed in the report.  The following are the major statistics 

produced by the cT.ATr_sri. 

Throughput; 

Total net throughput, and throughput for each source 

destination pair. 

Delavs: m 

(1) end-to-end for each source-destination pair.  The 

delay is defined as the time from reception of the packet 

on the wire at the source PRU until it is ready to be 

delivered to the destined end device by the destination 

PRU. 

(2) 'one-hop delay' for each neighboring pair of PRUs. 

This delay is defined as the time from reception of the 

packet at the PRU until the one-hop acknowledgment 

is received. 

Queues; 

Lengths, residency times in TWA, TKWA and Processing queues. 

9 
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Buffers: 

Relative buffer utilization in radio reception, wire 

reception, TWA, TNVJA, processing and queued for radio 

reception.  Also statistics on scrounging (packets 

discarded to allocate buffers to radio receivers) . 

Radio Statistics; 

(1) Transnission; histogram and mean of number of 

transmissions until acked, number of transmissions 

from TNWA queue. 

(2) Reception;  Number of packets received incorrectly, 

number received correctly, number of packets kept, 

etc... 

(3) Time radio reception/transmission is disabled, 

idle, or active. 

10 
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■J-^.    3.  The Data Structures 

In this section we provide an overview of the data 

structures used, and the inanagement of queues and linked 

lists in the program. 

3.1 The Run Parameters 

This is a data structure containing parameters vhose 

values are set by the user via input data. The parameters 

include the total simulation time, statistics report interval, 

*-imt  of first statistics report, the number of buffers 

„n each FRU, the number of PRUs and array sizes that determine 

the number of packet structures, number of event structures, 

maximum >-oute length, etc.  Also, some statistics report 

control bits and debugging facilities control bits are 

included i-n the Run Parameters data structure. 

11 
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3.2    The PRU ^-^ 

Each PRU data structure contains the following: 

Parameters;  A subset of the PRU protocol parameters relevant 

to the simulation model is used.  It includes:  radio channel 

access scheme, maximum number of retransmissions until 

packet is acked, retransmission delays (RTXDLY and RETXDY) , 

min interval between successive wire reception (TRMIDY) . 

Queues:  Each queue of packets (TKA, TN'V:.-., PROC) has a pointer 

to the entry at the top.  In addition, queue statistics 

are maintained in this substructure:  current queue length, 

maxirum arc minimum length attained, average length, time 

of last inssttion or deletion and average, maximum, minimum 

residency and service times. 

Buffers;  The number of buffers currently in use is maintained, 

as well as cumulative utilization statistics. 

I/O Channels Status and Statistics;  Radio receivers, radio 

transmitters, and wire receiver status are maintained as well 

as cumulative time in each r.t.ate.  A radio receiver may be 

enabled and idle, enabled and busy of disabled.  The radio 

transmitter may be either idle, active or transmitting.  The 

transmitter is 'active' if it has a  packet ready for transmission 

but the transmission has not been start«.* vet.  Träs is the 

case when in CSMA the channel if sensed busy anc the PRU has 

to defer its transmission to a liter  lime.  The wire receiver 

can be enabled and idle, enabled a-io bu  , 01 disabled. 

(*■■■ 
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Radio Channel at PRU Location;  To represent the radio channel 

at each PRU's location, the following is maintained: 

• a pointer to any packet vhich is a candidate for 

correct reception 

• the reception power of the 'candidate* 

• the sum of the reception power of all other packets 

on the channel at the PRU location 

A packet is a 'candidate' if its BEGIN RADIO RTCEPTION at 

the PRU occurs when no other packets are on the channel and 

the radio receiver is enabled and idle.  At END RADIO RECEPTION 

of a candidate, if its reception power has not been exceeded 

by the non-candidate reception power, and if any contention 

has been avoided by spread spectrum (simulated as a probability 

function), then correct reception is determined. 

Traffic Generation and ETE Statistics;  Generated traffic to 

be received on the wire at a PRU is controlled by information 

in a PRU substructure.  ETE statistics of traffic originating 

at this PRU are also maintained in this substructure. For 

each PRU destination, arrival rate, route, generation time 

interval, and packet length are parameters to be specified 

by the simulation user. 

Other PRU Statistics;  Further statistics of duplicates, OAft-hrp 

delays, radio transmission and radio reception are also 

maintained for each PRU. 

13 
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3.3 The Packet Data Structure 

A packet data structure contains the packet header and 

other pointers and counters for simulation and statistics 

purposes.  No text is included, although a packet length 

is kept in the packet data structure. 

The packet header includes a unique packet identification 

(assigned when the packet is generated at the source PHU), 

the ID of the source and destination PRUs, the packet route, 

a KOPOZKTSR (as in CAP), and an ACT bit that is set if the packet 

is an active ack. 

Other information kept in the packet data structure 

includes link pointers for queues and lists, pointer to the 

event with which the packet is associated, statistics counters 

such as number retransmissions until ack, and time inserted 

in a queue. 

3.4 The Event Data Structure 

An event data structure contains an identification of the 

event, its time, pointers to the packet and the PRU. associated 

with the event, as well as other miscellaneous flags. 

& 
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3.5  Event List and Packet Queues 

v'.* T^e lists in the programs are doubly linked circular lists. 

• Procedures that are used to insert, delete, and search the 

lists can be used for any list, whether it be for packets, 

events, or any other entry.  Link pointers are maintained in 

• arrays, so no use is made of PLIX Pointer facilities.  This 

makes the program compilable by both PLIX and PLC compilers. 

At initialization of the simulator all event data 

• structures are linked on a 'free events list'.  Whenever an 

event is to be scheduled, an entry from the free list is 

ueleted, its fields are set according to the event to be 

• scheduled, and then it is inserted in the event list.  The 

event list is ordered by event time.  Linear search is used 

to determine an event's position. 

• A 'free packet list,' similar to the 'free events list,' 

v  is initially formed.  Each PRU queue is maintained by a pointer 

to the top entry on the queue.  A packet may exist in more 

than one PRU at any instant.  Ke allow the same packet data 

structure to be shared by all the PRUs who are yet to process 

the packet after having received it, along with the PRU that 

transmitted it (the packet original 'holder').  If a receiving 

PRU decides to keep the packet, it makes a copy of that packet 

in a new packet data structure. 
C 

Because a pack« - can be on more th--n one processing queue 

at the same time, 'processing entries' are used to represent 

a packet on a processing queue.  Each processing entry has a 

^^ pointer to the packet it represents.  The list of 'processing 

entries' are linked to form the processing queue. 

15 
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4. Proaram Hiah Level Design 

,f^        In this section we provide a 'high level' description of the 
w 

structure of the program. 

PRNET: PROC ; 

Declare run parameters ; 

Read in run parameters values ; 

BEGIN ; 

Declare Packet, PRU, Event, and other data structures ; 

Initialize free lists, statistics, etc. ; 

Schedule first PRU INI7 event ; 

Schedule END OF 5IMU event ; 

DRIVER: IF time for statistics report 

THEN call STATISRP ; 

GOTO code section to handle 

event at top of event list ; 

/* PRU initiation. Traffic Generation and Wire Reception Events */ 

PRU I NIT: event handling code ; GO TO DRIVER ; 

WIRE RX : event handling code ; 60 TO DRIVER ; 

ENABLE WIRE RX: event handling code ; GO TO*DRIVER ; 

TRAFFIC: PROC for traffic generation ; 

/* RADIO RX Events and Supporting Procedures */ 

BEGIN RAD RX: event code ; GO TO DRIVER; 

END RAD RX: event code ; GO TO DRIVER ; 

ENABLE RAD RX: event code ; GO TO DRIVER ; 
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CORRX: PROC to determine whether 

a packet Is received correctly. Uses 

available information about spread spectrum; 

/♦PACKET PROCESSING Events and Supporting Procedures */ 

BEGIN PROC: event code ; GO TO DRIVER ; 

END rKOC ; event code ; GO TO DRIVER ; 

COPYPKT : PROC called when PRU decides 

to keep a packet it received ; 

DRADRPKT : PROC called when PRU decides 

to discard a packet it received ; 

ACKREC : PROC called when a packet 

received is an ack ; 

NQACTACK : PROC called when as a 

result of processing, the PRU needs 

to enqueue an active ack ; 

PRFWD : PROC called when the packet 

processed is to be forwarded ; 

SPPRX : PROC called when a received 

packet is found to be destined to 

the PRU ; 

/* Radio Transmission events and Supporting Procedures */ 

BEGIN RAD TX : event code ; GO TO DRI VER ; 

END RAD TX : event code ; GO TO DRIVER ; 

INITTX : PROC called to initiate radio transmission when 

a packet eligible for transmission is found ; 

Vj-7 
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CHACC : PROC called by 1NITTX to 

access the radio channel 

BRDCST : PROC called when a packet is to 

be broadcast after detennination that channel is available 

CHSEPKT : PROC called to determine which 

packet from the TWA queue, if any, 

is to be transmitted now ; 

NXTPOSTX : PROC to estimate the time 

of next possible transmission. 

/* Buffer Kanagement */ 

I ITPBUF ; Proc called froTi 

PRU I NIT event to perform 

initial buffer allocation in a PRU ; 

GETBUF : PROC called when a buffer 

is needed for enabling radio/wire reception ; 

RETB'JF : PROC called when a buffer is 

freed. 

SCPOUNGE : PROC called to discard 

a packet from TWA queue, 

and grab a buffer for radio reception ; 

/* Miscellaneous PRU Support Procedures */ 

RELEASE - PACKET : PROC called whenever 

a PRU needs to discard a 

packet ; 

18 
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SCHBEGTX : called whenever 

a BEGIN RAD RX event is to .'':.'. 

be scheduled ; 

SCHI NIT : PROC called whenever a 

PRUINIT is to be-scheduled ; 

ENT"rpRC : PROC called whenever 

a packet is to be enqueued 

on the Processing Queue ; 

/* End of Siir.u Event */ 

END OF SIflU : event code ; STOP ; 

/* Statistics Procedures */ 

STATISR? : PROC called whenever 

it is tirrie for a statistics 

report ; 

UBSTATIS : PROC called to update 

,buffer statistics ; 

L^STATIS : PROC called to update 

a queue's statistics ; 

UH3PSTAT : PROC called to update onehcp statistics 

/* Utility Procedures */ 

DELAY : PROC called to compute a random 

delay interval, uniformly distributed ; 

RANDX : PROC for random number generation ; 

INSRT : PROC called to insert an entry in 

a linked list ; 

SEARCHL : PROC called to search a 

linked list for an entry ; rr* ' 
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RELEV : PROC called at the end of an 

event code to free event structure ; 

PRINTJVENTS : PROC to dump event list 

for debugging purposes ; 

SCHED : PROC called to form 

and schedule an event ; 

PRUNET ; 

c Qb 
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Input and Outout of the Program 
 ■ 3— @ 

The input data of the program specify the network 

configuration, traffic requirements, PRU parameters, simulation 

time and other simulation run parameters.  Wa included in Appendix 

1 an example of an input file.  Except for arrays, the GET D7ATA 

statement is used to read in data.  This makes the input file 

more readable to a user. 

The Run Parameters data structure includes the following: 

PRU* :  total size of PRUs, 

#PKT :  size of array of packet data structures. 

FRU=BUr :  number of buffers in a PRU. 

NUMDST :  maximum number of destinations per source PRU. 

I'iAXROUTE :  maximum length of a route. 

RTRATE :  specify radio transmission bit rates : 

0 rate Will depend on PRU function (repeater or device 

front end) 

1 all net uses lower rate 

2 all net uses higher rate 

TRATE(l) :  lower bit rate, e.g. 100 K3it/sec. 

TRATE(2) :  higher bit rate, e.g. 400 KBit/sec. 

SPECTRUMPROB :  probability that a candidate packet is received 

correctly. 

UBRETX :  maximum number of retransmissions for all PRUs.  Used 

for statistics array size. 

SIMTIKE :  total simulation time. 

NXTSTATISRP :  time of first statistics report. 

STATISRPINT :  interval between statistics reports. 

PROCMEAN :  mean of uniformly distributed packet processing 

time (long processing), 
21 
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PROCVAR : variance of that distribution 

PROC MEAN SHORT, PROCVARSHDRT : same for short packet processing tine. 

OSKEAN : mean of uniformly distributed delay represents the time 

used by operating systems. 

OSVAR : variation of that distribution. 

HUFOSMEAN, HALFOSVAR : same for short delay pf Operating System 

SEED, KULT : used In random number generation. 

Data Items for Control of Debugging Facilities : 

TR-.CEV : 0 no tracing of events 

1 print at execution of an event 

2 print at both executive and scheduling of an event. 

bHGTRC, ENDTRC : Beginning and End of time interval in which tracing > 

is requested. 

PKTPRNT ; bit used to control printing informction regarding an end to 

end packet arrival. 

TXPRINT : bit used to control printing information regarding TWA 

queue at each broadcasting. 

Values of the parameters mentioned above are read at the very beginning, 

and some are used subsequently for storage allocation according to the 

arrays' sizes specified by those parameters. 

The next data structure read Is PRUDEFPAR. It contains the 
\ 

default PRU parameters: 

PPRID : ^-character PRU indentification. 

PTXKODE : channel access scheme: 

0 ALOHA, 1 CSMA(l), 2 CSMÄ(2) 

PDI'^CTL : Transmission bit rate control: 

22 
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0 not used, all net use same rate specified in RTRATE 

1 PRU uses rate according to its function. 

PRTXCNT : Maximum number of transmissions of a packet until hop acked 

PRTXDLY : initial packet transmission delay (as in CAP) 

PRETXDY : incremental delay (as in CAP) 

PTRMIDY : minimum interval between successive receptions on 1822. 

An array of 11 bits is then read in to control statistics 

reports contents. If a bit is set, the corresponding statistics item 

is printed out. These items are the following: 

1 queues statistics 

2 buffer statistics 

3 not used 

4 radio transmission protocol statistics 

5 radio reception protocol statistics 

6 radio transmission/reception channel statistics 

7 statistics on scheduling of BEGIN RAD TX event 

8 one hop statistics 

9 ete statistics 

10,11 not used 

Following the statistics reporting bits, the connectivity matrix 

is to be specified in the input file. 

HEAR (I,J) = 1 means PRU J may hear a packet transmitted by PRU I, 

c% 

e 
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Next to the hearing matrix, data for PRU initiation events 

for PRUs are to be specified. 

INITEV £ is the type of initiation.  It should alvays be 10 for a 

PRU initiation. 

INIr^VTIME is the time the PRU and its traffic generation is 

initiated. 

Data for updating the parameter values of the PRU is specified 

next.  The example shows an update to the PRU identification. 

Other PRU parameters take their default values specified in 

PRUDEFPAR data structure. 

Data concerning traffic generation is specified next to the 

initiation event and the update of parameters of each PRU. 

This data includes:  the route, the destinations PRU, the 

average interarrival time, the total number of packets to be 

generated, the time at which no more generation should occur, 

and the length of a packet to be generated for that route. 

The end of the initiation events is signalled by the 

last two items of a data file which has 

INITEV £  = -1 and 

IKITEVTIME  = 0 ; 

In Appendix 2, we included an example of an output from 

the program. 

The output of that run contained statistics of the four 

PRUs that were in the network; however,  e included here 

statistics for only one PRU.  These statistics are: 

/•i 24 
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Queues Statistics:  TWA, TNV:A# PROCQ statistics are reported. 
  fejfc 
SPP and WIRE TX queues are :   used in this version.  All times   ^ 

reported are in microseconds   In addition to mean lengths and 

service times for the three queues, the sources of packets 

processed are printed out. 

Buffer Statistics;  These statistics give the relative utilization 

of the buffers for different purposes. 

REQUESTS DENIED is an indication (not the real number) 

of lack of free buffers to be allocated for radio/wire reception. 

In the case of processing buffers it is used for a completely 

different purpose.  It is the number of packets received at a 

PRü to be forwarded; but the PRU decides to discard them for 

lack of buffers to receive the hop acknowledgment. 

RADIO TX Protocol Statistics 

In this section, the histogram of number of transmissions 

until acknowledgments is printed, as well as the number of 

packets discarded after maximum transmission count was attained, 

and no acknowledgment was received. 

RADIO RX Protocol Statistics 

A breakdown of the disposition of packets received on the 

radio is provided. 

Radio Channel Statistics 

The utilization of radio channel in transmission and recepcion, 

and the time the radio is idle or disabled is printed out in - 

this section. 

Begin RAD TX Scheduling 

These numbers give an idea about why the PRU delays the 

25 
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radio transmission, e.g. RTXDLY not passed.  A breakdown 

(by cause) of the number of times BKGIN RAD TX event is 

rescheduled is provided here. 

One Hop Statist.ics_: 

This section gives an average and standard deviation of 

the one hop delay from the PHU to each of the neighbors to which 

it transmits.  The one hop delay is defined as the period from 

when the packet is received at the PRU until it is acknowledged 

by the inmeciate neighbor. 

E7E Statistics 

In this section, ETE statistics of packets generated at 

the PRU are printed for each destination. 

At the end of a simulation run, ETE statistics for 

the whole network are printed, as well as a reprint of the 

ETE statistics for each source-destination pair.  Also, the count 

of scheduled and executed events is printed for use as a 

monitoring aid to the simulation program performance and 

correction. 

26 
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Appendix  1: 

Example of an  Input File 
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BOHFAE.TITLE = •3   HOP   ' 
PUKFAE.PFUf ■ U 
PUNFAB.PRU«BUF = 6 
RniJPAE.SPRl s 35 
rÜNFAF.    'V = 50 
ROKPAE.aAXEOOTt = 4 
BUNPAE.KUIIDST ■ 3 
EUKPAB.P.1BATE ■ 0 
BUKFAP.TSAlZn) ■ 10" 
ED}JPAB.1RÄ1E(2) ■ I40w 
EOliPAE.TEACiV — 0 
SUNPAE.SPSCIEUÄEECB = S5 
FOJJPAE.PKIJiKT ■ •C'B 
EDKPAB.TXFEINT = •O'E 
BOSFAS.SIUIIKE = 5CCCCCC 
RDKFAE.KXISTAIISSF = 10'JOOOO 
E'JIiPAE.STAIlSF.FIivl ■ KCCGCC 
EUNPAE.5EG13C = 0 
BUKPAE.EKDTEC ■ 0 
BDKPA5.DBEETX = 6 
r.ül.FAB.SEiD s 1il75S 
EOIiPAS.aULI = Ö772U1 
RUBflS.FICCSll» ■ ItüüO 
BUl-'FAE.PECCVAR = 2Ü'J0 
EUl.'FAE. PECCKEAlvStCEl ■ ecuc 
EUNPAB.PECCVAESBCF.T = 2000 
EU^FÄ£.CSlitAN = JOOO 

EDKFAB.OSVAB = 1000 
fiUHFAE.BALJCSJlilli B 1500 
EUSFAE.RALFCSVAE = 500 
£U^FAF. ACCESSaiil» = 4U00 
BübPAE.ACCESSVAB s 2000 

TEST, TOTAL INPUT 20PPS« 

c n 
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Aonencix 2; 

Exanple of a Statistics Printout 
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PRTN 268 

The Building-Block Methodology Used for Studying PRNET 

Zaw-Sing Su 
UCLA 

March 30, 1979 

I.  Introduction 

Since the development of the ALOHANET in the late 60'». 
the concept of packet broadcasting network has received 
considerable attention as a feasible solution for rapid 
network deployment. for the use of mobile network elements, 
and as an economic alternative for point-to-point packet 
switching. A number of projects have been established to 
study such networks. 

The Packet Radio Network (PRNET 
support of DARPA is an experimental 
facility using a common radio bro 
transmission medium. Among the objec 
are to demonstrate and to characteriz 
packet radio networks. Much effort 
regard. A number of studies have been 
issues concerning various facets o 
Such efforts have been proven fruitful 
issues. In this temporary note, w 
which is used for achieving a systemat 
throughput/delay and capacity behavi 
as for supporting its continuing devel 

) developed un 
packet switching 
adcast channel 
tives of its dev 
e the capabili 
has been devoted 
carried out ad 

f packet radio n 
in  studying 

e describe a met 
ic  characteriza 
or of the PRNET. 
opment. 

der  the 
network 
as  its 
elopment 
ties  of 
in this 

dressing 
etworks. 
spec i fic 
hodology 
tion  of 
as well 

The variable configuration of a PRNET leads naturally to 
a building-block approach. Each PRNET deployment may take a 
different configuration. The possible existence of mobile 
network elements also allows configuration changes throughout 

a single deployment. 

For analysis using a building-block approach, the PRNET 
is decomposed into components (building blocks). 
Characteristics of a building block are studied as functions 
of its environment. Then, a network or a subnet with any 
configuration can be analyzed as a compound system consisting 
of building blocks. For a buiIdinq-block approach to be 
effective, it is  important  that  the  network  decomposition 
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results in building blocks such that: 

i) analgsis of a building block is much easier than the 
analysis of an entire network/ 

ii) analgsis of an integration of building blocks can be 
efficienti and 

iii) interaction (coupling) among the building blocks can be 
sufficiently considered in their integration so that 
accurate analysis may be achieved. 

Taking a building-block approach may lead to the understanding 
of not only the behavior of networks of various 
configurations, but also the impact of a subnet configuration 
on the network behavior. A building-block model which suits 
our studies is presented in the next section. In Section III, 
the building-block methodology used for PRNET studies is 
described. We discuss, in Section IV, a simple and efficient 
system-level simulation as an integral part 

methodology. 

of our 

II.  The Building-Block Model 

The behavior of a PRNET can be viewed as the aggregative 
experience of packets traversing the network one hop at a 
time Since the effect of packet broadcasting on network 
behavior is the major concern of our studies, for the model 
considered the Packet Radio Units (PRUs) and the relations 
among them form the basic structure of a PRNET. 

The one-hop neighbors 
together   with   the   PRU 

by radio connection of a PRU, 
itself, form a subnet. The 

confiiuratiön'of this subnet together with the rate of packets 
for transmission from each of these PRUs form this PRU's one- 
hop neighborhood. The experience of a packet travelling one 
hop from a PRU to another can be characterized by the success 
probability of a transmission and, for CSMA, the time it takes 
to access the channel. This experience of a packet depends 
largely upon the one-hop neighborhoods of the receiving and 
the transmitting PRUs. The influence of the remaining network 
is reflected in traffic condition of these one-hop 
neighborhoods. We consider, as the building block of our 
PRNET model, a PRU and the one-directional hops to its one-hop 
neighbors. Formally, the building block of our model consists 
of network functions affecting the progression of a Packet 
between entering the transmit queues of two consecutive PRUs. 
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The basic building block characterization consist* of the 
success transmission probability and the distribution of 
channel access time (non-zero for CSMA). They are quantified 
as functions of the one-hop neighborhoods of the transmitting 
and receiving PRUs respectively. We categorize a one-hop 

neighborhood by the following: 

1 the number of independent groups« in the one-hop 
neighborhood, and the number of PRUs in each independent 

group, 

2.   the rate of packets for transmission in each PRU. 

For a realistic configuration, it is reasonable to assume that 
the number of one-hop neighbors of a PRU is not more than 8 
(i.e., the maximum number of mutually hidden PRU is 4 see 

Figure 1>. 

III.  A Methodology for Studying PRNET 

The tools available for studying the PRNET include the 
measurement facilities incorporated in the current PRNET 
implementation and a detailed simulation of this 
implementation designed and constructed at UCLA. The 

advantage of using these tools is their "P^b»^ °fK
dJreC*ly 

studying or closely approximating realistic PRNET behavior. 
Use of the measurement facilities relies on the availability 
of the testbed network. It also consumes personnel resource 
for experiment setup. Both the measurement facilities and the 
detailed simulation suffer from being relatively inflexible 
for studying alternative design possibilities or hypothetical 
conditions. and difficult for studying large scale networks. 
To compensate, the use of a simple and efficient system-level 
simulation (Section IV) is incorporated as an integral part of 

the methodology. 

This methodology is based on a building-block approach. 
Its basic scheme calls for the use of measurement experiments 

to calibrate the detailed simulation and *«> vtrify «J»" 
necessary the study conclusions. Once calibrated, the 
detailed simulation can be used for quantifying the building 
block behavior under various one-hop neighborhoods, and used 
as  a  substitute  for  the  testbed  network  to  reduce  our 

«Two PRUs belong to the same independent group if they have 
exactly the same one-hop neighboring PRUs within the 

considered set. 

•V ."- "■ ."■ ,"• . ■ ."•.■•.■•."" .'•»"• .'• •'- .'- . • ."- ."-.'■ ."•."■ ."• .'■ .'- ."•-■• ->>"*. 

-■'—-^ 

V * ■ ".' V '.- '.■ " - "•• '.■ ",• */ '," *!,• ' ■ V '■• ' ' 'j- ' ^r * „* '-"-■*-«.■.-••■-.■.^ V* « " . • ; • L% *'• ;V ,
b'- ."■ ,". "j,   % ;\ % ^N. i* 



-•^ — 
/ 

A O V 

\ 

i 
i 

/       * 

~ -. »- 

\ * - i - -' 

■\ r; 0 ■,-■© 

©: • 

©/ 
*'   i 

/ 

o Packet Radio Unit (PRU) 

Figure 1 

4 

— the three PRUs within 
each region (dotted 
circle) can hear each 

— PRUs 2, 4, 6 and 8 ar 
mutually hidden from 
other 

L    /:-;^vfr>>:^::-:;x;:-^ 



dependence on measurement activities. Knowledge of the 
building block behavior together with the use of sg.tern-level 
simulation form the basis for a ^«bil. and •JHei.nt 
methodology. This methodology may be employed in PRNET 

studies for: 

i)   systematic    characterization   of    current    PRNET 

implementati on» 

ii)  evaluation of design alternatives, 

iii) supporting future PRNET developments. 

Appendix A details these aspects of PRNET studies and includes 
a description of the studies currently xn progress. In 
Appendix B. we give an example describing the application of 

this methodology. 

IV The System-Level Simulation 

The system-level simulation is a moduliied program with a 
uilding-block  simulator  and a network simulator forming its b 

basic structure. 

basic  PRU 
• an 

time«  and  a 
For  features 

The building-block  simulator  simulates  *h» 
functions.  e.g..  a  Poisson process for packet reception 
exponential distribution for packet  processing 
success   probability  for  its  transmission. 
nices^ry for a specific study. the building-b ock --.tor 
calls subroutines. Whenever appropriate. this simulator 
ajproximates by a constant, a probability or a probability 
SütJibütloü She effect of a system function or the influence 

of a network condition. 

Thf inttjr.tion of  building blocks ii accompli.h.d in th. 

„,t«r  .inJ.t.r.   Th. »uplin, of '"j ""'» bl"k%i' *Jk" 
their  mutual  influence  in  terms  of into consideration by 

probabilistic  effects, 
end-to-end functions <e. 
control functions (e.g.^ 

Advantages of such 
following: 

The network simulator also simulates 
g., end-to-end protocol)  and  network 

routing). 

a system-level simulation include  the 

i) 

ii) 

closely 
to a 

The sgstem-level simulation is made efficiently 
simuliting  only  aspects  of  the  PRNET  relevant 

specific study. 

Due to its simplicity and  moduliiation  it  is  •■*«  f0 

construct.  simple  to  calibrate,  and  can  be  readily 

:-:»»'^' iÄ5u3 .•■.v.;-.-v ■ ^■■■.••-.■i. 



modified. Thus, for studyins design alternatives, the 
modification of a network feature may be a matter of 

replacing a subroutine. 

iii) Wherever appropriate  we  consider  the  influence  of  a 

network  condition  or  the  effect °V "^ ,1^ 
rather than simulate in detail the reality itself.  Thus, 
the  system-level  simulation  may  simplify  as  well as 
generalize the  model  it  uses.   For  example.  we  may 
substitute  the  study  of  a  large scale network by 
study of its 'critical paths' 
remaining  network  on  these 
simplify the model of a large 
simple  model of its critical 

the 
and the influence of the 
critical paths. We may 
network to a relatively 

paths. As another example, 

the' system-level simulation uses success P^3^! ^^ 0J * 
transmission together with the time «^tribution of the 
interval between transmission attempts for simulating the 
effect  of a channel access mode.  It not only eliminates 

channel  access the complexity of simulating the 
but  the  resulting  model is also peneraliied and 
used for studying the impact of different channel 
modes by simply varying the probabilistic effects. 

modes. 
can be 
access 

V.  Conclusion 

In this note, we have described a methodology employing a 
building-block approach for studying PRNET. This '»•tJ"doU|j 
rnmhinpc the use of measurement experiments. detailed 
^ulaüon anSsystem-level simulation. It takes advantages 
of each and mutually compensates their weaknesses 
our dependence on the measurement activities 
readily adaptable for supporting future development 
PRNET  such  as  the  design  of 

It 
It 

reduces 
is also 
of  the 

multistation and stationless 
radio  networks 

conjunction with this methodology. 

o ^^•<:^< •SI 
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Appendix   A: PRNET Studies 

The objective of the PRNET studies is perceaved to be 
two-fold: to characteriie its current implementation and to 
support its further development For achieving this 
objective. we will systematically evaluate the basic 
capabilties (throughput/delay behavior and network capacity 
of the current implementation with respect *%^i^!-"J^?^ 
configurations and varied input traffic The established 
methodology and the basic network charactenration provide us 
the capability for supporting the continuing development of 
PRNET This end may be achieved by studying the impact of 
design alternatives. The studies currently in progress 

include the following. 

I.  PRNET Characterization 

1. Systematic characteri7ation of current PRNET implementation 

The objective of this studu is to  characterize  for  the 
current  PRNET  implementation  the  impact of various network 
configurations  and  input  traffic   on   end-to-end   delay, 

throi hput  and network capacity.  This study u*11 9^*0  I 
only an evaluation of  its  basic  capabilities.  but  also  a 
foundation    for    studies   supporting   continuing   PRNET 

development.  This study requires mea6ü:*ment •'^r"**  ™d 
calibrating  the  detailed simulation, the calibrated ^tailed 
simulation for quantifying  building  block  behavior,  and  a 
system- evel  simulation program for network characterization^ 
T^e measurement expe.ime.ts accomplished to date can  Jt  ü..d 
for  calibrating the detailed simulation   Future experiments, 
expecially those with multi-hop configuration.  will  help  to 
refine the calibration.  Calibration of detailed simulation is 
progressing in parallel with  its  further  development.   The 
Sevelopment  of  the system-level simulation is in Progress in 
conjunction with other studies listed below.  Concerted effort 
using Mathematical modeling and analysis is also in progress. 

2. Analysis of PRNET involving a Gateway 

For interconnecting the PRNET with other net^ks' * 
gateway implementing internetworking functions is ""J** .^he 
impact of the gateway on PRNET network behavior must therefore 
Se assessed Alternative means for connecting the gateway also 
need to be evaluated. In the current implementation. whether 
the gateway resides in the station or it becomes a P^ic.lly 
separate device, it is connected to the PRNET through a PRU. 
From system behavior point of view the gateway can be viewed 
as an end device In view of the lack of a physical .gateway. 
Its impact is studied by taking it as * J*™1"** *> *hf 
different system parameters. Its study, involving a set of 
basir PRNET configuration». is currently in progress with 

priority 
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II.  Evaluation of Design Alternatives 

3. Transmission Order Scheduling 

This is a co 
different  PRU  t 
PRNET behavior, 
consisting  of a 
building-block si 
implemented  for 
scheduling algori 
and  receiving  p 
evaluated by the 
delay of the PRU 

mparative study to 
ransmission  order 
This study  is  in 
single PRU and its 
mulator of  the  sy 
this study.  We stu 
thms on the PRU's 
ackets)  with  its 
PRU throughput  and 
traffic as well as 

eva 
sch 
pro 

one- 
stem 
dy t 
inte 
nei 
th 

the 

luate the impact of 
eduling algorithms on 
gress using a model 
hop neighborhood. The 
-level simulation is 
he effect of different 
raction (transmitting 
ghbors. The effect is 
e one-hop round-trip 
PRU buffer occupancy. 

4. Congestion Control Studies 

Due to the broadcast nature of the PRNET, congestion 
control is a significant issue having its impact on various 
design aspects. No concrete study on this issue is in 
oroaress However, studying the impact of alternate routing 
is in its planning stage. The impact of LROPs and W» •« 
congestion and their effectiveness for maintaining reliability 
is also in consideration as a potential area 

investigation. 

for 

Studying design alternatives in  other  issue".,  such  as 
flow control, protocol, and channel access mode, ** «1»° 
conceivable. They will be considered once the PRNET 
characterization is accomplished. 

III.  Supporting Future Development 

5 Extension of the current model to study design issues for 
multistation PRNET is under investigation. The immediate 
objective is to devise a building-block model for studying its 
routing strategies. Our current building-block model with 
minor adjustments appears suitable for its throughput/delay 

studies. 

e 
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Appendix D:  An Example Dluitrating the Methodology 

In thi» example we illustrate the building-block 
methooloJIb/itJ application to a study of the end-to-.nd 
SelaSand throughput characteristics between terminals A and 
B of a nttSofk depicted in Figure Bl. In this network, w. 
assume PRÜs I 2 and 3 are in each other's hearing range; so 
are PRUs 3. 4 and 5. as well as PRUs 5 and 6. 

By assuming shortest path -thout alternate  routing ue 
üu   assuming snuivc»* K«v..  *._..,. i i ; «« «-ha 

study Jn this example the experience of packets travelling the 
path linking terminals A and B, and PRUs 2,     3  and  J-   W 

^tred linkste assume a constant -J1;« JnJ • ^T^ Vino 
Building blocks for this path consist of PRUs 2. 3 jnd  A  ano 
the  one-dimensional  hops  to  their  one-hop neighbor^  The 
one-hop neighborhood of PRU 3, for example.  consists  of  the 
»et  of  PRUs  1. 2,   3, 4. and 5, and the rate °* P"**** for 

transmission from these PRUs.  Impact of the  traffic  between 
te™: B and C on the success Probability of a ------ 
from PRU 2 to PRU 3 is reflected in the rate of P"}»*» '^ 
transmission from PRUs 4 and 5. Using *h« ^^"«{i"J 
characterization available to us, a network simulator 
incor oraJ ng end-to-end functions (e.g., .nj-to-tnd P^tocol) 
iou?d simulate packets travelling this path and yield an 
evaluation of the end-to-end behavior. 

K^M>>>:^:>;>V>:'£^^ 
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1. Introduction: 

The Packet Radio Network (PRNET) is an operational packet 
switching network developed under the support of Defense Advanced 
Research Projects Agency. It uses a common radio channel as 
transmission medium. The packet radio technology offers the 
advantages of mobility, rapid deploymenti potentially high 
bandwidth and reliable data transmission for military 
applications. A number of such network installations have been 
established. The objectives of their development is to install 
such networks, to demonstrate the feasibility, and to explore the 

potentials of packet radio technology. 

A PRNET consists of three types of network elements: the packet 
radio units (PRUs), the terminal interface units (TIUs), and one 
or more stations. The PRUs function as store-and-forward packet 
switches. They are connected together via radio links to form 
the packet radio subnet. Each PRU may be used to connect an 
end-device, a TIU or the station, via a wire connection or stand 
a one as a repeater. The station embodies network control 
functions, while the TIUs, as the name implies, are used for 
interfacing used terminals (including hosts, and internetworking 
gateways). For the current implementation, there is one station 
to each PRNET. To extend the range of a PRNET, future 
development may incorporate more than one station, or eliminate 
the station by distributing the network control functions. 

The establishment of operational PRNETs has demonstrated the 
feasibility and potentials of packet radio technology. Further 
advancement of such technology by continuing development can be 
effectively supported by coordinated efforts employing analysis, 
measurement, and simulation. Mathematical modelling and analysis 
are used to establish basic principles and to guide the 
investigations of such technology. As a research project, 
extensive measurement capebilties have been incorporated in the 
design and development of PRNET. Measurement experiments can be 
used for extracting basic system parameters, calibrating, and 
verifying investigation results. Simulation programs have been 
constructed to complement the capabilities of measurement tools 
and mathematical analysis techniques. Simulation may extend the 
capabilities to pursuing more extensive enumeration, to the 
studies of large scale networks, as well as to effectively 
studying design alternatives. For achieving these goals, a 
system-level simulation package has been developed under the 

following guidelines: 

1  Accurately capturing essential functiors of the PRNET  design. 
When  calibrated,  it  should  be  able t  assist in quantitative- 

system evaluation; 

2. Moduliied  so  that  it  is  flexible  for  studying   design 
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alternatives  in  support  of further advancement in packet radio 
technology; 

3. Efficient and cost effective  to  be  feasible  for  extensive 
invest i oat ions; 

4.  Well-instrumented  to  be  capable  of  providing 
information for system analysis and calibration. 

suff i c ient 

In view of these design objectives and the proposed building- 
block approach to PRNET studies (see PRTNtt268)i three simulators 
with different levels of details have been developed for the 
System-Level Simulation package. The building-block (DB) 
simulator simulates a PRU with the remaining network as its 
environment. While the general broadcasting network simulator 
<5LP) links a number of PRUs into a network without employing a 
specific protocol, the PRNET simulator (SL) simulates CAPS 
specific implementations. 

This document introduces the reader to the architecture of the 
System-Level Simulation package. It is also intended as a quide 
to   the use of this package. 

v.V-V-.'.'^-V-V'.•••-••-■ -•V '>..-.V..-.>LV ■■-.■•.- V >-•>•-■'.« .' .- ■■■ -«•-'. .«-A. ^-^■•-!L-^:J^r^':A--^ .■\ -- 1 •.">•. 
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II. Basic Model 

The model used in the System-Level Simulation package consists of 
a packet broadcasting subnet and a set of end-devices. Each 
end-device is connected to the subnet by a point-to-point (e.g.. 
wire) connection to a broadcasting unit. At most one end-device 
can be attached to each broadcasting unit. In the case of PRNET, 
a terminal intc-rface unit (TIU) or a station is an end-device 
atta-rhed to a PRU. A set of PRUs sharing a common radio channel 
form the packet broadcasting subnet. 

The model for a PRU comprif two servers and a buffer pool. Of 
the two servers. one simulates the PRU processor and the other 
its transmitter. Upon its arrival at a PRU. a packet joins the 
processing queue awaiting to be processed. After being 
processed, it enters a transmission queue, and is then scheduled 
for transmission. Positive acknowledgement is assumed for packet 
hop transport. A packet occupying a PRU buffer may be an entry 
in its processing queue, in its transmission queue, or waiting to 
be acknDwlecoed. 

" •"% *■' «*■ ' *"" «.*' ^ ^^ä. m  v ^ • ™ • " 
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III. Description of the Simulators 

A. Duildi  -Slock (BE) Simulator 

Design of the PRNET System-Level Simulation follows a building- 
block approach to PRNET studies (see PRTN«2fe8). The Duilding- 
Block Simulator simulates one PRUi and the remaining network as 
the environment of the PRU. The environment of a PRU consists of 
its ..»ighbors and the operating condition of its neighborhood. 
Its neighbors include a number of 'next' PRUs to which packets 
are forwarded and from which acknowledgements are received« and a 
number of 'previous' PRUs from which packets are received and to 
which acknowledgements are sent. The operating condition of its 
neighborhood represents the impact of an instantaneous state of 
the remaining network. Specification for this operating 
condition defines the success transmission probabilities to and 
from its neighbors» the percentage of overhead traffic (e.g.* 
unintended packets and control packets)i and the distribution for 
required channel access time (which accounts for the number of 
channel sen sings per transmission and transmission randorr. iraticn 
oc-lsu). For a successfully acknowlcdaed p«c k 11 < an 
acknowledgement delay is accounted for. The hop acknowledgement 
delay is specified by its distribution. 

The packet arrival process is assumed to be Poisson. A fixed 
portion of the input traffic can be specified as overhead for the 
simulated PRU. Therefore» two PRU processing time distributions 
ere assumed: one for intended and the other for overhead 
packets» and both are exponentially distributed. For channel 
access time» a uniform distribution is used. Different channel 
access scher.es are- simulated by specifying appropriate channel 
access time and success transmission probabilities. The 
transmission scheduling algorithm can be parametrical1y selected 
as FIFO (CAP4)» CAP4.9 cyclic. or CAPS. The linear-backoff 
retransmission algorithm specified in the current Channel Access 
Protocol (CAP) is also simulated. 

The FIFO algorithm schedules the packets for transmission in 
their order of arrival. It allows at most one packet 
unacknowledged. Therefore» the transmission of a new packet 
would not take place until the currently transmitted packet has 
been either acknowledged or discarded after a prespecified 
maximum number of transmissions. 

The transmission scheme for CAP4.9 implements multiple 
independent FIFO transmission que. ues. one for each 'next' 
neighbor. Only the packets on top of each FIFO queue may be 
outstanding unacknowledged. When the transmitter becomes 
available» thp packets on top of the transmission queues a^e 
scanned in a cyclic order for a packet to be transmitted. 

'■'«-'■'•-* --''«-•*'■<-• ■«--'<--. •-•'«-• -. - ^ t'-- ■■-'' '*- -'■■ •'» Cm jm '-' ''- £a '- "f- "'- '''- ^- «'- *-' ^'- -'- ■-- ^- «'- »'^ «'- »'- «'- ■'- *'- «* ■'- -'- -'- ■' ^ -' -' 
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In  CAPS.  the  transmission  scheme 
transmission packet to be transmitted, 

allows any ready   for 

After its transmission, a packet waits to be acknowledged. If 
the acknowledgement does not arrive within a time-out period, the 
packet will be retransmitted. In BD» the acknowledgement delay 
(the time from a packet transmission to the return of its 
acknowledgement) is simulated by a prespecified exponential delay 
distribution. It is compared with the time-out period which is 
calculated using the following linear-backoff scheme: 

RTXDLY + RETXDY * (times the packet has been transmitted). 

The initial delay. RTXDLY. represents a minimum interval  between 
any  two  consecutive  transmissions.   Each  of  the consecutive 
time-out periods for a packet is linearly incremented by  RETXDY. 
The packet is discarded after a maximum number of transmissions. 

B.    Generalized Broadcattina Network (SLP) Simulator 

The SLP incovporates a network simulator which drives a multiple 
incidents of the PRU simulation used in BB. A forward 
transmission from a PRU places the transmitted packet in the 
input (processing) queue of the receiving PRU. It thus realizes 
the acknowledgement delay by the time actually incurred incurred 
for processing and waiting in the receiving PRU. and that spent 
for two-way transmission. For packet hop transport. echo 
acknowledgement is assumed (with active acknowledgement for the 
last hop of a route). Having a common channel broadcasting 
transmission medium, a packet forwarding to the to the 'previous' 

PRU. 

For network simulation. mechanisms are provided for route 
specification. The input traffic is distributed in prescribed 
proportions among the routes. Additional traffic must be 
specified for unintended and control packets entering individual 
PRUs. Beyond simulating the packet radio subnet. the SLP 
simulator models an end device by a fixed delay and the 
capability for generating end-to-end acknowledgements. End-to- 
end as well as round-trip statistics are collected for presenting 
network behavior. Only FIFO and CAP5 scheduling schemes are 
implemented i'n this simulator. 

C. CAPS PRNET (SL) Simulator 

Tailoring SLP to the study of CAPS PRNET. a number of additional 
details for essential functions are incorporated in SL to closer 
reflect the PRNET reality. The implemented features additional 
to SLP include: 

-•:,• 
^ 
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1. connectivitg specification — a binary hearing matrix is used 
to define PRU connectivity. A '1' for the (i-j)th entry of the 
hearing matrix indicates that PRU i can hear PRU j; 

2. channel access mode — nonpersistent CSMA is simulated for 
c hanne1 ec c cssi 

3. packet bumping — according to CAP5 specification» the PRU 
buffer management scheme ensures radio reception. If all buffers 
are occupied, it frees a buffer for radio reception by discarding 
a packet in the transmit queue. If there is no packet available 
in the transmit queuei then reception is not guaranteed and the 
arriving packet is dropped; 

4. when the PRU processor is busy, no radio transmission can be 
initialized. Upon completion of processing, the packet that have 
been scheduled for transmission, if any. since the beginning of 
this processing period is transmitted; 

5. also simulated is the manual flow control mechanism enforcing 
a minimum interval of TRMIDY msec between two consecutive packet 
t' fin*mi»»iont over the 1B«3£ wire interface from a TIU to a PRU. 

LSV ' • --V-W •.■'.'"•• ••''.' i.' --' ■i-v-i-i-^ •." O -.* O •." -.• ".' VJ-WI*.' '.^ -.' % ^^^•A.-J-'•■ :->?^v->^VÜ 
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IV. Recommendrd Usage 

Each of the three simulators of this package simulates PRNET at a 
different level of details. Owing to its important role as the 
switch of PR subneti the characterization and optimization of PRU 
functions are of prime interest in the PRNET design process. SB 
simulator provides the capability for studying PRU functions such 
as scheduling, retransmission scheme/ and the impact of PRU 
processing speed. Reducing complexity of the overall system by 
using probabilistic distribution functions to condense the 
environment of a PRU. we may expose the relevant issues 
concerning the reactions of a PRU to its environment. 

SLP provides capabilities for preliminary studies at network 
level. In addition to studying the impact of PRU functions on 
network performance, we may also study the effect of different 
hop acknowledgment schemes. Without details for channel access 
and packet collision allows us to investigate network behavior 
w thout concerning ourselves with the constraints of a particular 
c nf i cuT-öt ion. On the other hand, the impact of a spe-cific 
configuration can be embedded in the specification of input 
parameters for success transmission probabi1ities. rate of 
overhead traffic, and channel access delays. Proper design of an 
experiment may also allow the use of SLP to simulate a portion of 
a large network by specifying the input parameters reflecting the 

presence of the remaining network. 

For studying networks featuring a specific protocol, the details 
of such a protocol need to be incorporated. SL incorporates 
details of those aspects CAPS protocol considered to have 
significant impact on the network throughput delay performance. 
These aspects are described in the last section. This simulator 
is intended for the use of quantitative studies of the current 

PRNET implementation. 

Accuracy of a simulation increases with complexity. while it 
trades off with efficiency. The design of this package has 
restricted its usage to studying steady-state behaviors of packet 
transport functions. A simulation for studying functions, such 
as network congestion control. monitoring, mobile operations, 
require substantial dynamic interactions among different network 
entities. Following the building-block approach for this 
simulation package, it is conceivable to construct a network 
simulator for such purpose. It is. however, not the intention of 

the design of this simulation. 

e 
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V. Program Structure 

The PRNET System-Level Simulation is a discrete-time simulation 
with a millisecond time resolution. It has a moduliied design to 
accommodate possible modifications and additions. The PRNET 
System-Level Simulation consists of a set of processes. Each 
simulates a distinct system operation. 

The simulation programs arc event driven. Each event 
corrensponds to the execution of a process. The future events 
are linked together according to their chronological order 
forming an event chain. At the completion of executing an event/ 
the event chain is searched for the next event. Whenever the 
need of a future operation is recognized, during the processing 
of an event, a new event is created« scheduled, and linked to the 
event chain. The initialization event generates the first 
packet, schedules an event for it. and thus initiates the 
s imulat ion. 

In the foil owing i uie give a brief de&cription for each proce«« 
(flow diaciraniE fev a number processes are included in Append: x 
I): 

— DRIVER: The driver takes off the event on top of the evert 
list and sends it to the appropriate procedure for processing 
'ENDSIH' and the output interval of this simulator can be 
specified by the simulated time or the number of packets 
generated. The driver stops processing events when 'ENDSIM' is 
reached. 

-- ADDEVENT: It adds a future event onto the event list in a 
chronological order. 

— ARRIVAL: It generates the arrival of the next packet and 
determines which route it will take according to the user 
specified probabilities. RTEPRODs. 

— ARRIVED (see flow diagram): Entering this process signifies 
that the packet has arrived at a PRU. A packet coming from a 
terminal must have waited at least TRMIDY msec since the last 
transmission from that TIU. If the packet is starting it's 
route, then call ARRIVAL to generate the next packet. If the 
buffer is full and there is a packet on the transmit queue not 
transmitting or waiting for a channel, and the arriving packet 
did not come from a TIU. then the packet on the transmit queue is 
bumped. If the buffer is full and no packet can be bumped. then 
the arriving packet is dropped; otherwise the arriving packet is 
pieced on the receiving queue, and processed if it is the only 
packet on the receiving queue. 

— PROCESS:  The packet is now  being  processed.   The  time  it 

•::v\-::-\-:vS-:^:.:v:-v:^ 
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takes  to  proccts the packtt depends on whether the packet is an 

intended user packet. 

— PROCESSED  <see 
proc etsed.    If  an 
transmit it first, 
this  is  it's firs 
the packet is an ac 
called.   If  the p 
the packet is going 
statistics  arc  co 
then placed on the 
on  the  transmit 
packets on the rcct 
queue is processed. 

flow diagram): The packet has now been 
other packet is waiting for transmission, then 
If the packet is going to the terminal and 

t processing* then it must be reprocessed. If 
knowledgement packet then the procedure ACK is 
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— TRANSMITTED: The packet has now been transmitted. If the 
ac,nowledgement is returned successfully. then a packet is 
ge.erated'and arrives at the queue of the waiting PRU. If the 
packet successfully reaches it's destination. then hop delay 
statistics are collected if necessary, and either the packet or a 
duplicate arrives at the PRU. Unintended packets, if successful. 
arrive at the other PRUs in the hearing region. If the packet 
received it's acknowledgement during the transmission, then the 
packet is dropped off the queue. otherwise it waits for the 

ac knowledgement. 

— TRANSWAIT:  The  channel 
transmit  earlier.  and  now 
The PRU must now wait for  a 
channel again. 

was  busy  when  the  PRU  tried  to 
the other transmission is complete. 
short  period  before  sensing  the 

— ACK (see flow diagram): The acknowledgement packet has been 
processed. If the packet waiting for the acknowledgement is not 
on toe transmit queue, then nothing happens. Otherwise next hop 
statistics arr collected, if desired. Th packet on the transmit 
queue is then dropped, unlesf it is in the process of being 
transmitted, uoon where it must wait until the end of 

transmission to be dropped. 
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— ONTXQ: It finds the packet on the transmit queue with the 
same ID as another designated packet, and returns a pointer to 
this packet if found/ and a null pointer otherwise. 

— DUFFER: It decrements the buffersize and collects statistics 
for average queue sire if necessary. 

— DELETE: It deletes the packet from the queue and calls EUFFER 
to decrement the buffersize. 

-- SCHEDULE (see flow diagram): The next transmission may be 
scheduled depending on the conditions. If an ack occurredi or 
the wait period is up/ and a FIFO scheme is used* then we 
transmit the top packet. If a packet has just been transmitted/ 
or all the packets were sent the previous time and a cyclic 
scheme is used/ then we search through the queue for the next 
packet to be sent. If a packet had just been transmitted/ then 
we wait for a period before transmitting the next otherwise we 
transmit now. If none of the above conditions are satisified/ 
then nothing happens. 

For SL/ execution efficiency is in the range of 10 - 100 
simulated time to simulation execution time ratio on UCLA-IBM3033 
depending upon network topology and traffic distribution. The 
core mentory it requires for execution is about ! 50K also 
depending on configuration of the simulated network. 

The only system-specific program module i* the random number 
generator used. It needs to be replaced when these programs are 
use on a system other than that of UCLA-IBri3033. 

11 
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® 
VI. Statistics Collection 

The statistics collection interval can be specified either in 
terms of the number of generated packets or of simulated time 
(msec). Statistics can be optionally discarded for an initial 
simulation period by specifying a non-zero value for DEGINSIM. 
The accumulated statistics is reported at the specified interval 
in addition to a cumulative final report. Most statistics are 
repr ted in terms of average» standard deviation» and maximum. 
His^ .grams is provided as an option. The statistics reported 
include: 

1. Pairwise Hop Statistics (in matrix form) 

— packets transmitted 
— dropped packets 
— discarded packets 
— packets bumped 
— rate of collision 
— unintended packets 
-- duplicated psckett 
-- trantiTiissaons/packet 
— beyond success transmissions/packet 
— # of channel attempts/transmission 
— success transmission probability (link Q) 
-- hop delay 
— throughput 

2. PRU statistics 

— buffer occupancy (over time) 

3. Route Statistics 

— one-u.'sy delay 
— one-way throughput 
— round-trip delay 
— round-trip throughput 
— ETE packet loss 

c Ti 
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VII. Input/Output Specification 

1. Image of Input Files 

Each input file consists of two sections. The first section has 
fixed entries. In the second sectioni input is specified in 
groups. Those parameters need to be specified for each PRU 
(rorte. or other entities) are grouped as such. Each input data 
fori.idt can be free or fixed. For those with free format, 
identifiable by the delimiters '=' preceeding it and a '; ' 
following it. the data must be entered between the delimiters. 
For numerical data, every blank between the delimiters is filled 
with a lero. The input images for each of the three simulators 
are as follows: 

-- DB Simulator 

Line« 
1 ! min i2ini 131111 141111 151111 161111 171111 181111 191111 1011 
n c. ISCHEnULlNG» «CYC LIC; HORAM   ' =0;   PKTS»OJ PKTFLOW«0) DB«Oi 
3 IBUFFERMAX« 5 TRANSMAX« c; NOOFPRUS" 4, 
4 1PRINT_1NT= 60000 BEG INS IM- 0 ENDSIM  = 60000; 
5 1AMEAN 55. PFMEAN  ' 10 PNFMEAN » 3; 
6 iPKTLEN 272 TRSPD   « 100 ACKPROB = . 95; 
7 IRTXDLY 8. 2 RETXDY  •• 10. 24 NRT_M1N = 11; 
B !NRT_MEAN = 155 SCHWAIT • 8. 2 MINTIME = 15. i 

9 1MAXTIME  = 15 BKT8X2E« 15. ; 
10 !0R1GPR0B = 0. 2b; DES rPR0E=0. 15 SUCCPROB*0. 95; 
11 !0RIGPR0I?.=0 25i DES" TPR0B=0. 15 SUCCPROE=--0. 95; 
12 I0RIGPR0BO. 25; DES" rPROL(=0. 15 SUCCPRüB=0. 95; 
15 I0R10PR0B«0. 25, DES" rPR0E"0. 15 SÜCCPR0B»0. 95, 

13 
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— SLP Simulator 
^ 

Line 
1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
8 

19 
20 
21 

SCHEDULING= 
NOOF_PRUS= 
NOOF_RTES= 
TRANSMAX = 
AMEAN 
PRINT_INT= 
MI NT I ME  = 
TERMMAX  = 
BUFFERMAX= 
DUFFERMAX= 
DUFFERMAX= 
BUFFERMAX« 
nun i2i 
211111 
311111 
411111 

1. 00 
1. 00 
1. 00 
1. 00 

0 13 4 
0 2 3 4 
.5  .5 

221 
321 
421 

1 
1 
1 
1 

0 4 
0 4 

CYCLIC; 
4 
2 
6 

400 
200 
100 
10 

LAMB 
LAMB 
LAMB 
LAMB 
13111 
23111 
33111 
43111 

. 97 

. 97 
1. 00 

. 97 
0 
0 

HGRAM 
PKTLEN = 
LGST_RTE= 
RTXDLY = 
PFMEAN = 
BEÖINSIM" 
MAXTIME ■ 
SARR 

= li 

6 
6 
6 
6 

HI 
HI 
111 
111 
. 00 
. 00 
. oo 
. oo 

3   1 
3  2 

DA = 
DA ■ 
DA - 
DA = 
1 141111 
1 241111 
1 341111 
1 441111 
24 1.00 
24 1.00 

1. 00 
1. 00 

10 
10 
0 
5 
151 
251 
351 
451 

PKTS= 
1; 
7i 

8. 2; 
10; 

100; 
1500; 

111111; 
DMEAN  = 
DMEAN  ■ 
DMEAN  =■- 
DMEAN  = 
111 1611 
111 2611 
111 3611 
111 4611 

1;PKTFL0W=0; 
TRSPD = 
TRMIDY = 
RETXDY = 
PNFMEAN ■ 
ENDSIM = 
BKTSIZE = 
SRTE 

100; 
100; 

400000; 
200; 
171111 
271111 

DB=0; 
100; 

10. 
10 
24 
3 

500 
100 

999999 

11 
11 
11 
11 

EMEAN = 
EMEAN = 
EMEAN = 
EMEAN = 

181111 
281111 

7. 
7. 
7. 
7. 

371111 
471111 

381111 
481111 

1 

1 

*i 

, 
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® 
— SL Simulator 

Line 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
IS 
.9 
20 
21 

25 
26 
27 
28 
29 
30 
31 
32 
33 
34 

SCHL"DULING=CAPD. 0;    HGRAM        =0>    PKTS=1> PKTFL0W=0i    DD=0i 
N00F_PRUS= 4i    SARR =   11111111 
NOOF RTES=     6; LOST RTE=     5 
NOü(

::
IREGS= 

AMEAK' 
PRINT_1NT= 
MINTIhE  ■ 

1 

TRANSMAX - 
TTRSPD 
DUFFERMAX= 
BÜFFERMAX= 
BUFFERMAX= 
BUFFERMAX= 
nun 
211111 
311111 
411111 

4 
4 
4 
1 
2 
3 

0 
0 
o 
0 
0 
0 

RTEPROD 
RTEPROD 
RTEPRGE 
RTEPROB 
RTEPROP 
RTEPROB 

'1 
1 
1 
1 
1 

'B 
1 
1 
1 
1 

6 
6 
6 
6 

121111 
221111 
321111 
421111 

4; 
6; 
1; 

15. : 
11350; 

50; 
6; 

50. ) 
; EMEAN 
; EKEAN 
; EMEAN 
, EMEAN 
131111 
231111 
331111 
431 111 

SARR 
LGST_RTE= 
RTXDLY  = 
PFMEAN  ■ 
BEGINSIM= 
MAXTIME ■» 
CMEAN 
TERMMAX = 

7. 
7. 
7. 
7. 

141111 
241111 
341111 
441111 

0 
0 
0 
0 
0 
0 

'1 
1 
1 
1 
1 

'B 
1 
1 
1 
1 

. 167; 
. 167; 
. 167; 
. 167; 
. 167; 
. 167; 

'1 'B 

PKTLEN 
PKTLEN 
PKTLEN 
PKTLEN 
PKTLEN 
PKTLEN 

'1 'B 

8. 2 
10 
0 

750 
2; 

10; 

TRSPD 
TRM1DY 
RETXDY 
PNFMEAN 
ENDSIM 
BKTSIZE 
SRTE 

DEBUG=li 
100; 
10 

10. 24 
3 

300 
50 

55555; 
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2. Annotation 

— Fixed Entries 

Line 1 input 

SCHEDULING - 
HÖR AM 

PKTS 

PKTFLOW 

DB 

DEBUG 

NOOF_PRiJS     - 
NOOFPRUS 
PKTLEN 
TR SPD 
AC KPRDL 
NOOF RTES     - 
LGST_RTE 
TRr-ilDY 
TRANSMAX 
NOOF_REGS     - 

RTXDLY 
RETXDY 
ASEAN 

PFMEAN 
PNFMEAN 
PRINT_INT  - 

BEGINSIM 
ENDSIM 
NRT_MIN 

NRT_MEAN 

SCHWAIT 

MINTIME 
MAXTIME 
BKTSIZE 
TERMMAX 
TTRSPD 
SARR 
SRTE 

of BB Simulator contains seeds for 10 random 
number generators used in that simulator 
'  FIFO', or 'CYCLIC (CAP5. 0) 
1 if histograms desired 
0 if histograms not desired 
1 if simulation run by number of packets generated 
0 if simulation run by time 
1 for event tracing 
0 for no event tracing 
1 for debugging output 
0 for no debugging output 
1 for detailed debugging output 
0 for no detailed debugging output 
number of PRUs to be simulated 
number of neighboring PRUs (BB) 
packet length (user words) 
radio transmission speed  (kbits/sec) 
probability for a successful ack transmission 
number of routes 
longest route (number of PRUs) 
1822 flow control parameter (msec) 
maximum number of radio transmissions per packet 
number of regions within each of which all PRUs 
can hear each other 
minimum interval between radio transmissions 
retransmission delay (time-out period) increment 
average packet interarrival time (one traffic 
source generating packets for all routes) 
average PRU processing time for intended packets 
average PRU processing time for unintended packets 
output interval (msec or pkts). 
From BEGINSIM on. statistics are summarized every 
PRINT_INT msec or pkts. 
beginning of statistics collection (msec or pkts) 
end of simulation (msec or pkts) 
minimum time from transmission of a packet to 
return of its acknowledgement 
mean time from transmission of 
of its acknowledgement 
minimum interval between radio 
as RTXDLY. a redundant specification) 
lower bound for histogram 
upper bound for histogram 
histogram bucket size 
maximum number of packets can be buffered in a TIU 
transmission speed over 1822 wire interface 
seed for packet generations (large, odd integer) 
seed to determine route taken by a packet (large. 

a packet to return 

transmissions (same 

c 
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odd integer) 
.-'v;        CMEAN      - mean time for channel access 

BUFFERMAX  - buffer pool size 
LAMBDA     - offerred channel traffic rate (packets/sec) 
DNEAN      - average interarrival rate for unintended packets 
EMEAN      - average time spent processing in TIU 
ORIC-PROD   - probability of a PRU from which a packet is 

received 
DESTPROD   - probability of a PRU to which a packet is forwarded 

the remaining packets are assumed unintended 
SUCCPROB   - success transmission probability from the simulated 

PRU to a neighboring PRU 
RTEPROB    - probability for a newly generated packet to take 

a specific route. 

-- Group Entries: 

Group I (PRU specifications) 
Particulars of each PRU 

Group II (seeds for random number generators) 
The seeds must be large, odd integers, preferably different. 

Group III of of SLP (success transmission probabilities) 
A set of inputs in an (n x n) matrix, where n is the 
number of PRUs. and the (i.j)th entry is the success 
transmission probability from the ith to the jth PRU. 

Group IV of SLP and Group III of SL (route specification) 
Each route must begin and end with a '0'. 
Each route must be of length LCST_RTE+2 (one '0' on each end) 

(pad shorter routes with 'O's at the end) 
The specification of each route must begin on a new line. 
A round-trip route (for end-to-end acknowledged packets) is 

specified with a   '0' in between the two way specification. 

Group V of SLP (route probabilities) 
For each route is specified a probability that a packet will 

take this route. 
C The total sum of the probabilities must be 1. 

Group IV of SL (route specification) 
packets are allowed to be of different lengths for each route 

Group V of SL (power level) 

OUTPUT STATISTICS: 

SIMULATION TIME - current simulation time, the time the last 
event occured. 

• o» 
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PACKETS GENERATED - the number of packets that have been 
generated by the traffic generator. 

PRU Statistics <one column per PRU): 
AVE QUEUE SIZE - a time average over the interval between the 

last change in queue size before the previous output and 

the last change before the current output. 
MAX QUEUE SIZE - maximum queue sizes of the PRUs for the same 

inteval as that of the AVERAGE QUEUE SIZE. 
•DRIVING PKTS STILL IN TIU - generated packets waiting, in the 

TIU attached to this PRU. for entering the PR subnet. 
PACKETS DROPPED FROM TIU - packets dropped when sent from the 

attached TIU due to buffer overflow in this PRU. 
END TO END ACKS DROPPED FROM TIU - end-to-end acknowledgements 

dropped when sent from the attached TIU due to buffer 

overflow in this PRU. 

Hop Transport Statistics (presented in matrix form): 
PACKETS TRANSMITTED - « of packets transmitted from one PRU to 

the other. 
END TO END ACKS TRANSMITTED - # of end-to-end acknowledgements 

(as oppose to forwarding packets) transmitted. 
DROPPED PKTS FROM TOO MANY TX - packets dropped because no 

acknowledgement was received after the maximum allowed # 

of transmissions. 
DROPPED PACKETS FROM BUFFER OVF - packet tx dropped due to 

receiving PRU buffer overflow. 
PKTS BUMPED FROM TX Q OF RX-PRU - packets discarded in the 

transmit queue of the receiving PRU to assure radio 

reception. 
NUMBER OF COLLISIONS - number of collisions involving a packet 

transmitted on this link. 
UNINTENDED PACKETS RECEIVED - unintended packets transmitted 

on this link. 
DUPLICATE PACKETS RECEIVED - duplicate transmissions for 

intended packets. 
AVE NUMBER OF TX BEYOND SUCCESS - per packet aveage of # of 

retransmissions begond that tx which successfully reaches 

the next PRU. 
AVE NUMBER OF TX PER PKT - ave ♦» of total txs per packet. 
AVERAGE # OF CHANNEL ATTEMPTS - average number of channel 

attempts per packet. 
SUCCESS TX PROBABILITY - success transmission probability (or 

link quality) for a link from a PRU to another. 

Statistics gathered for each of the following times include its 
AVERAGE. STANDARD DEVIATION, and MAXIMUM. 

HOP DELAY - delay from the time a packet arrives at a PRU until 
it successfully reaches the next PRU. 

ACKNOWLEDGEMENT TIME - the time from the first transmission of 
a packet until the reception of its acknowledgement.  The 

ie 
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(i(J) entrg is the acknowledgement time for packets from 

•"v. PRU i to PRU J- 
ONE-WAY END-TQ-END DELAYS packet's generation until 

FORWARD - interval from the time *he P"^^^ JIU. 
the end of »^^ ^l.^^^ nowledgement leaving 

RETÜRN " ^VZii^^l^   Its^a'rrtval at the originating 

ROUND-TRIP DELAY - interval from ^e generation of • P^^t^ 

until the completion of thJ Pr^n!natino TIÜ.  This is 
ack at the PRU cenn.ctinj th. ^J^J* ", .Jj; time 6pent 

i:u\:: of:rfrrrn;:i:"o;etfr joth tS. PRU ^ the ^. 
and the processing time in T1U. 

>*.jnnai   It is oroduced when the 
HISTOGRAMS:  Histograms are 0Pt'0^'j,  ', is ,\,       The required input value for pa.a.erH&RAH.s^^ coUtttiBn   perlod 

statistics are collecteo i-n.  y      ...  th y are pnnted 
When the option for histogram J* ^^ ^^t * c / 
once at the ^^ ^^t er w t   h _ov - 1^^^^^ 

i Histonramt provided ore foi roung ^^v 
I delays. 
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VIII. An Example (ufing 51. Bimulator) 

A 4-PRU network is simulated using SI.. Its configuration is 
depicted in Figure I. PRLMI4 is assumed to be connected to a 
gateuiay. Traffic flows through three routes: (1) from TIU^l to 
the gateway, (2) response traffic from the gateway to TlUttl. and 
(3) from TlU4t2 to the g ate way. The traffic on route (3) is end- 
to-end acknowledged. The total network traffic rate is of 10 
par ' .■>t s/sec ond, equivalent to an average interarrival interval of 
100 msec. It is then portioned into 3Ö'/., 30"/.» and AO'/l among the 
three routes. 

A copy of the simulation output is attached in Appendix* II. It 
first summarizes the input pörameters for the run. Follwing that 
is the statistics for the three 5 sec intervals. The final 
portion of the printout is a summary of the overall statistics 
together with histograms. Statistics for an initial period of 5 
seconds (specified ly 'BEGINSIM') is discarded. 

Region 1 

Figure I 
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Appendix I  Flow Diagrams 

Abbreviations used in the following flow diagrams: 

— TX    = transmission or transmit 

— RX    = receiving 

— Q     ■ queue 

— TOP   - time out period 

-- p kt   = pac ket 

— S     ■ start of the process 

— R     = end of the process, returning to the calling process 

— ack   = acknowledgement 

— ack'd = ac kncwl e-dgt d 

— stats = statistics 
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10-Sep-79 19: 15: 15-PDT, 6698; 000000000001 
Date: 10 Sep 1979 1915-PDT 
From: ZSU 
Subject: PTP Route Assignment !-! PRU Power Control 
To:   Westcott at DEN-TENEXA 
cc:   Cerf at 1SI. Deeler at BSN-TENEXA, ZSu 

Hi. Jil 

I have looked at the tu>o problems gou suggested to us. I  am 
writing to ketp you informed on the preliminary conclusions drawn 
from our study. Your feedback and/or further input will be very 
appreciated. 

PTP Route Assignment 

The two issues that need be considered here are the rate of 
packet collisions, and the amount of PRU processing for intended 
and unintended packets. 

First, we observe that routing traffic through a single path 
should generate no fewer collisions than would splitting the 
traffic through two parallel adjacent paths. Along two adjacent 
paths the PRUs are assumed pairwise in hearing range with each 
other. Let us consider a configuration of three consecutive 
pairs of PRUs, <i-l)th. ith. <i+l)th. a typical configuration 
along two parallel adjacent paths. Ignoring the remaining 
network for the time being, and assuming perfect CSMA operations. 
we mac say that a collision occurs over the ith PRU pair if and 
only if a packet transmission from the <i-l)th pair overlaps with 
one fro» the (i+l)th pair. Since two PRUs in a pair can hear 
each other. presumably they won't transmit at the same time. 
Then, the probability of such a collision won't change noticably 
when the PRU pairs are collapsed into single PRU». In fact. 
packet destruction due to collision might be reduced by routing 
traffic through parallel path» if the PRU hearing range» «re 
restricted »o that the PRU» on different path» cannot hear each 
other unless they belong to the same pair. In »uch a case, a 
colli»ion over the ith PRU pair occur» only if the overlapped 
packet tran»mis8ions were from the PRU» on the »ame path (one PRU 
of the (i-l)th pair and one of the (i + Dth pair). 

To verify thi» ob»ervation. I have »imulated three configuration» 
»tudying the cases of a single-source, single-sink, three-hop 
network. We vary the input traffic rate for each configuration 
and observe the round-trip network behavior (delay vs 
throughput). As a typical PRNET behavior. the throughput is 
observed to retreat at high input traffic rate. Thus a network 
capacity, defined as the maximum throughput over the input rate, 
is obtained for each configuration. Parallel-path routing over 
two adjacent routes (SO'/.-SO*/. traffic splitting) ha» a 357. 
advantage over »ingle-path routing. Thi» advantage increase» to 
457. when we restrict the hearing ranges of the PRUs as we 
described above. These advantages may be exaggerated due to the 
lack of other traffic on the network. 

a 

When the network is processing bound, distributing the processing 
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The above discussion has been restricted to the consideration of 
steady-state network behavior. Ideally, dynamic behavior should 

also be studied. 

y 

PRU Power Control 

For thi 
two h i g 
with T 
between 
packets 
Pt, Pr 
If Pt i 
with Pt 
lose bo 
the sue 
repeate 
transmi 
i n c r t a s 
offered 
are in 
ace ommo 
power c 

s que 
h - p o w 
and R 

pac 
from 
may 

s ahe 
when 

th pa 
cess 
r R2 
ssi on 
ed fr 
traf 

the p 
date 
ontro 

stion» 1 
c r e d rep 
1 h itiden 
kets     fr 
Rl   and 
survive 

ad of Pr 
the pre 

ckets. 
transmi s 
remain 

, the 
om e x p( 
fie rate 
roc ess o 
the  re 

1.  I wi 

et us consi 
rater PRUs. 
from each 

om  Rl  and 
T respectiv 
the col 1 is 

, the rec ei 
emble of Pr 
According t 
si on probat 
s unchange 
STP from 
-2«RT*t)  t 
from Ti    an 

f modifying 
quirements 
11 get bac k 

der a 3-PRU 
Rl and R2. 

other. Col 
T. Let Pr 

ely. If Pr 
ion« saved 
ver would h 
arrives. 

o this seen 
ility (STP) 
d  from  th 
repeater  R 
o  exp(-RT* 
d t the pac 
the  syste 
for  study 
to you on 

subnet 
end a 

1 itions 
and Pt 
is a 1 

by its 
ave  be 
The rec 
ario» w 
from t 

at   of 
1  to 
t>.  wh 
ket len 
m-level 
ing  th 
this. 

co 
term 
may 
be 
ittl 
str o 
en 
eive 
e se 
ermi 

e 
rep e 
ere 
gth 

si 
e su 

nsi s 
inal 
thu 

two 
e a 
nger 
sync 
r wo 
e th 
na 1- 
qual 
ater 
RT 

in t 
mula 
b jee 

ting of 
PRU, T, 

s occur 
collided 
head of 
signal. 

hroni zed 
uld thus 
at wh ile 
PRU T to 
-powered 

R2 
is 

ime. 
t ion 
t of 

is 
the 
We 
to 

PRU 

From the above discussion» it appears PRU power control would 
increase STP from repeater to repeater and hence reduce 
collisions. It would be a 'pure' gain in channel utilization 
without affecting processing load in any obvious way. For a 
processing bound system» however, it may not have much effect in 

network performance. 

Another issue which may deserve attention is that the 

differential in power level may result in one-way communication» 
namely, a terminal-PRU would hear a repeater but not the other 
way. Referring to the 3-PRU example cited earlier, with CSMA the 
terminal-PRU, T, may not waste its transmission if it can hear 
repeater Rl transmitting In this case» the one-way 
communication adds to the advantages of PRU power control. 
Likewise» it may inhibit a terminal-PRU unneceessarily. I cannot 
think of any intrinsic difficulty which may arise in dealing with 
this issue.  But it may worth your attention for implementation. 

In related works»  Kleinrock  and  Silvester  have  obtained 
'magic  number  six'»  and in a subsequent paper# they considered 

PRUs operating at different power level». Their studies 
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I out  that  a  happg medium for PRU tratismi »si on power exist», and 
reducing   interference   mag   increase   network    throughput. 
Unfortunately»  their quantitative results are based upon slotted 
ALOHA and other assumptions such as pairwise 'partnership'  among 

'>;"•'    PRUs.   Their studg mag point out meaningful direction» for PRNET 
studies, while direct opplication is not recommended here. 

*'0n the Capacitg of ALOHA Packet Radio Networks for Local 
Traffic Matrices'i presented at 12th Hawaii International 
Conference on Sgstem Science. Honolulu. Januarg 1979. pp.231-237. 

Regards. 

Zaw-Sing 

c c? 
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ie-S»p-79   10; 13: ff6-PDT. 5348.000000000001 
patr:    IB Btp   1979   1013-PDT 
Froir.;   ZSU 
Eubjtct: Eimulction Study of Ft. Bragg Configuration 
To:   Fronm «t 6RI-KL 
cc:   Eerier «t BBN-TENCXA, Ccrf ot 1SI. Chu, 
cc:   Kunttl^an at 6RI-KL. Ouilicii 2Su 

t 

Dear ttika« 

Thonl you for tht detailed information on the initial Ft. Bragg 
der avm*n*- w» hBv* derived from it a PRNET model. Using thi» 
modelt we ran our simulation to «»timate the performance of tha 
initial Ft. Bragg PRNET deployment. I would like to brief you on 
the initial result» we have obtained« and to continue a dialogue 
with you in estimating and predicting the performance behavior of 
the PRNET at Ft. Bragg at well as an integral part of our effort 
in atudying PRNET characteristic» in general. X will »tart with 
a description of the model we arc using« and »täte tht 
assumptions we have made. Then* I will present our simulation 
results. We are continuing our study to estimate the impact of a 
number of variations in the traffic distribution« system 
parameters, and network configuration. These planned studies are 
outlined below. 

The model we use is a 4-PRU network. 3 for connecting the Corp HO 
TIU« the Division HQ TIU, and the hot-standby/training TIU« and 
one for the integrated station/gateway. Civen that all PRUs ara 
in line-of-sight of »ach other (fully connected), we. for this 
initial study« did not take into account the existing repeater, 
ke have also assumed negligible traffic from NCC during normal 
operation. For input traffic distribution, we assume that each 
terminal generates the same amount of traffic for a host via the 
gateway. The host generates response traffic at the seme rate it 
receives from each TIU. Letting one unit of input traffic be 
generated by each terminal, we have an input traffic distribution 
of 2 units from the training TIU, 4 units each from the Corp HQ 
and the Division HQ TIUs. and 10 units of response traffic from 
the station/gateway. The packet length for both user and 
response tra'iic is assumed to be one teit word. Other 
assumptions we have made include: 

- CAPS cyclic scheduling algorithm« 

- CSMA channel access mode« 

- A PRU buffer pool of 6 buffers »hared between the processing  I 
transmit queues (including packets waiting for acknowledge); 

- a maximum of 6  transmissions  per  packet  with no alternate 
routing« 

- The average PRU processing times for  intended  and  unintended 
packets are 10 msec and 3 msec respectively; 

- No processing is required  for  either active  acknowledgement 
generation or acknowledgement processing; 

- The channel access random!xation has a mean of 2 msec; 



i f*    .- ■ ... 

• Both wir« and radio trantmitfiont ar« assumed to bt at 100 
fcbpsj 

"  Th» TIU proctsting time is «»turned to have a mean of 7.2 mseci 

- No ETE aclnoiiiledgement or ETE time-outi 

- The flow control peremeter ITRMIDY) is reduced from the default 
value of 62 msec to 10 msec so it would not interfere with the 
behavior of the PRNET itselfi 

- The initial transmission delay (RTXDLV) and the retransmission 
delay increment <RETXDY) are set at their default values of 8.2 
«sec and 10.24 atsec respectively. 

Using this model and parameters described above» we simulated the 
network with varying input rates. The network peformance is 
characteriied in terms of end-to-end <ETE) round-trip (RT) delay 
vs throughput (see table below). The throughput is observed to 
retreat at high input rates as expected. The network capacity, 
defined as the maiimum throughput over input rate, is thus 
obtained at about 15 packets/sec (i.e.. 0.75 packets/sec of user 
traffic per terminal). The ETE RT delays appear to be 
excessively high. Looking at statistics collected for other 
parameters. we have noticed that the congestion occured at the 
station/gateway PRU (the obvious bottleneck of this network 
configuration) and was causing buffer overflow and excessive 
retransmissions (from other PRUs). It indicates the usefulness 
of packet bumping in the current PRU implementation. We are 
taking steps to include bumping in our simulation. 

Beyond our current study, we are planning to use the same 
configuration and traffic distribution for studying the 
following: 

- the impact of varying RETXDY and RTXDLY. 

- the impact of longer response packets. 

- the impact of lower PRU processing times (for the IPRs). 

Other studies we are planning that vary from this configuration 
and traffic distribution include: 

- the separation of the gateway from the station (exported 
gateway). 

- varying the number of TIUs (2. 3. 5. 10). 

- varying the response traffic rate from that of input traffic. 

- a multi-hop configuration (in anticipation of using the 
existing repeater to connect more distant TIUs). 

We will keep you posted of  our  progress.   In  the mean  time. ^^ 
please keep us abreast of your observations. 

Network Input (pkts/sec)  12.46  15.07  17.22 20.09 30.14 
Throughput (pkts/sec)     11.57  13.81  14.98  14.87  13.66 

!.>:;>>>>::■ ^>::^ 
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PRTN 273 

Some Results on a Simulation Study of CAP4.9 Transmission Scheme 

Zaw-Sing  Su 
UCLA 

Julg 2. 1979 

I.  Introduction 

In PRTN «265, Ji1 Westcott of BBN  pointed  out  that  the  FIFO 

transmission  scheme  used  for  the  FRU  rncy  be  inefficient. 

According to that transmission scheme, a PRU would allow at most 

one  packet  unacknowledged at any one time regardless for which 

neighboring PRU the packet is intended.  A second  packet  would 

not  be  transmitted  until  the first packet it either properly 

ac l :.c a.'! edged/   or   dropped   after   a   maximum  number   of 

retransmissions.   Westcott  suggested  to  allow more than one 

unacknowledged packets simultaneously outstanding.  In CAP  4.9. 

a   transmission   scheme.  often  referred  to  as  the  cyclic 

transmission scheme, is constructed.  This  transmission  scheme 

allows- more than one packet to be simultaneously unacknowledged, 

but at any one time there may be at most one outstanding  packet 

intended for each neighboring PRU. 

In this PRTN. we report some simulation results on a study of 

the CAP 4.9 transmission scheme. using the building-block 

simulator  CPRTN#268D.   The  results  presented   include   the 

1 



throughput, improvement of the CAP4.9 transmission scheme over 

the FIFO transmission scheme, the effects of success 

transmission probabilities. and of the initial transmission 1.^' 

delay. RTXDLY, First, we describe the simulation model and the 

parameters used. We then present and discuss the simulation 

resul ts. 

II.  The Duilding-Dlock Simulation Model 

The building-block simulator simulates the functions of one PRU. 

A PRU is modeled as consisting of two servers in series: a 

processor and a transmitter (Figure 1). The input, or 

'received', traffic is of Poisson distribution with a constant 

packet le-.^th of 17 words (i.e., 272 bits). Upon arrival they 

form a queue for processing, and a queue for transmission after 

the completion of processing. The total number of buffers for 

these two queues is limited by the size of the common buffer 

pool, which is set at 5. Packets received are placed in the 

processing queue. According to preassigned probabilities, each 

packet is assigned a 'previous PRU' ID and a 'next PRU' ID. The 

previous PRU i» the PRU from which the packet is to have been 

received; and the next PRU is the PRU to which this packet is to 

be forwarded. A zero next PRU ID indicates that this received 

packet is not intended for the receiving PRU. Throughout this 

study- we evenly distribute the intended packets among the next 

PRUs Depending on whether it is intended, a packet after being 

received incurs a processing delay from one of two 

distributions. In this study, the processing times for intended 

and  unintended packets are exponentially distributed with means 

2 
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equal to 10 msec and 3 msec respectivelg. 

After being processed» an intended packet is ready for 

transmission. After a packet has been transmitted, the PRU 

waits a specified time out period for an acknowledgement. The 

time out periods. i.e.. the transmission and retransmission 

delays, are structured the same as in CAP 4. based on the 

current default value» for RTXDLY (8.2 msec) and RETXDY (10.24 

msec). The CSMA channel access mode is simulated by a random 

number of channel sensing», with a range of Cli 5D. and a random 

delay between two channel sensings. with a range of (0. 5. 23 

msec. After the transmission of a packet, an acknowledgement 

may be received in an exponentially distributed next-hop turn- 

around time (NRT). A probability (FTSP). as a function of the 

neighboring PRU. is assigned to the successful transmission of a 

forwarded packet; also. a probability is assigned to the 

successful transmission of the returning acknowledgement. If an 

acknowledgement is not received before the expiration of the 

time out period, a retransmission would take place then. unless 

the processor is busy. A maximum number of transmissions for 

each packet is set at 6. (Since only one PRU i» simulated, 

actual alternate routing is not an issue. ) 

III.  Results and Discussions 

The simulation program used in this study was designed as the 

building-block of the system-level simulation described in PRTN 

♦•268. This building-block simulator has demonstrated behaviour 

in  close  correlation  with  that  observed  in the measurement 
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experimental results« when  used  ^tand-alone  it  cannot  fully 

reflect  dynamic  interaction  among  the  PRUs.   The reader is 

cautioned  to  take  the  results  presented  here  as  relative ^.y 

comparisons between different schemes and parameter values. 

The statistics collected are cumulative over all neighbors. 

Th»y include: the one-hop delay (from the arrival of a packet 

at the simulated PRU to its successful arrival at the next PRU). 

the throughput (the number of packets successfully transmitted 

to the next PRU)i the buffer occupancy, the number of dropped 

(after a maximum number of retransmissions) and discarded 

packets (due to buffer overflow). the previous-hop 

acknowledgement time (time elapsed from the arrival of a packet 

until the successful transmission of its first acknowledgement 

to the previous PRU). and the next-hop acknowledgement time. 

In this report, the behaviour of a • RU is presented based upon 

the one hop throughput-delay relations for the traffic passing 

through that PRU. Due to the operational nature of the PRU. the 

traffic of two neighboring PRUs in a PRNET are highly 

correlated. How do they actually correlate depends upon the 

network configuration. the traffic pattern, as well as other 

factors. Due to this correlation, the behaviour of a PRU in a 

network depends a great deal on the operating points of its 

neighboring PRUs. In particular, an increase in the throughput 

of a PRU usually implies higher traffic to its neighbors. It 

may therefore take longer for a neighb' • to acknowledge packets 

intended for him. In turn, such higher acknowledgement time may 

cause higher delay and lower throughout for this PRU. While f* 4 

simulating a single PRU. only limited above msnticned dynamic 

interaction between neighboring PRUs can be taken into  account. 

4 
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For comparison purpose» we define an equilibrium trace along 

which the average next-hop acknowledgement time (NAT)* and the 

average previous-hop acknowledgement time <PAT) are equal. Such 

a trace defines a 'maximum traffic', or 'capacity'/ of a PRU. 

we will use this 'capacity' for comparison. Such a trace may be 

interpreted as describing the steady state throughput-delay 

r' ".ation of a PRU with all its neighbors operating at the same 

operating point as its own. 

For graph presentation, we show the comparison'of the traces as 

well as the contruction of each trace from a set of throughput- 

delay curves, each with a different next hop turn-around time. 

1.  Comparison of C^+l+c   vs FIFO Transmission Schemes 

Conceptually. the CAP 4.9 transmission scheme implements 

multiple independent FIFO transmit queues. Only the packets on 

the top of a FIFO queue may be transmitted. In this view of the 

CAP 4.9 transmission scheme, the FIFO transmission becomes its 

special case of one FIFO queue. 

The advantage of CAP 4.9 transmission scheme over the FIFO 

transmission scheme increases with the number of neighboring 

PRUs. This advantage reaches a limit when the number of 

neighbors becomes much greater than the number of buffers 

available. In which case, the likelyhood of two packets for the 

same neighbor waiting in the queue for transmission vanishes. 

The simulation results presented in Figure 6 indicate that 

significant improvement can be achieved by^cyclic transmission. 

Using the above defined measure. we have observed about 72V. 

improvement  over  FIFO  with 2 nejghbcrs. 132% with 3 neighbor. 
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and 184"/. with 4 neighbors. 

2. The Effect of Success Transmission Probabilitv 

The 'Hidden terminal' effect has been a concern when CSMA is 

used for multi-hop packet radio networks. The effect of 'hidden 

terminals' is that the advantage of CSMA over ALOHA channel 

access mode mag be significantly reduced due to higher collision 

rate among packets from mutually hidden PRUs. 'In our studgi the 

collision rate is translated into the success transmission 

probability. To investigate the extend of the adversity due to 

the 'hidden terminal' effect» we ran the building-block 

simulator with varying success transmission probability. The 

conclusion one may draw from the results presented in Figure 9 

is that a lower success transmission probability would not 

significantly affect the PRU performance. This is because the 

failure probability diminishes exponentially with the number of 

retransmissions. The retransmissions may increase the traffic 

celey. But the system appears to become saturated due to other 

factors before the effect of 'hidden terminals' becomes 

significant. This observation coincides with our previous 

measurement experience that channel does not seem to be the 

bottle-neck of the system. 

■ 

3. The Impact of Reducing Initial Transmission Delay (RTXDLY) 

In the Hop-by-Hop measurement experimenti we observed  that  the o ^ 
default  values  for  RTXDLY  and RETXDY may not be set at their 

optimum.  It indicated that  RTXDLY,  the  initial  transmission 

delay.  should be reouceo.  Recently, we also heard tne argument 

6 



:      • 
that giving priority to the first transmission of a  packet  mag 

improve  PRNET  performance.  This argument is well shared.  The 

CAP4. 9 transmission scheme and the subsequent CAP 5 transmission 

scheme  also  reflects such view.  Reducing the value of RTXDLYi 

the initial transmission delay, may be another  step  along  the 

same direction.  Although some improvement by reducing RTXDLY is 

expected, it is surprising to observe its extent of  improvement 

indicated  by our simulation result* shown in Figure 11.  In the 

case of 3 neighbors, by reducing RTXDLY from  8.2  msec  to  3.5 

msec an improvement of A3V.   is observed.  Although this result is 

not  definitive,  it  may  indicate  that  a   verification   by 

measurement is warranted. 
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PRTN # 253 
Stan Lieberson 

Fouad Tobagi 

UCLA 

CURRENT PR MEASUREMENT PLAN,  MARCH,  1978 

This plan constitutes the description of a number of 
measureoent activities to be conducted on the experimental 
PRNET. It is expected and intended that this document will be 
modified and expanded to reflect increasing knowledge of the 
capabilities, limitations and parameters of the experimental 
PRNET, as well as changes in PRNET protocol and hardware. 

The plan consists of the following: 

Part I; Objectives of the measurement program including a 
description of the PRNET measurement facilities. 

Part II: A list of specific network experiments, along with 
the required configurations, tools, parameters and data 
reduction. 

Part III: Actual test bed configurations to carry out the 
network experiments listed in Part II, (Drawings obtained 
from SRI.) 

Part IV: A tentative time table for the execution, data 
reduction and analysis of the experiments in Part II. 
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MOTIVATION AND OBJECTIVES OF THE PACKET RADIO MEASUREMENT 
PROGRAM 

D.O.D PACKET RADIO COMMUNICATIONS REQUIREMENTS 

The advantages In using broadcast radio communications are 
■any: eaay access to central computer installations and 
computer networks; collection and dissemination of data over 
local distributed geographical areas Independent of the 
availability of preexisting (telephone) wire networks; the 
suitability of wireless connections for comunications with and 
among mobile users. 

The military applications are further supported by the 
potential rapid deployment of packet radio systems, the mixing 
of voice and data transmission over the same communications 
media and the achievement of distributed control of shared 
channels rendering the system both cost-effective and reliable. 

THE NEED FOR THE PACKET RADIO MEASUREMENT EFFORT 

The concern for measurement is due to several factors. 
Firstly, these measurements provide a means to evaluate the 
performance of the protocols employed and the identification of 
their key parameters. Moreover, this realistic observation of 
the system behavior will assist in the validation and 
improvement of existing analytical models devised to study some 
of these schemes, such as the access modes and routing 
strategies. Secondly, these messurements will allow for the 
detection of system inefficiencies and the identification of 
design flaws such as the insdvertent creation of a deadlock 
condition. Thirdly, measurement facilities and data, when used 
to improve network design, are a valuable feedback process in 
which design deficiencies are detected and subsequently 
corrected. 

frv>^y.::-->>>>>>^^ 
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MEASUREMENT FACILITIES 

Immediately  below  we  describe  the  various types   of 
statistics to b3 collected in the Packet Radio Net, the traffic 
sources required in oeasureuient experiments and the techr ques 
available for measurement data collection. 

CUMULATIVE STATISTICS (Cumstats) 

TRACE STATISTICS 

The trace capability allows one to literally follow a 
packet through the network, and to trace the route which it 
takes and the delays which it encounters at each hop. In the 
packet radio network, the collection of trace data to the 
repeaters is prohibited by the limited size of storage in the 
PRU. To overcome this problem, we have introduced a new type 
of packet called the Pickup Packet. These packets are 
generated with an empty text field by traffic generators at end 
devices. As these packets flow normally in the network 
according to the transport protocols, selected repeaters vlll 
gather the trace statistics and will store them within the vext 
field of the pickup packets themselves. 

SNAPSHOT STATISTICS 

Snapshots give an instantaneous peek at a PRU, showing its 
state at that moment with regard to buffer assignment and queue 
lengths. (In the ARPANET, which is a decentralized network in 
which each node contains routing algorithms and data, snapshots 
also Include routing related information; in the Packet Radio 
Network, such information is available at the station). 
Changes to appropriate station tables will be time stamped and 
collected as the station's snapshot function. 

ARTIFICIAL TRAFFIC GENERATORS 

The creation of streams of packets between given points in 
the  net,  with given durations, intervals, packet lengths, and 
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packet types (Information and Pickup Packets) Is clearly a 
requirement of any experimental system. While it mißht be 
desirable to provide each PRU with the capability of creating 
such traffic, this additional burden on the PRU software can be 
avoided if there exists a reasonable number of terminals with 
processors attached which, along with the station, will be 
programmed to provide the traffic-source functions indicated 
above. 

Specifically, traffic-source features which the  terminals 
(and Station) should provide are: 

(1) Information Packets - the user specifies the packet 
length, frequency, destination and duration of one or 
more streams of Information Packets. (The text content 
may be arbitrary.) 

(2) Pickup Packets - the user specifies the packet length, 
frequency, destination and duration of one or more 
streams of Pickup Packets. 

STATION MEASUREMENT PROCESS 

.,ince th» station is the central node and provides central 
conti J1 for me operation of the entire network it therefore 
plsys a central role in the execution of measurement functions. 
It is through the station that the initiation and termination 
of measureaent experiments are controlled. In particular, the 
station enables and disables the CumStat and Pickup packet 
functions at the PRU's, and assigns to the various elements the 
intervals for CumStat collections, and to the artificial 
traffic generator, their corresponding parameters. Moreover, 
it is to the station that all measurement data is ultimately 
destined; upon arrival at the station, the data is time-stamped 
and stored in a single measurement file for off-line reduction 
and analysis. In addition, all changes to the stations 
internal tables (routing, connectivity, PRU operational 
parameters, etc.) will be reflected by an entry into the 
measurement file, thus allowing the correlation of measurement 
results to the actual network configuration. A (Meaaureaent) 
process at the station will perform all of the above functions. 

SUMMARY OF MEASUREMENT ITEMS 

Pickup Packets (at each  PRU,  the  following  data  items  are 
collected in the Pickup packet): 

Time of arrival of the packet at the PRU 
Time the Pickup packet was first placed on  the  transmit 
queue 
Time of each transmission 2 
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Time HBH ack arrived (stored in next Pickup packet) 
The current PRU ID 

PRU based Cumulative Statistics 

Number of packets received in error 
Number of packets received but not intended for this PRU 
Histogram  of  number  of  transmissions  per  successful 
packet 
Number of unsuccessful packets (dropped because  of  lack 
of ack) 
Number of packets discarded because  of  lack  of  buffer 
space 
Number of alternately routed ("ALL") packets received 
Table counting number of correctly received packets  from 
immediate neighbors 
Number of transmissions beyond success 
Table  sampling   frequency   of   buffer   states   (and 
transceiver states) 

End-Device Cumulative Statistics 

Histogram of round-trip times 
NumLer of packets transmitted 
Number of duplicate packets detected 
Number of packets discarded by the sender because of lack 

of ETE ack #--•% 
Histogram of number of transmissions per successful lETE; 
packet 
Histogram of packet intergeneration time 

Note: certain Cumstat items will distinguish between inbound 
(to the station) and outbound (from the station) traffic, as 
well as 103 and tOO KBPS Rates. 
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PROPOSED PACKET RADIO MEASUREMENTS 
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PVA^UATE CHANNEL ACiLESS IMULCiJLa Ui PNE-HP1 ENVIRONMENTS 

In the initial experimental system pure ALOHA, 
"disciplined ALOHA" and non-persistent CSMA will be available. 
Our mepsuremrnt aims are to validate the analytical mdels or 
the three access modes and to evaluate their performance in 
realistic environments. 

In evaluating terminal access in a single hop system (a 
model commonly used in analysis), we consider an environment 
consisting of a single station and a population of terminals 
within range and in line-of-sight of the station. In order to 
determine the relationships between the network throughput 
(rate of successfully received packets at the station) and 
channel traffic (rate of packet transmissions over the 
channel), as well as the relationships between the network 
throughput and packet delays, the following quantities will be 
measured: 

(a) the number of transmissions a packet incurs before 
success 

(b) the one-hop packet delay: time elapsed since the 
packet is ready for transmission until it is 
acknowledged, i.e., until its acknowledgment packet is 
received from the station 

(c) network throughput: average number of packets received 
at the station per unit time 

Items (a) and (b) are obtained in the form of histograms 
by the CumStat tools at the PRÜ and the end device 
respectively. Item (b) may also be obtained individually for 
each Pickup packet by having the originating device store the 
r .me its acknowledgment arrived. Item (c) is obtained at the 
station from end-to-end cumulative statistics. 

Note: When comparing measurement results with analysis, it 
is important to note the following important discrepency: the 
analysis assumed that acknowledgement packets are instantaneous 
and for free; the measurement results will bear the effects of 
acknowledgement traffic, of its interference with information 
packets and of the loss of acks. 
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Area   of    Interest:     1-hop   Channel   Access 

See   GRJ   testted   finureCs):     7  A     1   f     i    L     ^   ... 
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Area of Interest:  1-hop Channel Access 

Configuration:  A 1-hop network with all involved PRUs in 
llne-of-sight and within range 

Tools:  Cu.-sslats (End-device and PRU), Pickup Pockets 

Data Items:  1) # of tx'a to successful acknowledgement [CS-PRU] 
2) # of successful tx's [CS-PRU] 

(number of tx's HBH ack'ed) 
3) 1-hop (one-way) delay [Pickup Packets] 
«O # of packets successfully rx^ at the station 

[CS-station] 
5) # of packets successfully rx'd at the receiving 

PRU (station's PRU) [CS-PRU] 

Para- 
meters: Traffic sources sending information packets (one run with 

minimum size packets, one run with maximum size packets) 
sent at a range of intergeneration times, the range to 
Initial experiments will determine the limits of this range. 

Retransmission delays (mean) will vary within a range of 
values over several runs of this experiment.  (Range will be 
determined experimentally.) 

Processins:  mean, SD, pdf of: # of tx's, plot of: 

a) delay vs throughput 

b) # of tx's to success vs throughput 

c) maximum throughput vs N 

d) maximum throughput vs retransmission delay 

Comments:    Each of the N configurations to be run for the two 
packet sizes, a rfnge of traffic rates and mean re- 
transmission times, and compared across the three 
access methods (ALOHA, "disciplined ALOHA", non-per- 
sistent CSMA).  Other parameters to note: i)   effect of 
signal power (capture),  ii) all «OOKB or l&CKB rates. 

* 
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EVALUATE    fiüMJLtL    ÄS&EZS.      PPOTOCOLS      JH      HUlTI-REPEATEfl 
f^VTRONNMENTS 

The tasks of measuring performance of terminal access 
techniques in multi-repeater environments differs fro..i t'u* 
previous one in that repeater-to-repeater traffic Is present 
contending on the same channel. The environment consists of a 
number of repeaters and stations and a population of terminals, 
not necessarily all within range and in line-of-sight. The 
same quantities as listed above, measured over the 
terminal-to-repeater hop, will be collected using the same 

tools. 
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Arti   o*   Interest:     Vulti-Repeater   1-hcp   Channel   Access 

See   SM   testbed   fiqure(s):     1 
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Area of Interest 

Configuration: 

Multi-Repeater 1-hop Channel Access 

A pool of terminals accessing a repeater, with 
contending network traffic routed through that 
repeater. 

Tools:  Cumstats (end-device and PRU), "ickup packets 

Parameters:  The N ter.xinals send information packets.  The comments 
as to packet sizes and intergeneration times for 
1-hop channel access apply here.  The end terminal 
will provide a stream of information packets to the 
station at a sirailiar range of rates. 

Data Items: 1) # of tx's to success [CS-PRU] 
2) 1-hcp (first hop) delay [PP] 
3) * of packets successfully received at the station 

[CS-station] 
M) « of successful tx's [CS-PRU] 

Processing:  Same as for 1-hop channel access, but with all results 
plotted against level of interference caused by 
transit traffic (end terminal data rate), and N. 

i\ 
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HJjmO TEPKINAL 

In these one-hop channel access experiments, the 
ptrformance of CSMA is dependent of the connectivity pattern 
among the contending terminals. The "hidden terminal" probiei.i 
can, as shown by analysis, significantly degrade such a 
permormance. This experiment is aimed at a characterization of 
the effect of the hidden terminal problem on the performance 
measures discussed in the preceeding experiments (One-Hop 
Channel Access; Multi-Repeater One-Hop Channel Access). 

A 



'Tea   of   Interest:     Hidden  Teririnal   Probler   In 
Non-Persistent   CSWA 

See   S^I   lestte^   fiiiure(s):    2. 
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Area of Interest:  Hidden Terminal Problem in Non-Persistent CSMA 

Configuration:  Two groups of terminals, with no connectivity 
between the groups, accessing the same PRU. 

Tools:  Cuastats (end-device and PRÜ) 

Parameters: 

Data Items: 

Processing: 

Each group sending oc and 1-ot of the traffic, 
respectively. 

}) # of tx's to success [CS-PRU] 
2) 1-hop delay [CS-terminal] 
3) # of packets successfully rx'd (ETE) [CS-station] 
M) f of successful transmissions 

[same as in previous two channel-access experiments] 
Compare with analytical results of hidden terminal 
problem . 
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Thus, we shall measure the efficiency of the Echo 
Acknowledgment protocol by measuring the number of additional 
transmissions beyond success incurred by a packet. To compute 
this number, a PRU must have two pieces of information; it must 
know how many times the packet has been transmitted, and it 
must also know which of those retransmissions was the one that 
reached the next repeater successfully. This information will 
be contained in two fields in each packet header, which we 
refer to here as fields A and B. Field B is used by the PRÜ to 
store the current transmission number of the packet. When the 
packet is successfully heard by the intended receiver, the 
contents of field B are saved by being atored into field A; 
when the Echo acknowledgment is successfully heard by the 
sending PRU, field A of the echo acknowledgment is compared 
with the current number of transmissions of the packet, i.e., 
the contents of field B in the sendees copy of the packet. If 
these two numbers differ, then the magnitude of that difference 
represents the number of times that the packet was 
retransmitted after it had already been successfully received 
at the next hop. This data is collected as part of the 
cumulative statistics of the sending PRU. 
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ndependent parameters for these experiments are the 
fflc ratea, the retx delay, and the time-out periods 
vice. The data items to be eollected are the number 
beyond success as well as packet delyas (either 

or single hop delaya). An increase in the 
period may decrease the number of tx^ beyond 

ut they may increase the delay. [The time-out reriod 
nimum delay each packet must experience before it can 
tted, i.e. the fixed time to which the  random  delay 
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Area of Interest:  Hop-by-hop acknowledgement protocols 

Configurations:  two basic configurations will be considerd: 
a string of repeaters of some length; and a 
rint of terminals around a station, forming 
a single hop system. 

Tools: Cumstats (PRU) 

Parameters:  For both configurations, we vary the input rates 
at the traffic sources, the retx delays and time-out 
periods for rescheduling. 

Data Items 

Processing : 

1) # of tx's beyond success. 
2) packet delays, either end-to-end (round-trip) or 

single hop delays. 

mean, SD, pdf of: # of tx's beyond succcess (vs N, and 
vs traffic load), plot: H   of tx's beyond success vs 
traffic load (for N) 
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Evaluation of Repeater's Performance: 

The evaluation of the performance of a repeater is most 
Important in the anaylsis of network behavior; it allows us to 
break down key network measures (such as packet dslay and 
f—oughput) into their elementary components and to examine the 
effects on these measures of the repeater activity and design 
(including buffer management, queueing discipline, and packet 
processing priorities). 

PACKET fPQCESSING PILUm 

The quantities relevant to packet delay at a PRÜ are: 

(a) The processing time of a packet flowing through a 
repeater; this is counted in Pickup Packets as the 
time lapse between the packet's arrival and the time 
it is placed on the transmission queue. This 
processing includes various checks such as checksum, 
packet type, routing tables.  etc. 

(b) the packet queueing delay at a repeater; this is also 
counted in Pickup Packets as the time elapsed from 
when the packet is placed on the transmission queue 
until it is considered for transmission (i.e., until 
it is at the head of the line, in a 
first-come-first-served discipline). 

(c) the packet's service time; this is also counted in 
Pickup packets as the time elapsed from when the 
packet is at the head of the queue until its HBH 
acknowledgment is correctly received. Note that the 
actual service time (time until the packet is 
correctly received at the next repeater) is smaller 
than the one measured here due to the echo 
acknowledgment protocol used in this system. Note 
also that the service times of consecutive packets may 
be correlated. 
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Area of Interest:  Packet processine time 

Configuration»:  A string of PRUs appears to JeJ^ "°S'f
0'Vi0U8 

configuration to consider.  A minimum or i> 
PHUs "uarnntces thft existence of all conbi- 
nations of data iites (100/U00 KBPS) and HBH 
ack types (echo/active). 

Tools:  Pickup Packets 

Parameters:  Varying input rates at traffic source, varying 
retx delays at PRUs. 

Data Items:  (as defined in text above) 
Processing time (PP) 
Queueing delay (PP) 
Service time (PP) 

Processing:  For each of the PRU's, plot - .*««.•. 
g   processing tinet queueing delay and service time vs 

traffic load and retx delay. 

ii 

I. 

»<. 

w. 
*o 

IL^> .'\ .'s .v-•• w'. .v'.\ .'>'A'--.',-V-V',
-V!V'. - .'■■..- .'•/V,->',->'--r",-> ,•>■-_^.^^.•,•.^-• .•-'..•.'-•/-j-VJ.-V.'>\ w'-'. '•. ■;.■'.-'r.»'. ■'. <.^i 



IRANSCKIVFIR ACTIVITY 

The quantities  related  to  a  repeater's  communications 
activity are: 

(a) percent of time the PRU transceiver is busy 
transcitting and receiving; this can be obtained in 
the PRU Cumstat by regular sampling of the 
transceiver's state. 

(b) the percent of traffic received with checksum error 
(obtained in the PRU Cumstats). 

(c) the percent of traffic received correctly but not 
intended for this repeater (obtained in the PRU 
Cumstats). 
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Area of Interest:  Transceiver activity 

Set SSI testbed flgure(s): C\  1. ..N r/ r  iP \i 
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Area of Interest:  Transceiver activity 

Configurations:  (a) for the simplest configuration; (b) for a string 
containing all combinations of data rates and HBH 
acks (1O0A00 and active/echo); (c) for more 
generality in contention among PRUs 

Tools:  Cumstats (PRU), Snapshots (PRU) 

Parameters:  various input rates, retx delays. 

Data Items: 
Transceiver States: 
fraction of time transceiver is: 

a) disabled 
b) tx'ing 
c) rx'ing 
d) rx enabled (listening) 

Other Items: 
- # of words tx'd 
- # of packets correctly tx'd 
- # of packets correctly rx•d 
- # of packets incorrectly rx'd 

Processing:  plot of: frequency of above transceiver states vs 
traffic load, fraction of correct tx's, fraction of 
correct rx's. 

Comments:  The size and timing of the transceiver disabled state 
("black hole") is of special concern. 
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BUFFER HAWAGEHENT 

The quantities relevant to buffer management and occupancy 

(a) the percent of time packet buffers are in a given 
state (free, queued for packet transmission, reserved 
for packet receive). This can be obtained in the PRU 
CumStat by a regular sampling of the buffer states. 

(b) the frequency of buffer overflow as a function of 
load;  this  is  obtained  also  in  the  Cumstats 
counting the number of packets discarded due 
of buffer space. 
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Area of Interest:  PRU buffer Management 

Configurations:  (a) for the simplest configuration; (b) for a string 
contslnins all combinations of date rates !»nd K9H 
auk-j (100/400 and active/echo); (c) for more 
generality in contention among PRUs flM TrA^m^f *«*•"'•:*J 

Tools:  Cumstats (PRU), Snapshots (PRU) 

Parameters:  various input rates, retx delays. 

Data   Items: 
Buffer  States: 
fraction  of  time  buffers   are: 

a) free 
b) queued for packet tx 
c) reserved for packet rx (radio 100 KB, «»00 KB; 

sta/ter) 

Other Items: 
- number of packets correctly tx'd 
- number of packets correctly rx'd 
- number of packets incorrectly rx'd 

Processing:  plot of: frequency of above buffer states vs 
traffic load 
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Routing Protocols; 

In this experimental network, the hierarohiesl routing 
scheme(*) in use is based on a tree structure with the station 
as its root. The initial tree structure is created dynamically 
by the Initialization Procedure in which the station used PRU 
connectivity information to create a tree that attempts to 
"minimize" the number of hops between each repeater and the 
station. (However, when the first choice shortest path cannot 
be used, the packet departs from this psth and uses an 
alternate route.) 

The analysis of a routing algorithm, particularly in a 
broadcast, and thus mobile, network, is a complex task, in that 
routing is topology - and load-dependent, and involver, with 
varying degrees of subtlety, all of the system's protocols. 
Thus, routing considerations are really a synthesis of most 
elements of the system design, and as such, the measurement of 
the algorithm involves at times the study of the interaction of 
the many system protocols. 

TRAFFIC DISTRIBUTION Mfi EFFICIENCY 

Given the patterns of input load on the network, the 
distribution of traffic flow in the net is an indication of the 
behavior and efficiency o' the routing and initialization 
algorithms. One may detect the concentration of traffic on 
spejific routes creating congestion while alternate routes are 
not assigned; thus smaller delay routes may have been ignored 
in favor of the shorter routes provided by the Initialization 
procedure. To obtain the distribution of trsffic flow, the 
following quantities are to be measured. 

(a) the total number of packets received and transmitted 
at each repeater (obtained in the PRU Cumstats) 

(b) the fraction of time the transceiver is busy (obtained 
by snapshot statistics, or in the PRO Cumstat by 
regular sampling of the transceiver's state). 

Also, the "point-to-point" nature of this routing 
algorithm, reatricts a packet at a given hop to a single 
repeater as its immediate destination, does not tske advantage 
of the broadcast nature of the channel, in which several 
neighbors may actually hear the transmission and be capable of 
relaying the packet.  Thus the following quantity is relevsnt: 

(•) In forthcoming CAP versions, point-to-point routing 
algorithms will be implemented. As this is done, new 
experiments will be designed to examine these protocols. 
For the time being, we aaaume hierarchical routing. P> 
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(c) the number of packets correctly received and discarded 
because they are destined to other components in the 
net (obtained in the PRU Cumstat). 

Most of the above concerns examining the efficiency of 
operational user networks by observing the actual traffic 
distribution determined by the routing algorithm. In this 
experimental net we intend to examine the relationship between 
traffic distribution and network efficiency. This experiment 
is aimed at learning whether it is more efficient to route a 
given throughput on a single branch or to equally split the 
traffic along the two branchs. 
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fre*   of   Tntsrest:      Traffic   distribution   and  efficiency 
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Area of Interest:  Traffic distribution and efficiency 

Configurations:  Two independent paths of repeaters, meeting at 
the station. 

Todla:  Cumstats (end-device and PBU) 

Parameters: For a range of input rates (minimal channel usage, 
through saturation), S, apply the traffic as indicated 
in the accompanying configuration figure. 

Data Items:  1) Maximum achievable thourghput (CS-PRU) 
2) ETE delay [CS-end-device] 

Processing:  Compute delay vs throughput for the two methods 
under the various traffic loads. 

aT 

^■:^-;-:;A-:V::%'V^V:^ f ^■^•:<^^^^/•:••>• •::v:/.-.':v>w->/'./.j.^; 



,l...l^,...,,,.,.,,,., L<. ......... ....... . , . ■ . • •.' • ' '.' 

BQUTING ^ENSITIYny 10.  TRAFFIC FLOW 
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Area of Interest: 

Configurations: 

juting sensitivity to traffic flow 

Terminals T1 and T3 have separate paths to the 
station, and terminal T2 can route traffic 
aTon- cither of those paths.  The relative Input 
traffic of the three terminals will determine the 
congestion on each of the two routes. 

Tools:  Cumstats (end-device and PRU), Snapshots (station) 

Data Items:  1) # of packets rx'd and tx'd at each node [CS-PPU] 
2) # of packets rx'd at station from each terminal 

[CS-station] (throughput) 
3) route assignments [snapshots-station] 
M) ETE delay [CS-end-device] 

Paraaeters:  Vary the traffic load on Terminals II,  T2 and T3. 

Processing 1) Find threshold values for routing changes 
2) Find effectiveness of routing changes (thoughput, 

delay) 

Conner.t:  In case efficiency is enhanced by uniform distribution of 
traffic over available branches, we must check for "flipping", 
i.e. a condition in which the station continually alters T2,s 
route from one branch to the other in an attempt to equalize 
the traffic flow. 
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Area   tf   Interest:     Network   Initialization   Tire 

See   SRI   testbed   figureCs):    )   (tf«i/;fc^ 
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Area of interest:  Network Initialization Time 

Configurations We will first examine simple configurations 
such as a string (which corresponds to a tree of 
K levels, with 1 repeater at each level) and a 
ring (which corresponds to a tree of 1 level and 
N elements in that level).  It will also be interesting t 
to consider the "largest" network that the test-bed 
can support, in terms of the number of levels and 
repeaters at each level. 

Tcols:  Station connectivity table 
Station routing table 

Parameters:  K (number of levels), N (number of repeaters/level); 
FOP frequencies. 

Data Itenss:  Station time-stamp of additions to connectivity and 
routing tables. 

Data Reduction:  Progress of initialization:  component initialization 
time in relation to K and N. 
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This experiment Is a companion experiment to the Network 
Initialization Time experiment, with the exception that ve 
consider here the Inbftling of a component thrown Into an 
already Initialized network. The focus here Is on the time of 
occurrence of various events (first tx of unlabeled ROP; 
reception of label packet) from the point of view of the added 
component itself. 
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Arei  of   Interest:     Component   Initialization  T1«r 

Set   SRI   testb*d   fiqure(s):   Tc G«. flfrÄ*v5cJ 
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Area of Interest:  Component Initialization Time 

Configurations: Three examples are selected.  The first i& the 
simplest:  the network consists of only a station; 
tne second is a one-level network, to which is adrted 
the unlabeled PRU at the same level (here, the station 
has to process a larger number of BOP's relayed by the 
other components); the third involves a multihop 
network.  In the figure, the arrow points to the 
component to be initialized. 

Tools:  Interdata-70 with superhose monitor 

Parameters:  varving traffic rates from pool of terminals, 
varying HOP frequencies. 

Data Items:  ID-70 trace of ROPs, label packet(a), labeled ROPs. 

Data Reduction:  Delay from 1st ROP to rx of label packet. 

zt 

-• ^ -f -• -^ -• -r . - .-■ .-- .- . 



» . •,. «, .."..• ..«. ' . •,'»".'. '. •".■' ^. '". r. T ■'.■. r, ^. »■: P. ■>, i" -■ .- .-. j-jr; r. -■. -",i". ^. •'■. ^,1'".»'^,^.,»", w. 

^ 

^ 

I 

BESPONSE IÜ COMPONENT OiLUM 

A key consideration in network design is the ability to 
react dynamically, swiftly and efficiently to the sudden loss 
of a component. In the PRNET we are particluarly concerned 
with the response of the network to the unexpected failure of a 
repeater. We want to know how quickly the controlling station 
can detect and respond to the failure, and also the effects on 
local traffic of the failure and of the station's response. 

Pickup Packets. 

If 
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Are»   of   Interest:     kesponse   to   Co7ipon»-nt   iHilurr 
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Area of Interest:  Response to Component Failure 

Configurations:  We consider the configuration depicted, 
In which repeater R is the failing repeater. 
Terminal T is the directly affected component. 

Tools:  Pickup Packets; Station labels 

Paraseters: 

Data Items 

Pickup packets generated at given rates from both 
terminals. 

Time-stamps, routes taken [PP]; time new label 
generated [station], local single-hop delay; 
number of alt-routed packets between failure and 
station response. 

Data Reduction: On a time-line, show delay between component 
failure and terminal relabeling, with inter- 
mediate events (# of alt-rt pkts rx'd), and 
plot delay (single-hop and one-way) [PP] as 
shown below: 
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With mobile terminals, the issue is the efficient relaying 
of traffic originating at the terminals as they move from one 
repeater's range to another's. The measures of efficiency are 
t!-= percent of time the terminal PRÜ is using the wrong label 
(and thus is alternately routing), and the single-hop delay 
from the terminal to its relaying repeater, and ETE delay. 

HA 

MtttÜtttSX,^^ 



'V^Vf^S     -.^■.        -     •     - 

Area   of   Interest:     Kobilp   Terminals 
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Area cT Interest Mobile Terminals 

Configuration:  * simple configuration for this experiment has been 
selected.  As terminal T moves, it leaves repeater A's 
ange to enter repeater B's range. 

Tools:  CumSu..   HRU and End-Device); Pickup Packets 

Parameters:  RC? rates, it   of tx's before alt-routins« 

Data Items Histogrms of tx's to success [CS-P»"! 
:ic. delay [CS-End Devicej 
1-hop delay fPP] 

Processing:  Use alt-routing data from Cumstat histograms to 
compute the percent of time the terminal PRU was 
using the wrong label.  Correlate with the ETt 
and 1-hop delays. 
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The analysis of a simple two-hop network configuration 
using slotted ALOHA and CSMA was published in PRTNs 2U7, 2^3, 
and 2U9. In this experituent we intend to use tho f.-ne 
configuration and atteapt to verify some of the analytic 
results, mostly those relating to CSMA (since it is implemented 
in the PRNET). Basically the analysis has considered the 
fully-connected two-hop network configuration in which all 
repeaters are within range and in line-of-sight of each other 
and of the station. With each repeater is associated a 
population of terminals generating traffic which is destined to 
the station. Terminals and repeaters follow the nonpersistent 
CSMA protocol. 
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Area of Interest:  Effect of # of Repeaters on Access Mode Performance 

Configuration:  A ring of repeaters around the station, each 
repeater with it's population of terminals that 
have connectivity only with their repeater. 

Tools:  Cumstats (end-device and PRU), Pickup packets 

Parameters:  Traffic sources sending information and PPs (of various 
sizes) at various rates s such that 
0 LE Ns LE f(N) (as per analysis) 
e.g. if N = 10 then analysis indicates f(10) = 0.43 
Other parameters: (i) retransmission delay; 
(it) Initial transmission delay (0, i.e. immediate 
first transmission IFT; and non-zero, i.e. delayed 
first trnasmission DFT). 

Data Items:  # of tx*s to success [CS-PRU] 
# of successful tx's [CS-PRU] 
Round trip delay [CS-end device] 
Access delay (terminal to repeater) [PP] 
Delay at repeater [PP] 

Processing:  Mean and standard deviation of items above 

Delay vs throughput for various N (0 < N <= 10) 
Maximum throughput vs N 

Comzents:  Do same with ALOHA schemes 
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HBH Ack Protocol 

Buffer Management 

j Traffic Dist & Efficiency 

Component Init . Time 

Network Init. Time 

m    1-Hop Channel Access 

Vulti-Repeater 1-Hop Chan. Ace. 

Hidden Terminal 

)   Packet Processing Time 

Alternate Routing Protocol 

Response to Component Failure 

I Routing Sensitivity to Traffic Flow 

Mobile Terminal 

Effects of N on CSMA 
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I. PURPOSE 

Purpose of the hop-by-hop acknowledgement scheme experiment Is to characterize 

the echo acknowledgement scheme which is used in the current PRNET imple- 

mentation. A comparison with other schemes (e.g., active acknowledgement 

scheme) may be done when the PRNET simulation package becomes available. 

II. DESCRIPTION OF THE EXPERIMENT 

1. Testbed Layout 

Configuration of the experimental network was as depicted in Appendix A. 

The network consisted of 3 repeaters and 3 terminals with Tl, T2 as source 

# terminal PRU's, and T3 a sink termire*. PRÜ, The two source terminals received 

input traffic at the sane rate throughout this experiment. The sink terminal 

end-to-end acknowledged each packet it received. Due to the constraints 

* on the possible number of connections'to the station for delivering measurement 

statistics, this experiment was run v/.th connections only to the 3 terminals 

and the middle repeater, R. 

t 

2. Traffic Generator 

«       The traffic generator used for this experimnet generated packets of constant 

length. The input traffic was generated such that in the network there 

could be at most one outstanding (unöcknowledged) packet for each input 

C (% teminal at one time. A new packet could only be generated after the source 

■:•:<•: :.:^>-v-^;:^--^:y 
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terminal received an end-to-end acknowledgement for the previous packet. 

The interval between the receipt of an end-to-end acknowledgement and the     ,-;•;' 

generation of the next packet is termed the post-ACK delay. The post-ACK 

delay is the parameter for setting the input traffic rate. In reality, 

the inter-generation interval of two consecutive Input packets was the sum 

of the round-trip delay for the first packet and the preset post-ACK delay. 

The actual input rate was therefore dynamically dependent upon the round- 

trip delay and therefore the network behaviour. Consequently, when studying 

the results below, one should bear in mind the effects of this implicit 

flow control mechanism. 

3. Channel Access Mode 

The non-persistent CSMA (Carrier Sense Multiple Access) mode was used throughout 

the experiemnt. 

4. Hop-by-Hcp Acknowledgement Scheme 

The echo acknowledgement Scheme was adopted for hop-by-hop acknowledgement 

throughout this experiment, i.e., active acknowledgements were used only 

where necessary. 

5. Scheme for Varying Transmission Delay 

When a new packet wnS to be trans;'-, it ted over a h..p, a predetermined initial 

transmission delay (RTXDLY) was applied. A retransmission would occur if 

the packet is not acknowledged after a retransmission dela«-, where © ' 

rl>>;y:v^<>»<::^^ ^.j±y^'s^xyy.-^:^2:2A^\^ .: •.:. ^J 
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retransmission delay = RTXDLY + n * RETXDY, 

where RETXDY is a predetermined  'unit retransmission delay' and n the number 

of the retransmission.    For example, a retranmission delay of (RTXDLY + 2 * RETXDY) 

would apply to the second retransmission (or the third transmission attempt) 

of a packet. 

6. Parametric Variables 

The experiment was run with the following parameters varied: 

1)      input rate (set via post-ACK delay), 

ii)    delay for the first transmission (RTXDLY), 

iii) unit retransmission delay (RETXDY), and 

iv)    packet length. 

III. MEASUREMENT RESULTS (Appendix B) 

The results are presented in two groups: 

i)   with varying input rate, and 

ii) with varying transmission delays. 
The results obtained for varying packet length are too limited for any meaningful 

interpretation and therefore are not included. 
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APPENDIX A:   CONFIGURATION 
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I. Network and Component Behaviour under 

Varying Input Rate with 

- Transmission Delay (RTXDLY) ■ 8.2 msec 
- Unit Retransmission DeUy (RETXDY) » 10.24 msec 

- Packet Length ■ 17 words (total for transmission) 

1. Network Round-Trip Behaviour 

e (% 
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2.    Behaviour of Repeater R 
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3. Comparison of the Source Terminal, 

The Sink Terminal, and Repeater R 
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II. Behaviour of Repeater R under 

Virying Transmission Delays with 

- Iiput Rate C ■ 0.75 or Post-ACK Delay « 233.3 msec 
- Packet Length ■ 17 words (total for transmission) 
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Mcasuremrnt Results from the Exporting Gctteway Experiment 

PRTN ¥  275 

Stanley E. Lieberson 
Zaw-Sing Su 

UCLA 

September! 1979 

I.  Introduction 

A measurement experimt't was conducted on the SRI PRNET 

festb'-d to study thf possible fdvantape of physically separating 

the c?tEucy ftcm th« »'f.taon. The experiment was not con-.plcted 

due to component föjlures and testbed unavailab 1ity. In this 

PRTN we preside the collected results to make them available to 

the interested parties 

The model we used consists of £ set of source PRUs and one or 

two destination PhJs. each PRU with an attached TIU. The 

experiment was run with a varying numter of source PRUs and 

varying traffic load.  The netwerk is fully conntcted. 

In the next section, we detail th» experiment conf igurati 0.1«. 

Section  III  contains a chart listing th» tollected results   A 

few plots for round-trip delay vs throughput and dropped packet» 

vs throughput are included in the Appendi» 

■>>>> S-iyS IvN^v^v^^ 
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II.  Experiment Configurations 

A number of experiments are detailed below. (The 

configurations and motivations for those experiemnts that could 

not be run will not be discussed here. ) According to their 

configuration, we group the runs into four series. During these 

measurement runs. PRUs send their cumulative statistics 

(CumStats) to the measurement file every 2 minutes; TIUs sent 

their CumStat? to the measurement file everg three minutes 

(different rates were chosen to avoid swamping the net with 

simultantcui ntäsurement packets). Each of the experiment runs 

was of seven minutes duration; thus allowing for four PRU 

Cur?;tats and two TJU CumStats to be received from each such 

device during the course of each experiment run. and resulting 

in three PRU CumStat intervals of two minutes each, and one TIU 

Cum2tat interval of three minutes, for each such device in each 

run 

Thoughout this study, all runs use SPF protocol. CAP 4.7 FIFO 

transmission scheme, and all runs have iero-text-word packets. 

Data collected from each PRU included: 

# of rx's and * of tx's over 1822 interface. 

♦♦ of radio tx's of forwarded packets; 

♦♦ ct radio tx's of active ack's; 

# Of conect radio rx's for intended packets. 

# of dup1icate pkts r x 'd; 

♦» of received pkts dropped for lack of hop ack; * -, 

♦» of received packets discardtd for lack of buffer spsce; 

41 of alternately routed packets received. 

i 
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Data collected from each TIU included: 

throughput:  tt of packets ack'ed F.TE; 

mean round-trip delay for ETE ack'ed packets. 

page 3 

A schematic btlOM lists the runs and the traffic input rate 

for each run. A symbolic configuration is shoum after each 

series number. (The series numbers indicate the number of 

source and destination PRUs. e.g. "1-1".) Within each series» 

ue label each run with a letter. A tra'fic source (or 

destination) is specified in conjunction with the TIU to which 

it is ccnntctec. Thf second trc.ffic source of TJUfcl. for 

exemplei is specified as "Tl-2". The packet generation facility 

on the testbed generates feedback-dependent traffic. For each 

traffic-source / traffic-sink pair we indicate the packet 

generation rate by the "post-ack" delay in TIU clock tick« 

(6C'ths of a sec end). The "post-ack" delay specifies the 

interval between recert i on of the ETE ack of the previous 

packet. and the cenpration of a new packet. (Thus, only on« 

packet from a given traffic source may be simultaneous 

outstanding in the network. ) 

v.-.-.-.-. /-V'.V • • • «t- «. 
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Series   1-1    <10  run»):      One   tourcc   PRU and   one   destination   PRU 

CTIUttl 3-CPRU]      [PRU3-CTIUM] 

A     D     C     D     E     F 

Tl-1   ->   T4-1        0     1     2     4     8   16 

C     H     I      J     K 

Tl-1   ->   14-1        0     12     4     6 

Tl-2   ->   T4-2       0     12     4     8 

L     P     Q 

Tl-1 -> T4-1 0 4 8 

Tl-2 -> T4-2 0 4 8 

Tl-3  ->   T4-3       0     4     8 

Tl-1 -> T4-1 

Tl-2 -> T4-2 

Tl-3 -> T4-3 

Tl-4   -I-   T4-4 

R S T U 

0 2 4 8 

0 2 4 8 

0 2 4 8 

0 S 4 8 

y^^^^^^-l^-'ö,:^'v^^-^^'^:-^'o-^N'y: /.:^^•..0.-:.-\;• /t'fV^s<%^s"iv>/lv^.:vv.''.%'<<NiH 
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Serie»   £-1    (4   »"uni):      Two   source   PRUs   and   one   destination   PRU. 

CTIU<;iD-[PRUD      [PRin-CTIWlAD 

tTIU«2J-[PRU] 

A    B    C    0 

Tl-1   ->   T4-1 1     2     4   16 

12-1   ->   T4-2        1     2     4   16 

B WKMSS■■■•■■■■*•■■■■■ KHr cr ca:ir nKc* s et£BB B <sisac r.s. cs B.cs cB sss:e sx scss 83sSB 

Series   3-1    (6   runs):      Three   source   PRUs   and   one   destination   PRU. 

CTIU#13-CPRU3 

tTlU*.'2D-tPFU3      tPRUD-CTIU#4] 

CTIU*'3D-CPRU3 

Tl-1 -> T4-1 

T2-1 -> T4-2 

T3-1   ->   T4-2 

A D D     F 

1 2 8 32 

1 2 8 32 

1 2 6  32 

C     H 

c r« 

Tl-1   -:>   T4-1 4 8 

Tl-2  ->   T4-2 4 8 

T2-1   ->   T4-3 4 G 

T3-1   ->   T4-4 4 8 

^MM -• ■•     '      ■      ' •      • • - ,.   ■- - ,       -.-• .V ■•-■■•.•> . -^.__„_:..^^, •.• V ".   V v" ■•" s" s 
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Series 2-2 (9 runs):  Two source PRUs and two destination PRUs. 

CTiutm-cpRu:    CPRUD-CTIUMD 

CTIU#23-CPRU3  CPRU3-CTIU#53 

.••.' 
-;•.• 

Tl-l -> T4-1 

T2-1 -> T5-1 

A  B  C  D 

12  4  8 

12  4  8 

Tl-l -> T4-1 

Tl-2 -> T5-1 

T2-1 -> T4-2 

T2-2 -> T5-2 

E F  G  I  J 

1 8 16  B  4 

1 6 16 32 64 

1 8 16  8  4 

1 8 16 32 64 

• _ • - 1 /■->:■ ^vlv-lvlvX-j 
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III.  Col lee ted Results 

In the Appendix we  have  compiled  much  of  the  data  that 

resulted  from  the  above  runs.   For each run we list the run 

number, and for each PRU in that run we list the  following.  in 

terms of packets/second: 

(1) receptions over the wire from the attached TJUi 

<2> transmissions over the wire to the attached TIU; 

<3) radio receptions that were correctly heard, and intendedi 

(4) transmissions of active acknowledgements* 

(5) transmissions of all other packets (i.e. forwarded 

pec k e vs ;; 

(6) reception of duplicate packets (packets already 

successfully received); 

(7) a listing of the raw count of the number of: 

<i) alternately-routed packets received; 

<ii) packets discarded for lack of buffer space/ 

(iii) packets dropped for lack of an acknowledgement. 

For each FRU that had an attached TIU acting  as  a  traffic 

source, we give: 

(1) the TIU traffic source number (corresponds with Section 

ID; 

(2) the mean round-trip delay, in milliseconds; 

(3) the throughput/ in packets per second. 

Ue have also m?o't a number of plots. ''je to the feedback- 

dependent nature of the input traffic, the intended input rate 

need not correspond to the achieved throughput. Since no ETE 

retransmissions were observed. wc use the achieved throughput 

(number of ETE acknowledged packets) as the  standard  reference 

ä££&2&&äa2ä£^^ 
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(the horizontal axis) fov our plots. 

For series 1-1 we have plotted round-trip (RT) delay vs 

throughput (Figure 1). and the total number of duplicate packets 

received by all PRUs vs throughput (Figure 2). 

Figures 3 and A   chow similar plots for series 2-1 and  series 

3-1. 

In Figure 5 we plot the RT delay vs throughput for the 

singU-traffic-source-per-TIU portion of series 2-2 (i.e. runs 

A, E, C, and D), end also the tuo-traffic-sources-per~TIU 

portion, in which traffic is equally split between the two 

c ■frtinfitiens. Figure 6 »how» the associated curve for duplicate 

packets. Figure 7 shows curves, to be discussed in detail 

below, th*  are transformations of the curves in Figure 1. 

•V 

£ 
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IV.  Discussion 

Looking at Figure 1. we see that increasing the  traffic  has 

no  effect upon the RT del^y in runs A-F. indicating the absence 

of congestion in the network.  Indeed, this is to  be  expected, 

since  thttt  runs  ccmitt  of but a single traffic source, and 

thus only one "real" packet would be outstanding in the  network 

at   any   time.    It  may  be  instructive  to  apportion  tht 

approximately 103 ms of RT delay among the  various  subsystems. 

Briefly.   a  packet  in  this  one-hop  network  undergoes  the 

foil owing:  i t i s 

J) trins.titttc «icrcsi th« wire channel (1822 interface)  at  50 

KBP8  from  the  TIU  to  the PRU (11+1 words for header and 

text); 

2) processed by the PRU and placed  on  the  (empty)  radio  tx 

queue; 

3) transmitted  at  100  K3PS  (3+11+1+2  words  for  preamble, 

header, text, and checksum); 

A)   received  and  processed  by  the  destination PRUi   this 

processing results in the packet being placed on the (empty) 

"active ack" radio tx queue; 

5) header-modified packet (3+11+0+2 words) tx'd as the  active 

ac k; 

6) packet removed from active ack tx queue and processed again, 

and placed on the 1G22 tx queue (to the destination TIU); 

7) tx'd over the 1G22 to the destination TIU (11+1 words); 

6) processed by the destination TIU, who generates an ETE ack; 

9) ETE ack tx'd over the it.?*!   to the PRU (11 + 0 words); 

10) packet processed by the PRU  and  placed  on  the  radio  tx 

jfajr. -^■•V^JVr«-^-.'*^'^.-:^?'. ■■V-'-'W. ■\s,_su_^i_f^_s^ ■.'..-.'.»'. "•..v..-'..-'..--'..-'..-'.. .\ t'. ••. •-. »•.. ■:. »•. /..:. /.■>'. «.•.«•_ «*.,\^. t^-"/^^.'-.^.;-^^•-'.•_'.•..' 
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queues 

11) packet tx'd at 100 KBPS (3+11+0+2 wordsh 

12) packet rx'd at  next  PRU.  procestedi  and  placed  on  the 

(emptg) active ack queuei 

13) active ack tx'd at 100 KBPS (3+11+0+2 words)» 

14) packet removed from active ack queue; processed, and  placed 

on the 1822 tx queue» 

15) packet tx'd over the 1922 channel.  Finished. 

Based upon our osciHiscope measurements for PRU timings, and 

information  received from SRI for TIU timings, we find that ihf 

above steps car, be expected to require the following  times (in 

msec 's ) ; 

© 

1> 1622 t x 
2) proc. 
3) radio tx 
4) proc. 
5) ack tx 
6) proc. 
7) 1822 tx 
8) TIU proc. 
9) 1822 tx 
10) proc. 
11) radio tx 
12) proc. 
13) ack tx 
14) proc. 
15) 1822 tx 

3. 84 
10. 
2. 72 

10. 
2. 56 

10. 
3. 84 
7. 2 
3. 52 

10. 
2. 56 

10. 
2. 56 

10. 
3. 52 

Total: 

This is about 10 ms shy of the measured average RT time, 

which is calculated using TIU clock tics (16. 7 msec/tic). 

(Actually, it is about 13 m»ec shy, since the real RT time would 

be. on the average, half a clock tic longer th.»n that recorded 

by the TIU.) One additional source of delay not mentioned obov« 

is  the  PRU  radio  hardware channel access delay, which delays 

v:-.^v-:>:/.>>-:-vyv-::>>>^^ 
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each transmission of a packet from 0 ms to  appro»imately  6 ms 

(zero.  onei twoi or three step?, of up to about 2 ms each). The 

four transmissions a packet undergoes  would  thus  account for 

perhaps IS of the 18 outstanding msec's. 

This accounting may illustrate tuio points: 

<1) even in a simple, one-hop. conflict-free sgstem. a lot  of 

work  is  performed  to deliver and acknowledge one packet; 

and 

(2) two-thirds of the delay results from PRU packet 

processing. This speaks to the importance of hardware 

>p»C0i loftwitl-e tfficj»ncy» «•nd pvotocol/header simplicity. 

At a first look, the throughput <S) vs delay (D) relationship 

for Scries 1-1 beyond runs A-F appears unfamiliar. The 

throuv ut continues to increase instead of retreating at higher 

input rates The increase in RT delay, rather than accelerating, 

levels off. Most puziling of all is the decrease in duplicate 

packets. An explanation which may be offered for this result 

has much to do with the effect of input feedback-dependency. 

Due to the input feedback-dependency, the throughput becomes 

dependent upon the delay. The greater the RT delay, the longer 

the interval between the generation of packets. and thus the 

smaller the throughput. More precisely. since no ETE 

retransmissions is observed, the throughput achieved should be 

inversely proportional to the RT delay: E % 1/D The curve in 

Figure 1 deviates from S ■ I/D for two reasons: (i> the delay 

plotted is RT dclayi and dots not include- the experimenter- 

imposed  inter-generation  delay  between  receipt  of  the  ETE 

^^-:v:v:v:^>:v:->:^^■"••o-^o^:•     : v:^/^;^■•>>^ 
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acknowledgement and the generation of the next packet (the 

poEt-ack-delay. PAD); and (ii) the throughput. Si is the total 

network throughput, r«th»r than the per-traffic-source 

throughput  (the  ftedback~deptndencg  exists  on  a  per-source 

bas .). 

Figure 7 shows the adjustments for these two factor».   Shown 

are  the original D vs S curves for Series 1-1. The curves with 

their PADs included are superimposed. And finally, these 

curves,  with  the  throughput  divided by the number of traffic 

sources, are plotted. The resulting curves conform almost 

perfectly to vr.e cuive 6 :- l/D. 

This explanation for the effects of throughput dependency 

upon RT delay is not sufficient to answer the questions we have 

raised. In particular, what caused the number of duplicate 

packets to drop, and the throughput-deify curve to flatten, at 

the high throucihput end? 

It is known that, at the same traffic level, a stream of 

packets may move swiftly through a network, or may move »lowly 

and suffer from repeated retransmissions and the generation of 

many duplicates While the appropriate conditions for 

unencumbered traffic are not known for arbitrary configurations, 

the effects of traffic that is in some sense synchronous, and 

traffic in the same configuration that is asynchronous, have 

been noted. The conditions for synchronization are more likely 

to be sustained when the external environments remain relatively 

constant. This leads to our explanation of a synchronization 

effect imposed by the PRU flow control parameter TRKIDY.  It  is 

6y5 

r 

fer>:;>:>:>::-:o:o:o:N:oXv^^ 
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noticed that a possible result of sgnchronization. a flattened 

throughput-delay curs't and a drop in duplicate packetsi occurred 

beginning around 12 packets/second of throughput. An apparent 

limit on throughput in these configurations results from the 

def -It setting of TRfllDY at 160 PRU clock tick» (about 62 

msec). This parameter enforce» a minimum time between the 

enabling of reception on the PRU'» 1622 wire channel. the 

"station/terminal" channel. For the configuration» »tudied 

(i.e. a "Ft Bragg" configuration wherein all user traffic it 

destined to a station/gateway PRU). all traffic must pas» 

thrcuch th*t FRU «nd acreü its ftation/itririin«! 1622 channel. 

Return traffic must enter into the PRU over the same channel. 

It is at this point that the TRMIDY parameter can create a 

tcttleneck: with its (default) value of 61.92 msec required 

between arriving packets on the wire channel/ a maximum flow of 

32 S Pf« into the PRU can te ac ccnTintodated. which is the same as 

12.2 ETE acknowledged packets per second. acknowledged packetf 

being the definition of throughput used herein. Because the 

traffic generation process i» feedback-dependent. the maximum 

possible actual input rate (summed ever all traffic generator») 

is thereby limited to 12.2 pps. At that operating point the 

interarrival time at the gateway becomes constantly equivalent 

to the TRMIPY setting, and the input across both wire channels 

(cit the crigint-ting and destination TIUs4 beccm«»s very regular. 

Thus, we speculate that as the trcTffic input rate increased in 

Series 1-1. and as the duplicates and retransmissions increased, 

a point of synchrony was reached in which transmissions a?id/cr 

PRU  processings  were  no  longer  random  or  "out  of synch." 

>'-'*~S-:'J '-•SJ'S.-S^.'J'SJ-S.:.'SJS-.'S.'^J/JSJ±'J'SJ-S^,.-'^./.-,'.SS*~\ ,:.'J,
.'-!.

,
-
,
J .'t .; .; .; .:'.■, -•. -•/-•.-■.•-•■ -?AV-!.'-V^.V.'-V.A.,
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rftulting in a smoother  flow  of  traffic  and  subsequently  a    (6^ 

reduction in the generation of duplicates. 

In the absence of more information on the timing of the 

detailed functions of the PRU. we are not able to explain how 

the interval synchronization occurs. While knowledge of the 

factors that contribute to an in-synch flow of traffic would be 

useful» it is likely that the varying nature of input traffic 

would limit the application of such knowledge. 

One major unexplained point regards the observation of 

duplicate packets created in runs for single traffic source 

c or,f i CUT st ] on-: (tun* A-F cf Series 1-1). The c ire umiianc es that 

lead to these duplicate packets is unclear» this is a one-hop 

conciourätion with only one traffic source and thus only one 

packet outstanding at a time. The timing sequence presented 

earlier docs not appear to warrant retransmissions due to time- 

cuts. Yet in run B. for example» during the six minute CumStat 

collection interval» almost 500 duplicate packets were received 

by the two PRUs in the course of some 3000 round-trip packets 

<i.e. the sending of a packet and the receipt of its ETE 

acknowledgement)» during which there were some 3200 packet 

transmissions (not including transmissions of active ack's, 

which should not create duplicates) at the source PRU» and 3350 

at the destination PRU. This means that about ten percent of 

packet transmissions were of duplicates (as distinct from 

necessary retransmitsiont) More precisely» it means that 

almost every retransmission of a packet was unnecessary and 

resulted in a duplicate. The question that arises is: how 

could  an unnecessary (or even a necessary) retransmission occur 

e 

»>.\vl-,vv.^vv--:-;:  ,  •••vv->>-^v'vv-v^0-//v^ 
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in such an empty nctuiork? 

Because the traffi« » feedback-dependent, a neu» packet is 

generated only after s predecessor has been ETE acknowledged 

(in the case of run 1--1P, 17 ms after that previous packet's ETE 

ack has arrived at the tource TIU). Thus, one would expect that 

a generated packet would enter an empty network, be successfully 

transmitted the one hop to the destination PRU on its first 

attempt, be successfully active-acknowledged about ten ms later 

(well before the 8 2 + 10.24 ms retransmission time-out. and 

well after however long may be required for the source PRU to 

reenabll TO die rx afln- havinc transmitted the packet). 

Obviously, radio channel contention should not be a factor. Nor 

should channel link quality be so poor as to require 

retransmissions, since the two radios were connected via coaxial 

cable. In any case. lost or unheard active acknowledgements 

could not have been the source of retransmissions. since, the 

number of active acknowledgements is almost equal to the number 

of packets received over the 1822 (wire) channel. indicating 

that additional or repeated tx's of active ack's were not 

necessary. 

In fact, the 500 duplicates are almost completely accounted 

for by the number of retransmissions (excess of the number of 

non-ack tx's over the number of packets rx'd from the attached 

TIU). This implies the late reception of an active ack as the 

event triggering the sending of retransmissions that would 

result in duplicates. But. as we have seen above, in an 

unloaded network it does not seem possible that the tx of the 

active   öck  would  be  delayed  beyond  the  G. 2  +  10.24  ms 

.• VA-.'1'/V; ■•'•iiiif^-^'' 
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retransmission time-out period. Thufi we seem to be left with 

no explanation for the duplicate packets. 

(One source of packets, and thus of channel contention* that 

has not been mentioned is the station. Although the station 

does initiate the sending of control packets» its traffic is at 

such a low level that it does not likelg account for the 

duplicates noted. Likewise, the measurement packets themselves, 

occurring at two or three minute intervals, also should not 

account for the duplicates. ) 

From the above discussion, we may note the following point«: 

(1) Ai noted on page 11. «bout 2/3 of the delay in one-hop 

configurations under unloaded conditions resulted from PRU 

processing. The factors that make up this processing delay 

(protocol complexity. header structure. software design) are 

thus of some significance to overall network performance. 

(2) We have shown how the TRhlDY (input-control) parameter 

can create a bottleneck in a gateway-oriented network. In the 

network used for these measurement»! the TRM1DY parameter 

combined with feedback-dependency to limit the movement of 

packets into the network (thereby sometimes speeding the flow of 

those that were allowed to enter). In a network without the 

one-packet-outstanding limitation, e.g. TCP. the bottleneck may 

result in ETE retransmissions due to timirg-out at the source. 

This extra load on the network would tend to result in further 

deterioration of the nttworfc performance beyond that caused by 

flow-control (TRMIDY) at the gateway PRU. Thus, the value of 

any PRU's TRMIDY parameter needs to be selected carefully so as 

to avoid the creation of unintended bottlenecks. 

"-* *- ' • "- '- '- *•" "• ". '- "• "• "v VW' %~ V V *■' *• ■- ■'/ '•* '..* V ■»" ^b^^W^ " '*• \*' • " * " • " s'-O« ' «^"» -,'»"i»rf't ■"• ■•'* ""• **• • . •*. •'• ■" ■". ■■". •" •*. "f ■" 
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<3) The creation of duplicate packetsi  apparently  resulting 

from  transmi ss i onf  licyond  success«  seems inc on-po t i b ] e uiith a 

" one-hopi  single-source.  one-pac k et-oi'ts tc-,Tid i ng  configuration. 

More  dttails  about  the timings of activities within a PRU and 

the 'imings of interactions bttwttn PRUs are needed to explicate 

9 these  results.    The  Pickup  Packet  measurement  tool  would 

provide such data. 

(4) Feedback independent traffic sources are  more  desirable 

I for future experiments. 

i Ci • V'.", ■< ' V . • \ i • - V- V. ■ V^».- . • • • .V. •". ^. ". . ' . • . tmjfm  - . • . • . " . • . • . • . Ca<r,«\ " . ■ . • • • . "\ t. • . ^ ..•\ • ^•',. ,^. ■\_«1 ■ »A ' . ^ • • "«."V"!V'V' 
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all-rUAl atta- 
di«cCC3 chrd   mean  through 
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1-1A 
A 
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G 

1-1C 
C 

1-1D 
D 

1-1E 
E 

1-1F 
F 

1-1C 

G 
1-1H 

H 
1-11 

1 
1-1J 

J 
1-1K 

K 
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1-1P 
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4 
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68 
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23. 77 
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05 
98 
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30 
80 
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7. 
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5. 
4 
4. 
9 
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11.70 
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11. 34 
9. 59 

10. 23 
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15.82 

13. 21 
13. 10 
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11. 21 

11 
14 

15 
25 

6 
6 
4 
4 
2 
2 

14 

9. 33 
9. 27 
8 92 
9 30 
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7.91 

27 
39 
59 
66 
39 
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13 
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14. 01 
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12. 17 
9. 26 
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13. 74 

12 37 
13 96 
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. 53 
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1.07 
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. 58 
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. 33 

. 30 
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. 15 
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4. 29 

4. 04 
4. 03 

4.01 
3. 49 
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. 93 
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4. 77 
4.08 

3. 64 
3. 83 

3. 94 
2 57 

A-l 

A-l 

A-2 
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A-10 

A-29 
A-3 

A-8 
A-2 

A-6 
A-2 
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A-3 
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A-2 

A-l 
A-2 

A-4 
A-l 

A-2 

1-1 107. 7 8 67 

1-1 103. 3 8 19 

1-1 102. 1 7.33 

1-1 102. 0 5. ^O 
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1-2 287. 1 2. 78 
1-3 286. 8 2 73 
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2-1A 1 5. 11 5 10 11. 56 6.31 6. 44 1.34 D-l A-2 l-l 172. 7 4 97 

A 2 5.01 5.00 11.38 6. 12 6. 36 1.37 D-4 A-2 2-1 173 2 4 98 

A 4 9. 94 9. 94 23.66 11.04 13.70 4.96 D-5 A-23 

2-1D 1 5. 17 5. 15 11.41 6.28 6.23 1.09 1-1 154 4 5 11 
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D 2 2.71 2 71 5.97 2. 82 3. 11 .38 A-3 2-1 106. 1 S. 67 

D 4 5. 36 5.36 11.52 5.39 6. 15 .79 
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A 5 6 37 6 36 13.09 6. 53 3. 56 .40 A-6 

2-2B 1 5. 78 5 77 12.43 6. 14 6.64 .96 A-2 1-1 140. 3 5.60 
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PRTN #246 F. Tobagi 

(<>, UCLA 
vw^ January 13, 197f 

On the Performance Analysis of Hultihop 
Packet Radio Systems: Part I - The Design Problem 

I. Introduction 

The need for the sharing of computer resources by organizing these re- 

sources into computer networks has long been recognized and the feasibility 

of constructing such networks has been demonstrated by many successfully 

operating network systems. This economic sharing of computer resources 

has been rriade possible by the development of the packet switching technique 

[ROSE 70, KAHN 72, ASRA 73] whereby packet switches are interconnected by 

P£lil^lA2iil0A'lL^^_£ir.cuits according to some topological design. Cut 

when the nurber of cc-m.jnicating elements is sufficiently large end the 

overall traffic flew is small, the use of "packet broadcasting" techniques 

fcr interconnection becomes attractive, in that it simplifies the topological 

design considerably and provides very economic solutions. Moreover, economic 

studies [ROCE 74] have clearly shown that, for geographically distributed 

networks, a significant part of the overall system cost is incurred by the 

local collection of data from, or dissemination of data to a large population 

of users. Today, with the proliferation of computer applications, computer 

resources have to be brought increasingly close to the individual; this makes 

it extremely desirable to create more economic techniques to also bring the 

communication capabilities closer to the individual. Again, radio offers an 

attractive solution; numerous papers have already appeared in the literature 

which discuss the advantages of using these techniques over wire communication 

- 1 - 
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[KLEI 75A, KLEI 75B].    The ALOHA system, at the University of Hawaii  [ABRA 7g, 

appears to have been the first computer communication system utilizing radio 

and i» an excellent illustration of the feasibility of the technique.    In line 

with the objectives set forth in the design of the ALOHA system, and to allow 

t,.e support of many applications which require several added features not 

existing in the ALOHA system, (such features as direct communication by a 

ground radio network between users over a wide geographical area, coexistence 

with possibly different systems in the same frequency band, anti-jam protection, 

etc..) the Advanced Research Projects Agency of the Department of Defense 

undertook a new effort, the packet radio system, in order to demonstrate the 

applicability of the packet radio concept in organizing computer resources 

Into a computer communications network.    The target system requirements have 

been well assessed by R. Kahn [KAHN 75]:    "The system consists of terminals 

and stations linked together by line-of-sight radio repeaters.    The stations       | 

are minicomputers which provide system control; the terminals are hand-held 

devices, I/O consoles, computers, sensors, etc.   The repeaters are simple 

relay devices which provide network area coverage for terminals and for one or 

more stations...   The system should be capable of meeting the requirements of 

mobile communication with computers including real-time speech communication... 

The sys:em should be nble to share a coimon frequency band wich other (possibly 

different) systemr    ...The packet radio technology should be able to serve 

mobile users whether on land, at sea or in the air...    The individual  elements 

of the system should be constructed so that they can be installed in the field | 

with little delay...The packet radio network should not require the presence 

of any personnel  for its normal operation...The system should provide essen- 

tially error-free performance for computer corxunications..." fyr 
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In this series of notes, we concern ourselves with the c'esign and per- 

formance evaluation of packet radio networks.    For this,, we start by defining, 

in this first part, the design problem in its generality, identifying all key 

system valuables.    It will be apparent from the discussion that the gsneral 

design problem is a very complex and intractable one; this suggests that a 

viable approach consists of considering and analyzing specific configurations 

which are intuitively appealing.    The results obtained will constitute a 

valuable feedback by means of which the design defficiencies are detected and 

subsequently corrected, and new configurations invented. 

II.    Th? Desian Problem 

The design of a packet radio system meeting a given sot of target 

requirements and satisfying given performance and reliability constraints 

is 2 very complex task,    '.t first a feasibility study is required which 

either demonstrates that the requirements can be met by the present tech- 

nclccy or dictates that research and improvements need to be made in var- 

ious specific areas; in either case, there can be a number of alternatives 

to choose among; this leads to a second design phase, an optimlration phase, 

which consists of selecting the best combination of choices.    In its most 

gener?!  form,  the design problem consists of minimizing the system cost over 

the many system variables discussed thereafter. 

A^ Network Tonology 

In landbased networks, node locations are given and the topoloctcal 

design problem consists of determining the best configuration connecting 

those nodes;  in packet radio systems, however,  the question is to detemin« 
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the number of devices (repeaters and stations), their locations, and 

their interconnections, needed to establish the required copr.nlcatlons 

among sources and destinations.    These variables are selected according 

to several factors:    reliability, system load,Jreguency management..--«A^ 

For example, the number of stations within the network is determined at 

first approximation by the amount of traffic to be handled; on the other 

hand, for reliability reasons the networks need to contain two or more 

stations; the allocation of responsibilities among the stations can be 

dene either (i) by having one station assume the active role of controller 

while the other stations are kept in readiness for a backup mode, or (ii) 

by dynamically partitioning the control task mong them guaranteeing the 

backup of each station by the others in case of failure      [KAHN 75]. 

The number of repeaters, on the other hand, is basically a function of: 

(i) the range of each repeater, essentially determined by its geographic 

setting and its effective radiated power,  (ii) the repeater density re- 

quired in achieving proper area coverage for communication with mobile 

hand-held terminals, and (iv) the frequency management and the communkatloi 

rode adopted (point-to-point, broadcast, mixed...).   The latter determines 

the interference pattern among the devices (it is discussed in r^ore detail  I 

the following paragraph). 

B.    Bandwidth flanagement 

In digital  nets using common carrier facilities,  the system designer  j 

is given his choice of bit-rates and not of bandwidth.    The comron-carHer 

must worry about using his resources efficiently to provide a dujitdl 

- A - e    * 
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,   ^ channel.    It is not so with the packet radio netvHDrk.   The r.f. spectrum 

/     " 1s a lifted resource and the system designer has to guarantee efficient 

use of the bandwidth. 

The bandwidth required for a packet radio network will largely 

depend on the channel configuration adopted.    If the allocated band- 

width is divided into a number of low speed channels, dedjcated to pairs 

of devices with directional antennas in such a way that the r.f. signal 

^ interference Is completely avoided, then we would simply be creating a 

point-to-point network!    Such a configuration can be appropriate if one 

is in the presence of a known and non-varying traffic pattern; a proper 

> design allocation will guarantee an efficient utilization of all channels 

at all times.    An important drawback of this approach, however, is that 

it requires careful alignment and tailoring of the devices; this provides 

$ t00 rigid a configuration when the traffic load Is varying or should one 

( require that the system be extended to handle larger geographical areas 

without a major redesign effort. 

> The most advantageous property one can gain in using radio as a 

cemmunication r:edia is perhaps the possibility of broadcast transmission. 

When devices are equipped with omnidirectional antennas, one can get 

I rapid and convenient deployment as well as the desirable area coverage 

for mobile terminals. 

Computer cormunication is often characterized by a high ratio of 

' peak to average traffic rates.    When the traffic handled by the devices 

is so characterized, then providing chc  n.ls on a user-pair b'.sis proves 

to be extremely wasteful.    The provision of a single high-sp.ed channel 

to be shared by a large number of users provides a better utilization of 
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the bandwidth [TOBA 75]; it allows to take advantage of the "large number 

laws" whereby the demand at any instant can be approximated by the sum of 

the average demands of all users.    With shared channels, however, we face 

the important problem of controlling the access to the channel  by a geo- 

graphically distributed set of message sources.    The discussion of this 

issue is postponed until the next paragraph. 

Traffic characteristics and other communications requirements may 

in some situations call for a network design with mixed modes.    The band- 

width is partitioned into a number ...of channels some _pf which are shared 

while others are dedicated.    The allocation of channels can be functional 

(channels used solely for a particular network function such as error 

control, monitoring...) and/or geographical to support the traffic re- 

quirements.    In the latter case, the allocation has to be dynamic so that 

the statistical variations in traffic are accounted for.    An illustration 

of a mixed mode network design is given by the "DAMN-FINE" concept intro- 

duced by Fralick [FRAL 73].    In this concept, the bandwidth is divided 

Into a number of channels; each channe""  is time-shared among several 

mobile users and a repeater.    Channel allocation Is performed by an 

adaptive sedrch and selection algorithm existing in each repeater ^nd 

terminal, thus distributing the control  and providing for an efficient 

dynamic allocation to match changing traffic and interference pattern. 

C.    Channel Access Policy 

In conjunction with the proper selection of a channel  cnnMn-jration, 

the channel access procedure to be in use will have a great impact on 

the overall  performance of the network. 

With fixed bandwidth assignment, the time-bandwidth space is par- 
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(@        titloned into slots which are allocated to the users in a static pre- 

determined fashion. Fixed assignment takes two common forms: orthogonal, 

such as frequency division multiple access (FOMA) and synchronous time- 

division multiple access (TDMA). and "quasi-orthogonal", such as a>de  / ■' 

division multiple access (CDMA). With fixed assignment the problem of 

accessing the channel is trivial. It is not so if the design calls for 

the usage of shared channels. Various methods are available. Some 

(such as contention and polling) require the presence of a central station 

performing the control. In a cqnte^nn_natwor]i. the terminal makes a 

request to transmit: if the channel is free, transmission goes ahead; 

if it is not free, the terminal must wait. The station schedules the 

transmissions either in a prearranged sequence (according to some 

scheduling sche*e) or in the sequence in which the requests were iwde. 

V In the polling technique, the station asks (polls) the terminals one by 

one as to whether they have anything to transmit. For this, the station 

r-ay have a polling list giving the order in which terminals are polled. 

When a polling message is sent to the next terminal in sequence, and if 

the terminal has some data to transmit, it goes ahead; if not. a negative 

r?piy (or absence of reply) is received by the station .nd the next terminal 

is pjlled. 

In the absence of central controllers, dynamic sharing can be accom- 

plished through the so-called rondo^ccess techniques.    In tMs rode of 

sharing, however, one must be prepared to resolve conflicts which arise 

when more than one demand is simultanec  ily placed upon the channel; this 

is also referred to as interference.    A simple scheme known as "pure 

ALOHA" [ABRA 70] permits users to transmit their packets anytime they desire 

>.•.'.>.%• •-'^•^.■Cv'yX- y'v'-.; y'^ ' •■ ■ /v'-y'.'V'vVl^ S' '^^ 



If within some appropriate time-out period they receive an ackncwledgmeni;" 

from the destination, then they know that no conflicts occurred.    Otherwise. 

they assume a collision occurred and they must retransmit.    (To avoid con- 

tinuously repeated conflicts, some scheme must be devised for introducing 

a random retransmission delay, spreading the conflicting packets over time; 

this parameter has been shown to have a great impact on the performance of 

the access mode, and its proper tuning is most crucial  [KLEI 75B].    A 

second method for using the radio channel is to modify the completely un- 

synchronized use of the ALOHA channel by "slotting" time into segments 

whose duration is exactly equal to the transmission time of a single packet. 

If we require each user to start the transmission of his packets only at 

the beginning of a slot, then when two packets conflict, they will overlap 

completely rather than partially, providing an increase in channel effi- 

ciency.    This r.ethod is referred to as "slotted ALOHA" [ROBE 72, ABRA 73. 

KLEI 73].    A third scheme, the "carrier sense multiple access" mode (CSMA) 

consists of reducing the level of interference (caused by overlapping 

packets) by allowing users to sense the carrier due to other users'  trans- 

missions; based on the information gained in this way about the state of 

the chanrsl   (nuv/ or idle), the terminal   takes an dction prescribed by 

the particular CSMA protocol being used;  (in particular, a terminal  never 

transmits when it senses the channel busy).    In [TOSA 74, KLEI 7531 two 

protocols referred to as nonpersistent and p-persistent C5MA were 

analyzed. 

The selection of the proper channel access policy will  larc;ely depend 

on the behavior of these modes in the environment in question.    It was^ 

shown [T03A 76], for example, that if we are in the presence of a large 
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population of bursty users contending on the same channel   then random 

access exhibits a performance far superior to fixed assignment or polling. 

However, centrally controlled techniques become more attractive when the 

contending population consists of a small  number ( <5) of devices with 

buffering capabilities. 

Split-channel reservation multiple access [TOBA 74. TOBA 76] is yet 

another channel access technique, suitable for packet radio environments, 

which calls upon both random access and central control.    The available 

channel bandwidth is divided into two parts:    one used to transmit con- 

trol  information (such as requests), the second used for the messages 

themselves.    The request channel  is operated in a random access mode; the 

requests are handled by a central controller which controls the access to 

the ressage channel.    This technique represents an interesting scheme in 

that it is simple and efficient over a large range of system parameters 

The perforrance of the above access schemes has been compared in single- 

hop environments in which all devices are within range and in line-of-sight. 

Their performance in multi-hop environments is yet to be determined. 

D.    I-bdulation schemes 

Just as with channel access, the modulation technique used is an 

important element in ehe design of a packet radio network.    It has an 

important impact on network performance as well as on the utilization 

of the r.f. spectrum.    Indeed, for a given required probability of bit 

error end a given transmitted power, modulation schemes determine the 

tradeoff relation between the ranee of 2 pneket r^io device (.hich effects 

the network topology) and the bit rate achievable (which affects the net- 

work throughput).    Mile the simplest scheres achieve a relatively 
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inefficiant use of power (which also constitutes a limiting resource  ^ 

when the equipments have to satisfy size and weight constraints), the 

most efficient ones require more complex receivers! From these points 

of view, the spread spectrum modulation scheme often represents a good 

compromise [FRAL 75]. In addition, it provides some kind of discrimi- 

nation whereby one or more packets can be successfully detected in the 

presence of other packets; it also provides some degree of protection 

against unwanted interference and is desirable for jam-free operation. 

Finally, it renders coexistence with other systems feasible which'may 

result in better utilization of the frequency spectrum. However, these 

sdvantages are obtained at the expense of a higher bandwidth requirement 

(possibly shared with other users). Discarding considerations of co- 

existence and vulnerability to unwanted interference (although in many 

dssign cases these may be the most critical factors), the designer is 

faced with a choice between spread-spectrum signalling and narrow-band 

(i.e., non-spread) systems: each presents different tradeoffs among some 

key system parameters such as the devices' radiated power, the r.f. 

bandwidth used, the channel data rate and the packet delay.  A pre- 

liminary analysis made to that affect by Fralick [FRAL 74] has basically 

shown that the single-channel ALOHA spread-spectrum scheme is rot an 

appealing choice in that the bandwidth required for given data-rate, 

throughput, and delay is much larger than that of the narrow-band system. 

The same result was also shown to be true for multi-channel spread- 

spectrum schemes with nonort'noqonal en mels. 

E. Operational protocols: Routing policy, error control procedures _  - £^      ( 

and flow control 
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,..:y The principal  functions of a packet coronunication system are to 

f '■/ pr0V1de the transport of packets efficiently, and reVlabl*    Packets 

1 originate at traffic sources and have to be routed through the network 

to reach their destination.    It is apparent that, in addition to all 

afore mentioned design factors, network performance will  strongly be 

* affected by the routing and flow control policies adopted. 

If a point-to-point channel configuration is in use (dedicated 

channels with directional antennas), then the routing algorithms long 

devised for landbased store-and-forward networks will apply.    They 

usually are classified as either deterministic or stochastic according 

to whether route computations are based upon a deterministic or sto- 

chastic decision rule [FULT 71].    A number of studies have investigated 

many of these routing algorithms, their performance and applicability. 

r' Kith Shared broadcast channels, however, the nature of the problem 

*' becomes significantly different:    packet transmissions are received by 

all nodes within range of the transmitting device; unless fixed prede- 

, termined routes are assigned and followed (a scheme which would defeat 

the purpose of broadcast transmission), the transmitted packet should 

carry, at each transmission, the next node's address.    Equivalently. 

» the routing alcorithm can be denned as the decision at a  receiving node 

as to whether to relay or Ignore the packet.    A number of routing schenes 

suitable for broadcast radio networks have been discussed by Gitman et. al 

[GITM 75].    An undirected routing algorithm, also called broadcast 

ro'jtinq.  is based on an unconditional  repeat of .- correctly received 

packet as long as Its handover number did not exceed a specified maximum. 

Cr 3 The maximum handover number determines the lifetime of a packet in the 

*•  , net.    Looping is prevented by saving at e.^ch rcceivim repeater a unique 

- n 
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identifier of each packet for a specified length of time. This algorithm 

is inefficient in that it allows generation of a large number of duolicdce 

packets and the delivery of the packet to its destination is guaranteed 

only to a certain extent. If the network structure is centralized*, then 

a directed routing algorithm can be used which utilizes the central station 

to periodically structure the network for efficient flow paths. A hierar- 

chical point-to-point netv/ork can thus be formed by having the station 

assign to each repeater a label which defines its position in the hierar- 

chy. The label carried in the packet header thus defines completely the 

path between the station and a repeater. Another class of routing is 

called the "directed broadcast" routing. Algorithms in this class are 

best suited to distributed radio networks in which communication has to 

be established between arbitrary source-destination pairs, and data need 

not flow through the station. To accomplish this task repeater nodes 

keep at all tires routing information similar to that used in the ARPANET 

[KLEI 76]. The overhead incurred and the intelligence required by each 

node in performing the routing function may become significant. 

The reliable transport of packets in a radio network can only be 

accomplished if proper error control procedures are in use. Indeed, in 

ajdition to  random noise, errors in multi-access radio channels are due 

to multipath effects and Interference caused by overlapping packets. 

Error detection cods in conjunction with positive acknowledjpfnt for each 

correct mgssace ii a reliable mechanism; however, the a.rount of overhead 

*In a centralized network, all traffic passes through the station. Such 
a network architecture is best suitable when the radio network is used 
for local collection and distribution of traffic. The station then if^ha 
central computer facility or a gateway to other corrrunications «iystemRP 
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^ introduced and the degradation in network performance  incurred still j 

vary, here again, with the mode of operation.    In [T03A 78] for example, 

considering a single-hop system, we studied this degrading effect for j 

two access schemes, slotted ALOHA and CSMA, and addressed ourselves to | 

the problem of comparing two design alternatives:    the co^on-channel 

configuration (a single channel for both information and error control | 

traffic), and the split channel configurations. In particular, it was 

shown that the degradation In performance can be very significant when 

the acknowledgment packet size represents over 10S of the rressage packet! 

In nulti-hop networks we usually distinguish two types of acknowledg- 

ments:    the hop-by-hop acknowledgment (HBH) and the end-to-end acknowledc- 

rrent (ETE).    H3H acknowledgments are issued by repeaters and guarantee 

the transport of a packet over a hop.    They help decrease the delay in- 

curred by end-to-end transmissions, but do so at the expense of added 

{ overhead.    K3H acknowledging can be handled in several ways; HBH acknow- 

ledgments can be (1) piggy-backed (acknowledgment information is trans-     | 

nitted in the control portion of another packet destined to the sending 

repeater),  (11) passive (in that the relaying of a packet over a hop 

institutes the acknowledgment for the transmission ov-r the previous ho., 

this "echo-acknowledgment" mode is due to the ojani-directional  broad- 

cast property), or (ill) active (whereby an acknowledgment packet is 

actually created and transmitted). 

ETE acknowledging, in addition to guaranteeing a reliable connuni- 

cation    between the end devices and    ..e ccranicatinq processes, serves 

as a flow regulation mechanism;  it has a great impact on network per- 

formance by preventing any source from overloading the network and 

causing serious congestion.    The mechanism used also affects süjr.ificin-J 
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end-to-end message delays and buffer utilization at end devices. It U- 

common to see several mechanisms in use in the same network d3pending on 

the particular application being supported. 

In real  systems, the proper functioning of operational  protocols is 

dictated by their ability to adapt to changing system states, which in 

turn calls for the existence of efficient nLt^rJcjionUojrina. functions at 

the various levels of protocols.    Dynamic routing procedures, for example 

require a thorough knowledge and a continuous update of the network con- 

nativity and of the traffic load distribution in order to effect the 

appropriate route changes.    Such monitoring functions can be distributed 

whereby devices can collect data regarding their own locality.    In cen- 

tralized networks, the station can be given the capabP : y of centrally 

collecting data regarding the entire network and thus can perform both 

local and global decisions; it can be made responsible for route assign- 

rents and route changes, as well as the proper value assignment to all 

of the parameters throughout the network. 

D.    Repeater Design 

The repeater is perhaps the most important element of a packet radic 

network.    Almost all  traffic flows through a number of repeaters on  its 

way to destination.    In addition to selecting the proper hardware to per- 

form all  r.f.  functions (transmission, reception, error detection, bit 

synchronization, etc..) and providing the proper Implementation of all 

previously discussed operational  p-o JCOls, there is a rubber of design 

factors which are believed to have a crucial effect en  the overall  netwo 

performance.    They are:    the repeater's transnit power.  Us process^ 

speed, and the storage capacity and its management.    Vhen the appl1cat1«j 

- 14 - 



,j.i».-«c > •".»-•••■ JA*"" ■ 

( require the devices to be rugged, light weighted, portable and operational 

V for a period of time without attendance, then a number of constraints are 

placed on these parameters.   The storage capacity has to be minimal and 

the power consumption has to be conservative; the latter affects both the 

* processing speed (which in turn impacts the achievable throughput) and 

the radiated power (which in turn affects the range of the device and 

therefore the network topology).   On the other hand, for a given topology, 

* repeater's range affects network connectivity and the interference pat- 

L w •   • I '   •   • 

r To su^rize, the design problen in r.dlo networks can be expressed 

as follows: 

Klnlmlze the network cost subject to given constraints on throughput, 

I, delay, and reliability over the system variables: 

1) r:etv;o-k topology: # of devices and their geographical setting 

2) TK, h.ndwidth manaqenent; dedicated channels, shärc-d channels. 

> mixed nodes 

3) V11^m^L^cc1%±^rocedw^    fixed assignment, centrally con- 

trolled schemes, random access 

) 4)    T^_rodulation_scheme:    spread-spectrum, narrow band... 

5)    The operational  protocols:    routing policy, error control  pro- 

cedures, flow control  and monitorino f.irctions 

' 6)    Kodal design:    storage capacity, buffer ranagement. r^er require 

rent, processing speed 

It is all apparent from the above discussion that the design of a PR 

network involves a large number of variables which Interact in a very corplex 

fashion.    In its present form the solution is oxtre^ly hard  to co:-e by.    A 
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reasonable approach to follow consists of first selecting those system 

variables which are obviously determined by some of the constraints. For 

example, for rapid deployment and easy communication among mobile devices. 

the entire system will employ omnidirectional antennas and will share ? 

single high-speed channel via some random access scheme. Hopefully, thi . 

first step decreases significantly the variable space. The next step \>VA 

consist of considering various specific configurations which are intu.tively 

appealing; these configurations are then analyzed in order to 

(i) identify the key parameters which affect the performance 

(ii) determine the conditions under which the a prior? specif 1 

constraints can be satisfied 

This step represents an iterative process in that the results obt  ted 

frcm the analysis of some network configuration constitutes a valuable  eed- 

back process by the means of which the design deficiencies pre detected and 

subsequently corrected, and new configurations are invented. 

In the forthcoming notes, wc shall execute this second step by focusing 

on the analysis of specific network configurations (star networks, fully 

connected networks) operating under the slotted ALOHA and the nonpersistent 

CSMA modes. 

m * 
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On the Performance Analysis of Multiiiop Packet Kedio Systems: 
Part II - Star Configuration Employing Slotted ALOHA* 

1. Tree-Structured Networks: Definitions 

A number of papers have appeared which study various simple netv;ork 

topologies. Single-hop networks, where terminals communicate directly with 

a central station have been investigated extensively; access modes in such 

environments have b=en carefully evaluated [2,3,4]. A tv;o-hop configuration 

involving a ring of repeaters around a station have been analyzed by Gitman 

[5]: network capacity was derived, but no consideration was mede of network 

delays. In this note,, we consider centralized networks characterized by 

en array of repeaters organized in a synvnetric tree configuration with a 

(single) station at the root; all devices are provided with cmm'directional 

antennas and employ slotted ALOHA random access over a single shared channel. 

(See Figure 1.) Traffic originates at terminals located at the outskirts 

of the tree, and Is destined to the station. Thus, we consider tnbound 

traffic. The first ., nsmlsslon of a packet from a terminal Is to a repeater 

located at a leaf of the tree. The routing of the packet through the network 

Is completely specified by the tree structure, as Is the connectivity pattern 

among the devices. The basic performance measure sought Is the throughput- 

delay trade-off and Its dependence on such key system parameters as the 

topology (degree of the tree, depth of the tree,** and the connectivity 

*The results discussed In this note have already been published In [1], and 
distributed as PRTN 1234. This note, however, is rore co;-pletc in that all 
derivations are Included. 

**In this note, however, we shall restrict ourselves to trees of depth 1. 
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pattern among devices), repeaters' retransmission delays and repeaters'   &'' 

storage capacities. 

2. Traffic Model and Transmission Protocol 

The time axis Is assumed to be universal and slotted Into segments 

whose duration Is equal to the transmission time of a packet.* All devices 

are assumed to be synchronized and start packet transmission at the begin- 

ning of a slot. Associated with each repeater located at a leaf of the tree 

is a population of terminals which generate new packets at an aggregate rate 

of s packets per slot, all destined to the station. Each repeater Is pro- 

vided with a finite storage capacity which can accomodate a maximum of M 

packets. The station has an Infinite storage capacity. Packets are trans- 

mitted by repeaters on a flrst-come-first-served basis; when its buffer Is 

non-empty, a repeater transmits the head of Its queue with a probability p. 

When the packet transport Is successful (I.e., the transmission ft free of 

interference and storage Is available at the receiving repeater), the packet 

Is deleted from the sender's queue; otherwise, the packet Incurs a retrans- 

mission delay geometrically distributed, with mean 1/p. A repeater learns 

about its success or failure Instantaneously; that Is, acknowledgrrsnts are 

assumed to ue  Instantaneous and for free. At any one time, a repeater can 

be either transmitting or receiving, but not both simultaneously. The station j 

always has Its receiver on. The packet processing time at any device Is 

considered to be negligible. 

Let R denote a repeater located at some level k In the tree. Let S(R) 

denote the set of repeaters which are sons of R. Let F{R) denote the father 

of R. A packet successfully transmitted by the population of repeaters S(R) 

* *Packets In this study are all of a fixed size. 
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can he "blocked" at the Immediate destination repeater R; blocking is due 

•"o two factors: (i) either R or F(R)* or both are in a transmit mode or (ii) 

R's receiver is on, F(R) is quiet, but R's buffer is full. 

Due to the blocking of traffic at the receiving repeater, the rate of 

successful transmissions of packets to a leaf from its corresponding population 

of terminals is actually greater than s and is denoted by X. Furthermore, 

this process of packet arrivals to a leaf is assumed to be a Bernoulli one. 

In this note, v;e shall consider the special case of trees of depth 1 

(and degree ti),  referred to as star networks (See Fig. 2), and we shall pro- 

vide an analysis by means of which the throughput-delay performance can be 

numerically evaluated. In a forthcoming note [6], we shall consider config- 

urations in which all repeaters are in line-of-sight and within range of each 

other. These are referred to as fully-connected networks. 

3. Analysis of Star Networks Employing Slotted ALOHA 

Let N denote the degree of the tree. (N also denotes the number of re- 

peaters present in the configuration.) Given the transmission protocol 

adopted (as described in section 2 above), and given that the input process to 

each repeater is a Bernoulli process, the state of the system at slot t is 

entirely defined by the vector 

n = (n , n  n ) 
1   2 N 

where n. is the number of packets present at the i  repeater at slot t. 

*Given that the hearing pattern among repeaters is assumed to be determined 
by the tree structure, a transmission by F(R) over a slot interferes with a 
transmission from S(R) over the same slot. 
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Moreover, n1 is a Markov chain. In this section, we shall analyse n hy 

first considering the case where the buffer size at each repeater is limitecf 

to one packet (M-l) and then by treating the more general case M>1. In all 

cases, the configurations considered will be symmetric. 

3.1 The Single-Buffer Case 

3.1.1 Analysis 

In this symmetric single-buffer configuration, the state of the system 

can be equivalents described by the number of repeaters with non-empty 

buffers, referred to as the number of "active" repeaters. Let n (0 < n < M) 

denote that number at slot t. The Markov chain n* has a transition matrix P 

whose (i,j)th element is given by 

0 j < i - 1 

P (1)0 - x)^1 j = i - 1 
5 (1) 

1J   | n - ps(i)] (N i yo - x)rM-k 

♦ i>8(i)(
N

k;l)xk+1o-x)K-^k+1'   j.Mk 

k = 0, 1, 2, ..., N - i 

where P (1) denotes the probability of a successful transmission given i 

active repeaters and is expressed as 

Ps(i) ■ ip(l - P)1"1 (2) 

Let w = lim PrCn1 = i). We compute the stationary distribution   ' 
t*» 

n = {TTQ, 7r2 irN) by solving recursively the system n = HP. 

£- 
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Let n denote the average number of active reporters. We have 

N 
n= T.   kn. (3) 

k=0  K 

A pnck-3t successfully tränsmitted by a population of tenrinals can bs 

"blocked" at the immediate destination repeater. As already mentioned in 

section 2, blocking is due to two factors: (i) the repeater is in a transmit 

mode* (and we denote by ß the probability of such an event) or (ii) the 

repeater's receiver is on but its packet buffer is full (and we denote by o 

the probability of this event). Let B = a + ß. We have: 

a ■ Pr{queue at receiving repeater full) (1 - p)    (4) 

■ (1 - p)n/ri 

p = [1 - Pr{q'jeue at receiving repeater enipty}]p    (5) 

= pn/N 

B -- n/N (6) 

The total network throughput, denoted by S. is defined as the rate of 

successful packets received at the station; it is given by 

S = (M - H)X (7) 

The packet delay D is defined to be the time since the packet is originated 

at the terminal until it is successfully received at the station. We dis- 

tinguish two components: (i) the access delay D^, defined to be the time 

required for the packet to be correctly received at the leaf repeater, and 

(ii) the network delay D which consists of the time elapsed since the packet 

is accepted at the leaf repeater until it U successsully received at the 

♦Recall that the station's receiver is assumed to be always on. 
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station.    By Little's result, the average network delay is given by 

( Dn = n/S (8) 
.-■■-> 

r 

i 

The maximum value of X, allowable in this model, is a function of the access 

mode in use by the terminals. Indeed, if a slotted ALOHA mode is used, it is 

well known that the maximum rate of successful packets that can be transmitted 

by an infinite population of terminals is X = 1/e = 0.368. On the other hand, 

given the memoryless property of the Bernoulli input process, the above 

analysis corresponds also to the "linear-feedback" model whereby, following 

the successful transmission of its buffer, a repeater is assumed to generate 

a new packet after a geometrically distributed time with mean 1/x. In the 

linear-feedback model, the rate X can take any value betv/een 0 and 1. 

B = n/N represents the fraction of time a repeater is active; and D repre- 
n 

sents the total packet delay. 

3.2 Numerical Results 

The main difficulty in obtaining a closed form solution to the present 

problem lies in the fact that the outcome of the system in a slot (i.e., the 

amount of work completed) Is dependent on the state of the system in that 

slot. Thus, the time spent by a packet until its success (i.e., the service 

time of the packet) is dependent on the evolution of the system over the 

period of time that constitutes its service. This situation is usually ob- 

served in the study of random-access techniques and renders the analysis of 

systems utilizing these techniques a rather tedious task. The numerical 

approach adopted here has helped overcome this difficulty (to a certain 

extent); its advantages over simulation are many: it is simpler, it is more 

economical, and the numerical results it provides are more accurate (if not 

exact). Accordingly it allows the generation of numerical results for a $~r 

large range of system parameters. This is indeed a quality of great importance 

when one attempts to gain insight on the behavior of a system via experimental 

c 
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design and it is reflected in the number of cases studied and presented in 

this note. The technique, however, does present a major drawback: it 

amounts to performing msasuremsnts on a model of the real system which is 

based on a rm.'ibsr of simplifying assumptions (acknowledgments are instan- 

taneous and for free, processing time is negligible...). The relaxation of 

such assumptions may cause the analysis to become Intractable; while it is 

more readily performed in a simulation model. Nevertheless, the assumptions 

made are not unreasonable when one's objective is, again, to gain insight into 

the behavior of packet radio systems and to determine the trends followed by 

the performance measures as a function of the system parameters. 

Fixing N end >., we observe that n is a concave function of p. Thus 

there exists a value of p which minimizes n. From Equations (6), (7) and 

(8) which express D , B and S in terms of n we note that Dn and B are also 

concave functions of p while S is a convex function of p. Moreover, it is 

clear that the value of p which maximizes S, minimizes Dn and B. As an example 

we show in Figure 3 D , S and B versus p for N = 3 and two values of A. Ke 

observe that the throughput S is not as sensitive to p as are Dn and B. That 

is, if p is improperly tuned, while the system can maintain the throughput 

desired, the network delay D and the probability of blocking B (and thus the 

access delay) may suffer large increases! 

In Figure 4. we plot the optimum delay versus the achieved throughput 

for various values of N. We note that as the degree of the tree increases, 

so does the network delay. The reverse behavior is observed for the proba- 

bility of blocking B over a large range of S (0 < S < 0.35) as shown In 

Figure 5. The total packet delay D will be dealt with in a subsequent section, 

next, we examine the network performance at saturation, i.e., at maximum 
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attainable throughput. 

3.1.3 Network Saturation 
© 

In terms of the feedback model, network behavior at saturation is obtained 

by driving X to 1. With X = 1, the Markov chain n reduces to one with only 

two states (state N-l and state M) as depicted in Figure 6. Thus» at saturation, 

the stationary distribution n is such that v   m v   = ...= ir.,« = 0, and such 

that TT^I and TT.. are solution of the system 

Vl (N-1)P(1-P)N_2 + TrN Npd-p)^
1 = „^ 

1fN-l + "N = 1 (9) 

The latter yields 

^ !!f^ no) 
1  - (N-l)p(l-p)N"2 + Mp(l-p)r!"T 

"N.I ^presents also the netv/ork throughput.    Indeed, the average number of 

active repeaters TT is given by 

n« (N-IK^ + K^ 

= N - Vl (11) 

Given A = 1, we see from Eq.  (7) that S    .  is precisely .itj.,.    The network 

delay D   is given by 

Dri =    - 1 n     Vl 
1 

Pd-p)""1   i - P 

(N-l)p i 
(12) 

8 - 
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Let «JS examine the special case of N = 2. The throughput and delay are 

expressed, as long as p ^ 1, as 

• 

Dn = 1 + i                                (14) 

• 
The network capacity is obtained for p>-l and equals 

• 

• 

11m S = 1                               (15) 
P-^l   J 

The nininum packet delay is then equal to 2  (see Fig. 4). 

Let us now study the limiting case as N-x». It is clear from Eq. (10) 

c 
that, es N gets Urge, S is on the order of r.'pO-p)^"1. The maxiimwi 

throughput is then achieved by assigning to p the value 1/N, in which case 

it is expressed as 

, H-1 
S* 0 -fi)                               (16) 

This, in the limit es H-*»t  approaches 1/e, which, as expected, is the 

• 
slotted ALOHA channel capacity with infinite population. For p = JT the 

network delay is given by 

c 
n -         1                        (17^ °n  (1.^U                            <17) 

v/hich, as N gets large, follows the linear asymplotic behavior 

c 
Dn ^ Me - 1                                (18) 

ihe above results are surnarized in Fig. 7 w'ere wo plot network capacity, 

netv/ork delay and the probability of blockincj at saturation versus K. 

c (5 -  9 - 
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Consider now the two-hop environment. In this case the maximum achievable 

.•-:"•■• 

value for X Is 1/e. The system capacity Is then expressed as 

l«x||[l - B(i.p)]} 

In Fig. 8 we plot the optimum network throughput S (maximized over p, x kept 

constant) versus X for various values of N. The system capacity is precisely 

the network throughput at X = 1/e. We note the following. For the larger 

values of N (N > 3), the throughput S (which increases with increasing values 

of X) levels off rather rapidly and gets really close to Us maximum value for 

X < 1/e. This is not so with the smaller values of N; for N = 2 and 3, values 

of X greater than 1/e can produce system throughput noticeably higher than 

what can be achieved at X = 1/e. This leads us to state that, for all practice 

purposes, the limiting hop is the terminal-to-repeater hop for H ~ 2  and 3, 

and the repeeter-to-station hop for larger N. Moreover, we note that the 

system capacity for N = 2 is smaller than for N = 3, and that for N ^ 3, it 

is a decreasing function of N. In Fig. 9 we plot the system capacity versus 

N for the two-hop configuration. 

3.1.4 The Throughput-Delay Tradeoff 

To complete the delay analysis, we need to evaluate the access delay D 

for a given throughput S. Let us first examine the various states a terminal I 

can be 1n and the possible transitions that exist among the states. Fig. 10 

represents the state diagram for the population of terminals associated with 

a repeater. First, a terminal is in the thinking state. After a random 

period of time, the terminal generates and transmits a new packet. If th? 

transmission is unsuccessful due to a collision with other contending terminals, 

the terminal joins the set of colliding terminals and reschedules transm1s|*9n 

- 10 -• 
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v;v      0f its packet following a ranHom retransmission delay, which we denote here 

by X. The terminal retransmits its packet and repeats this process until 

its transmission is free of collision by other terminals. When the latter 

is true, then the packet will be successfully received at the repeater if 

..id only if the repeater is not transmitting and its buffer Is not full*; 

otherwise, the terminal joins the set of blocked terminals and reschedules 

transmission of its packet following the random retransmission delay. The 

process will repeat itself until the collision-free transrisMon of the 

packet is successfully received at the repeater, in which -ase t - terminal 

rejoins the set of thinking terminals. It is clear from the diagram in 

Fig. 10 that the average access delay Da is equal to the average tlrre spent 

by a terminal in transiting from point A1 to point Ag, and which we denote 

by TA A . Assuming that the blocking probability B is uniform over time and 

independent of the state that the population of terminals is in**, we can write 

(referring again to the diagram in Fig. 10), 

^Vs^Vz^^V/V^ (19) 

To estirate T. . and T. . , we call upon previously published results. 
A1A2    M3 4 

Slotted ALOHA with an infinite population has been thoroughly analyzed by 

Kleinrock and Lam [7]. With the channel input from the Infinite population 

*ln the case M = 1. this condition is equivalent to the repeater's buffer 

being empty. 
**The analysis of these multi-hop environments has been slntplified by the 
basic assu4tion that the processes governing the inner-hop (repe.tcr-to- 
st lion are stochastic lly independent from those governing the torn na - 
to repeater hoj! in prticLlar we assume that the process of offered input 
to a fepeater is independent from the state of the repeater (active or empty) 

and vice versa. 
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W ■ modeled as an independent Poisson process v/ith an average of x  packets/slot, 

letting the maximum retransiii-ssfon delay be an integer number K of packet 

slots (the retransmission delay being uniformly distributed over th^ K 

slots*), and neglecting the propagation delay, the delay ^«.QUA (>■) is 

then given by [7], [8] 

VALOHA^ * 1+M] (20) 

where 

E = 
i-q. 

q« = 

^ = 

G -, k 
e        +   Fe   J 

e       V   |e    K   +   G   e.G 

1 - e 

X = G 
«u +! - q. 

ik-l 
-X 

The normalized delay (in slots) is srown In Fig. 11 versus X for various 

values of K. For each value of X, we note that an optimum value of K, K ., 

can be selected so as to achieve minimum delay. The lower envelope of all 

delay cuves provides the throughput-delay performance of slotted ALOMA with 

Infinite population. Fig. 12 shows K . versus X. 

*The geometric retransmission randomization can be used as well. However, it 
was shown [8] that the slotted ALOHA channel performance is dependent pri- 
marily upon the average value of the retransmission delay and quite insensitive 
to its exact distribution. 

- 12 - 
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.•:•:-. The model used by Klclnrock and Lam in dcterming packet delay can be 

represented by the diagram of Fig. 13, where the delay DS_ALOHA
(X)

 
corre" 

sponds to T.,.,.   Comparing the two diagrams in question, we note the following 

Both include rapresentation of slotted ALOHA channels with throughput /.. However 

while in the diagram of Fig. 13 the entire input to the channel is produced by 

the Independent Poisson process with rate A. in the diagram of Fig. 10. only 

the fraction s is produced by an indep   t process; the remaining fraction 

(X - s) is generated by the terminals in the blocked state. Regarding trans- 

missions by these terminals as "new" input to the channel, and neglecting the 

effect of the correlation in traffic introduced here by the rescheduling pro- 

tocol, we approximate T, . and T. . by 
12    4 2 

^^ = V2 = Ds-AL0HA (X) (21) 

T   is the average rescheduling delay and is simply given by 
A3A4 

T   _  K0Pt(X) (22) 
A3A4   ~2 

and thus an estimate of D is given by 
a 

0a - Th   ^S-ALOHA (^ T4T ¥ (23) 

In Fig. 14 we plot the packet delay Da ♦ Dn versus S for various values of 

M. We basically note that for N > 3. the throughput-delay performance de- 

grades slightly as N increases. As for the N = 2 throughput-delay curve, 

we note the following. First, the system capacity for M - 2 is. as indicated 

above, roughly equal to the one achieved with N - 5. Secondly, the curve 

exhibits the lowest delay for very small S, but as S increases to reach its 
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maximum value, the curve Intercepts both the N = 3 and N = 5 delay curves 

To explain this behavior, we note that for a given throughput S, D is 
n    ' 

smaller for smaller M (see Fig. 4) while D    is larger, due to the fact a 
that for smaller M a larger value of A is required to achieve that through- 

put, of course provided that the latter does not exceed the system capacity 

(see Fig. S). 

lil--A-Dyn3mi'c Control for Improved Performance 

Assuming that each repeater knows exactly the state of the system In 

each slot*, then one can improve the performance by maximizing the instan- 

taneous throughput, given by P (i) in Eq. (2), with respect to the trans- 

mission para-eter p. Given that n = i, P (i) is maximized for p = 1/i. 

We illustrate the gain obtained via the dynamic control by plotting 

in Figures 15 and 16 the network delay D and the blocking probability B 

respectively. We also plot, in Fig. 17, the system capacity versus H for 

the two-hop configuration, and in Fig. 18, the throughput-delay curves for 

various values of N. One point is worth noting here. For N > 3, the 

system capacity is attained for optimum values of X smaller than 1/e; as X 

*In practical situations, the assumption that each repeater knows the exact 
current state of the system clearly does not hold. The repeaters have no 
means of communicating among themselves other than the channel itself. However 
each repeater may individually estimate the system state by observing the 
channel outcome over some period of time, and apply a control action based 
upon the estimate. In the context of a one-hop slotted ALOHA environment. 
Lam and Kleinrock [g] give some heuristic control-estimation algorithms which 
prove to be very satisfactory. The results obtained here assuming full 
knowledge of the system state will then represent the ultimate performance; 
a bound on the performance obtained via heuristic estimation algorithms. 

i 
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.;-v;-       increases beyond its optimum value the system throughput decreases, as shown 

v. in Fig. 19, and reaches the corresponding system capacity in the uncontrolled 

case. This explains the dashed portions of the N = 5 and N = 10 delay curves 

in Fig. IS. 

3.2 The KuT tl-Buffer Case 

3.2.1 Analysis 

With M > 1, the state of the system Is described by the vector 

n1 = (n* , n* ..... njj) where nj (0 < n* < M) denotes the number of packets 

buffered at repeater i at time t. Let S denote the state space; v.-e have 

5 - {(ru , n2 nN)/0 < n. < M . Vi = 1, 2, . M) 

V!e are j;?ek1ng the probability of the one-step transition from state m = 

(m, . n2 , .... m(.) to state n = (n1 . n2 ..... nN). which we denote by 

Pr [n / m]. We distinguish the following cases. 

First, in any slot, the amplitude of change in ni cannot exceed one, and 

there can be at most one departure. Therefore we have 

(i) If there exists an Index i such that Im^ - r^l > 1 or If there 

exist i. j, i J* j, such that ni = i^ - 1 end n^ = m^. - 1 then 

Pr {n / m} = 0 

If the above conditions are not satisfied, then either a successful 

transmission took place, or no packet was successfully transmitted. Thus. 

we have 

(ii) If there exists an index in such that m. = n. +1 (indicating 
\  / y '0    0 

a successful transmission by .epeater io) then 

Pr {n / ^ = P II  (1 - P) j  n  OC + (1 - X + Xct)Ct]   (2-; 
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where 

j  lo if 

J  (O if 

J  (0 if 

n if n 

,j  (0 if n 

The term 

> 0 

• 0 

= "j 

= M 

< M 

x. 
P IT  (1 - p)  represents the probability that i0 is 

the only transmitting repeater among all active ones. The second 

product term represents the probability of all changes (that is, 

the presence or absence of arrivals) v/hich occured at the re- 

maining queues in the current slot. The indicator 5£ accounts 

for the queue lengths being finite; an arrival which finds the 

queue full is rejected, 

(iii) Otherwise no successful transmission took place. Letting 

1   = (j  I m. = n.} we have 
s J       J 

Pr {n / m} =      11 [PXJ + (l - P) jO - x + xcj)] 

- E px,  n   o - p)Xk(i - ä + xcj    n   (i - P) dA    (25) 
jel. kcl, Hi 

wh ere x- and ^i are as definec in (ii) above. 
J    J 

According to the model under consideration, an arrival to a 

repeater in a slot t is rejected (blocked) if that repeater ismn 

- 16 
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transniU mode during that slot. Thus, the number of packets 

queued at repeater jd remains unchanged with probability 

Px- + 0 - P) ,5 0 " x + H-)» Provided chat any transmission 

(represented by the term PxJ is unsuccessful. Since the re- 
w 

peaters are all independent, the probability of the event 

{m. = n.} for all jel is then given by the expression in the 
j  J 

first bracket, in which the summation 

FE  PX. n (i - P) k (i - x + xc.)I 
[jd.  J kd J 

represents the probability of all possible successful transmissions 

Now. for all j ^ I , the number of packets increased by one; the 

probability of this event is simply given by the last product 

tern. 

The transition rrjtrix P is computed numerically. Let B = Cw-)-^ be 
t 

the stationary distribution of r^ . n is evaluated by iteratively solving the 

system i: = HP. Let q. denote the queue length at repeater i. The r.arainal 

distribution of q. is given by 

Pr {q, = k) =   £   « ^6) 

The average queue length is then given by 

q = E ^ Pr {q. = k) (27) 
k=o 

-  17 - 
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The blocking probabilities a and ß are expressed as 

a = Pr{q = H) (1 - p) (28) 

ß = [1 - Pr{q = o}] p (29) 

The network throughput (in this symmetric case) is given by 

S = N X(l - a - B) (30) 

and by Little's result, the network delay is computed by 

D   = _, ä _ (31) 
n      )Tl  - a rpj 

3.2.3 HüB^Hca] Results 

In Fig. 20 we plot on the (5,0 ) plane the constant X contours (varying p) 

for N=3, M=2. The optimum delay is obtained by taking the lower envelope. 

It is noted that given X, the value of p yielding optimum delay does not 

exactly correspond to the value of p which yields minimum blocking (and 

therefore maximum throughput). However, the probability of blocking at minimum 

delay is not significantly different from the minimum blocking achievable! 

The effect M has on network delay is shown in Fig. 21 where we plot, for M=2 

and 3, the optimum delay curves corresponding to various values of M. The in- 

crease with larger M is due to the additional queuelng time incurred. We 

also note a slight decrease in network capacity. The effect M has on the 

probability of blocking is shown in Fig. 22 where we plot the minimum blocking 

as a function of S. Note the (slight) decrease achieved by going from fl-l to 

M=2. M=3, however, offers no further significant improvement! 

Thus, for a given network throughput S, an increase in H results in aryr-, 

increase in D and a decrease in Ü, (due to a decrease in B). What is then 
n a 
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the effect on the total delay D? In Figures 23 and 24, we plot D versus S 

for ^2 and r;=3, respectively, and various values of M. Acjaln, we only note 

a slight improvement in performance by going from M=l to M=2. No further 

significant improvement is gained b?yond K-2. The increase in network capacity 

(observed particularly with M=2) is obviously due to the decrease in B. 

The lack of important improvement experienced by increasing M is mainly 

explained by the fact that the system, at optimum is mostly "channel bound" 

as opposed to "storage bound". To show that, we consider the (o,e) plane 

on which we plot the constant X contours. When p is small, a predominates: 

Q>B; As p increases, the inequality reverses. The locus of optima is dis- 

played in Fig. 25 for various values of H. The curves corresponding to 

r;=2 and K-3 lie almost entirely in the ß>a half of the quadrant, showing 

that blocking is mostly due to the receiver being shut off. However, as N 

increases, the optimum drifts to the a>ß region. This effect is due to the 

fact that, for the same throughput, the optimum p decreases as fl increases 

in order to prevent conflict among a larger number of contending users. Is 

the system then storage bound when N is large, say 10 for example? It can 

be argued that there Is still no significant improvement by increasing M. 

First, with large N, D is th- predominant delay factor; indeed for a given S. 

D increases with N (see Fig. 3) while D decreases as does S/N (for N=10. 
n a 

S/N <0.04). Secondly, as S remains lower than 0.35 (value close to the capac- 

ity of these networks with large N), B is smaller for larger N rendering it 

ineffectual to further decrease it in an attempt to decrease Da. For example, 

consider fMO and S-0.35; we have: D^IO. IM).38 and Da=2.5 yielding 

0=12.5. By taking B=0, we can decrease Da to 1.15 providing thus a lower 

bound on 0 of 11.15, a rather unimportant improvement. Moreover, due to the ^ 

queueing effect, 0 increases with larger H. 

- 19 - 
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4. Conclusion 

The above analysis has provided a means by which the throughput and ^ 

delay performance measures are evaluated for slotted ALOHA packet radio 

»tar-nutworks. In particular, we have shown the effect on the systeni per- 

formance of various system parameters, namely the transmission probability p, 

tha nu-ber of repeaters N and the repeater's buffer size M. The results 

lead us to believe that the system is channel bound (the processing time at 

repeaters assumed negligible); a slight improvement may be gained by in- 

creasing the buffer size to M=2, but no significant Improvement Is obtained 

beyond that. Moreover we considered a dynamically controlled transmission 

protocol which provides a tremendous Improvement in system parfonrance. 

In two forthcoming notes [6,10] we shall report on the results of 

a similar study performed on fully-connected networks. Both slotted ALOHA 

and CSflA will be considered. 
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On the Performance Analysis of Kultlhop Packet Radio Systems: 
.'-rt III - Fully Connected Configurations Employing Slotted ALOHA 

I. Introduction 

In part II of this series [1], we analyzed the so-called star config- 

uration in which each repeater is in line-of-sight and within range of only 

the station. In this note we consider the fully connected (FC) network con- 

figuration in which all repeaters are within range and in line-of-sight of 

each other and cf the station. (See Fig. 1) With each repeater is associated 

a population of terminals generating traffic which is destined to the station. 

The main difference that exists between this and the star configuration is 

that in the fully connected case an arrival to a repeater in a slot will not 

be successfully received if any of the repeaters is actively transmitting in 

that slot. Each repeater is provided with a finite storage capacity which 

can accor'odate exactly c_ne packet. Mo ccrsideration will be rade here of 

storage capacity greater than one since the results of Part II have shown 

that the system is mostly channel bound and not storage bound, and since it 

is even more so with fully connected configurations as illustrated below. 

Definitions, system assumptions, and the notation used are identical to those 

given in Part II; they will not be repeated here. The bnsic performance 

measures sousht are the system capacity and the throughput-delay tradeoff. 

The results will be comoared to those obtained with the star configuration. 
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2^ Transmission Protocols 

Just as in Part II, the time axis is assumed to be universal end sloU;"! 

I v. into segments v.'hose duration is equal to the transmission time of a packet. 

All devices are synchronized and start their packet transmission at the begin- 

ning of a slot. When its buffer is non-empty, a repeater transmits its packet 

*n a slot with probability p. When the packet transport is successful, the 

packet buffer is freed; otherwise the packet remains in the repeater's buffer 

and thus incurs a retransmission delay geometrically distributed with mean 1/p. 

In fact with this protocol even the first transmission of a newly received 

packet (at the repeater) incurs a geometrically distributed delay following its 

reception with mean 1/p. We shall refer to this transmission protocol as the 

delayed-first-transmission (DFT) protocol. It is precisely the DFT protocol 

that was considered in the analysis of star-configurations in Part II. 

A slight variation of the above transmission protocol Is also considered 

here, which consists of transmitting (with probability one) a newly received 

packet immediately following its reception. In case of an unsuccessful trans- 

mission the packet remains in the repeater's buffer and, as above, incurs the 

geometrically distributed delay.  This protocol will be referred to as the 

irnediate-first-transmission (IFT) protocol. The motivation in considering 

it is simply an expected decrease in packet network delay due to the avoid- 

ance of an initial delay at the first transmission of the packet. Numerical 

results will be discussed in section 4 below. 

3. Analysis of Fully Connected Configurations 

3.1. DFT Protocol 

With single-packet buffers, the state of the system in a slot is entirely 

described by the number of active repeaters. We let n denote this number in 

' - 2 - f*    4 
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slot t. R* is a Karkov chain with transition matrix p whose (i.j)  element 

is given by 

0 j<i-l 

Ps(i) j=i-l 

p /. d-p)1 (i-x)^1 + [i-d-p)1-^^)]     M (i) 
. /N-i\ j-i    fi-5 

V7 
where P (i) is the probability of a successful transmission, given i active 

repasters, and is expressed as 

Pe(i) - ip (I-P)1"1 (2) 

t .. 

s 

Let VM  ■ r,i. ?r{n =i}. We compute the stationary distribution n = («Q»*I• • • t^|l 

by solving recursively the system n ■ np. The average number of repeaters n 

Is given by: 

N 

k=0  K 

Let t denote the probability that a terminal transmission is blocked due to 

transmission by one or more repeaters. Given that k repeaters are active, 

this probability is simply 1 - (l-p)k. Removing the condition we get 

N 

ß = 1 - E *.. (l-P^ W 
k=0 K 

Let a denote the probability that a terminal transnisnon is blocked due to 

the repeater's buffer being full, mumlnfl of course that no repeater is 

transmitting.    Given k active repeater;», tr      probability is simply yr (1-p)  . 

- 3 - 
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where (k-l)/(k) = k/N is the Probability that a Particular repeater R^ is 

active. Removing the condition we get 

N 

a = E  .k fc (1-P)k (5) 
k=0  K N 

T,-ie total blocking probability is given by 

B = o + ß (6) 

The network throughput S is expressed as 

N 
S -  £    »t kp(l-p)k-1    ■ MX (1 - B) (7) 

k=0     K 

and the network delay is simply given by 

Dn = | (8) 
n  b 

As in part II, the access delay Da is estimated by ■ 

Ua  1 - B uS-AL0HA u;  1 - B  2 ia; 

3.2 IFT Protocol 

Let n^ still denote the number of active repeaters In slot t. In this 

protocol, n* is not a Markov chain since its transitions depend not only on 

n  , but also on whether or not new arrivals had occurred in slot t-1. 

Instead of formulating a Markov chain model for the system by incre^öin- the 

state description to include an indicator for such events, we ChOOtc fo 

utilize the imbedded Markov chain technique and derive the .Ufu'v- tai? 

performance measures via a "cycle analysis". 

_ 4 - ^ 
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Denote by empty slot a slot in which no repeater undertook a trans- 

((    ^ mission. Denote by d the number of active repeaters in the system at the 

► end of the kz   non-empty slot (see Fig. 1). d is a Markov chain. We derive 

its transition probabilities in the following. 

Let p1^. = Pr {dk+1 = j / dk = i). Let p = (p^) be the transition 
1 jr.ctrix. (U'e drop the superscript k as we are only interested in steady-state 

conditions.) For 1 = 0, we have 

NX (1 - Xlül J-o 
1 - (1 - A)h 

P Oj 
j=1     do) 

iN-j 
^1 = ^ " J-2,St,.;,N 
(1 - »N 

Given that dk = i, let I. denote the number of empty slot separating 

two consecutive non-empty slots. Dote that, in a fully connected 

configuration, it is only in an empty slot that an arrival from a terminal 

can be successfully received at the repeater. Also note that with the IFT 

protocol, an arrival in an empty slot ends the sequence of empty slots 

separating two consecutive non-empty slots. Thus, for i ?  0, N, we have 

Pr {I. = 0} = 1 - (1 - p)1 (ID 

Pr {I. > 0} = (1 - p)1 O2) 

- 5 - 
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and the transition probabilities are given by (i f  0, N) 

0 

pr{1 =o) lfiÜiB±l ♦ pr{Ii>o} W-rt^CH)1" 
1    i - d-p)1 i - d-xr^d-p)1 j=i.i 

1 - (I-P)1 

ij ^ Pr(I,>0}  (N-O^l-O^-^l-P)1^!^^!^-^!^)1'1^!^)1]      J 
i i - (i-x)rM(i-pr J 

pr{T ^ (N-pxd-x^n-o-^ 
i ~ ci-x^d-P)1 

)r{1 >0}VJ-l'i—Qiil . 
1      i - (l-x)"-^!^)1 

j=i+t 

j>i4 2 

(13) 

Finally for i = N we sir?ply have 

3NJ 
Np(l-p) 

N-l 

1  - (I-P) 
R 

l - 
fjpd-p) 

N-l 

i - d-p) 
u 

j<N-l 

j=M 

tu) 

Let ir. = Tim Pr{dk = i}. The stationary distribution nd = [v*   n? A 

is obtained by solving recursively the system n = n P- We now derive the 

stationary performance measures. To do so, we define a cycle to be the 

interval of tirv separating two consecutive Imbedded points. A cycle is 

entirely determined by the state of the system at the imbedded point which 

initiates it and can be labeled by that state. Given that the latter is 1 e 
6 - 
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the cycle length is equal to I. + 1. To compute the average cycle length, 

we need to determine the average length of 1^ which we denote by T.. The 

probability density function of 1^ is given by 

(I-X)^1"1^! - (l-x)N] i=0; i>l 

Prii^i)  = 
1 - (1-p) i70,N;£=0 

Id^^d-X^d-p)1]1-^!^!^)^^]^)1]   W.N;£>0 

(1-P)N£[1-(1-P)N] 

Thus T. is expressed as 

1 

1=N;£>0 

(15) 

i-d-x) N 

IL-Pi 
i 

1 ^-0-p)1(1-x),|-i 

JkEl N 
i-d-p)' 

1=0 

Ij'O.N 

1=N 

(16) 

The average throughput over the cycle, which we denoted by S., Is precisely 

the probability of a successful transmission and Is given by 

1-1 
S   - prn =o}ML£l_: 

1 i       Ml-P)1 

»N-i-l,,    *i 
+Pr{l >0} (N-i)Ad-x)r<-1-,d-D)%ipfi-D)i-1n-x)N-i 

1 HT-pHMr1 (17) 

7 - 

iiiiäiiiii^^ 



>'«" ii,1 v '",.-■.- ■ - . • ■ •".-.• '."A . ■ ";".\%v:"' .^"■. • l •->'.■ . • - 

The average of the sum of active repeaters over the cycle is denoted by oi 

and is given by (Q 

>. = IT. + i + Pr{I,>0) W)X    y! (18) 
1   i       '  l-(l-p)1{l-x)N 1 

By renewal theory arguments, the stationary system throughput is expressed as 

• N 
E  Vi- 

S = _ll°  09) 
N    _ 

and the stationary average number of active repeaters is given by 

n=  ^ 

N 

(20) 
E tr4 (T.+l) 
i=o 1  1 

By Little's result, the average network delay Is 

D   =| (21) 
n     b 

The probability of blocking B is simply 

B - 1 - J- (22) ß  '  MA 

The access delay is again estimated by the expression given in Eq (9). 

A.    Numerical Results and Discussion 

We start by examining the fully-connected DFT case. Contrary to what 

v/?s shown for the DFT star configuration (with M=l), given ?., we note that 

the value of p which yields minimum D does not correspond to the value of p 

- 8 - ^ 
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which yields minimum blocking B (and thus maximum throughput). We yet the 

optimum D for a given throughput S by plotting in the (5,0 ) plane the 
; 
^ constant X contours (varying p), and then by taking the lower envelope. 

Fortunately, the difference between the minimum blocking and the blocking 

achieved at optimum delay is rather insignificant! Optimum D and optimum B 

will therefore yield the optimum total delay D for a given throughput S. 

In Fig 3 we plot the optimum D versus S for various values of M along 

with the corresponding curves obtained in the star configuration. Fig 4. 

shows the optimum blocking versus S. We note that, as expected, the pro- 

bability of blocking is consistently higher for the fully connected config- 

uration; this is simply due to the fact that transmissions by all repeaters 

contribute to the blocking of an incoming packet. Moreover, little discrep- 

ancy is observed as N varies between 2 and 10. The delay D , however, is 

smaller for lowsr throughput (with the exception of M=2), and the difference 

l' becomes more significant as N gets larger. 

To see the importance of blocking due to repeaters transmissions (ß) 

relative to the blocking due to lack of storage (a), we plot in Fig 5 a 

I versus & for various values of N along with the curves corresponding to the 

star configuration; it is all too evident from this figure that p is the 

predominant factor and thus that the fully connected configuration Is even 

I more "channel bound" than the star configuration. Moreover, ß becomes more 

and more important relative to a as fl increases, due to the larger number 

of contending devices. This certainly justifies the absence of consideration 

t in the present study for buffer sizes larger than 1. 

fcVÖ ^'>'1<0-'^ •'■•'•'^^ 
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For a tv/o-hop fully connected environment, the system capacity 1s obtained 

for X = 1/e. We plot in Fig 6 the DFT system capacity versus N Co» tuli an' 

the star configuration. The fully-connected environment provides a smaller 

network capacity than the star configuration, especially for the smaller 

values of N (M<6); however, as N gets larger (7<N<10), the capacity of the 

fully-connected system approaches the one achieved In the star configuration; 

The total packet delay D = D+Dn for the fully connected DFT system Is 

plotted versus S In Figures 7, 8 and 9 for the cases N = 2, N = 5 and N= 10 

respectively, along with, for comparison, the throughput delay curves corre- 

sponding to the star configuration. (The curves corresponding to the IFT 

protocol appearing In these figures will be discussed subsequently). We 

note that for both N = 2 and N = 5 the delay Is larger than or equal to 

the de.ay obtained with the star network; for M = 10, however, not only 

does the system capacity approach the one obtained with the star configura- 

tion, but the delay Is also smaller for a wide range of S; this Is simply 

explained by the fact that, as N gets larger, the value of X  that achieves 

a given throughput Is smaller, and thus D becomes the predominant component 

of D; the Improvement in D observed for N = 10 (see Figure 3) overcomes the 

degrading effect of the larger blocking proabHity experienced (see Fig .:)• 

The throughput delay curves for networks of arbitrary connectivity employing 

the DFT transmission protocol are expected to lie between the two displayed. 

However we have no formal proof for this claim! 

Consider now the fully-connected IFT case*. The main focus here is to 

♦The consent we made earlier regarding minimum blocking and minimum delay 
in the fully-connected DFT case is also valid here. 

10 
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^ compare the performance obtained with this case to the one obtained with 

the DFT protocol. This we do by first plotting D versus S in Fig 1o and B 

versus S in Fig 11 (at optimum) along with the delay and blocking correspon- 

ding to the DFT protocol. We note that for the most interesting range of S, 

D (and to a certain extent B) are indeed smaller with IFT. The IFT-system 

capacity for a two-hop environment, however, is dominated by the DFT-system 

capacity (with the exception of N = 2) as shown in Fig 6 above; this capacity 

is not too sensitive to variations in the size of the network, N. The 

throughput-delay curves appear in Figures 7, 8 and g for N = 2, N = 5 

and N = 10 respectively. For N = 2, the IFT delay curve Is consistently 

lower than the DFT curve. For N = 5 and 10, the IFT delay is lower over a 

significant range of the throughput, but as S increases, the relationship 

rsversss as the IFT system reaches its capacity sooner. Thus we experience 

with the IFT protocol a slightly improved packet delay but a slightly 

degraded system capacity. 

5. Conclusion 

In this note we studied fully connected configurations employing slotted 

ALOHA. We considered two transmission protocols, the delayed-first-trans- 

mission (DFT) protocol (also considered in Part II for the analysis of star 

configurations) and the immediate-first-transmission (IFT) protocol. The 

major conclusions follow. The DFT fully connected system provides a capacity 

which is smaller than the one achieved by the star configuration. The 

difference decreases as N approaches 10. The total packet delay is also 

larger in the fully connected case except with the larger values of N 

'namely N = 10), for which a slight improvement is fjained over a significant 

- 11 - 
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range of S, due to a smaller achievable network delay. The sensitivity of the 

system performance to variations in the transrnibbion JJ'^U^LM Wa3 oustrveu V.-'.y 

comparing the results obtained with the IFT protocol to those obtained with 

the DFT protocol. We basically noted a lower system capacity with IFT; this 

capacity is not too sensitive to changes in N. The packet delay, however, has 

slightly improved over a significant range of the throughput. 

In the forthcoming Part IV [2], we shall be analysing the performance of 

packet radio networks employing the nonpersistent CSMA mode. 
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Figure 3   Slotted ALOHA Star and Fully-Connected Configurations: 
Optimum (Network) Throughput-Delay Curves. 
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On the Performance Analysis of MuUlhop Packet Radio Systems: 
Part IV - Fjlly Connected Configurations Eniploying CSMA 

L    Int-rdjcticn 

Carrier Sense Multiple Access (CSMA) [1,2,3,4] has become a well known 

technique, which enables efficient sharing of a data communication channel 

by a large population of bursty users In a ground radio environment; this 

envircnnont is characterized by a propagation delay between the devices which 

is very smell compared to the transmission time of the packet (typically }%). 

Briefly, CSMA reduces the level of interference (caused by overlapping packets) 

in the random multiaccess environment by allowing terminals to sense the carrier 

due to other users' transmissions; based on this channel state information 

(busy or idle), the terminal takes an action prescribed by the particular CSMA 

protocol being used. In particular, a terminal never transmits when it senses 

that the channel is busy. In [1] we described and analyzed two protocols 

referred to as nonpersistent and p-persistent CSMA; the performance of these 

was given in terms of channel capacity and throughput-delay tradeoffs. It 

was shown that, for a ground radio single-hop environment in which all devices 

are within range and in line-of-sight of each other, CSMA offers a performance 

much superior to the ALOHA schemes. For a propagation delay equal to 1" of 

the transmission time of a packet, the nonpersistent protocol, for example, 

offers a channel capacity of over 80';, while we CüM only attain 3G.C"' for 

slottsd ALOHA and IS.4:; for pure ALOHA; packet delay is also significantly 

improved with CSMA. Mow the questions of interest are: How does CSMA perform 

1 



in multi-hop environments? How does it compare to the ALOHA modes? Do 

we still enjoy the Itnprovwnont in performance over ALOHA experienced in 

single-hop environments? 

The performance analysis of multi-access schemes in multi-hop envi- 

ronnants is a difficult task; there is no simple approach yet to tackle the 
J 

general problern, nor is there a way to translate the results obtained in 

single-hop systems to the more complex ones. For example, we are already 

certain that in multi-hop environments devices are not all within range and 

in l-^-of-sight of each other; this means that on one hand the hidden ter- 

minal problem prevails and, as shown in [2], this can significantly degrade 

the performance of CSMA; on the other hand, not all transmissions will affect 

the successful reception of a packet at an immediate destination. 

In parts II and III of this series [5,6] we gave an analysis of slotted 

ALOHA in simple multihop environments, namely the star configuration and 

the fully-connected configuration; in these, packets originate at terminals, 

are destined to a central station, and require for their transport a successful 

repetition by repeaters which are in line-of-sight and within range of the 

station. In the fully-connected configuration, all repeaters are also within 

range and in line-of-sight of each other; a terminal however is within rarge 

of a number of terminals, but of only one repeater. Only inbound traffic 

was considered. We derived the system performance in terms of capacity and 

throughput-delay tradeoffs and determined its dependence on various system 

parameters such as the transmission protocol, the network configuration, and   . 

the repeater's storage capacity. 

In this note we attempt to answer the above questions by considering 

the simple network configurations utilized in the context of slotted ALOHAy^ ^ 
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in particular we restrict ourselves to the fully connected one (to be des- 

cribed in detail below) in order to gain much of the advantage of CSMA. 

Basically, we shall derive the fundamental throughput-delay performance, 

and thus give a comparison between this and the results obtained with slotted 

ALOHA.    Only the nonpersistent CSflA protocol will be considered because of 

its relitive simplicity in analysis and implementation, as well as its rela- 

tively high efficiency. 

To render the analysis more tractable, a number of simplifying assumptions 

are made.    These assumptions will be introduced as needed; and to the largest 

extent possible we will either justify them or evaluate the effect they have 

on the results. 

II.    The Nonpersistent. CSMA Revisited* [1,3] 

For the sake of clarity and completeness, we repeat here the description 

of the nonpersistent CSMA protocol as well as the infinite population model, 

along with its underlying assumptions, which was previously used in analyzing 

the scheme.    We also give the throughput analysis, a report on the determin- 

ation of packet delay and a discussion of simulation results.    Moreover a 

simple approximate model is given which characterizes the traffic of successful 

packets from the infinite population. 

2.1    The Monpersistent CSMA Transmission Protocol  [1] 

A terminal with a packet ready for transmission senses the channel and 

operates as follows. 

*This section consists basically of extra     . ui   [1] and [3] which consitute 
the preliminaries and background necessary for the analysis presented in this 
note.    The reader familiar with the results of [1] and [3] may skip this 
section perhaps with the exception of §2.5. 
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1) If the channel is sensed idle, it transmits the packet. 

2) If the channel is sensed busy, then the terminal schedules the rcK/y 

transmission of the packet to some later time according to a retransmission 

delay distribution. At this new point in time, it senses the channel and 

repeats the algorithm described. 

A slotted version of this can be considered in which the time axis is 

slotted and the slot size is T seconds (the propagation among pairs of devices 

is assumed to be the sane [1]). All terminals are synchronized and are forced 

to start transmission only at the beginning of a slot. When a packet's arrival( 

occurs during a slot, the terminal senses the channel at the beginning of the 

next slot and operates according to the protocol described above. 

2.2 The Infinite Population Model [1] 

Assume that our traffic source consists of an infinite number of users 

who collectively form an independent Poisson source with an aggregate mean 

packet generation rate of X packets per packet transmission time T*. This is i 

an approximation to a large but finite population in which each user generates 

packets infrequently and each packet can be successfully transmitted in a 

time interval much less than the average time between successive packets gen- 

erate!-! by a given user. Each u'sr in the infinite population is assumed to 

have at most one packet requiring transmission at any time (including any 

previously blocked packet). Under equilibrium conditions, X is also the 

channel throughput. F.ecause of packet interference, the achievable thröughp'dt 

will always be less than 1. The traffic offered to the channel from our co- 

llection of users consists not only of new packets but also of previously 

♦We assume that each packet is of constant length requiring T seconds for 
transmission. £r i 
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collided packets: this increases the mean offered traffic rote which wc 

denote by G (packets per transmission time T) where G ^ x.    To avoid re- 

peated conflicts, each user delays the transmission of a previously collided 

packet by some random time whose mean is IT   (chosen,  for example, uniformly 

between 0 and X ,    = 2 X). max 

Our tv/o further assumptions are the following. 

Assumption 1: The average retransmission delay JT is large compared to T. 

Assumption 2; The interarrival times of the point process defined by the 

start times of all the packets plus retransmissions (and reschedulings) are 

independent and exponentially distributed. 

It is clear that Assumption 2 is violated.    (We have introduced it for 

analytic simplicity.)    However some simulation results are discussed below 

which show that performance results based on this assumption are excellent 

approximations.    Moreover, in the context of slotted ALOHA it was analytically 

shown, in the limit as Y-v», that Assumption 2 is satisfied. 

So far, we have introduced the following notation:    X (throughput), 

G (offered channel traffic rate), T (packet transmission time), X" (average 

retransmission delay) and T (propagation delay).    If we use T = 1 (for nor- 

r^lisatinn), then we express - as ?. = T/T and X FIS ^ = X/T. 

2.3   Throughput Analysis [1] 

Here we solve for X in terms of G and a.    The channel capacity is found 

by maximizing X with respect to G.    X/G is the probability of a successful 

transmission or scheduling.    C/>. is the average number of times a packec must 

be transmitted (or scheduled) until success. 

Given the assumptions introduced above    the (x,G)  relationship for the 

(unslotted) nonpersistent CSMA is given by 

W -. -•' -% -'. -'• -'.--   -•» .••-•/ ■". -*.-% -'. .'. -'. -'. -'■ -'. -"i -N   ■'. .•.:'. -'.-'. .-. -V-*. -^ -•. -■» J1. --.■•-'.«--•■.• '.' •-" •.'.V* ■v'O C-A." O *■* .■>■• ;-t^-'.,«-' I-- »^ .-■■-■■•.. 



^._H  (!) 
G(l+2a) + e"

aG c:.:, 

and for the slotted nonpersistent CSMA by 

x -  a6c „e (2)  ■ 
1 + a - e a6 

Proof (slotted case): 

We consider the time axis and we define a transmission period (TP) to 

be the period of time required for transmission and reception of a packet 

and its (possible) overlapping packets. Thus v/e observe on the time axis 

transmission periods separated by idle periods, as depicted in Fig. 1. The 

length of a TP is 1 + a. A TP is successful if only one packet is trans- 

mitted; the probability of this occurring is 

ar0-
aG 

Due to the memoryless property of the Poisson process, the average idle 

period (normalized to T) is simply 

.n-aG 

r'~^ (4) 1 - e 

Using renewal theory arguments, the average channel utilization is given 

by 
P 

X =  (5) 
T+ 1 + a 

Substituting for P    and T the expressions found above, we get Eq (2). 

Q.E.D. 

^ 
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Curve A In Fig. 2 is a plot of \  versus G for the slotted nonpersistent 

y ;V;.       CSMA when a ■ 0.01. 

2.4 Discussion and Delay Analysis [1,3] I  
The above analysis is based on renewal theory and probabilistir argu- 

ments requiring independence of random variables provided by Assumption 2. 

f-'oreover steady state conditions are assumed to exist.    However from the 

(X,G) relationship derived above one can see that steady state may not exist 

because of inherent instability of these random-access techniques.    This 1n- 

. stability is simply explained by the fact that when statistical fluctuations 

in G increase the level of mutual  interference among transmissions, then the 

positive feedback causes the throughput to decrease to 0.    Extensive simu- 

I latior. runs performed on a slotted ALOHA channel with an infinite popula- 

tion [7],  (a system known to exhibit a behavior similar to CSMA's), have 

indeed shown that the assumption of channel equilibrium is not valid; in 

I fact, after some finite time period of quasi-stationarity conditions, the 

channel will drift into saturation with probability one.    Nevertheless, the 

result above is useful for, as also supported by simulation. It is meaningful 

I for this quasi-stationary finite (and possibly long) period of time. 

In the sirrulation model con^irlsred [1] ws relax Assufrptlons 1  and ?. 

concerning the retransmission delay and the independence of arrivals for 

I the offered channel traffic.    That is, only the newly generated packets are 

derived independently from a Poisson distribution; collisions and uniformly 

distributed random retransmissions are accounted for without further assump- 

tions.    In general, our simulation results indicate the following. 

1) For each value of the input rate A, there is a minimum value 6    for 

the average retransmission delay variable such that below that value it is 

^v>>>>:;->sv>:^^ 



Impossible to achieve a throughput equal  to the input rate.    The higher X is, 

the larqer 6   must be to prevent a constantly increasing backlog. I.e., to'--'> J       o 

prevent the channel  from saturating. 

2) Recall that the throughput equations were based on the assumption 

that X/T = 6 » 1.    Simulation shows that for finite values of 6, fi > 50, 

but rot too large compared to 1, the system already "reaches" the asymptotic 

results (6 -»• »).    That is, for some finite values of 6, Assumption 2 is 

excellent and delays 9re acceptable.    Moreover, the comparison of the (x,G) 

relationship as obtai-^d from simulation and the results obtained from the 

analytic model exhibits an excellent match.    Simulation experiments ware 

also conducted to find the optimal delay; that is, the value of 6(S) which 

allows one to achieve the indicated throughput with the minimum delay. 

In Fig.  3 we plot in dashed line this delay for the nonpersistent CSMA.    The 

values of 6 used in obtaining this curve are: 

1/2 0 < A < 0.55 

s =  /   2 0.55 < X < 0.65 

4 0.65 < X < 0.75 

In a subsequsnt pnper [3], we forrulatpd a Markovian model  for th? 

nonpersistent CSriA which allowed us to obtain analytically, in the case of 

a finite population, the throughput-delay performance as well as the effect 

of the retransmission delay end of the population size on the performance. 

With finite copulations,  the Markov chain in question is  irreducible and 

ergodic and steady state is always reached; however, if the retransmission 

delay is not sufficiently large, then the stationary perfonmnce attained 

8 rsr 
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is significantly degraded (low throughput, very high delay), such Lhdt, for 

all practical purposes, the channel Is said to have failed; it is then called 

an unstable channel. With an infinite population, the Markov chain is not 

ergodic and stationary conditions do not exist; the channel is always unstable. 

For unstable channels, a stability measure is defined which consists of the 

average time it takes the system, starting from an empty state, to reach a 

state determined to be critical*[3,8]. In fact, this critical state partitions 

the state space into two regions, a safe region and an unsafe region. The 

stability measure is the average first exit time (FET) into the unsafe region. 

As long as the system operates in the safe region, the channel performance is 

acceptable; but then, of course, it is only valid over an average finite 

period equal to FET [3]. In Fig. 3 we also plot the throughput-delay perfor- 

mance for the infinite population case with guaranteed FET of 1 minute, 1 hour, 

and 1 month. We note that the quasi-stationary results obtained by sim- 

ulation constitute a rather conservative prediction of the "true" performance 

of CSflA channels for a period of time of at least 1 month. 

2.5 A Model for Successful Traffic 

It is often the case, in multihop environments, that the output of a pop- 

ulation of terminals, defined as the process of successful packets on tht? 

channel, constitutes the input to some other system component, say a repeater. 

It is therefore useful to have a simple characterization of this process. In 

reference [9] we have approximated the output of a nonpersistent CS'-!A channel 

by a Pcisson process with a mean of \  packets per T sec. The goodness of the 

approximation was verified by comparing the density function of the exponential 

*In this model, the state is defined as the number of terminals with a non- 
empty packet buffer. 



distribution to histograms of interdeparture times (i.e., time between the 

end of transmission of successive successful packets) obtained from simu- (S 

lation. Examples are shown in Fig. 4. V.'e note that except for interde- 

partures in the range of one or two packet transmission times, the match is 

acceptable and that the samller the throughput is, the more valid is the 

assumption. The main criticism we have here, however, is that this approx- 

imation does not explicitly account, in the evaluation of interdeparture 

times, for the transmission time of the packet; the latter, as can be seen 

in the sequel, is an important factor in the analysis of multihop systems. 

Thus, we much prefer to use the following model. Let Y denote an arbitrary 

interdeparture time. We approximate Y by 1 + Z where Z is exponentially 

distributed with mean 1/X - 1 = l/X*. Thus we use 

Pr{Y < y} = 1 - e'*'^"1)      y > 1 

The density function for this distribution is plotted In dashed lines in 

Fig. 4.    The comparison with the interdeparture histograms shows that this 

approximation is very acceptable as well. 

III.    Analysis of Fully-Connected Configurations 

3.1    System Cor.fKiuration end Transmission Protocol 

We consider in this note the fully-connected two-hop network configura- 

tion [6] in which all repeaters are within range and in line-of-sight of each 

other and of the station.    With each repeater is associated an infinite pop- 

ulation of terminals generating traffic which is destined to the station 

(see Fig.  5).    Each repeater is provided with a finite storage capacity which 

can accomodate exactly one packet.    Termina-1    follow the nonpersistent protocol 

described earlier in section 2.1.    Repeaters also use the nonpersistent CSMA 

10 
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mode as described In the following. A repeater which has completed the suc- 

® cessful reception of a packet from its associated population of terminals. 

transmits the packet without delay. The repeater is guaranteed that the channel 

is idle at the end of a correct reception since, given the system connectivity, 

all repeaters must have been quiet during the entire reception time of the 

packet. (This corresponds to the so-called im,„ediate-f1rst-transmiss1on (IFT) 

protocol considered in [6] for the slotted ALOHA mode as well.) This first 

transmission of the packet by the repeater may be unsuccessful due to colli- 

sions with transmissions from other active repeaters. The rescheduling of 

the packet is assumed to be geometrically distributed: the unsuccessful re- 

peats- resenses the channel in the current slot with a fixed probability v. 

of course a retransmission will result only if the channel is sensed idle. 

Oust as in [5.6] we shall assume that devices learn about their success or 

failure instantaneously at the end of their transmission period. We define 

the network throughput S to be the average number of packets received at the 

station per T seconor. The packet delay D is defined to be the time since 

the packet originates at the terminal until it is successfully received at 

the station; as in [5.6]. we distinguish the two components: Da. the access 

delay and Dn the network delay. We are seeking hare the throughput-delay 

performance^ such CSMA networks. N denotes the number of repeaters present 

in the system. 

3.2 The Single-Repeater Case 

Before we proceed with the general model and its underlying assumptions. 

we consider here the simple case M » 1. It is clear that in this case re- 

peater's transmissions are successful. Considering the infinite population 

model described in section 2.2. the analysis of this system differs from the 
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single-hop one given in section 2.3 by the simple fact that a successful 

transmission here requires 21  seconds instead of only T. The probability '"■■*•' 

of a successful transmission P and the average idle period T arc as expressed 

in Eqs (3) and (4) respectively; the average busy period however is given by 

B = (1 - Ps) (1 + a) + Ps (2 + 2a) (7) 

The network throughput is then expressed as 

s. A_ ;faS .ae  (8) 
T + B  1 + a - e"aG + aGe aG (1 + a) 

Curve E in Fig. 2 is a plot of S versus G for this simple case. We note here 

that the network capacity is about 46% of the total available bandwidth while, 

in single hop envirrnments, we were able to achieve 85%; the channel utiliza- 

tion at the repeater, however, is 92%! This example shows that the introductic 

of a repeater, and thus an extra hop for each packet transmission, has signl- | 

ficantly decreased the net throughput of a centralized network. Next, we 

consider the more general case N > 1. 

3.3 Model Assumptions 

Consider for each population of terminals T. a time line which exhibits 

packet transmissions from T. only. Consider also a time line R which exhibits 

packet transmissions from repeaters only. On each such time line we observe 

an alternate sequence of transmission and idle periods. The processes defining 

these time lines are evidently dependent on each other in a rather complex way; 

the dependence is determined by the particular system connectivity. To render1 

the analysis tractable, we introduce here the following two assumptions. 

12 
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Assumption 3. When sensing the channel, a repeater R^ can distinguish 

between the presence of carrier due to other repeaters and carrier due to 

transmissions by its associated population of terminals T^*. 

The simplification gained here lies in the fact that the decision made 

by a repeater to transmit its packet is solely dependent on the state of 

'-.he repeaters population. The performance evaluation will be rather slightly 

optimistic; indeed, delaying transmission by a repeater because of terminals' 

transmission (whether successful or not**) would only degrade the system per- 

formance. It Is to be noted, however, that the effect of this assumption 

will be smaller as M gets larger. Our next assumption is 

Assumption 4. Similarly, terminals do not inhibit transmission when 

their associated repeater is transmitting. 

It is clear that this assumption is violated In the environment under 

consideration. By introducing it, we simplify the problem in that we allow 

the processes defining each time line T^ to be independent of the repeaters 

time line; the successful transport of a packet from T^ to R^, on the other 

hand, will be considered dependent on the state of R, as will be seen in the 

analysis below. The effect of Assumption 4 is to provide a pessimistic eval- 

uation of system performance; indeed transmissions from Tj which start during 

a transmission period of R. are useless and contribute to a higher traffic 

rate on time line T.. However, it is to be noted here again that this effect 

♦The distinction between the two different carriers can be made possible in a 
real system if the discrepancy in power levels is significant (the repeater 
transmit power being for example much greater than terminals' transmit power) 
or if different data rates are used. 

**Repeaters possess single packet buffers. 
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will be smaller as N gets larger. For N B 10, for example, T.. can only 

hear 10% of the repeaters' traffic! (In section 3.6 below, we evaluate 

this effect for the N = 1 case, which was analyzed exactly in 3.2 above.) 

With the above two assumptions, the correlation among the time lines 

is reduced; Fig. 6 exhibits instances of these time lines. The analysis 

fol1cws. 

3.4 Analysis 

Similarly to the analysis given in Parts II and III £5,6] for s'otted 

ALOHA, v.e shall treat here the inner-hop and the terminal-to-repeater hop 

separately. 

Consider time line R on which we observe an alternate sequence of trans- 

mission periods and idle periods. As in [3], we consider the imbedded slots 

defined to be the first slot of each idle period (see Fig. 7). The intervals 
t, 

between two consecutive imbedded slots are defined as cycles. Let n  denote 

the number of active repeaters* in slot te. We show that n e is a Markov 

chain and determine its transition probabilities. 

Given n e = n. let I denote the length of the idle period (In slots). 
n 

An idle period ends in a slot if either an active repeater decides to start 

transmission in that slot or a successful transmission to a passive repeater 

from its associated population of terminals is completed in that slot (since 

the repeater immediately »elays it) or both. A transmission from T.. is said 

to be T.-successful if it is free of collision from other terminals in T^ 

It is clear that for a T.-successful transmission to be successfully received 

at repeater R. (considered inactive), this transmission should entirely take 

place during an idle period of time line R. Consider the imbedded slot te 

  Q    « 
*An active repeater is a repeater with a non-empty buffer. 
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= ' t 
and assume n e = n. Let then J denote the time until some active repeater 

•;>•:•      decides to sense the channel (and hence to transmit if the channel is idle). 

J is geometrically distributed; its density function is given by 
n 

Pr {J ■ k slots} = ( 1 - v)"^'1^! - (1 - v)nJ       (9) 
n 

t 
With n e = n, thore are N-n inactive repeaters. Let Ri_ again denote one of 

them. By the independence assumptions we regard time line T.J to be entirely 

governed by the processes of the infinite population model, where the rate of 

T. -successful packets is X and the total rate of sense points is G. By the 

same assumptions, we can reasonably assume that, relative to time line T. , 
'j 

the end of a cycle represents a random look in time; accordingly, the proba- 

bility that this point falls in a transmission period of ^ is 1 - X/G, and 
w 

In an idle period, >./6; these two instances are shown in Fig. 8. We let Yi _ 
ü 

denote the time since  until the end of the transmission period; Us distri- 

bution is then given by 

Pr ( Yt iy > = |+ 0 -|)f        0<y<T    00) 
«I 

Given that a transmission from T. requires T slots*, it Is clear that no 

successful reception at repeater R^ can take place before slot te+ Y.. + T 

= t + Y'    From the characterization of successful traffic introduced in 
e  U 

section 2.5 above, we note that, following te + Y*   the arrival process from 

T. to R. can be represented by a Bernoulli process, whereby the probability 

♦Consider the slot in this section to represent the time unit; T then repre- 
sents the number of slots per packet transmission tine and a = 1/T; the perfor- 
mance measures however will still be given normalized to T. 
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of completion of a correct reception in a slot is ax1, with X' -  1/(1/X-1), 

Without loss of generality, we let 0 ^ Y'. < Y'.  £ ... < Y-'  <». It is Q 

clear that for any slot t, t + YI»  < t < t + Y'-   , (and under the con- 
e   ^ "    e   ^+1 

dition that no arrival took place to any inactive repeater prior to t,) the 

arrival process in slot t is binomial such that 

Pr{k packet receptions completed in t, 0 < k < j} =fy(aX')k(l-aX ,)J'~k 

01) 

To avoid the great complexity involved in treating the problem exactly, 

we choose here to derive an upper and lower bound on performance by con- 

sidering much simpler arrival processes. Let Y^.^ = y.    and Y^„ = Y,I 
mm ■1 

The upper bound is obtained by considering the following: 
max "N-n 

Pr{k packet receptions completed in t, 0 £ k 5 N - n} 

l(N-n)(aX')k (l-ax')N-n-k 

t < t + Y'. e  mm 

t + Y1. < t <» e  mm - 
(12) 

The lower bound is obtained by substituting YnJax for Y^n in Eq. (12). 

Let Y' denote interchangeably Y'.  and Y'    The subscript m will be 
m s  J mm    max 

replaced by min or max where needed. If J < Y' then the idle period ends n   m 
because of the start of a transmission from an active repeater; if J > Y' n  in 

then arrivals to passive repeaters are possible, and for each slot thereon 

it is the contention of both active repeaters and passive repeaters just 

completing reception that determine the end of the idle period in that slot. 

The system state does not vary over a transmission period of time line R. 
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With these considerations, the transition probabilities between consecutive 

imbedded points arc simply given by 

poj 

M (ax') (1 - ax')""1 

1 - (T^X7? 
0 

l(;!)(ax-)k(l-ax')N-k 

1 - (l-ax')N 

j ■ 0 

j ■ 1 

j > 1 

(13) 

Nv (l-v) N-l 

P N.j 1 - (l-v)' 

Nv(l-v) N-l 

1 - (l-v)' 

j < M-l 

j = N-l 

j = N 

(14) 

n.J 

and for 1 < n < N-l 

pr{j . y.j "v(l-v)^ + pr{j: > Y.} (l-aX^^Vd-v)"-
1 

'n  rn' 1 - (l-v)n    "n" m' l-(l-v)n(l-aX')N-n 

Pr{J < Y'} l-n^l-^^-d-v)" 
n  m    l-(l-v)n 

j < n-l 

j = n-l 

.»M-n-l/,  »n 
+pr{J . Yt] (l-axM

N'^l-nv(1-v)n'1-(l-v)n1HN-n)aX'(l-ax')
r|-n-'(l-v)n j 

l-(l-v)n(l-ax')N-n 
= n 

Pr{J- > Y') 
> v'l (N-n)ax'(l-ax')

N-n-1[l-(l-v)n] 
l-(l-v)n(l-aX')N"n 

Pr{J 

/N-n\   j-n     N-j 
> Y')^/M1)    (1-aX,) 

11
  äTi  l-(l-v)n(l-aX')N-n 
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j = n+1 

j > n+1 

(15) 
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We now derive the expressions for Pr(Jn > Y^n } and Pr{J > Y[|)ax }. Given 

n  = n, and the distribution for Y. given in Eq. (10), we have 

P^ax 1 T + y) = 

Pr{Y',1n > T + y} 

i+ (1- I) I 
G  U G; T 

N-n 

IV 

(I- $) (1- ft 
•1-n 

0 £ y £ T 

0 < y < T 

r. 

(16) 

(17) 

Fron the distribution of J given in Eq. (9) we note that 

Pr{Jn > k} = (1 - v) 
n{k-l) 

(18) 

Using Eqs.  (16) through (18) we have 

IWn^ax >-0-v) 
* ' y=o 

)nydPr{Y'        <T+y} }]    (19) 

P^Jn 1 Y'in } - (l-v)n^    l-(l-|)N"n ^O-v)^ dPr{Y'in   < T+y}J  (2 

It is shown in Appendix A, that the solution of the above integrals yields 

the following expressions: 

•"'"niW«1-'' 
n(T-l) r 

+ (l-v)n(2T-^(N-n) 

- (iV/^Vn) ^ 

N-n-1 

ä+ Fl   ["   TfMPNkJT    k+1 
0t 

N-n-1      n-n-l '-f'    ( nk    (N-n-l)!      (x/GT 
A    i  ; irr-n-i-"kyr "   R+I 
K-1 o 

N-n-1-k 

(21) 
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Pr{J 
n - 
>r    } = (i-v)"^-^ 

mm 
1-(1- ^N-n 

+ (l-v)n(T"1)(N-n) n u\nT (N»n-l)l _ (1->./G) 
u"v;  ' N-n        a a 

N-n-1 

n'n'} (w-n>ni   n-x/G)N-n"1"k 

- E 
k=l  (n-n-l-k)! k+1 

(22) 

where a = _ LioaQ^v):] 

te 
Thus we have so far determined that n  is a Markov chain and derived its 

transition probability matrix, which we denote here by P. The chain is 

irriducible and ergodic and a stationary distribution n = {r . ir., ..., v..) 

exists where 

QL 

■n.  = lim Pr{n  = 1} 
ti- 

ll is obtained by solving recursively the system n = HP. Now, we proceed 

with the derivation of the performance measures, namely the network throughput 

S and the network delay D . We have defined a cycle to be the interval of 

time separating tv/o successive imbedded slots; a cycle consists of an idle 
te 

period füllowed by a transmission period. Given that n ' = n, let I denote 

the length of the idle period; the transmission period is of length T + I; 

the cycle length is I + T + 1. The probability of a successful transmission 

by the repeaters over the cycle, which we denote by Sn is expressed as 

S„ = Pr{J < Y' } 
nv(l-v) 

n-1 

n m l-(l-v)' 

+ Prn .VI nvO-v^d-ax')^" ♦ (r;-n)axl(l-ax')N-n-1(1-v)n 
+ Pr{Jn^V 1 1 (l-v)" 0.«r)N-n 

(23) 
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In this expression, we distinguished the case J < Y' where only active 
n  m >*•> 

repeaters contend on the channel, and the case J ^ Y' where arrivals may 

contend as well. Let o denote the average sum of active repeaters over all 

slots in the cycle. I denoting the average length of I , it is expressed as 

0n = (T + T + l)n + (T + 1) Pr{Jn > Y'} ^-n) aX' .. n (24) 

By renewal theory arguments, we write the stationary system throughput S and 

the stationary average number of active repeaters n respectively as 
N 
t;  TT  S  T __Ä n n 

S = n=o 

J>n(VT + 1) 
n=o 

(25) 

N 
H ^ 0^ «-« n n n=o 

k '"(i" + T + ^ n-o 

(25) 

By Little's result, the average network delay D   is given by 

n     5 (27) 

We are now left with the determination of I  .    Given that Y1    = y, th< 
n in 

average idle period is simply given by 

Tn/VVy " Pr{Jn < »  rn/Vy.Y; - y 

+ Pr{Jn > y} y + 
l-(l-v)n(1-aX')N-n 

(23) 
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w 
Let n ^ 0,N we first have 

Pr{Jn < y) =-• 1 - Pr{Jn > y - 1} = 1 (l-v)0^"1) (29) 

For 0 < k < y-1 we have 

?r(!n - k / Y; = y. Jn < y) 
(1-v)n^-1)[1-(l:v)

n] 

l-(l-v) nTy-'lT 
(30) 

The average idle period irr this case Is 

k=0  1 - (l-v)n^:i^ 

i-n-v)^ .vn-v)n^n-n.v)ni 
[i-d-vrtD-d-v)^-1^ 

(31) 

Thjs, for n f  0,N, 

+ yd-v)
n(y-1)+—Ü^i 

n(y-l) 

l-(l-v)n(l-aX')N-n 

 1— + (l-v)"^15 

Ml-v)n 
d-v)r 

l-(l-v)n(l-aX')N-n  l-d-v)n 

(32) 

Removing the condition Y' , '.ve findlly have 

T = 1   + PrIJ,. > Y! } 
l-(l-v) 1.0-V^(l-8X')N-n l-(l-v)n 

where Y' can be replaced by either Y^.n or YJ 
(33) 

max 
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When n = 0, Pr{J < y} = 0 and Eq. (28) is written as 

i0/Y. . „ • y + 
m y        '  l-(l-aX')N 

(34) 

Removing the condition on Y'   , we get for the lower bound case 

1 
0»m3X     l-(l-ax')rj 

1 

+ T + N{1- 

l-(l-aX')N G £0\kl M-l-k+2 I 

and for the upper bound case 

1 
0'mn    Ml-axT 

+ T + N(l -^jff I 

(35) 

i     v   if'"1 

—Kr+ T +  N{1- ^  T 

For the case n = M, we simply have 

1 

k=o ,4-rt \ k/ M-l-k 

N-l-k 

k+2    (36) 

rN- l-{l-v) M 
(37) 

This completes the inner-hop analysis. 

3.5 Calculation of D  a 

As with slotted ALOHA networks in Part If [5], we estimate h-jre the 

access delay D by 

D    ^ ^   DworcM.  M + A   «(X) (3S) a      1-B    "NPCSMA VA/   "  1-B 

v/here Df.p^f^ (^) Is the average packet delay of an infinite population c 
22 
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k  ,  ,      • 

employing the nonpersistent CSMA protocol and whose output is X; 6 (x) is 

( £>';      the optimum average retransmission delay and is given in section 2.4, and 

B is the probability that a T.-successful packet gets blocked at the re- 

ceiving repeater and is expressed as 

B - 1- fy (39) 
I 

IV. Discussion and Results 

4.1 Note on the Effect of Assumption 4 

I Consider the simple case of N = 1. We evaluate here the effect of 

assumption 4 by giving an approximate analysis and then compare the results 

to those obtained by the exact analysis given in section 3.2 above. With N = 1, 
t 

I the state of the system at all imbedded points is trivially n  =0. The 

average idle period is given by Eq. (35) or Eq. (35) 

, VJ.+ TM1-|)H1^)T <«' 

The probability of success of a transmission on time line R is 1. The 

network throughput, using the normalized time units, is simply 
I 

S ■ T rr~  (41 ) 

whsre X and G are related through Eq. (2). We plot S versus 6 in Fio. 2 

ebnve as curve C. With this analysis we have been able to predict a system 

capacity of only 0.32 versus 0.46 obtained by the exact analysis. Thus the 

independence assumption in this worse case of fi = 1 has provided en error of 

30;; in predicting the capacity. As pointed out earlier, the error is due 

to the excessive transmissions by the terminal population which would not 
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t 

be present had we taken the proper connectivity into account; the error 

is represented by the term —y—which represents the additional waiting 

until an arrival at the repeater is successful; near capacity, this term 

approaches one half of a transmission time since X/G is then small; that 

9 
< 

is, the random look falls during a transmission period with a high pro- 

bability. It is not surprising to note that the removal of this term will 

lead to an expression for S in terms of R which is Identical to the one 

obtained through the exact analysis, namely Eq. (8)! The effect of assum- 

tion 4 will be much smaller for N = 2, since normally terminals In a given 

population will be out of range of one repeater, that is of half of the 

repeaters' traffic. With N = 10, the results will be even more accurate. 

At any rate, these results represent a pessimistic evaluation of performance. 

4.2 Discussion of Numerical Results 

We show in Table 1 numerical results obtained for various values of 

the parameters N, X, and v. The numerical results have shown the following.  * 

1. The performance is not too sensitive to variations in v; however 

a very small value of v ' ■> < 0.001) may induce degradation in performance. 

2. The network elay is not much larger than one. The access delay,    ' 

on the other hand, is .he predominant factor in packet delays as the  throughput 

increases. 

We explain these points by noting that with the nonpersistent CSMA,     ' 

as long as N is not too large (*! <_ 10), the probability that a transmission 

is successful is very close to 1. Moreover, with the IFT protocol used here, 

the repeater is guaranteed that the channel is idle at the end of a correct 

reception since, given the systen connectivity, all repeaters must have been 

quiet during the entire reception time of the packet. (With a network delay 
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as small as this, there was no need to consider other protocols than IFT.) 

3.    The difference between the lower bound and upper bound on S and B 

becomes important as X increases.    The discrepancy is even more important 

for larger values of N.    Thus, no good estimate is obtained for S (ard j). 

Network delay, however, is not affected by the approximation and an accurate 

estimate is obtained by this analysis. 

Table 1 

N X V (D )  . * n'max min max min Br 

0.001 1.023 1.023 0.1534 0.1512 0.233 o,   ; 
0.01 1.013 1.013 0.1535 0.1513 0.232 0     3 

2 0.1 0.1 1.012 1.012 0.1535 0.1513 0.232 0      3 

0.5 1.012 1.012 0.1535 0.1513 0.232 C.243 

0.001 1.528 1.528 0.4009 0.3544 0.749 0.7:'8 

2 0.8 0.01 

0.1 

1.116 

1.077 

1.116 

1.077 

0.4198 

0.4232 

0.3645 

0.3668 

0.737 

0.735 

0.772 

0.770 

0.5 1.092 1.092 0.4220 0.3659 0.736 0.77* 

0.007 1.072 1.072 0.2618 0.2476 0.476 0.5ri4 

5 0.1 0.01 

0.1 

1.022 

1.017 

1.022 

1.017 

0.2623 

0.2524 

0.2479 

0.2481 

0.475 

0.475 

0.504 

0.504 

0.5 1.019 1.019 0.2624 0.2480 0.475 0.504 

0.001 2.513 2.371 0.4535 0.3461 0.870 0.901 

5 0.7 0.01 

0.1 

1.270 

1.153 

1.252 

1.153 

0.4620 

0.4685 

0.3477 

0.3525 

0.868 

0.R56 

0.900 

0.899 

0.5 1.200 1.200 0.4650 0.3505 • 0.807 0.9C0 
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Examining closely the intermediate nurnberical results, we observe that 

the stationary distributions n.    and If       are "identical"* for the optiniiifc$ 

(v = 0.1)      the probability of success [(PjJml-n and [(P);!       are also very a n in in      s n mux • 
close to each other and close to 1; the average idle periods [T ] , and n mm 
[Tn]max, on the contrary, show important differences affecting significantly 

ehe performance evaluation. To overcome this difficulty we recourse to sim- 

ulation and estimate separately, (P ) and T for n = 0,1 N; then using 

"min or "max W8 der^ve the performance measures. The simulation of the sub- 

processes In (and (Ps)n) is a much simpler task than a complete simulation 

of the system. The details follow. 

4.3 Sii-ulstion of I and (P )  n  *• s n 
te Let n  = n. The algorithm used to generate one sample of I , (P ) and 

c» is as follows. n 
N-n 1. Generate M-n random variables {Y*. }  according to the distribution 

given in Eq. (10). Without loss of generality, we assume that 

0 = Y',  < Y!:  < Y',   ... < Y'.   < Y!: 
'o        'l 7 ^-n Vn+l 

?..    j -HO 

3.    Generate a random variable JJ such that n 

(k-1) 
Pr{J^ = k} = n (i 

if jJ" < v. n      Vl 

J 
i 

«1 (k-i; r « -i 
(l-v)n (l-ax')Jl l - (l-v^d-ax1)^ (42) 

Yi    then do; 
J 

(43) 

•"    % 

*Accuräte within 4 decimals (the accuracy used in printing the results). 
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'%'„ - nv (1-v)
n'1(1-ax')3 ♦ J axMl-axM^^I-v)" 

1 - {l-v)n (l-aA')j 

0 =(! +T + l)n+—^I+1L_ 
n   n l-(l-v)n(l-aA')J 

(44) 

(45) 

stop; 

else j -*- j + 1; repeat this step. 

Let L be the number of samples needed. The algorithm is repeated L times. 

The estimates for Tn . (!»,)„ . an . denoted by (T^ . l{Pjn\im  . 

(c ) . respectively, are obtained by just taking the average over the L 

samples. The estimates for the performance measures S, and D are obtained 

by using Eqs. (25), (26) and (27) in which we substitute (Tn) V , [(Ps) l^ , 

K'sim for 'n ' (Vn 5r'd an respectively. 

4.4 The Throughput-Delay Tradeoff; CSMA versus Slotted ALOHA 

We plot in Fig. 9 the throughput-delay tradeoff for N=2, 5 and 10. Ke 

note a slight improvement as N increases. Contrary to the slotted ALOHA case 

[5,6] in which we noted that for N > 3, the inner-hop constitutes practically 

the bottleneck, with CSMA the inner-hop is extremely efficient and the terminal 

to repeater hop becomes more critical. As N increases, the input rate A 

required at each repeater to produce a given throughput S, is smaller and 

therefore the "wasted" time on the time lines T. represented by the variables 

YI is also less important; accordingly it is possible to have a larger number 

of simultaneous receptions at various repeaters, and therefore to achieve a 

higher system capacity; the access delay D is also smaller with smaller A. 

As for the comparison between the performances of slotted ALOHA and CSMA 

networks, v/e summarize in Figs. 10, 11 and 12 the throughput-delay tradeoff 
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for all systems considered in this series of notes for N = 2, 5 and 10 

respectively. We note that CSMA offers an improvement over slotted ALOHA, 

which becomes more significant as N increases. Fig. 13 displays the system 

capacity. 

1 
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Appendix A 

Derivation of Pr(Jn > Y^,, ) and Pr(Jn > v;in ) 

W       Pr"„ i Yiax > ■ n-v)n(T-"fe)N"n*  /   d-v)^ dPr(y;ax   < T + y) 

-  (1-v) 

y=o 

n(T-l)| w-n 

* (N-n)(1 - g) } jT1 {l-v)n^+ (1 - |) f]"""'1 dy 

(A.l) 

Ke note that the integral is of a known form 

* +L M)k n(m-1)..;(ni-k+1) ^-k  (A<2) 

Define the following: 

y = (l-v)n (A.3) 

m = N-n-1 (A.4) 

ß = X/G (A.5) 

•.  - (1-X/G)/T (A.6) 

x = ß + ^y (A.7) 

= Log v (A.8) 
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then the Integral in Eq. (A.I) above becomes 

/Vvrt|Mi-|) *]"""% vV. • 

xm eax dx 

e ) .a 11 •"[V^^W^T 

.«$ 
m 

,!<     m!        p 
m-k 

ä+ k5 ^^ TÄ^ferr nc+r (A.9) 

Substituting this expression in Eq. (A.l), and replacing m, ß, and Y by 

their expressions given in Eqs. (A.4), (A.5) and (A.6) respectively, we 

get Eq. (21) 

(11)  Pr{Jn > Y^in > ■ ^-v) 
m})    l-(l-|)n+ /  (l-v)nydPr{Yi;in <T + j 

i-O-1)" 

Define ß' =1 - ß 

Y' = - Y 

x = B' + Y'y 

(A.10) 

(A.ll) 

(A.12) 

(A.13) 

(A.U) 

n 
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( ^ 

c /^ 

then the integral In Eq. (A.10) above is again of the form given in Eq. (A.2) 

i (1-v) ny 1 G  u G; T 

N-n-1 
dy 

x e  ax 
T   J z 
•o< 

(-1) 
m  m! 

(a')m+1 
- e a'B' a'      +kt/ ^   IHTkTT^.jk+l 

- 

(A.15) 

Substituting this for the integral in Eq. (A.10) and replacing m, ß', and y* 

by their expressions as defined in Eqs. (A.4), (A.ll) and (A.12) respectively, 

we obtain Eq. (22). 
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PERFORMANCE ANALYSIS 
OF PACKET RADIO COMMUNICATION SYSTEMS* 

by 

Fouad A. Tobagi 
Computer Science Department 

University of California, Los Angeles 
Los Angeles, California 90024 

Summarv 

Ke study the performance of packet radio systcr.s 
characterized by an array of store-and-forward repeaters 
organized in a tree configuration with a station at its 
root; all devices share a common radio channel via the 
slotted ALOHA access scheme. Conclusions arc drawn re- 
garding the effect on performance of such key system 
parameters as the topology, the transmission rate, and 
the noHal storage capacity. 

1.  Introduction 

The economic sharinj; of computer resources has been 
made possible by the development of the packet-switching 
technique^ whereby packet switches are interconnected by 
point-to-point data circuits according to some topologi- 
cal design.  Khen the number of communicating element.«; 
is sufficient!) large and the overall traffic flow is 
small, the use of "packet broadcastinp" techniques for 
interconnection becomes attractive in that it consider- 
ably simplifies the topological design and provides very- 
economic solutions. Moreover, economic studies- have 
clearly shown that, for geographically distributed net- 
works, a significant part of the overall system cost is 
incurred by local collection and dissemination of data. 
Kith the proliferation of computer applications, com- 
puter resources have to be brought increasingly close 
to the individual; this makes it also extremely desir- 
able to create more economic techniques to bring the 
communications capabilities closer to the individual. 
Again, radio systeir> offer an attractive solution. The 
ALOHA system, at the University of Hawaii^ appears to 
have been the first computer communication system uti- 
lizing radio, and is an excellent illustration of the 
feasibility of the technique.  In line with the objec- 
tives set forth in the design of the ALOHA system and 
to allow the support of many applications which require 
several additional features not existing in the ALOHA 
system (such as direct communication by a ground radio 
network between users over a wide geographical area, co- 
existence with possibly different systems on the same 
frequency band, anti-jam capability, etc.) the Advanced 
Research Projects Agency undertook a new effort, the 
development of a packet radio system; in particular, it 
will serve to demonstrate the applicability of the pac- 
ket radio concept in organizing computer resources into 
a computer communication network. Basically, the system 
consists of terminals and stations linked together by 
line-of-sight radio repeaters. The stations are mini- 
computers which provide system control; the terminals 
are hand-held devices, I/O consoles, computers, sensors, 
etc.; the repeaters are simple relay devices which pro- 
vide network area coverage for terminals and for one or 
more stations. The target system requirements have been 
well assessed by R. Kahn4. A prototpye system has al- 
ready been deployed in the Palo Alto, California area, 
and experimentation is in progress. 

The design of a packet radio system meeting a given 
set of target requirements and satisfying given perfor- 
mance and reliability constraints is a very complex 
task. At first a feasibility study is required which 

•This research was supported by the Advanced Research 
Projects Agency of the Department of Defense under Con- 
tract DAHC1S-73-C-368. 

either demonstrates that the requirments can be met by 
the present technology or dictates that research and 
improvements need to be made in various specific areas; 
in either case, there can be a number of alternatives to 
choose among; this leads to a second design phase, an 
optimization phase, which consists of selecting the best 
combination of choices.  In its r.-.ost general form, the 
design problem consists of minimizing the system cost 
subject to given constraints on throughput, delay, and 
reliability, over the many system variables: 

A. Network Topology: the number of devices (repeat- 
ers and stations) , their locations and their in- 
terconnections, needed to establish the required 
communication among sources and destinations; 

f.  Bandwidth Management, i.e., the channel configu- 
ration adopted:  low-speed channels dedicated to 
pairs of devices with directional antennas; a 
single high-speed channel to be shared by a large 
number of users; or mixed mode configurations 
whereby the bandwidth is partitioned into a num- 
ber of channels, some of which are shared while 
others are dedicated. 

C. Channel Access Policy (non-trivial when in pre- 
sence of shared channels): polling techniques5; 
random access techniques such as pure ALOHA3, 
slotted ALOHA6,, and carrier sense multiple ac- 
cess7»8; contention techniques such as split-chan- 
nel reservation multiple access5. 

D. Modulation Scheme: spread-spectrum; narrow-band 
modulation,...(For a given required probability 
of bit error, and a given transmitted power, the 
modulation scheme determines the tradeoff rela- 
tion between the range of a packet radio device 
(which affects the network topology) and the bit 
rate achievable (which affects the network 
throughput.) 

E. Operational Protocols: consisting of the routing 
policy (point-to-point, undirected routing, di- 
rected routing, directed broadcast routing^), the 
error control procedure (of significant importance 
since, in addition to random noise, errors in 
multi-access radio channels are due to multipath 
effects and interference caused by overlapping 
packets), the flow control algorithms (flow con- 
trol mechanisms which prevent any source from 
overloading the network and causing serious con- 
gestion) and the network monitoring functions 
(which allow the proper functioning of the opera- 
tional protocols by providing them with the abil- 
ity to adapt to changing system states.) 

F. Repeater Design: the repeater's transmit power, 
its processing speed, its storage capacity and the 
scheme used to manage it. 

It is apparent that the design of a packet radio 
network involves a large number of variables which inter- 
act in a very complex fashion.  In its present form the 
solution is extremely hard to come by. A reasonable ap- 
proach to follow consists of first selecting those sys- 
tem variables which are obviously determined by some of 
the constraints. For example, for rapid deployment and 
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easy communication among mobile devices, the entire sys- 
tem will employ omnidirectional antennas and will share 
a single high-speed channel via some random access 
scheme. Hopefully, this first step decreases signifi- 
cantly the variables' space. The next step will consist 
of considering various specific configurations which 
are intuitively appealing; these configurations are then 
analyzed in order to (i) identify the key parameters 
which affect the performance and (ii) determine the con- 
ditions under which the a priori specified constraints 
can be satisfied. This step represents an iterative 
process in that the results obtained from the analysis 
of some network configuration constitutes a valuable 
feedback process by means of which the design deficien- 
cies are detected and subsequently corrected, and new 
configurations are invented. 

In the next section, we shall study the performance 
of systems characterized by an array of repeaters organ- 
ized in a tree configuration with a station at its root, 
and draw some conclusions about the effect on perfor- 
mance of such key system parameters as the topology, the 
transmission protocol, and the nodal storage capacity. 

2. Performance Analysis of Tree-Structured Networks 

A number of papers have appeared which study var- 
ious simple network topologies. Single-hop networks, 
where terminals communicate directly with a central sta- 
tion, have been investigated extensively; access modes 
in such environments have been carefully evaluated5,7,8. 
A two-hop configuration involving a ring of repeaters 
around a station have been analyzed by Gitman1": net- 
work capacity was derived, but no consideration was made 
of network delays. In this paper, we consider central- 
ized networks characterized by an array of repeaters 
organized in a symmetric tree configuration with a (sin- 
gle) station at the root; all devices are provided with 
omnidirectional antennas and employ slotted ALOHA ran- 
dom access over a single shared channel (see Fig.l). 

TIKMINAL 
POPULATIONS 

retransmission delays am1 repeater's storage capacities. 

2.1 Traffic Model and Transmission Protocol 

The time axis is assumed to be universal and slot- 
ted into segments whose duration is equal to the trans- 
mission time of a packet. Packets in this study are all 
of a fixed size. All devices are assumed to be synchro- 
nized and start packet transmission at the beginning of 
a slot. Associated with each repeater located at a leaf 
of the tree is a population of terminals which generate 
new packets at an aggregate rate of s packets per slot, 
all destined to the station. Each repeater is provided 
with a finite storage capacity which can accommodate a 
maximum of M packets. The station has an infinite stor- 
age capacity. Packets are transmitted by repeaters on a 
first-come-first-served basis; when its buffer is non- 
empty, a repeater transmits the head of its queue with a 
probability p. When the packet transport is successful 
(i.e., the transmission is free of interference and stor- 
age is available at the receiving repeater), the packet 
is deleted from the sender's queue; otherwise, the pac- 
ket incurs a retransmission delay geometrically distri- 
buted, with mean l/(l-p). A repeater learns about its 
success or failure instantaneously; that is, acknowledge- 
ments are assumed to be instantaneous and for free At 
any 'öneTime, a repeater caiTFe'eltTier transmitting or 
receiving, but not both simultaneously. The station al- 
ways has its receiver on. The packet processing time at 
any device is considered to be negligible. 

Due to the blocking of traffic at the receiving 
repeater, the rate of successful transmissions to a leaf 
Crom its corresponding population of terminals is act- 
ually greater than s and is denoted by X. Furthermore, 
'.his process of packet arrivals to a leaf is assumed to 
be a Bemouilli one (an assumption, which has been pro- 
ven to be reasonable). 

2.2 Single-level Single-buffer Networks. 

The_sl«te of the system is determined by the num- 
ber of packets buffered at each repeater.  In this sim- 
pTe"syimnetric case where M-l, the state description can 
equivalently be given by the number of "active" repeaters 
(repeaters with non-empty buffers). Let n1 (0 < n' < N) 
denote that number at slot t.  It is simple to note that 
nt is e Markov chain with a transition matrix P whose 
(i,j)th eltment l.r givwi by 

Fig.l - Tree-Structured Networks 

Traffic originates at terminals located at the outskirts 
of the tree, and is destined to the station. Thus, we 
only consider inbound traffic. The first transmission 
of a packet from a terminal is to a repeater located at 
a leaf of the tree. The routing of the packet through 
the network is completely specified by the tree struc- 
ture, as is the connectivity pattern among the devices. 
The basic performance measure sought is the throughput- 
delay trade-off and its dependence on such key system 
parameters as topology (degree of the tree, depth of the 
tree, and the connectivity pattern among devices). 

Ps(l-X) 
N-i j - i-1 

ij) v-'j (v)xk v-v" 
-sfc)^ 

i-k 

1 (l-X)"-*"^ j  - i*k 

k - 0, 1, 2 N-i  (1) 

where P^ denotes the probability of a successful trans- 
mission given i active repeaters and is expressed as 

Ps - ipd-p) 
i-1 

(2) 

Let Tij ■ lim Pr jn1 « i|. Ne compute the stationary dis- 
t-MO 

tribution n ■ |TT , TT , ..., " }by solving recursively 
the system n • HP. Let if denote the average number of 
active repeaters. Ne have 

" ■ to    ^ 
A packet successfully transmitted by a population of 

(3) 
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terminals can be "blocked" at the immediate destination 
repeater. Blocking is due to two factors: (i) the re- 
peater is in a transmit node (and we denote by B the 
probability of such an event) or (ii) the repeater's re- 
ceiver is on but its packet buffer is full (and we de- 
note by a the probability of this event). Let B - 0*6. 
Ne have: 

a - (l-p) n/ti (4) 

p n/N 

n/ti 

(S) 

(6) 

The total network throughput, defined as the rate of 
successful packets received at the station, and denoted 
by S, is given by 

S ■ (N-n) X (7) 

The packet delay D is defined to be the time since the 
packet is originated at the terminal until it is suc- 
cessfully received at the station. Ne distinguish two 
components: (i) the access delay Da, defined to be the 
time required for the packet to M correctly received at 
the leaf repeater, and (ii) the network delay Dn which 
consists of the time elapsed since the packet is accept- 
ed at the leaf repeater until it is successfully receiv- 
ed at the station. By Little's result, the average net- 
work delay is given by 

n/S (8) 

Note: The maximum value of X allowable in this model is 
a function of the access mode in use by the terminals. 
Kith slotted ALOHA, >■  < 1/e. However, given the memory- 
less property of the Bernouilli input process, the above 
analysis corresponds also to a "feedback" model whereby, 
following the successful transmission of its buffer, a 
repeater is assumed to generate a new packet after a 
geometrically distributed time with mean 1/X .  In the 
feedback model, >■  can take any value between 0 and 1. 
B = n/N represents then the fraction of time a repeater 
is active; and Dn represents the total packet delay. 
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Fixing N aid X, we observe that n is a concave 
function of p; an optimum value of p minimiies n. From 
Eqs. (6-8) we note that Dn and B are also concave func- 
tions of p while S is a convex one, and that the same 
value of p maximizes S and minimizes both Dn and B. As 
an example, we show In Fig.2 Dn. S, and B versus p for 
N«3 and two values of X. Ne also observe that the 
throughput S is not as sensitive to p as are Dn and B. 
Thus, if p is improperly tuned, while the system can 
maintain the desired throughput, the network delay and 
the probability of blocking (and thus the access delay) 
may suffer significant increases I In Fig.3, we plot the 
optimum delay versus S for various values of N. Ne note 
that as the degree of the tree increases, so does Dn. 
The reverse behavior is observed for the probability of 
blocking B over a large range of S (0<S<0.35) as shown 
in Fig.4. 
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Network Saturation. In terms of the feedback model, 
network behavior at saturation is obtained by driving X 
to 1. 

Vi 

At saturation, ^n " ni " 

Ne have 
N-2 ■ 0 and 

l.tN i  0 

N-l 
Np(l - P)N'1 

(N - l)p(l - p)"  ♦ Np(l - p) 
>M 

(9) 

" . represents also the network throughput. The net- 

work delay is simply given by 

"   Pd - P)"-1 
1 - p 

(10) 

The network capacity is obtained by maximizing S with 
respect to p. The optimum p will also minimize the 
delay. In Fig.5 network capacity, network delay, and 
the probability of blocking at saturation are plotted 
versus N. The network capacity decreases with increas- 
ing values of N, and approaches 1/e as V*». D increases 
and approaches Neil. 

In the tw'j hop configuration case, the maximum X 
is 1/e; The system capacity is then expressed as 

px \- [l-B(-,p)]f; some numerical results are shown 

in Fig.9 beJow. 
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Fig.5 Performance of Single-level 
Single-buffer Networks at Saturation. 

2.3 Single-level Multi-buffer Networks 

With M >1, the state of the system is described by 
the vector n » (n n.,) where 0 < n. < M de- 

note* the number of packets buffered at repeater i. The 
one-step transition probability fron state m • (m , n., 

■fjl to state n ■ (n., 

Prfn/m], is determined by the following 

(i) 

., nN), denoted by 

(ii) 

if 3 i such that|m. 
i i 1 such that n1 

then Prln/m) ■ 0 * 

otherwise, ifai 

>4 or ifai, j 
• ii. ■ m. - 1 and n. - 1 

. such that m. V *x 
0   '0 

indicating a successful transmission), then 

Pr[n/m] - p fl  d-p) ' 11 t^' ♦ (1-X ♦ XCt) 5t) (11) 

J«f ML 

(iii) otherwise, (letting I, ■ | j | », ' n. | ), 

Pr[n/m] - j  n  IPXj ♦ d-p) ^(M^XOl 
Jel, 

JEls 
PX* n 

krl. 

xk 
(1-p) (1-X *W )" 'l«. 

(1-p) J> (12) 

where 

1 if m ■ n. < 0 if m. < 0       j 

3  | 1 if mi > 0    ^ (O if m. ^ n. 

,:.l 1 if n.-l 

0 if m. > n. 
j - 3 

(1 if n. ■ 

|0 if n. < 
J 

The transition matrix P is numerically computed and the 
stationary distribution Ti is evaluated by iteratively 
solving the system TI'IIP. Given R, network throughput, 
network delay and the probability of blocking are easily 
computed. 

In Fig.6 we plot on the (S,Dn) plane the constant 
X contours (varying p) for N>3, M«2. The optimum delay 
is obtained by taking the lower envelope. It is noted 
that given X, the value of p yielding optimum delay does 
not exactly correspond to the value of p which yields 
minimum blocking (and therefore maximum throughput). 
However, the probability of blocking at miniBu» delay is 
not significantly different fron the minimum blocking 
achievable! The effect H has on network delay is shown 
in Fig.7 where we plot, for N-2 and 3, the optimum delay 
curves corresponding to various values of H. The in- 
crease with Itrger M is due to the additional queueing 
tine incurred. Ne also note a slight decrease in net- 
work capacity. The effect M has on the probability of 
blocking is shown in Fig.8 where we plot the nininum 
blocking as a function of S. Note the (slight) decrease 
achieved by going fron M«l to M»r. M«3, however, offers 
no further significant improvement I 
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Thus, for a given network throughput S, an in- 
crease in M results in an increase in Dn and a decreast 
in D. (due to a decrease in B). What is then the effect 
on the total delay D? Given the throughput-delay char- 
acteristics of an infinite population employing slotted 
ALOHA (which we denote here by Ds .._„. (throughput) 

and which we have displayed in Fig.9 5), we estimatt 
the access delay by 

1 
1-B ^S-ALOHA ( N(l-B)j 

(13) 

In Fig.9, we plot D versus S for N>2 and 3 a.id various 
values of M. Again, we only note a slight improvement 
in performance by going from M-; to M»2. No further 
significant improvement is gained beyond M«2. The in- 
crease in network capacity (observed particularly with 
N*2) is obviously due to the decrease in B. 

The lack of important improvement experienced by 
increasing M is mainly explained by the fact that the 
system, at optimum is mostly "channel-bound" as opposed 
to "storage bound". To show that, we consider the 

(a, B) plane on which we plot the constant X contours. 
When p is small, a predominates: a>B; As p increases, 
the inequality reverses.  The locus of optima is dis- 
played in Fig.10 for various values of N. The curves 
corresponding to N«2 and N>3 lie almost entirely in the 
B>a half of the quadrant, showing that blocking is most- 
ly due to the receiver being shut off. However, as N 
increases, the optimum drifts to the a>6 region. This 
effect is due to the fact that, for the same throughput, 
the optimum p decreases as N increases in order to pre- 
vent conflict among a larger number of contending users. 
Is the system then storage bound when N is large, say 10 
for example? It can be argued that there is still no 

so 
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significant iaprovenent by incrtasing M. Pint, with 
large N, Dn is the predoninant delay factor; indeed for 
a given S, Dn Increases with N (see Fig.3) while D, de- 
creases as does S/N (for N-10, S/N <0.04). Secondly, 
as S remains lower than 0.3S (value close to the capac- 
ity of these networks with large N), B is smaller for 
larger N rendering it ineffectual to further decrease 
it in an attempt to decrease Dt. For example, consider 
N-10 and S-0.35: we have: Dn-10, B>0.38 and D.»2 yield- 
ing 0=12. By taking B-0, we can decrease D, to 1.1S 
providing thus a lower bound on D of 11.IS, a rather 
unimportant improvement. Moreover due to the queueing 
effect, Dn increases with larger M. 

2.4 Multilevel Networks 
The larger the number of repeaters and the number 

of levels in the network, the larger is the state space 
and the more complex is the generation of the transition 
matrix P. A! "icugh we are not saying that it is entirely 
infeasible to analyze multilevel configurations exactly, 
the exact approach becomes intractable as the number of 
levels in the tree increases and the interaction among 
repeaters becomes more complex. Aside from simulation, 
approximate methods are the only recourse. The method 
used in this paper, called the "decomposition" method, 
consists of treating the levels in the tree separately 
and in sequence, assuming they are stochastically inde- 
pendent. First, we note that the success of a transmis- 
sion from a repeater located at level k is not affected 
by the state or behavior of those at levels i>k. Let 
R denote a repeater located at level k. Let S(R) denote 
the set of repeaters which are sons of R. Now, the fol- 
lowing simplifying assumptions are made: (Al). The pro- 
cess defined by the arrival of packets to R from S(R) is 
a Bemouilli process, and (A2). The probability of 
blocking at repeater R is independent of the system 
state and uniform over fine. 

Let B.« ci|* ßjj -enote the probability of blocking 
at R. Let nt, O^n^N, be the number of active repeaters 
in S(R} at time t. Given that n^i, the probability of 
successfully transporting a packet from level k ♦ 1 (that 
is, from S{R))to level k (that is, to R) is given by 

,k-l 
ip(l-p)1_1(l-ak -ßk) (l-ßk.i) (14) 

The process n is again a Markov chain whose transition 
matrix is defined by Eq. (1), and where Ps is now ex- 
pressed as in Eq. (14). The steady state solution at 
level k*! is obtained as with single-level systems, pro- 
vided that a^ ♦ 6^ and 6. . have already been computed. 
Thus, given the network throughput S, the approach con- 
sists of solving for the steady state level by level, 
starting with k«l and a0 ■ BQ ■ ß.j ■ 0. 

Validation of the approach: This decomposition method 
was first motivated by a study of the packet transport 
process in single-level networks with M«l, which showed 
that this process can be approximated by a Bemouilli 
process for a large range of the system parameters N, 
X and p. A chi-square test was performed in comparing 

the exact distribution governing the transport process 
(obtained analytically) to a Bemouilli one with the 
same rate. The results show that the Chi-square value 
of a sample of 1000 interarrival times (at the station) 
is below 67, which corresponds to a level of confidence 
of over 99.5%;  (degree of freedom • 100). 

In an attempt to further validate the above ap- 
proach, a .'Imple test case, a tree of depth 2 and degree 
2 (M*l) was analyzed exactly.  In Table I, we compare 
the results obtained from the exact analysis to those 
obtained by the decomposition method. The two are ex- 
tremely close! Further validation is in progress using 
simulation techniques and more complex configurations. 
(At any rate, it is to be noted that even though the 

approximate method may not yield very accurate estimates 
of the performance measures, the trends observed are be- 
lieved to correspond to reality and should provide fairly 
valuable insight into the behavior of tree-structured 
networks and into the effect of system parameters on 
these trends.) 

X rl '2 
• V*i   i  v^ '! D2        1 

•uc ■B uu •ppr t»c •ppr *>•( uu i»e •PPI 
0.024 0.IS 0.9 0.09) 0.091 0.012 0.065 0.012 0.012 1.19 1.19 1.11 1.16 
0.04« O.ii 0.16 0.170 0.172 1.175 0.116 0.014 U.070 1.51 1.11 1.71 1.65 
0.061 0.1 0.» 0.211 0.211 0.245 0.206 0.124 0.120 1.74 1.7! 2.01 1.99 
0.011 0.1 0.10 0.219 0.291 0.105 0.271 0.177 0.172 1.16 1.16 2.45 2.17 
o.ioa 0.7S 0.77 0.111 0.114 0.152 0.110 0.214 0.214 1.97 1.97 2.tl 2.80 
0.114 0.« 0.75 0.172 0.170 0.199 0.421 0.104 O.lOt 2.06 2.06 1.27 3.32 
0.164 0.7S 0.72 0.404 0.400 0.419 0.500 OKI 0.190 2.1> 2.14 3.7» 3.90 
0.292 0.75 0.66 0.451 0.444 0.517 0.590 0.611 0.619 2.10 2.21 5  39 5.57 

Table I . Comparison of Exact Results and 
Approximate Results in the Case of a Tree of 
Degree 2 and Depth 2. 

Numerical Results. Let K be the number of levels in the 
tree; let d^ denote the delay incurred by a packet at 
level k, 1 ^ k < K. The total network delay is given 
by 

s V 
First we inquire as to how d. varies with k. We 

show in Fig.11 dk versus k for N«2 and 5. and fixed val- 
ues of the network throughput S. The curves show that 
there exists a critical hop, a level with the highest 
delay; this critical hop, kc, is a function of S and N. 
When the network is lightly loaded (small S) then kc*l. 
As the throughput increases, kc increases. Its highest 
value is k«-4 for N-2, kc»2 for N>2. Beyond the critical 
level, dk decreases rapidly, reaching asymptotically the 
value 1. This behavior is explained by the fact that 
the throughput handled by a repeater at level k decreases 
geometrically as k increases, and that for k<k-, the 
counter-effect of the blocking factors ai, i ♦ B. . and 

so 
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£ . mav be stronger for larger S. 

The tutal network delay PK is plotted versus S in 
Fig.i: for N«2 and 5 and i<K<S.    Note that for moderate 
values of 5 (not too close"t« the network capacity) and 
as K exceeds 4 the total network delay becomes not too 
sensitive to N.  It is clear however, that the network 
capacity decreases as N increases, approaching 1/e. 

Now we inquire as to the effect that an increase 
in buffer size at the repeaters will have on the overall 
network throughput-delay performance. Hit  us, towards 
that end, increase the number of bufleii at level 1 to 
M'2.    In Fig.13 we plot the total network delay for a 
tree of degree 3 illustrating that buffer size of M»l is 
again an adequate design.  (Such a result is not sur- 
prising here since given the conclusions of section 2.3 
dk with finite N is smaller than Da of an infinite pop- 
ulation with the same throughput). 

3. Conclusion 

The above analysis have provided a means by which 
the throughput and delay performance measures can be 
evaluated for slotted ALOHA, tree-structured packet 
radio networks. We have shown the effects of various 
systems parameters; the degree of the tree, the number 
of levels, the buffer size. The analysis was concerned 
with inbound traffic only.  If we were in the presence 
of outbound traffic alone, it is strongly believed that 
& similar behavior would be observed. If the single 
channel is used to support both inbound and outbound 
traffic, it is clear that to avoid deadlocks, each re- 
peater should be provided with two packet buffers, each 
dedicated to traffic in ne direction. Since a packet 
buffer is released only when the transmission of the 
packet is acknowledged to be successful, an additional 
buffer is required for the reception and processing of 
the acknowledgement packets; this buffer can be shared 
by both directions  The results lead us to believe that 
the system is channel bound (the processing time at re- 
peaters assumed negligible) and that exactly three pac- 
ket buffers at each component constitute an adequate 
design. A slight improvement may be gained by going to 
M.5 (two paclcet buffers for each direction, and one for 

NTC '77 
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0.4 

Fig.13 Effect of M>1 on Network Delay DK 

acknowledgements); but no significant improvement is 
obtained beyond that. 
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( ANALYSIS OF SLOTTED ALOHt IN A CENTRALIZED TWO-MOf 
PACKET RADIO NETWORK.» 

Fouad A. Toba^I 

Digital Systens Laboratory 
Stanford University 

Stanford, California 9^10$ 

Abstract 

The concept of packet broadcastino has broupht 
together the advantages of both packet switching 
anfi broadcast eo-munication.  Unfortunately, the 
optinj- design of a packet radio »yster Is a very 
difficult task.  The coipleniiy of the problem leads 
us tc consider and analyze »one simple but typical 
configurations in an atte-ipt to understand the be- 
havior of these systems and to derive their perfor- 
mance.  In this paper we consider a two-hop eentra- 
lizetf environnent, employing slotted ALOHA, In 
which traffic originates at terminals, is destined 
to a central station, and requires for its trans- 
port the relaying of packet: by store-and-forward 
repeaters forming a ring around the station. The 
basic performance sought Is the throughput-delay 
trades'f and its dependence on such key syste" 
parameters as the network topology (number of re- 
peaters, network connectivity) and the repeaters' 
transwissior protocol. 

I.  Introduction 

The concept of packet broadcasting has brought 
together the advantages of both packet twitching 
and broadcast connunicatIons. Packet twitching 
offers the fair and efficient aharing of the connu- 
nicat ion resources by many contending users with 
unpredictable demands; the (radio) broadcast mediur. 
Is a readily available resource, easily accessible 
and particularly suitable for mobile connunications. 
The applications are Indeed numerous and the re- 
sulting product is of great Impact on the future 
trend-, of communications systems. The ALOHA tyste^ 
at the University of Hawaii, a packet-twitched com- 
puter communication tyttam utilizing radio. Is per- 
haps the first example Illustrating the feasibility 
of this technique. Originally, the ALOHA system 
was a one-hop tyttem whereby all terminals arc In 
line-of-sight and within range of the central com- 
puter (the station). Later en packet repeaters 
wer.: added to provide expansion of geographical 
coverage beyond the range of the ttatlon'. Another 
prominent example It typified by the Packet Radio 
•yitem of the Advanced Research Projects Agency, 

•This research was tupp; ted by the Advanced Re- 
tearch Projects Agency, Department of Defense. 
Contract No. MOA 903-77-C-O272. This work was 
performed while the author was with the Computer 
Science Department of the University of California, 
Los Angeles, California  9002<* 

Department of Defense. The target reouire-«-tt o* 
the system have been well assessed by R. Ka^r }•> 
|t|. These requirements are more antitiou« the- 
with the ALOHA syste" and Include many addtc fea- 
tures such as direct communication by a c'ou-d ra- 
dio network between users over wide geocre-*-;:»< 
areas, coexistence with possibly diffe'ent syste-s 
In the same frequency band, ant I-ja- protect Ic-... 
The key requirement o*  direct com-unlcatio- o^e- 
wide geographical areas leads the repeatcs tc be- 
come integral components of the syste-: "The syste- 
conslsts of terminals and stations_I inker tocetne- 
by Iine-of-slght radio repeaters."^ 

With the advent of packet broadcasting emerge:: 
a large class of new problems of the most challeng- 
ing kind.  In Reference [3], we briefly defined the 
design problem of packet radio syste-s and Identi- 
fied the key tyttem variables and protocols wMch 
affect the performance: in tunmary, these arc: the 
network topology (number of devices and their geo- 
graphical setting), the bandwidth manage-ne-t (dedi- 
cated channclt. lhared channels, mixed modes...), 
the channel access policy (fixed assignment, cc- 
trally controlled schemes, random access modes...), 
the modulation tcheme (tpread-tpectruR-, narrow- 
band,,..), the operational protocols (routing po- 
licy, error control procedures, flow control, moni- 
toring functions...) and finally the nodal design 
(storage capacity, buffer management, power re- 
quirement, processing speed...). The discussion 
shows that the design of a packet radio network In- 
volves a large number of variables which Interact 
in a very complex fashion.  In Its general form, 
the optimum solution It extrcmelv hard to come by. 
However, It It often the case that the selection of 
tome tyttem parameters Is dictated by tome con- 
ttraints. For example, for rapid deployment In 
military applications, and for easy communication 
among mobile terminals, it Is advantageous that the 
entire tyttem employs omnidirectional antennas and 
tharet a tingle high-speed channel.  In fact a 
great advantage Is gained by providing the avail- 
able communication bandwidth as a single high-speed 
channel to be dynamically multlaccessed by the many 
devices; thlt advantage It due to the ttatittlcal 
load averaging. With these arguments we have some- 
what decreased the variables' space, and need tc 
only focus on packet radio systems with the above 
characterist ics. 

We are now still faced with deciding anonc 
several design choices and this requires that we 
have a means by which we are able to evaluate the 
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performance of the systtm under «ach choice. This 
ta%k  li ttill of a very high caliber. Two alter- 
natives are present; either we create a simple 
but crude and approximate model suitable for gen- 
eral network configurations, or we analyze more 
accurately simple but typical configurations a» a 
first attempt to understand the behavior of these 
systems, and to derlVe their performance.  In this 
paper, just as In Reference (3], we opt for the 
latter approach. 

A number of papers have already appeared In 
the literature which study various simple network 
topologies.  Single-hop networks, where terminals 
communicate directly with «ach ether or with a cen- 
tral station have been investigated «xtenslvely*.5.6 
A two-hop configuration Involving a ring of repeat- 
ers around a station has been analyzed by C!tm»n7; 
network capacity was studied, but no consideration 
was made of network delays.  In Reference [}), we 
considered centralized networks characterized by 
an array of repeaters organized in a Symmetrie tree 
configuration with a (single) station at the root; 
all devices are provided with omnidirectional an- 
tennas and enploy the slotted ALOHA random access 
over a single shared channel. Traffic originates 
at terminals located at the outskirts of the tree. 
and is destined to the station. Thus, only Inbound 
tr**fic 1» considered.  The first transmission of 
• packet fron- a terminal Is to a repeater located 
•t a leaf of the tree. The routing of the packet 
through the network Is completely specified by the 
tree structure, as Is the connectivity pattern 
among the devices. The basic performance measure 
obtained Is the throughput-delay trade-off and Its 
dependence on such key system parameters as the to- 
pology (degree of the tree, depth of the tree), re- 
peaters' retransmission delays and repeaters' stor- 
ege capacities. Of importance Is the particular 
simple case of single-level trees, constltutlne 
thus a two-hop network referred to as the st«r ts-- 
flguratlon and depicted In Fig. I, 
figuration, each repeater Is In II 
mithin  range of only the station. 

In a star CD-,- 
I ine-of-sight aid 

< 

In this paper we continue this study by con- 
sidering the two-hop fully connected (FC) network 
configuration In which all repeaters ere within 
range and In Iinc-of-sight of each other and of the 
station. This configuration is depicted in Fig. 2. 
The «ain difference that exists between this end 
the star configuration is that In the fully connec- 
ted case an arrival to a repeater In a slot will 
not be successfully received If any of the '«peaters 
Is actively transmitting In that slot. Each re- 
peater Is provided with a finite storage capacity 
which can accomodate exactly one packet. No con- 
sideration will be Made here öT'storage capacity 
greater than one since the results of [3) have shown 
that the system is Mostly channel bound end not 
storage bound, and since It Is even More so with 
fully connected»configurations at Illustrated below. 
The station Is assumed to have Infinite storage ca- 
pacity. 

2. Traffic Model and Transmission Frotocolt 

The time axis Is assumed to be universal and 
slotted Into segments whose duration Is equal to 
the transmission time of a packet, rackets In this 

Figure I A Two-Mop Star Configuretio' 

Figure 2 A Two-Hop Fully-Connected Configuration 

study ere all of a fixed site. All devices are 
assumed to be synchronized end start packet trans- 
eilssion at the beginning of a slot. Associated 
with each repeater Is a population of terminals, in 
Iine-of-sight and within range of only that repeat- 
er, which generates new packets at an aggregate 
r*te of s packets per slot, all destined to the sta- 
tion. Packets ere transmitted by repeaters on a 
first-come-flrst-served basis; when Its buffer is 
non-empty, a repeater transmits the head of its 
queue with a probability p. Whan the packet trans- 
port Is successful (i.e.. the transmission Is free 
of Interference and storage Is available at the re- 
ceiving repeater), the packet Is deleted from the 
sender's queue; Otherwise, the packet Incurs a re- 
transmission delay geometrically distributed, with 
Mean l/p. A repeater learns about Its success or 
failure Instantaneously; that Is. acknowledgments 
are assumed to be Instantaneous and for free. At 
■ny one time, a repeater can be either transmitting 
or receiving, but not both simultaneously. The 
station always has Its receiver on. The packet pro- 
cessing time at any device Is considered to be ne- 
gligible. With this protocol the first transmission 
of a newly received packet (at the repeater) Incurs 
a .geoaetricaUy-distributed delay following its 

: v v^?:^:-J: ^^ ■.^.^^.^.r^.: 
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reception with mean l/p. We shall refer to thli 
trensmi»»ion protocol here at  the deleyetl-f i rit- 
trensmitsion (DFT) protocol.  It It preciiely the 
DTT protocol which w«v considered in the analytit 
of the star configurations In [3].  In addition to 
the on protocol we consider here a slight varia- 
tion of it which consists of transmitting (with 
probability one) a Qewly received packet immedi- 
ately following Its reception.  In case of an un- 
successful transmission the packet remains In the 
repeater's buffer and, as above, Incurs the geo- 
netrically distributed delay. This protocol will 
be referred to as the lwwediate-fIrst-transmit»jpn 
(IFT) protocol.  The motivation In considering it 
Is simply an expected decrease in packet network 
delay due to the avoidance of an Initial delay at 
the first transmission of the packet.  Numerical 
results will be discussed below. 

A packet successfully transmitted by a given 
population of terminals can be "blocked" at the 
imnediate destination repeater; blocking is due to 
twe factors: (i) the repeater (or any other re- 
peate' in the FC-COnfiguretion) is in a transmit 
mode or (ii) the repeater's receiver is on (and all 
other repeaters are quiet ir the FC-configuration), 
bi;t the repeater's buffer is full. 

Due to the blocking of traffic at the receiv- 
ing repeater, the rate of successful transmissions 
of packets to a repeater from its corresponding 
population of terminals is actually greater than s 
and is denoted b> >, Furthermore, this process of 
packet arrivals to a repeater is assumed to be a 
•ernoulIi one.- 

The structure of the remainder of the paper Is 
as follows.  In section 3, we briefly review the 
analysis of star networks; and the basic results 
obtained in [3].  In tcctlor k,  we examine the 
fully-connected case, in which we consider both 
transmission protocols described above.  A compari- 
son of all these systems and configurations will 
then follow In section 5. 

*ThIs assumption is Introduced here for analytic 
Simplicity.  Its validity is demonstrated by sim- 
ulation results which show that the process of 
packets successfully transmitted from a slotted 
ALOHA population of terminals approaches a Ber- 
noulli one, especially when the system load Is not 
too high.  It is also substantiated by the results 
obtained fror a separate analytic study of the 
packet transport process from N repeaters (or ter- 
minals) to a station, 2<N<J0, contending on the 
same channel In a slotted~AL0HA mode; the results 
show that this process can be approximated by a 
•ernoulll process for a large range of the system 
parameters N, X. and p. A Chi-square test was per- 
formed in comparing the txact distribution gov- 
erning the transport process (obtained analyti- 
cally) to a lefnoulll one with the same rate; the 
Chi-square value of a sample of 1000 intcr-arrival 
times (at the station) Is below (7, which corre- 
sponds to a level of confidence of ever 99.9t, 
(degree of freedom ■ 100). 

3. Analysis of Star Networks tmplpyintj 

Slotted ALOHA (DFT Protocol)3 

Let N denote the number of repeaters present 
In the configuration.  Given the DFT trans-issio^ 
protocol and given that the Input process to ••el' 
repeater It a Bernoulli process, the state of the 
system in slot t is entirely definei by th* nu'-M' 
of repeaters with non-empty buffers, referred tc as 
the number of "active" repeaters. Let nMo-nt'K) 
denote that number at slot t. n' is a Markör 
chain; Its transition matrix F is given by 

0 

P- ■■ 
'J 

iP^Dd-X) 

(1-Pt(l) 

N-i 

j'i-l 

i.l-l 

♦Pt(i) 

.(";') 

(:::)• 

xNi-))"" 
k^(i-))N- 

i-k (i) 

■(k*i) 

k-0,l,2. .. 

where P (I)  denotes the probability o' 
transmission given i active repeaters a 
pressed as 

(«-1 

a luce 
■ .- 

eil'j' 

f ■ - 

V.) Ip(l-p) 
1-1 a 

Let « . ■ lim Prfn ■ ij.  We compute the sta- 

, r^J,y   »el- 
Let n denote 

tionary distribution r ■ {r K . 
ving recursively the system - ■ yV. 
the average number of active repeaters. We have 

N 
n - S k- (3) 

k-0  * 

A packet successfully transmitted by a popula- 
tion of terminals can be "blocked" at the imnediate 
destination repeater. As already mentioned in 
section 2, bl eking Is due to two factors: (i) the 
repeater is in a transmit mode (and we denote by £ 
the probability of auch an event) or (ii) the re- 
peater's receiver It on but Its packet buffer is 
full (and we denote by o the probability of this 
event). Let B ■ o ♦ 6. We have. 

(I - p)n/N 

pn/N 

n/H 

(5) 

(6) 

The total network throughput is defined as the rate 
of successful packets received at the station; it 
Is given by 

$ - (N - n)X (7) 

The packet delay D Is defined to be the time smce 
the packet is originated at the terminal until it 
Is successfully received at the station. We dis- 
tinguish two components: (I) the access delay Da, 
defined to be the time required for the packet 
to be correctly received at the repeater, and (i!) 
the network delay Dn which consists of the time 
elapsed since the packet Is accepted at the re- 
peater until It It successfully received at the 
Station. By Little't result, the average network 
delay It given by 

0_ - n/S (8) 

t EA. '_*. ?_-_*_-_»J^_ t ^- CM >«-**- 
• * a • • * ■ 



.jr-j, 

<€ 
Kctultt In [}] have thown that for given N and X, 
there cxlttt a tingle value of p which maxlmiee» 
S and minimifei Dn and B, thus providing the opti- 
mum performance. The analytlt was further pursued 
to accomodate the cases where the buffer tlie at 
the repealer It greater than one. Numerical re- 
sults have shown that a tlloht Improvement may be 
gained by IncreatIng^the buffer tlte to two packett, 
but that no tignificant improvement It obtained be- 
yond that point.  It It shown that the tyttem It 
"channel bound" rather than ttorage bound.  For 
small N. 6 predominates a, showing that blocking It 
mostly due to the receiver being shut off. With 
larger N, o predominates 6 (tee Fig. 6 below); but 
It can still be argued that no Improvement can be 
gained by increasing the buffer tize tlnce for 
larger K the predominant factor of delay It Dn and 
not D#3. 

k.     Analysis o* fully Connected Configurations 

A. Analysis cr  the Dn Protocol in fully 

Connected Co^ i gurat ions 

With tingle-packet buffers, the ttate of the 
tvstei- in a slot is again entirely described by 
the number o* active repeaters, n\ The process 
nt is a Markov chain with trantition matrix P 
giver- t> 

0 

VD 

IJ ((l-p)i(l-))N"i*[l-(l-p)i 
•Pt(i)] 

n-p)' 
j-i   a- 

•  (i->) 

j<i-i 

j-i-i 

J-i 

J>i 

(9) 

where F$(i) is at expressed in Eq. (2). We com- 
pute the ttationary dittrlbutlon H-fito,"!,.. ,*„} by 
tolving recu'tively the tystem T.  • HP. The average 
number of repeaters F it given again by Eq. (3). 
Let 6 denote the probability that a terminal trant- 
mittion it blocked due to trantmlttlon by one or 
«ore repeaters. Given that k repeaters arc active. 
thit probability is simply l-(l-p)k. Removing the 
condi t ion we get 

f 
N 

k-0 
k0-p)

k do) 

Let a denote the probability that a terminal trans- 
mission It blocked due to the repeater's buffer 
being full, and that no repeater is transmitting. 
Given k active repeaters, this probability Is sim- 
P'y Jf ""P' ■ "amoving the condition we get 

A k    k 
•• £ %B (I-P) (II) 

kßt 

The totel blocking probability is given by fr*i*B. 
The network throughput S is expressed at 

»• £ «k kp(l-p)k*, - NXl-B)     (12) 

and the network delay it again simply given by 
tq. (8). 

•• Analytlt of the IFT Protocol in Fully 

Connected Configurations 

Let n* still denote the number of ective re- 
peaters In slot t.  In this protocol, nt Is not a 
Markov chain since Its transitions depend not only 
on nt'l. but also on whether or not new arrivals 
had occurred in slot t-l.  Instead of formulating 
a Markov chain model for the syttetr by increasing 
the ttate description to Include en Indicator for 
Such events, we choose to utilize the Imbedded Mar- 
kov cheiR technique, and derive the steady-state 
performance measures via a "cycle analysis." 

Denote by empty tlot a tlot in which no re- 
peeter undertook a trantmittion. Denote by dk the 
number of ective repeaters In the tyttem at the end 
of the kth non-empty tlot (tee Fig, 3); öy   is a 
Markov chain. We derive its trent it ion probabili- 
ties in the following. 

«•» 

J M» 
IMTTT    I IIMTT I     |M>T> 

1   1 

H-> 
Figure 3 The Imbedded Markov Chain 

ALOHA in Protocol 
in the Slotted 

Let p^ 4 Pr {dk*, - }/dk  - 1}. Let P- (p..) 

be the trantition matrix.  (We drop the superscript 

k at we are only Interested in steady-state condi- 
tions.)  For i ■ 0. we have 

N).(l->) 
N-l 

Ml-»' 
P0j m j(i-»w' 

-ci-xr 
and for ^ ■ N we simply have 

0 

.N-l 

J-2.3, 

WU.} 
IWp(l-p)' 

I-(l-p)' 

J-C 

j'1 

...N 

J<H- 1 

j-N-1 

(13) 

(U) 

«N-l 

Given that d" ■ i. let 

J-N 

denote the number of 

i-d-p)' 

empty slots separating two consecutive ncr-e-ptv 
slots. Note that, in a fully connected configura- 
tion. It is only In an empty tlot that an arrival 
from a terminal can be successfully received at the 
repeater. Also note that with the IFT protocol, an 
arrival in an empty slot ends the sequence of emp- 
ty slots separating two consecutive non-empty 
•lots. Thus, for I # 0, N, we have 

Prn.-OM-O-p)' and Prd^OMl-p) (15) 

^iv-i*-' -■-:.-^->^ >v. ■ •■J- v.- 
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•nd the trantltlon probabi 111 in arc given by 

0 
,1-1 M. 

,r{, tm9)   tillal  ,    4 rr( l ,>«   'PC-P)      f'-^  I 
i 

l-(l-p) 

Pril.-o: 
, i-dy^-ipd-p) 

«-(l-p)' 

l-(1->)N"'(l-p)' 

111 ^■-. ^^>'-')>n->)>'-i-'(i.D)l40.))w-'[i.ip(i.p)|-,.fi.c,)ii 

'ij 
i-d-M^'d-p)1 

,r{l 01 (N-i)>d.x)w-i;l{i.(i.P)i] 

' i-d-o^'d-p)' 

Pr.;i  >0   iJ jj-j  
i-d-x)" 'd-p)' 

j-i-i 

j>i*2 

(16) 

Let T^ « liir Pr:dk-i". The tt#tion«ry distribu-      cVt]*   '• <W«t«< by Oj and it given by 

t ion r-d d- . 
.t'j-J it Obtained by to) vine 

d   d 
recurtively the tyttem T.    ■ f T.  We no» derive the 
Itationary performance mcaturet. To do to, we de- 
fine a cycle to be the interval of time teparating 
two consecutive imbedded pointt. A cycle it tn- 
tirely determined by the ttate of the tyttetr at the 
imbedded point which Initiates it and can be la- 
beled by that ttate. Given that the latter it i, 
the cycle length it equal to I; + I. To compute 
the average cycle length, we need to determine the 
average length of Ij which we denote by Tj. The 
probatllity dentity function of Ij it given by 

Pril, 

d-i^^'^i-d-x)"] 

i-d-p)' 

(i-pj'ld-jj^'d-p)']1'1 

• [i-d-o^'d-p)'] 

d-p)NtIi-d-p)N) 
Thus I. <« «KprMMd «t 

1 

i-d-o' 

1-0; IH 

i^0,N;l-0 

(17) 

M0,N;(>0 

1-0 

T.. jW 
i-d-p) (i-x) 

d-p)w 

N^T 

i-d-p)' 

i^O.N 

i-N 

(IB) 

The average throughput ever the cycle, which we 
denoted by I», it precisely the probability of a 
succattful trantmittion and It given by 

i-1 

1    '   l-l«-p) 

♦Pr{l ^)(W-i)Ml-X)"'
l''d-D)'*iD(l:p)'''d-») 

•-d-p)'d-x)N'r 

09) 

The average of the turn of active repeater» over the 

II, ♦ I ♦ Pr{l(>0) (N-i)> 

l-(l-p)'(l-))N'' 
(20) 

By renewal theory arguments, the ttationary tyster 
throughput it expressed at 

S - 
.r Vi 

i-o 

(21) 

and the ttationary average number of active re- 
peatert   It giver by 

-  £ "i 0i 
(22) 

*, rr,*!) 
•y Little's retult, the average network delay it at 
in Eq. (B) and the probability of blocking B is 
■imply • - I - S/NX. 

C. Accass Oalay »nd the Throughput-Delay Tradeoff 

To complete the delay analysis, we need to 
avaluate the access delay Da for a given throughput 
S. Lat us first «Kamine the various states a ter- 
minal can be in and the possible transitions that 
axist among the states. Fig. k  raprasents the 
•täte diagram for the population of tarmlnalt atto- 
ciatad with a repeater. It it clear from the dia- 
gram in rig. 4 that the average access delay D. is 
equal to the average time spent by a tarminal In 
transiting from point Aj to point Ac, and which we 
denote by T(A|Aj). Assuming that tne blocking pro- 
bability I is uniform over time and Independent of 
the state that the population of tarmlnalt it in, 
we can write 

0a-T(A1A$)-T(A|A2)4(Tlr-|)lT(AJAJ()*T(Al!A2)) 

(23) 
To ettimate T(A.Aj) and TfA.A.), we call upon pre- 
viously publish« results. ^Totted ALOHA with an 
Infinite population has been thoroughly analyzed by 
Klelnrock and Lam [ft]. With the channel Input from 
the infinite population modeled as an independent 

^'>>:;^-:;X/->>:>':^:P^ 
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Figure ^    State Diagram for • Population of 
Terminals 
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Figure 5 State D!agrar for a Population of 
Terminal» with no Hocking 

foJiion process with an average of X packets/slot, 
letting the maximum retransmits ion delay be an In- 
teger number K of packet slots (the retransmission 
delay assumed uniformly distributed over the K 
slots), and neglecting the propagation delay, the 
delay Ds-ALOHA (*) has been explicitly obtained in 
Kef.16]- For each value of >, we note that an op- 
timum value of K, 1^. can be »elected so as to 
achieve Minimum delay. The lower «nvclope of «II 
delay curves provides the throughput-deIay perfor- 
mance of slotted ALOHA with Infinite population. 

The model used by Klelnrock and Lam In deter- 
mining packet delay can be represented by the dia- 
gram of Fig. 5, where the delay 0$.ALOHAW corre- 
sponds to T(AjAO. Comparing the two diagrams In 
question, we note the following, loth Include re- 
presentation of »lotted ALOHA channels with through- 
put >. However, white In the diagram of Fig. 5 the 
ant I re input to the channel It produced by the In- 
dependent Foissen process with rate X, In the dia- 
gram of Fig, 4, only the fraction » is produced by 
an Independent process; the remaining fraction 
(X • ») i» generated by the terminals In the 
blocked state. Regarding transmissions by these 
terminalt at "new" Input to the channel, and ne- 
glecting the effect of the correlation in traffic 
Introduced here'by the rescheduling protocol, we 
approximate TCAJAJ) «nd T^Aj) by 

T(AlV ' T<W ' "S-ALOHA^ (24) 

T(AjAi|) It the average rescheduling delay and Is 

»Imply given by Kopt(x)/2, and thus an astlmatt of 

D I» given by 

V T^F VALOHA^ *  -A ^ 

5. Numerical Results and Discussion 

(25) 

We start by examining the fully-connected DfT 
case. Contrary to what was »hown for the DFT star 
configuration In (3], given X, we note that the 
value of p which yields minimum Dn does not corre- 
spond to the value of p which yields minimum block- 
ing B (and thus maximum throughput). We get the 
optimum On for a given throughput S by plotting in 
the (S,Dn) plane the constant X contours (varying 
p), and then by taking the lower envelope. Fortu- 
nately, the difference between the minimum blocking 
and the blocking achieved at optimum delay Is ra- 
ther Insignificant! Optimum Dn and optimum B will 
therefore yield the optimum total delay D for a 
given throughput S. 

In Fig. 6 we plot the optimum Dn versus S for 
various values of N along with the corresponding 
curves obtained In the star configuration. Fig. 7 
shows the optimum blocking versus S. Wc note that, 
as expected, the probability of blocking is con- 
sistently higher for the fully connected config ra- 
tion; this is »Imply due to the fact that transmi- 
ssions by all repeaters contribute to the blocking 
of an Incoming packet. Moreover, little discrep- 
ancy Is observed as N varies between 2 and 10. The 
delay 0n, however. Is smaller for lower throughput 
(with the exception of N-2), and the difference be- 
comes more significant as N gets larger. 

■LOTTtD «LON* 
 STAR COMriGURATION 
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COMf IOUMATIOM IDrTI 
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Figure t   Optimum (Network) Throughput-De I ay Curves. 
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Figure 9 Network Capacity vertu* N 

To let the Inportance of blocking due to rc- 
peaten' tranimlotleni (0) relative to the blocking 
due to lack of ttoragt (a), we plot in Fig. 8 o 
versus t for  various values of  N along with the 
curves corresponding to the Star configuration; it 
I« all too evident from this figure that t  is the 
predominant factor and thus that the fully connected 
configuration It even more "channel bound" than the 
ttar conf guration. Moreover, | becomes more and 
«tore Impotent relative to a at N Increases, due to 
the larger number of contending devices. This cer- 
tainly Juttlflet the absence of consideration in 
the present study for buffer sizes larger than I. 

For a two-hop centralized environment, the 
system capacity It obtained for l*l/e. We plot in 
fig. 9 the OFT ayttam capacity versus N for this 
and the ttar configuration. The fully-connected 
environment provides e tmaller network capacity 
than the ttar configuration, especially for the 
tmaller values of N (N<6); however, as u  gets le-- 
ger (7<NO0), the capaTlty of the fully-connected 
system~epproaches the one achieved in the star con- 
figuration. 

The total packet delay D • Ds*Dn for the fully 
connected OFT system it plotted versus S in Fig. 10 
for N>2, 5 and 10 along with, for comparison, the 
throughput delay curves corresponding to the star 
configuration.  (The curvet corresponding to the 
IF" protocol appearing in these flguret will be 
discussed aubtaquently). We note that for both 
M-2 and N-5 the delay It larger than or equal to 
the delay obtained with the ttar network; for N-IO, 
however, not only doet the tyttem capacity approach 
the one obtained with the «tar configuration, but 
the delay It tlightly tmaller for a wide range of 
$; thit It tImply explained by the fact that, as N 
gets larger, the value of X  that achieves a given 
throughput it «mailer, and thut 0n becomes the pre- 
dominant component of 0; the improvement in On ob- 
served for N*IO(Sec Fig. 6) overcomes the degrading 
effect of the larger blocking probability experi- 
enced (tee Fig. 7). The throughput delay irves 
for networks of arbitrary connectivity «mp'oylng 
the OFT trantmlttlon ^reteeel are expected to lie 
between the two ditpleyed. Nowever we have no for- 
met proof for thlt claim! 

Contlder new the fully-connected IFT cese. The 
contnent we made earlier regarding minimum blocking 
and Minimum delay In Che fully-connected PFT case 
It alto valid hare. The main focus hare Is to com- 
pare the performance obtained with thlt cate to the 
one obtained with the OFT protocol. Thlt we do by 
firtt plotting On vortut S In Fig. II and I vertut 
S In Fig. 12 (at optimum) along with the delay and 
blocking corresponding to the OFT protocol. We 
note that for the mott Intarattlng range of S, Dn 
(and to a certain extent I) It Indeed tmaller with 
IFT. The IFT-tyttew capacity for a two-hop envi- 
ronment, however, ft dominated by the DFT-tyttem 
capacity (with the exception of N"2) at thown In 
Flg. ) above; thlt capacity It net too aantltlve to 
variations In the alia of the notwerk, N. The 
throughput-delay curves appear In Fig. 10 for N>2, 
5, and 10. For thi,  the IFT delay curve is con- 
tlttentty lower then the DFT curve. For N-5 end 10, 
the IfTJalay It lower ever a tlgnlfleant range of 
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the throughput, but «s S iMftMM, the rtltt ion- 
Ship rtvenet at the IR tystem reaches It» capa- 
city »ooner. Thus Me cxpertancc with the in  pro- 
tocol a slightly Improved packet delay but a 
»lightly degraded tystam capacity. 
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Analysis of a Two-Hop Centralized Packet Radio Network- 
Part I: Slotted ALOHA 

FOUAD A. TOBAGI. MEMBER, IEEE 

.4Ajirart—The design of packet radio syilems involves a large number of 
design variables that interact in a very complex fashion. As this design 
problem in its general form is quite complex, a viable approach is to aniriyie 
some simple but typical configurations in an attempt' to understand the 
behavior of these systems. In this paper, a two-hop centraftzed 
configuration b considered In which traffic originates at terminals, to 
destined to a central station, and requires for its transport the relaying of 
pnekets by store-aod-ferward repeaters. The throughput-delay 
Performance b derived, and its dependence on such key system variables as 
the network topology, Ike transmission protocol, and the repeaters' storage 
capacities, b given. In this part, devices are assumed to be utilizing the 
slotted ALOHA access mode. Carrier sense multiple access to treated in 
Part II of this series (If. 

INTRODUCTION 

rilHE economic diving of computer resources has been 
■*• made possible by the development of the packet-switch- 

ing technique whereby packet switches are interconnected by 
point-to-point data circuits according to some topological 
structure (21 -[4]. Economic studies have subsequently shown 
that, for geographically distributed networks, a significant 
part of the overall system cost is incurred by the local collection 
of data from, or dissemination of data to, a large population of 
users [S]. Today, with the proliferation of computer applica- 
tions, computer resources have to be brought increasingly 
close to the individual; this makes it extremely desirable to 
create more flexible and more economic communication tech- 
niques. The packet-broadcasting technique offers an attractive 
solution in that it brings together the advantages of both packet 
switching and broadcast communication. Packet switching 
offers the fair and efficient sharing of tiie communication 
resources by many contending users with unpredictable 
demands; the (radio) broadcast medium is a readily available 
resource, is easily accessible and particularly suitable for 
communication with mobile users. The ALOHA system at the 
University of Hawaii, a packet-switched computer communica- 
tion system utilizing radio, is perhaps the first example illus- 
trating the feasibility of this technique [6]. Originally, the 
ALOHA system was a one-hop system whereby all terminals are 
in line-otaight and within range of the central computer (the 
station). Later on, packet repeaters wete added to provide 
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expansion of geographical coverage beyond the range of th 
station [7]. Another prominent example is typified by the 
Packet Radio system of the Defense Advanced Research 
Projects Agency [8], [9]. The target requirements of the 
system are more ambitious than with the ALOHA system and 
include many added features such as direct communication by 
a ground radio network between users over wide geographical 
areas, coexistence with possibly different systems in the same 
frequency band, antijam protection, etc. The key requirement 
of direct communication over wide geographical areas renders 
the repeaters integral components of the system. 

The design of packet radio systems involves a large number 
of design variables which interact in a very complex fashion 
[8] -[13]. In summary these are: the network topology, which 
consists of the number of devices and their geographical set- 
ting; the bandwidth management, that is the allocation of the 
available bandwidth as dedicated channels, or high-speed chan- 
nels to be shared by many users, or a mixture of these two 
modes; the channel-access policy, which is particularly crucial 
when we are in presence of shared channels and can consist of 
either a centrally controlled scheme or some random-access 
mode; the modulation scheme, which can be of the spread 
spectrum type or one of the more conventional narrow-band 
modulation schemes; the operational protocols which consist 
of the routing algorithms, the error control procedures, the 
flow control protocols and the monitoring functions required 
for the operation of the network; and finally the nodal design, 
that is the storage capacity required at each node, the buffer 
management strategy, the power requirement, and the nodal 
processing speed. 

In its general form, the optimum solution is extremely hard 
to come by. However, it is often the case that the selection of 
some system parameters is dictated by physical constraints. 
For example, for rapid deployment in military applications, 
and for easy communication among mobile terminals, it is 
advantageous that all devices employ omnidirectional antennas 
and share a single high-speed channel. In fact a great advantage 
is gained by providing the available communication bandwidth 
as a single high-speed channel to be dynamically multiaccessed 
by the many devices: this advantage is due to the statistical 
load averaging. With these arguments we have somewhat de- 
creased the space of design variables, and need to focus only 
on packet radio systems with the above characteristics. This 
task, however, is still of a very high caliber. One of two al- 
ternatives are present; either we create a simple but crude 
and approximate model suitable for general network config- 
urations, or we analyze more accurately simple but typical 
configurations as a first attempt to understand the behavior 
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of these systems, and to derive their performance. In fhii 
paper we opt for the latter approach. 

II. NETWORK CONFIGURATIONS 
UNDER CONSIDERATION 

A number of papers have already appeared in the literature 
that study various simple network topologies. Single-hop 
networks where terminals communicate directly with each 
other or with a central station have been investigated exten- 
sively [14]-[19]. A two-hop configuration involving a ring ( f 
repeaters around a station has been analyzed by Oilman (20 ; 
network capacity was studied, but packet delay wak m t 
considered. 

Here we consider again two-hop centralized configurations 
in which traffic originates at terminals, is destined to a centrq) 
station, and requires for its transport that packets be relayed 
by store-and-forward repeaters. The basic performance mea- 
sure sought is the throughput-delay tradeoff and its depend- 
ence on such key system parameters as the network topolog- 
(i.e., the number of repeaters and their connectivity pattern), 
the repeaters transmission policy, and their storage capacity. 
Two random-access schemes are considered: the slotted ALOHA 
scheme (7), (21). (22) studied in this part, and the nonper- 
sistent carrier sense multiple-access scheme (CSMA) (14) 
analyzed in Part II (1). 

All devices are provided with omnidirectional antennas and 
employ a random-access scheme over a single shared channel. 
With each repeater is associated a population of terminals, 
in line-of-sight and within range of only that repeater. Traffic 
originates at terminals and is destined to the station; thus, 
we consider inbound traffic only. Each repeater is provided 
with a finite storage capacity which can accommodate a max- 
imum ofM packets. The station has an infinite storage capa 
city. Packets are all of a fixed size. When the transport of a 
packet over a hop is successful (i.e., the transmission is free of 
interference and storage is available at the receiving device), 
the packet is deleted from the sender's queue; otherwire. the 
packet inz\xn a ittransmission delay. !t is av;umed hen thai a 
djvice le-ms about its success .>r failure a* he end of trans- 
mission; that is. acknowledgments are asumed to be instantan- 
eous and for free. At any one time, a device can be either 
transmitting or receiving, but not both simultaneously. The 
station always has its receiver on. The packet processing time 
at any device is considered to be negligible. As for the con- 
nectivity among repeaters, we consider here two types. The 
first, depicted in Fig. 1. is called the star configuration; in this, 
each repeater is in line-of-sight and within range of the station 
only. The second, depicted in Fig. 2, is called Wit fully con- 
nected (FC) configuration and consists of having all repeaters 
within range and in line-of-sight of each other and of the 
station. 

III. ANALYSIS OF SLOTTED ALOHA SYSTEMS 

We consider a universal time axis which is slotted into seg- 
ments of duration equal to the transmission time of a packet. 
Each population of terminals is assumed to be infinite and to 
collectively generate new packets according to a Poisson 
distribution at a rate of i packets/slot. Terminals transmit 
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Fig. 1.    A two-hop star configuration 

Fig. 2.    A two-hop fully connected configuration. 

their packets according to the slotted ALOHA scheme (22) 
(as described in Section III-A-3). Repeaters transmit their 
packets on a first-come-first-served basis; when its buffer is 
nonempty, a repeater transmits the head of its queue, in a slot, 
with probability p. With this protocol the first transmission of 
a newly received packet (at the repeater) incurs a geometri- 
cally distributed delay following its arrival at the head of the 
queue with mean Mp. We shall refer to this transmission proto- 
col as the delayed-first-transmission (DFT) protocol. A slight 
variation of this transmission protocol, considered later in this 
section, consists of transmitting (with probability one) a newly 

received packet immediately following its arrival at the head of 
the queue. In case of an unsuccessful transmission the packet 
remains in the repeater's buffer and. as above, incurs the 
geometrically distributed delay. This protocol will be referred 
to as the immediate-first-transmission (IFT) protocol. 

v^v -- -. -." v '.'■S.' 
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A packet successfully transmitted by a given population of 
terminals can be "blocked" at the immediate destination re- 
peater; blocking is due to two factors: 1) the repeater (or any 
other repeater in the FC configuration) is in a transmit mode, 
or :) the repeater's receiver is on (and in the FC configuration, 
all other repeaters are quiet), but the repeater's buffer is full. 
Due to the blocking of traffic at the receiving repeater and the 
need for retrials, the rate of successful transmissions of packets 
to a repeater from its corresponding population of tenninals 
is actually greater than s and is denoted by X. Furthermore. 
this process of packet arrivals to a repeater is assumed to be a 
Bernoulli one.1 

Let N denote the number of repeaters present in the con- 
figuration. Given the transmission protocol adopted and given 
that the Input process to each repeater Is a Bernoulli process, 
the state of the system in slot t Is entirely defined by the 
vector 

n'-(n1',na».-,»iN.') 

where n,' is the number of packets present in slot t at the /th 
repeater. Note that the arrival and departure of a packet are 
completed at the end of a slot, a' Includes packets In trans- 
mission, but does not include arrivals in process. It is clear 
that c' is a Markov chain. 

A. The Single Buffer Case. DFTProtocol 

In this case, the state of the system can be equlvalently 
described by the number of repeaters with nonempty buffers, 
referred to as the number of "active" repeaters. Let n', 0 < 
n* <N, denote that number in slot t. 

\)Star Configuration: The Markov chain «♦ for the star con- 
figuration has a transition matrix P whose (I, /)th element is 
given by 

/-/-I 

where P,{i) denotes the probability of a successful transmis- 
sion given / active repeaters and Is expressed as 

P,(t)'ip(\-py -i raj 

Let 

n,  &   Urn Pr{n'-/}. 

We compute the stationary distribution 11 « {ffo- ■i."*.»N ) 
by solving recursively the system n ■ IIP. Let n denote the 
average number of active repeaters. We have 

Pu 

p,m-vf -ivv-' 

li-',.0)ir_j'y
>-,n-X)'v-> 

/>«• (i) 

> The vilidity of this auumption it demonstrated by simulation re- 
wltt which show that the process of packets successfully transmitted 
from t slotted ALOHA population of terminals approaches a Bernoulli 
one. especially when the system load is not too high. It is also sub- 
stantiated by results obtained from a separate analytic study of the 
packet transport process from H repeaters (or terminals) to a station, 
2 < yv < 10, contending on the same channel in a slotted ALOHA mode: 
the mulls show that this process can be approximated by a Bernoulli 
process for a large range of the system parameters N, \, and p. The 
chi* value of ■ sample of 1000 interarnval times (at the station) is be- 
low 67. which corresponds to a level of confidence of over 99.5 percent, 
(degree of freedom - 100). This Bernoulli assumption is essential in the 
creation ol the Markov chain model used in this analysis because of the 
underlying mcmoryless property. 

s 
2 *»». 
k-0 

(3) 

Consider a packet successfully transmitted by a population of 
tenninals. We denote by & the probability of blocking due to 
the repeater being In transmit mode, and by a the probability 
of blocking due to the buffer being full (and the repeater's 
receiver on). We have 

o-d-pyw 
ß-pn/AT. 

and the total probability of blocking is given by 

a - o + <J » H AV 

(4) 

(5) 

(6) 

The total network throughput, denoted by 5. Is defined as the 
rate of successful packets received at the station; It Is given by 

5»(Ar-Ä)X. (7) 

The packet delay D Is defined to be the time since the packet 
is originated at the terminal until It Is successfully received at 
the station. We distinguish two components: 1) the access 
delay Da, defined to be the time required for the packet to 
be correctly received at the repeater, and 2) the network 
delay Dn which consists of the time elapsed since the packet Is 
accepted at the repeater until It Is successfully received at the 
station. By Little's result, the average network delay Is given by 

n/S. (8) 

2)FC Configuration: In the fully connected configuration, 
an arrival to a repeater In a slot will not be successfully received 
if any of the repeaters is actively transmitting In that slot. The 
transition matrix P is given by 

0 /<'-! 

P.O) /-'-i 

(i -pyo -xy*-' + [i-(i -py-PM 
Pum 

"-"Cw) x>-'(i -xf-'     ;>'•     (9) 
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TOBAGI: PACKET RADIO NETWORK-SLOTTED ALOHA 

Let fi denote the probability that a terminal's transmission is 
blocked due to a transmission by one or more repeaters. Given 
that * repeaters are active, this probability is simply 1 - 
(1 —p)V Removing the condition on * we get 

0-1 - £ Ml - 
*-o 

py. UO) 

Let a denote the probability that a terminal's transmissio i 
blocked due to the repeater's buffer being fuK. and that 
repeater is transmitting. Given * active repeaters, this pro )a 
bUity is simply {k/W. I - p)*. where 

(:::)/(:> 
k/N 

I 

is the probability that a particular repeater Ä, is active. Re- 
moving the condition we get 

a- X fa^d-P)* 
a-o      " 

(11) 
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Fi(. 3.    Slate diagram for a population of terminals. 

yzed by Kleinrock and Lam [22], (23). The generation of 
new packets by the infinite population is modeled as a Pois- 
son process with rate s packets/slot. The retransmission delay 
is considered to be uniformly distributed over K slots. Assum- 
ing that the blocking probability B is uniform over time, we 
modify Kleinrock and Lam's infinite population model to get 
the following equation:2 

The network throughout S is expressed as 

c' 2 ^-*p(i-py-1 »A-xci -B) 
*-o iV (12) 

ana -he network delay is simply given by (8). 
2) Access Delay: To complete the delay analysis, we need to 

evaluate the access delay D, for a given throughput S. Fig. 3 
represents the state diagram for the population of tenninals 
associated with a repealer. First, a terminal is in the thinking 
state. After a random period of lime, the terminal generates 
md transmits a new packet. If the transmission is unsuccess- 
ful due to a collision with other contending terminals, the 
terminal joins the set of colliding terminals and reschedules 
transmission of its packet following a random retransmission 
delay, which we denote by X. The terminal retransmits its 
packet and repeats this process until its transmission is free 
of collision by other terminals. In the latter case, the packet 
will be successfully received at the repeater if and only if the 
repeater is not transmitting (as well as any other repeater in 
the FC configuration) and its buffer is not full; otherwise, 
the terminal joint the set of blocked terminals and reschedules 
transmission of its packet following the random retransmission 
delay. The process is repeated until the collision free transmis- 
sion of the packet it successfully received at the repeater, in 
which case the terminal rejoins the set of thinking terminals. 
It it clear from the diagram in Fig. 3 that the average access 
delay D9 is equal to the average time spent by a terminal in 
transiting from point Mj to point Ah. 

In the absence of blocking at the receiving device, slotted 
ALOHA in an infinite population environment has been anal- 

ßs-ALOHA(*A'.Ä)=l+^^i)+ i 
T ■ (13) 

where 

[• </„ ~\e-G'* +-^-c(| -B)\   e-'(\ -B) 

Qi e  O,K +1 
K 

_ f-c/*t-f-o(|-g)|- 

\-e-G{\-B)    I 

lK-l 
'e-0(\-B)\        e-'{l-B) 

s «C It 

Given S. the access d .jy is given by 

Da = min Ds-Ato ..g.«.») (14) 

* Packet arrivals are noi considered synchronized with slot bound- 
aries, so that onr-half of a slot is added to the access-delay equation 
The CSM A scheme treated in 111 docs not incur this additional syn- 
chronuation delay. 
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Fig. 4.    Slotted ALOHA tur configuration: Network delay, through- 
put and probability of blocking versus p. 

The access delay can also be estimated by the following ap- 
proximate formulas9 

I i      * \ 
"      \-B   S  ALOHAVV(l-B)       P     / 

B     Kovi-
1 

l-B 
(14a) 

where A'0pt denotes the optimum retransmission delay mini- 
mizing Os.Al,OHA (X.X.O). 

4)Numerical Results: Consider first the war configuration. 
Fixing N and X, we observe that n is a convex function of p. 
Thus there exists a value of p which minimizes n. From (6), 
(7). and (8) we note that Dn and B are also convex functions 
of p while 5 is concave. Moreover, it is clear that the value of p 
which maximizes 5, minimizes Dn and B. As an example we 
show, in Fig. 4, Dm, S, and B versus p for JV » 3 and two values 
of X. We observe that the throughput 5 is not as sensitive top as 
are Dn and B. That is, if p is improperly tuned, while the 
system can maintain the throughput desired, the network 
delay Dn and the probability of blocking B (and thus the ac- 
cess delay) may suffer large increases! In Fig. S. we plot the 
optimum delay versus the achieved throughput for various 
values of AT. We note that the network delay increases with 

* We have compared numerical rctultt for the acce« delay utlng 
both (14) and (14a). It was observed that (14a) was a good approxi- 
mauon for low throughput, hut as the latter increased (and thus B in- 
creased), (14a) provided pessimistic results. For the sake of compari- 
son with CSMA. Fig. 9 was plotted using (14a) since this approxima- 
tion Is the only available model for the access delay in CSMA. 
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Fig. 5. Slotted ALOHA star and fully connected configurations: Op- 
timum (network) throughput-delay curves. 

increasing values of N. The reverse behavior is observed for the 
probability qf blocking B over a large range of 5(0 < 5 < 0.3S) 
as shown in Fig. 6. 

5, optimized with respect to p. is a monotonic function of 
X;4 the system capacity is achieved for \- He and is expressed 
as maxp {(iV/*KI - B)}. In Fig. 7 we plot S (maximized overp 
with X kept constant) versus X for various values of A'. The sys- 
tem capacity is precisely the network throughput at X = 1/e. 
We note that for the larger values of M.V> 3), S. which in- 
creases with increasing values of X. levels off rather rapidly and 
approaches its maximum value for X well below l/e. This is not 
so with the smaller values ofN. Tims it is clear the the limiting 
hop is the terminal-to-repeater hop for fi * 2 and 3, and the 
repeater-to-station hop for larger ft. Moreover, we note that, 
for TV > 3. the r/stem capacity is a decreasing function o(N. In 
Fig. 8 we plot the system capacity versus N for the two-hop 
configuration. 

4 The maximum value of X allowable in this model is a function of 
the access mode in use by the terminals. If a slotted ALOHA mode is 
used, it is well known that the maximum rate of successful packets 
that can be transmitted by an infinite population of terminals is X ■ 
lie ■ 0.36B. On the other hand, given the memoryless property of the 
Bernoulli input process, the above analysis corresponds also to the 
'linear-feedback" model whereby, following the successful transmis- 
sion of its buffered packet, a repeater is assumed to generate a new 
packet after a geometrically distributed time with mean 1/x. In the 
linear-feedback model, the rate X can take any value between 0 and 1. 
B - n/N represents the fraction of lime a repeater is active; and Dn 
represents the total packet delay. 
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STAR CONFIGURATION 
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Fig- 6.    Slotted ALOHA star and fully connected configurations: 
tmum blocking versus throughput. 
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Slotted ALOHA star configuration: Throughput versus K. 

We examine now the FC case. Contrary to the star con- 
figuration, the value of p which yields minimun Dn for a given 
p does not correspond to that which yields minimu.r blocking 
B (and thus maximum throughput). We get the optimum Dn 

for a given throughput S by plotting in the (5, D„) plane the 
constant X contours (varying p), and then by taking the lower 
envelope. Fortunately, the difference between the minimum 
blocking and the blocking achieved at optimum delay is 'ather 
insignificant! Optimum D„ and optimum B will therefore yield 
nearly the optimum total delay D for a given throughput S. 
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Fig. 8.    Slotted ALOHA two-hop star and fully connected networks: 
Network capacity versus A'. 

Fig. 5 shows the optimum Dn versus 5 for various values of ^ 
along with the corresponding curves obtained in the star con- 
figuration. Fig. 6 shows the optimum blocking versus 5. We 
note that, as expected, the probability of blocking is consis- 
tently higher for the fully connected configuration; this is 
simply due to the fact that transmissions by all repeaters con- 
tribute to the blocking of an incoming packet. Moreover, little 
discrepancy is observed as N varies between 2 and 10. The 
delay Dn, however, is smaller for lower throughput (with the 
exception of yV ■ 2), and the difference becomes more signi- 
ficant as A' gels larger. As for the system capacity, the FC con- 
figuration provides a smaller network capacity than the star 
configuration, especially for the smaller values of N (N < 6), 
as shown in Fig. 8: but as N gets larger (7 < A^ < 10), the 
capacity of the fully connected system approaches the one 
achieved in the star configuration. 

The total packet delay D0 + Dn for the above two cases is 
plotted in Fig. 9 (alonp, with the results for other cases obtained 
and discussed in a later part of the paper). We note that for 
both A^ = 2 and A = 5 the delay obtained in the FC configura- 
tion is larger than or equal to the delay obtained with the star 
network; for -V = 10. however, not only does fhe system capa- 
city approach the one obtained with the star configuration, 
but the delay is also smaller for a wide range of 5; this is sim- 
ply explained by the fact that, as A gets larger, the value of 
X that achieves a given throughput is smaller, and thusZ)n be- 
comes the predominant component of 0; the improvement in 
Dn observed for A = 10 (see Fig. 5) overcomes the degrading 
effect of the larger blocking probability experienced (see 
Fig. 6). 

B. The Multlbuffer Case. DFTProtocol 

I) Analysis: We consider here the star configuration; with 
M > 1, the state of the system is described by n' ■ (n,f, 
«a*. ■•. "/v'). Let S denote the state space; that is. S = {(«i. 

'.\AV.'sv.: S'-i&^v>>>^ 
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Fig 9.    Throughput-delay tradeoffs in two-hop slotted ALOHA star 
and fully connected networks. 

«2. •". «w) I 0 < «( < M, Vi - 1. 2. ■■■,N}. The derivation of 
the transition matrix P for this case is given in Appendix A. 
Let n = {ff„}tteS be the stationary d»t"bution of {?'■ n is 
evaluated by iteratively solving the system: n ■ HP. The mar- 
ginal distribution of «i is given by 

20 

Pr >, = *} = 
(neS iii-''} 

(15) 

The average queue length at a repeater, denoted by q, is then 
given by 

M 

1 
k-0 

9=2   **{*,=*}• (16) 

The blocking probabilities a and 0 defined in Section I1I-A-1) 
above are expressed as 

Q = Pr{n,=A/}(l-p) C7) 

3 = [1-Pr{«, = 0}lp. (•») 

The network throughput is simply given by 

S=M(l-a-0) O9) 

and by Little's result, the network delay is computed by 

On = X(l-o-0) 
(20) 

1) Numerical Results: In Fig. 10 we plot on the (S. Dn) 
plane the constant X contours (varying p) for the example 
N = l,M-2. The optimum delay is obtained by taking the 
lower envelope. It is noted that given X, the value of p yielding 
optimum delay again does not exactly correspond to the value 
of p which yields minimum blocking (and therefore maximum 
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Fig 10.    Slotted ALOHA star configuration: Network delay versus 
throughput with Af > 1. 

throughput). However, the probability of blocking at optimum 
delay is not significantly different from the minimum blocking 
achievable! The effect M h' on network delay is shown in Fig. 
11 where we plot, for ^V = 2, and 3, the optimum delay curves 
corresponding to various values of M. The increase with larger 
M is due to the additional queueing time incurred and to a 
larger fraction of time that the repeaters are active. The effect 
/.f has on the probability of blocking is shown in Fig. 12 where 
we plot the minimum blocking as a function of 5. Note the 
(slight) decrease achieved by going from ^f = 1 toM = 2. In- 
creasing M to 3, however, offers no further significant im- 
provement. Thus, for a given network throughput S, an in- 
crease in M results in an increase in A, and a decrease in Da 

(due to a decrease in B). What is then the effect on the total 
delay Dt As an example, in Fig. I3,we plot/) ver$u$5forJV = 3 
and various values of Af. Again we only note a slight improve- 

?>>>I;>>:>>;-yy^-'v'v'^'-^.'>:•• V'^i-'V-.•'■••'>:.s' V.^j 
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Fig. 13.   Two-hop slotted ALOHA star networks: Total packet delay 
versus 5 for A' » 3 and W > 1. 
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Fig. 12.    Slotted ALOHA star configurjtiun: Minimum blocking versus 
5 for various values of A/. 

ment in performance by going from A/ = 1 to iW = 2. No 
further significant improvement is gained beyond M = 2. 

The lack of important improvement experienced by in- 
creasing 4/ is mainly explained by the fact that the system, at 
optimum, is mostly "channel bound" as opposed to "storage 
bound." To show that, we consider in Fig. 14 the (a. ß) plane 
on which we plot the locus of optima, for both the star and 
FC configurations, for A/ = 1 and various values of TV. For the 
star configuration, the curves corresponding to)V = 2 andiV = 
3 lie almost entirely in the 0 > a half of the quadrant, showing 
that blocking is mostly due to the receiver being shut off. 
However, as N increases, the optimum drifts to the a > /} re- 
gion. Is the system then storage bound when JV is large, say 10, 
for example? It is easy to show that there is still no significant 
improvement by increasing M. First, with large N, D„ is the 

T 1 1 1 r 

N>10 SLOTTED ALOHA 
STAR CONFIGURATION 

 FULLY CONNECTED 
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-OF PACKET BUFFERS M«1 

i r 

0       0.1      0.2       0.3      0.4      0.5      0.6      0.7      0.8      0.9 

Fig. 14.    Slotted ALOHA star and fully connected configurations: a 
versus 0 at minimum blocking. 

predominant delay factor; indeed for a given S.D„ increases 
with A' (see Fig. 5) while Da decreases with S/N (for JV = 10, 
for example, S/N < 0.04). Secondly, as 5 remains lower than 
0.35 (value close to the capacity of these networks with large 
N). B is smaller for larger iV rendering it ineffectual to further 
decrease it in an attempt to decrease Da. For example, con- 
sider A^ = 10 and S = 0.35; we have Dn a 10. Ä a 0.38 and 
Da a 2.5,yielding D a 12.5. By takingÄ = 0. we can decrease 
Da to 1.15 providing thus a lower bound on D of 11.15. a 
rather small improvement. Moreover, due to the queueing 
effect, flB increases with larger M. 

As for the fully connected configuration, it is all too evi- 
dent that 0 is the predominant factor and thus the FC con- 
figuration is even more channel bound than the star configura- 
tion. Moreover, the predominance of 0 relative to a is accen- 
tuated as N increases; this is due to the larger number of con- 
tending devices. Thus, in the sequel, we shall only consider 
M=\. 

•>V>VV .*»\N.  '. .•- y.y. 
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C. The IFT Protocol 

The motivation in considering the IFT protocol is simply an 
expected decrease in packet network delay due to the avoid- 
ance of an initial delay at the first transmission of the packet. 
In view of comparing this to the DFT protocol, we shall re- 
strict ourselves to the PC configuration as it is simpler to 
analyze. 

I) Analysis (FC Configuration): Let n' still denote the 
number of active repeaters in slot t. In this protocol, n' is not 
a Markov chain since its transitions depend not only on n'~l, 
but also on whether new arrivals had occurred in slot r — 1 or 
not. Instead of formulating a Markov chain model for the sys- 
tem by increasing the state description to include an indicator 
for such events, we choose to utilize the imbedded Markov 
chain technique, and derive the steady-state performance 
measures using arguments from the theory of regenerative 
processes [24]. 

Denote by empty slot a slot in which no repeater under- 
took a transmission. Denote by dk the number of active re- 
peaters in the system at the end of the fcth nonempty slot 
(see Fig. 15); dk is a Markov chain. We derive its transition 
matrix P in Appendix B. Let 

IMIIDMO POINTS        •" 

V lim Pr{</* /}• 

The stationary distribution H4 • {irod, i'id, •", "N1*} « ob- 
tained by solving recursively the system W ■ WP. We now 
derive the stationary performance measures. We define a cycle 
to be the interval of time separating two consecutive imbedded 
points. A cycle is entirely determined by the state of the sys- 
tem at the imbedded point which initiates it and can be labeled 
by that state. Given that the latter is i, the cycle length is equal 
to /, + 1, where /j denotes the number of empty slots in the 
cycle. The distribution of/j and its average,/,, are also derived 
in Appendix B. Let Si be the probability of a successful trans- 
mission in cycle t; we have 

ip(\ -pi~x 

St - Pr {/, = 0} P   ..        . * Pf U > 0; (21) 

(iV-/)X(i -xyv-*- > (i -pV^-pO-py-'d-X)*"' 
- > wV-i i-d-pyn-xj- 

The average of the sum of active repeaters over the cycle is 
denoted by oj and is given by 

o, -i7, + / + Pr {/(>0} 
{S-t)\ 

|-(l-py(l-X)*-' 

1 U t 

I 
SON 
IMHV 

»ON 
l¥»TV («try IMMV      |M»TV 

SON 

j*- CVCK   •[■ eyelt »-, 

Fig. IS.   The imbedded Markov chain In the slotted ALOHA IFT 
protocol. 

and the stationary average number of active repeaters is given 
by 

ff,0, 
<-o 

f *i(/"+») 
(24) 

(-0 

(22) 

By renewal theory arguments, the stationary system through- 
put is expressed as 

S- 

2 «A 
<-0  

<-0 

(23) 

By Little's result, Dn - n/S. The probability of blocking is 
simply B = 1 - (S/WX). The access delay is given by (14) or 
(14a). 

2)Numerica!Results.The main focus here is to compare the 
performance obtained with this case to the one obtained with 
the DFT protocol. This we do by first plotting Dn versus 5 
in Fig. 16 and Ä versus S in Fig. 17 (at optimum) along with 
the delay and blocking corresponding to the DFT protocol. We 
note that for the most interesting range of 5. Dn is indeed 
smaller with IFT. The IFT-system capacity for a two-hop 
environment, however, is dominated by the DFT-system capa- 
city (with the exception of JV = 2) as shown in Fig. 8 above; 
this capacity is not too sensitive to variations in the size of the 
network, yv. The throughput-delay curves are shown in Fig. 9 
above. For N - 2, the IFT delay curve is consistently lower 
than the DFT curve. ForN-S and 10, the IFT delay is lower 
over a significant range of the throughout, but as S increases, 
the relationship reverses as the IFT system reaches its capacity 
sooner. Thus we experience with the IFT protocol a slightly 
improved packet delay but a slightly degraded system capacity. 

IV. CONCLUSION 

The difficulty encountered in analyzing multihop packet 
radio systems led us to consider simple but typical configura- 
tions in an attempt to understand the behavior of these sys- 
tems and derive their performance. We analyzed in this paper 
the performance of centralized two-hop packet radio networks 
employing slotted ALOHA, in terms of system capacity and 
throughput-delay tradeoffs. We have also shown the effect on 
system performance of various system parameters, namely the 
transmission probability p, the number of repeaters^, and the 
repeater's buffer size M. 

The results show that, under the assumption that the proc- 
essing time at the devices is negligible, packet radio systems are 
channel bound; a slight improvement may be gained by in- 
creasing the buffer size from Af « 1 to Af = 2. but no signifi- 
cant improvement is obtained beyond that. 

^Lfl -•■■' ---•--■•-- 
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Fig. 16.    Slotted ALOHA fuUy connected contlguration: Optimum 
(network) throughput-delay curves. 
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Fig.  17.    Slotted ALOHA fully connected configuration: Minimum 
blocking versus S. 
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In the slotted ALOHA context, we studied the star con- 
figuration and the fully connected configuration, as well as 
two transmission protocols, the delayed first-transmission pro- 
tocol and the immediate first-transmission protocol. For small 
A', the star configuration offers a higher system capacity than 
the PC configuration; this is due to the fact that the terminal 
access hop in the star case is more efficient resulting from 
smaUer probabilities of blocking at the repeaters. But as N 
increases, the inner hop becomes the critical hop and both 
configurations become equivalent in capacity. For the larger 
values of A^, the FC configuration provides smaller packet de- 
lays for low and moderate values of the throughput; this is 
due to smaller network delays in the FC configuration, and 
this is more noticeable for the larger values of A where net- 
work delay becomes the important component of the total 
packet delay. 

System performance varies with the particular transmission 
protocol utilized at the repeater hop. StUI in the context of 
slotted ALOHA, the sensitivity of the system performance to 
variations in the transmission protocol was observed by com- 
paring the IFT-FC-configuration to the DFT-FC-configura- 
tion. We basically noted a lower system capacity with the IFT 
protocol which is not too sensitive to changes in A. The packet 
delay, however, has slightly improved over a significant range 
of the throughput, as anticipated. 

In Part II [1] we examine the same problem with the non- 
persistent carrier sense multiple-access mode used throughout 
the system. 

APPENDIX A 

TRANSITION MATRIX FOR THE SLOTTED ALOHA 
PROTOCOL WITH Af>l 

We denote by Pr {« | m} the probability of the one-step 
transition from state m = (w, ( m2, •••. mN) to state »-(«,, 
"a. "•. «N)- In any transition, the amplitude of change in «^ 
cannot exceed 1. We distinguish the following cases: 

1) If 3 / such that I m, - «, | > 1, or if 3 /. /, / # /, such 
that M, = m,- - 1 and n, = my - 1, then Pr (ft Im} <■ 0. 

2) Otherwise (either a successful transmission took place or 
no packet was successfully transmitted), if 3 i0 such that 
m(o = "«o + ' (indicating a successful transmission by repeater 
I'O) then 

?i{n\m}=pll o-p)xjll [X{r+(1-X+X&)t,] 

(A.l) 
where 

1 if my = n; 

0 if my # rtj 

1 i{nj=M 

OifnjKM (A.:) 

The term pUj+^il - p)*j represents the probability that /0 is 
the only transmitting repeater among all active ones. The sec- 

X/ = 
lifmy>0 

Oifmy = 0 *> = 

5 = 
1 ifm> = /i/- 1 

Oifmy>ny 
fy = 

.Viv. 
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ond product term represents the probability of'all changes,     represents the probabUity of all possible successful transmis- 
that ii. the presence or absence of arrivals, wnich occurred at     sions. Now for all > ^ /,. the number of packets increased by 
the remaining queues in the current slot. 

3) Otherwise (no successful transmission took place), let- 
ting /, ■ {/1 m^ = nj} we have 

Pr{ii|m} {n [p''>-t-(l-p)V(i-X + Xfy)i 

jei,        »ei, •       J 

one; the probability of this event is simply given by the last 
product term. 

APPENDIX B 

TRANSITION MATRIX FOR THE SLOTTED ALOHA 
IFT PROTOCOL WITH Af=l 

Let p,, i Pr {d**1 =/I^ ='). For / = 0, we have 

k*t 

• n o -PW 

where Xi >nd fy are defined in (A.2) above. According to the 
model under consideration, an arrival to a repeater in a slot t is 
rejected (blocked) if that repeater is in transmit mode during 
the slot. Thus, the number of packets queued at repeater 

Pot 

1-0-xr 
y = o 

(Bl) 

Given that dk ■ /. let /, denote the number of empty slots 
tne  Hot.   Ihus. tne numoer 01 pacKeis qucuea ai rcpe»ici " ' i .,  vi ,. »i,,,   ;« , 
/ • /. remains unchanged with probabUity p* + 0 - S     ^«^ Ü*. ConüCUl,Ve TTX ^„tv dot 1 
(I - X I S. P^wt/ that any transmission (represented     **» connected con^^t.on. it is only m an ******* 
v»       «     "»>/• i"v •*• ' v   ^ ..      «_ ..^«.i f,«™. a ttf.m nj. ran h« (ucceMiullv received at the 
by the term pXj) is unsuccessful. Since the repeaters are all 
independent, the probability of the event {ntj ■ rty} for all 
/ € /, is then given by the expression in the first bracket, in 
which the summation 

her,       fce/, 
L k*j J 

Pij 

an arrival from a terminai can be successiully received at the 
repeater. Also note that with the IFT protocol, an arrival in 
an empty slot ends the sequence of empty slots separating two 
consecutive nonempty slots. Thus, for i # 0, W we have 

Pr{/ =0} « 1 -0 -py;Pr{/, >0} =(1 -py       (0.2) 

and the transition probabilities are given by (i # 0, A) 

/<i-l 

-BV-i 
Pr{/(=0} 

+ Pr {^ > 0} 

«Pd -py 

i-d-py 

Prl/.'O} 

i-o-xy^-'o-py 
/ = /-! 

i-ci-py-^pd-p)1"1 

i-d-py 
+ Pr{/,>0} 

ov-ox(i-x)^-'-'o-p)'->-o-xyv"'('-«p^ -py1 -<i -M 
i-o-xy^-'d-py 

flv-oMi-xyv-'-l(i-('-p)'i 
i-o-xy-^i-py 

/■< + i 

(8.3) 

Pr{A>0} 

(N  Mv-Kl-X)»^ 
Pr{/<>0}V/~/ L . />/ + 2. 

i-o-xy-'d-py 

tttt^:y$$£^ ■_• "-• • j -J- "^" 
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Finally, for /« AT we simply have 

i<N-\ 
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(I0J 

mi -py- • 
PN.J i-o-pr 

mi -py-1 
i - J=N. i-O-py 

The probability density function of/, is given by 

(l-Xyvc-nfi-d-xyvj 

(B4) 

| = 0;/>1 
I 

^r {/,-/} O-pyiO-xyv-'d-pyj'-i 

'[i-o-w-'o-py] 
i*0,N;l>0 

o-pr'u-n-pr]   i=N-i>o. 
(B.5) 

Thus I, h expressed as 

I 

1-0-xyv 

 (i -py 
i-a-pyu-xy-i 

i-d-py 

/ = o 

i*0,N.        (B.6) 

i=N. 
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Analysis of a Two-Hop Centralized Packet Radio Network- 
Part II: Carrier Sense Multiple Access 

FOUAD A. TOBAG1. MEMBER, IEEE 

Aburact-Wt continue in this paper our study of two-hop centr.lli«! 
packet radio networks in view of undersUindlng the behavior of these 
system». Trafflc originates at terminals. Is destined to a central station, and 
requires for Its Iransport the rebying of packets by stpre-and-forward 
repeaters. We consider here that all de»ices employ the nonperslslent 
carrier sense multlpleaccess mode. System capacity and throughput-delay 
tradeoffs are derived and compared to those obtained for slotted ALOHA 

in Part I ll|. 

/' I.INTRODUCTION 

THE difficulty encountered in analyzing multihop packet 
radio systems led us to consider simple but typical con- 

figurations in an attempt to understand the behavior of these 
systems and derive their performance. In Part I we analyzed 
the performance of centralized two-hop packet radio networks 
employing slotted ALOHA in terms of system capacity and 
throughput-delay tradeoffs [l]. In the present paper, we 
continue the study by considering that all devices employ 
the nonpersistent carrier sense multiple access. 

Cirrier sense multiple access reduces the level of inter- 
ference caused by overlapping packets in the random multi- 
access environment by allowing the devices to sense the 
carrier due to transmissions by users within range [2]. In the 
simple nonpersistent CSMA protocol, a device with a packet 
ready for transmission senses the channel and operates as 
follows: 1) if the channel is sensed idle, the device transmits 
the packet; 2) if the channel is sensed busy, then the device 
reschedules  the transmission of the packet to some later 
time incurring a random rescheduling delay; at this new point 
in time, the device senses the channel and repeats the algo- 
rithm. For simplicity in analysis, a slotted version of the above 
protocol is considered in which the time axis is slotted and 
the slot size is r s. where r is the propagation delay among 
pairs of devices.1 Note that this definition of a slot is different 
from that used in Part I for slotted ALOHA; here a packet's 
transmission time is equivalent to several slots. All devices are 
synchronized and are forced to start transmission only at the 
beginning of a slot. When a packet's arrival occurs during a 
slot, the device senses the channel and operates according to 
the protocol described above. 

As in Part I, we consider two-hop centraiired conuguta- 

Psper approved by the Editor for Computer Communication of the 
IEEE Communications Society for publication without oral PHMM- 
lion. Manuscript received May 31. 1978; revised September 4. 1979_ 
This work was supported by the Advanced R«^«h Projects Agency of 
the Department of Defense under Contract MDA 903-77.C-0272 and 
Contract MDA-79-C-O201. _ ... c..-f„^ 

The author it with the Computer Systems Laboratory. Stanford 
UnKeriity. Stanford. CA 94305. 

» As In 12], we assume the propagation delay to be the same for all 
pairs. 

tions in which traffic originates at terminals, Is destined to 
a central station, and requires for its transport that packets 
be relayed by store-and-forward repeaters. The basic perform- 
ance measures sought here are. again, system capacity and 
throughput-delay  tradeoffs. All  devices are provided with 
omnidirectional antennas. With each repeater is associated a 
population of terminals, in line-of-sight and within range of 
only  that  repeater. Traffic  originates at terminals and is 
destined to the station; thus, we consider inbound traffic 
only. Each repeater is provided with a finite storage capacity 
which can accommodate a single packet. The station has an 
infinite storage capacity. Packets are all of a fixed size. When 
the transport of a packet over a hop is successful (i.e.. the 
transmission is free of interference and storage is available 
at the receiving device), the packet is deleted from the 
sender's queue; otherwise, the packet incurs a retransmission 
delay. It is assumed again that a device learns about its success 
or failure at the end of transmission; that is, acknowledgments 
are assumed to be instantaneous and for free. At any one time, 
a device can be either transmitting or receiving, but not both 
simultaneously. The station always has its receiver on. The 
packet processing time at any device is considered to be 

negligible. 
In order to gain much of the advantage of CSMA, we con- 

sider the FC configuration depicted in Fig. 1. where all re- 
peaters are within range and in line-of-sight of each other and 
of the station. Terminals follow the nonpersistent CSMA 
protocol described above. A repeater, which has completed 
the successful reception of a packet from its associated popula- 
tion of terminals, transmits the packet without delay. The 
repeater is guaranteed that the channel will be sensed idle at 
the end of a correct reception since, given the system con- 
nectivity, all repeaters must have been quiet during the entire 
reception time of the packet. This first transmission (and 
subsequent transmissions) of the received packet may however 
still be unsuccessful due to collisions with transmissions from 
other active repeaters. The rescheduling of the packet is 
considered to be geometrically dj^ributed; that is. the repeater 
reienses the channel in the current slot with a fixed proba- 
bility v\ clearly, a retransmission will result only if the channel 
is ssnsed idle. (Note that this transmission protocol is analog 
to Uie IFT protocol considered in Part \ for the slotted 
ALOHA mode (I).) 

11. ANALYSIS 

A. Characterization of Repeaten's Traffic 

Consider for each population of terminals Tj a time line 
which exhibits packet transmissions from Ti only. Consider 

0090-6778/80/0200-0208$00.75 © 1980 IEEE 
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Fig. 1.    A two-hop Tully connected configuration. 

also a time line R which exhibits packet transmissions from 
repeat»:: only. On each such time line we observe an alternate 
sequence of transmission and idle periods (see Fig. 2). The 
processes defining these time lines are evidently dependent on 
each other in a rather complex way; the dependence is deter- 
mined by the particular system connectivity. 

Since repeaters possess a single-packet buffer, it is clear 
that packet transmissions from a population of terminals to 
their associated repeater are useless if the latter has a non- 
empty buffer, ilthough such transmissions do not affect the 
system's operation, they do affect the network performance 
in that they may cause the repeater to delay its transmission 
due to sensing terminals' carrier. Accordingly, we consider 
here that the repeaters use a signaling scheme which allow 
them to distinguish between the presence of carrier due to 
other repeaters and carrier due to transmissions by their 
associated terminals. One such scheme consists of having 
repeaters transmit a busy-tone signal on a narrow-band busy- 
tone channel whenever they are undertaking packet trans- 
missions.3 From the analysis point of view, an important 
simplification is also gained, in that the decision made by a 
repeater regarding the transmission of its packet is solely 
dependent on the state of the repeaters. 

B. Characterization of Terminals' Traffic 

In the environment in question, a terminal is out-of-range 
of all but its associated repeater and thus can incur collisions 
with other repeaters' transmissions. However, by assuming 
that a terminal does not inhibit transmission even when its 

a The busy-tone chinncl it assumed to be separate from the avail- 
able bandwidth in question. Problems in detecting the busy tone that 
may arise with the use of narrow-band channels are ignored in this 
paper, fjj 

Fig. 2.    Slotted nonpersistent CSMA: Transmission and idle periods 
(vertical arrows represent terminals becoming ready to transmit). 

associated repeater is transmitting, we here too simplify the 
analysis considerably in that the processes defining each time 
line Ti become independent of the repeaters' time line R;the 
successful transport of a packet from a terminal to its asso- 
ciated repeater, on the other hand, will be considered de- 
pendent on the state of R (as seen in the analysis below). 
The effect of this assumption on the evaluation of the system 
performance is to provide rather slightly pessimistic results; 
indeed transmissions from T) which start during a transmis- 
sion period of repeater Rt are useless and contribute to a 
higher traffic rate on time line T,. It is however important to 
note that this effect gets smaller as N. the number of repeaters, 
gets larger. For iV = 10, for example, T, can normally hear 
only 10 percent of the repeaters' traffic. 

A transmission from T, is said to be Tj-succes$ful it if 
is free of collision from other terminals in Tt. Let X denote 
the rate of T^-successful transmissions from Tt (normalized to 
the packet transmission time). Due to blocking at repeater R,, 
only a fraction i < X is correctly received at the repeater. Let 
G be the rate of sense points on time line T,. By the above 
assumption. X and G for this slotted nonpersistent CSMA are 
related by [2] 

X = 
aGe-'a 

(1) 

where a = r/T and T is the transmission time of a packet. 
Moreover, the average idle period of time line T; is 
ae-'C/ii - e-aC), and the transmission period is 7" + T. We 
let T be the unit time, f denotes then the number of slots per 
transmission time, and a equals I IT. We characterize now the 
process defining the Trsuccessful transmission. Let Y denote 
the time (in units of T) between the end of two consecutive 
Trsuccessful transmissions. Simulation results have shown 
that we can approximate Yby I +Z where Z is exponentially 
distributed with mean 1/X' = 1/X - 1. That is 

Pr{y<^} = l-e-V(y-i)       y>1 (2) 

The goodness of the approximation is verified by comparing 
this density function with histograms of interdeparture times 
obtained from the simulation of an infinite population of 
terminals employing CSMA. Examples are shown in Fig. 3. 

C. Analysis 

Consider time line R on which we observe an alternate 
sequence of transmission periods and idle periods As in (4), 
we consider the imbedded slots defined to be the first slot 

^ •-«:-J -^ -. 



,EEE TRANSACTIONS ON COMMUNICATIONS. VOL. COM-». NO. 2. FEBRUARY .980 
210 

'[ 
■ 

SLOTTED NON-PERSISTENT CSMA 

X-0 1 
i • 0 01 

 v.^v-U 

1/X'»1/N-1 

.2   - 

""'n 111 M i- |    |    i    r   ■ -r-r- 

123«6«T"910 
20 

INTERDEPAHTUBE TIMES (IN PACKET TRANSMISSION TIMES) 

(a) 

1    2    J    «    »    • 7    t     9    10 »•••••   *    •   V? 1^, 

INTEROEPAlm.« TIMES UN PACKET TRANSMISSION TIMES! 

(b) 

4    S 10 

Fig 3 '»> imograms o. mwrdeparture times in »lotted nonperfistent 
CSMA (^ - 0 V ''' Hiitojramj of interdeparture time? in »lotted 
nonperKltft»'. CSMA (X • 0 3.0.55 and 0.75). 

of each idle period (see Fig. 4). The intervals f tween two 
consecutive imbedded slots are defined as cycles. Let n * 
denote the number of active repeaters in slot r,. Wt i.ov thai 
n'c is a Markov chain and determine Us transition pro^biJ- 

ities. , . 
Given n'. - n, let /„ denote the length of the idle period 

(in slots). An idle period ends in a slot if either an active re- 
peater decides to start transmission in that slot, or a successful 
transmission to a passive repeater from its associated popula- 

-IMIEDOEO SLOTS- 

a _j I I lA-l 1 -»■ 

Fig. 4.   The imbedded »lot« in time line R. 
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tion of terminals is completed in that slot (since the repeater 
immediately relays it), or both. It is clear that for a Trsuccess- 
ful transmission to be successfully received at repeater R, 
(considered inactive), this transmission should enrirelv take 
place during an idle period of time line R. Consider the im- 
bedded slot /, and assume «'» = n. Let then Jn denote the 
time until some active repeater decides to sense the chanAel 
(and hence to transmit if the channel is sensed Idle). Jn is 
geometrically distributed; its density function is given by     , 

211 

Pr{7n = A:slots} = (1 -^«(»r-Dp _(j -vy] 0) 

With n'« = n, there are iV - w inactive repeaters. Let R, aga n 
denote such a repealer. By the independence assumption 
between time line R and the terminal time lines, the end of 
a cycle on time line R represents, relative to time line 7,, i 
random look in time; accordingly, the probability that this 
point falls in a transmission period of 7, is precisely the 
ratio of the transmission period to the average cycle time 
(yielding 1 - X/C); the probability that it falls in an idle 
period is clearly X/C. We let K, denote the time since tt 

(the end of a cycle on time line R) until time line T, is idle; 
its distribution is then given by 

Pi{Yt<y} 
G     \     G/ T 

0<y<T. (4) 

Given that a transmission from 7/ requires 7 slots, no success- 
ful reception at repeater R, can take place before slot r, + 
Yi + T. Let Yf' = Yj + T. From the characterization of 
successful traffic introduced above, we note that, following 
'. + Yt, the arrival process from 7, to R, can be represented 
by a Bernoulli process, whereby the probability of completion 
of a correct reception in a slot is a\\ with X' = 1/(|/X - 1) 
Without loss of generality, we let R^ R2, -, RJV_   be the 

inactive repeaters and we let Yx'   < - < rN_n' < « and 

let y0' = o. Po; any slot r, te + Y/ < t < ie + Yhl\ (and 
under the condition that no arrival took place to any inactive 
repeater prior to r). the arrival process in slot / is binomial 
such that 

Pr {* packet receptions completed in r. 0 < * </} 

-(^Wo-dO'-*. (5) 

With these considerations, it is clear that n't is a Markov 
chain. To avoid the great complexity involved in keeping 
track of the position of time slot t in relation to the sequence 
u. + Y/}, we rhoose here to derive an upper and lower 
bound on performance by considering the following much 
simpler arrival processes. We let Ymin' = }V and K 
Ys-n'- The upper bound is obtained by considering the 
arrival process to be 

Pr {* packet receptions completed \nt,0<k<N-n} 

(6) 

The lower bound is obtained by substituting Ym%M' for 
ymin' in the above equation. Let ^'denote interchangeably 
^min and Km„', where the subscript m is replaced by min 
or max as needed. If yn < Ym' then the idle period ends 
because of the start of a transmission from an active repeater; 
'f •'" ^ ^m then arrivals to passive repeaters are possible, and 
for each slot thereon it is the contention of both active re- 
peaters and passive repeaters just completing reception that 
determine the end of the idle period in that slot. Clearly the 
system state (number of active repeaters) does not vary over 
a transmission period of time line R. With these considera- 
tions, it is straightforward to derive the transition matrix P for 
each case. This is given in the Appendix. Let 0 = {jr0, jr,, •••, 
ffiv} denote the stationary distribution, where 

iii=    lim    Pr{/j'. =/}.   . 
•t— 

n is obtained by solving recursively the system R = PIP. Now, 
we proceed with the derivation of the performance measures, 
namely the network throughput S and the network delay £>„. 
We have defined a cycle to be the interval of time separating 
two successive imbedded slots; a cycle consists of ar idle 
period followed by a transmission period. Given tha««'» = n, 
let /„ denote the length of the idle perioc".; th; tia^srnis-io 
period is of length 7 + 1; the cycle length -s I,   r . -,- j  ! 
/„  denote the expected value of .„   Jn is u ,ived in , 
Appendix. The probability of a sjecerf.' tia t uMoa ly the 
repeaters over the cycle, which *e deno.e b« J, ., evrcMci 
as 

s*-*Vn<yj}n*\l''^+*{jn>Ym') 

. "Ki -^-'(i -ax'r-'+jN-nyix'd -a\y-n~i(l   „y 
i-d-pTO-axy-" " (7) 

'-<:^. -W. ^:ov^^^;-:v:v^^^>:^:.:vA-j;oi:.:: ^: J 
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In this expression, we distinguished the case Jn,< Ym' where 
only active repeaters contend on the channel, and the case 
yn > ym' where newly received packets contend as well. Let 
on denote the average sum of active repeaters over all slots 
in the cycle. It is expressed as 

o„ - (7„ + 7+ 1>I + (7+ l)Pr {/„ > Ym') 

C\'-n)a\' 

I-O-cyO-«*'>' _/i\'VV-n' 
(8) 

By arguments from the theory of regenerative processes, we 
write the stationary system throughput S and the stationary 
average number of active repeaters n, respectively, as 

N 

£        fnSnT 
S = 

n-0 

n = 

M 

2 
n-0 

»«(/» + r+i) 

i ffnOn 

.V 

2 
n-0 

*niK + r+i) 

(9) 

(10) 

By Little's result, the average network delay Dn is given by 
nIS. As for the access delay Da. we estimate it here by 

D,= 
1 B 

l-B \-B 
(ID 

where -DNPCSMA W 'S ,he ave"?« Pa(:ket delay of an infinite 

population employing th. nonpersistent CSMA protocol 
and whose output is X; 6(X) is the optimum average retrans- 
mission delay minimizing ASPCSMA (X>- B is the probability 
that a rrsucces$ful packet gets blocked at the receiving 
repeater and is expressed as 

B = \ . (12) 

TABLE I 
NUMERICAL RESULTS FOR VARIOUS VALUES OF/V. X AND f. 

N V V «"nU '"„'-v.. Si«1n »N. Vin '-., 
"^ 

0.001 1.02} 1.023 0.1534 0.1512 0.233 0.244 

0.01 1.013 1.013 0.1535 0.1513 0.232 0.243 

2 0.1 0.\ 1.012 1.012 0.1535 0.1513 0.232 0.24] 

0.5 1.012 1.012 0.1535 0.1513 0.232 0.24) 
^~ 

0.001 I.S28 1.S2B 0.4009 0.3544 0.749 0.778 

0.01 I.IK 1.116 0.4198 0.3*45 0.737 0.772 

2 0.8 0.1 1.077 1.077 0.4232 0.3668 0.735 0.770 

M 1.092 1.092 0.4220 0.3*59 0.736 0.771 
mm 

0.001 1.072 1.072 0.2*1! 0.2476 0.476 0.504 

0.01 1.022 1.022 0.2*23 0.2479 0.475 0.504 

5 0.1 0.1 1.017 1.017 0.2*24 0.24*1 0.475 0.504 

o.s 1.019 1.019 0.2*24 0.248C 0.475 0.50« 
— 0.001 2.513 2.371 0.4535 0.3461 0.870 0.901 

0.01 1.270 -..2S2 0.4*20 0.3477 0.8*8 0.930 

5 0.7 0.1 1.1*3 1.1*3 0.4*85 0.3525 0.8** 0.899 

o.s 1.200 1.200 0.4*53 0.3505 0.8*7 0.900 

III. DISCUSSION OF NUMERICAL RESULTS 

We show in Table I numerical results obtained for various 
vajues of N, X, and v. These numerical results show that 1) 
thj performance is not too sensitive to variations in v (how- 
c er a very small value of v(v< 0.001) may induce degrada- 
t»:n in performance). 2) the network delay is not much larger 
th n one; and 3) the access delay is the predominant com- 
poi en of packet delay as the throughput increases due to an 
important increase in blocking. The large values of blocking 
excerienced are mostly due to the lack of synchronization in 
transmissions between the inner hop and the outer hop, rather 
than to an inefficient behavior of the inner hop. These results 
are explained by the fact that with the nonpersistent CSMA, as 
long as ZV is not too large (A' < 10). the probability that a 

transmission is successful is very close to 1. With the IFT 
protocol used here the repeater is guaranteed that the channel 
is idle at the end of a correct reception since, given the system 
connectivity, all repeaters must have been quiet during the 
entire reception time of the packet. (With a network delay as 
small as this, there was no need to consider larger values of M, 
or protocols other than IFT.) 

Examining closely the intermediate numerical results, we 
observe that the stationary distributions nmin and \lmtu are 
"identical"3 for the optimum 1/ (i' a 0.1). and the probability 
of success [Sn]min and [Sn\m,s are also very close to each 
other and close to I: the average idle periods (/„Imtn »nd 

(Ail III»< on ,he contrary, show important differences affect- 
ing significantly the performance evaluation. To overcome 
this difficulty we resort to Monte Carlo simulation to estimate 
Sn and /„ for n = 0. I. -, Ar (a much simpler task than a 
complete simulation of the system); then using equivalently 
fimin or nmix we der've t,,e performance measures. Let 
n't - n. The algorithm used to generate one sample of/,,. 
Sn and on is as follows. 

1) Generate N -n random variables (KyV^"" accord- 
ing to the distribution given in (4). Without loss of generality, 
we continue to assume that 

2)/-0. 
3). Generate a random variable JJ such that 

If 

• n-o-w^'yi (13) 

I*-*. W (14) 

» Accurate within four deciituli (the iccuracy u««d in printin| the 
results). 

-"  ^   --^'^ Ü^i A^Li. 
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2Ü 

J-(l -^»(I -aK'y 

o«-(/ll + r+i>i + flX,(r+ i) 

(15) 

(16) 
0» 

1 -(I -pfd -axy 
«op; | 

«1«/«-/-M; repeat this step \ 
i 

KM, simples •rej.eeded, the algorithm is repeated L 4m 
The estimates of /,. 5„. an. denoted by (/n)tirn  {sT 
(a,)..«, respectively, .re obtained by just takinjThe avef«e' 

Z^/HT'1" 2:e$,ima,es for the p"fo—«P 
^ . i„    . ^ ,re 0bUined byuSin« (9)- (,0>- «n«1 Little's result in which we substitute (/ ),     u \       ,   . 

'n.Jii.tndOn, respectively. » 

^4. TTie Throughput-Delay Tradeoff 

JSl ^"'T C,p,Ci,y " diSplayed in Fi« 5- •nd «^ through- 
put.del.y tradeoff for * « 2. 5. and 10. is plotted in Fig 6. 
we note a slight improvement in performance as N increases 

uT.h ? rT! ?.!!? 5 and 7 ,he Perfo""«ncc of CSMA 
o that of dotted ALOHA as obtained in Part 1(1). Contrary 
o the slotted ALOHA case in which we noted that f0r.V> 3 

fWT hOP con$tl,u,ei Poetically  the bottleneck, with 
^MA the inner hop is extremely efficient and the terminal- 
torepe.ter hop becomes more critical. As N increases  the 
input rate X required at each repeater to produce a given 
throughput S is smaller, and therefore the "wasted" time on 
the u™ »„es J repre^nled by the variables K/ is less impor- 
Un    accordingly it is possible to have a larger number of 
amultaneous receptions at various repeaters, and therefore 
to achieve a higher system capacity: moreover, picket delay 
* lower since the access delay Da is also smaller *ith smaller 
A_ln comparison to slotted ALOHA we note that CSMA 
oilers an improvement which becomes more significant as 
N increases. 

IV. CONCLUSION 
We pursued in this paper the analysis of centralued two- 

nop packet radio systems by considering that devices through- 
out the system use carrier sense multiple access 

It was shown that, with CSMA. the performance is not 
too sensmve to the transmission probability as is the case 
with dotted ALOHA (1|. The network delay is close to one 
Packet   transmission  time rendering the access delay  the 
predominant component of packet delay. The high levels of 
Mocking experienced are due to the lack of synchronization 
in transmission between the .nner hop and the terminal- 
•ccess hop rather than to an inefficient behavior of the re- 
peater hop. The results on throughpuldelay tradeoffs have 
«hown that In this most unsynchronized transmission mode 
between inner and outer hops. CSMA manages to provide 
improved performance over slotted ALOHA, especially when 
the number of repeaters around the station Increases. This 
improvement, however, is not of the same magnitude as In 
«ngle-hop systems I2J. due to the multihop Interference 
effect. The excellent performance achieved at the repeater 
hop substantiates the need to consider a buffer size of only 
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NONPERStSTENT CSMA 
UK.It-CONNECTED, IFT 

 L. 

NONPERSISTENT C5M* 
FULLY-CONNECTED. IFT 

OSO 
O.S 0 0.1 o.i      o.a     o.i     o* 

NETWORK TMROUOMPUT S 

Fi, 7     Comparison between slotted ALOHA and nonpersistent CSMA 
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one packet. Moreover, it indicates that with CSMA. contrary 
to slotted ALOHA, a dynamic control procedure at the re- 
peater-hop would have insignificant effect on the overall 
system performance. 

Finally, we conclude by pointing out that, in order o 
achieve Setter performance in these muhihop environment 
we need more clever schemes which guarantee a h ghcr evel 
of synchronization between terminals and repeaters trans- 
IsLs. one such solution may be offered by combm.ng 
min-slotted alternating priorities (MSAP) 15) with a clever use 
of the busy tone concept. 

APPENDIX 

TRANSITION MATRIX FOR THE CSMA IFT PROTOCOL 

The   transition   probabilities   pnj   between   consecutive 
imbedded points are given by __ 

Poj ~ 

WrX'Xl -«XT-1 ^o 
1-0-«XT 

KH -v 
i-O-«XT 

/-i 

yv-* 

Ps.i~ 

0 

AWT"1 

l-(l-f>v 

I '"  l-O-f^ 

and for 1<H<.V-1 

i<N-\ 

j = N-\ 

i=N 

(A.l) 

(A.:) 

/ < n - 1 

/-«-I 

Pmj = 

nKI -f)"-1 - Cl -«XT""rtKI -"y-1 

*v*<Y^jzr^r^ + p,{J't>Ym} i-o-^d-^r-n 

Pr {Jn < Ym'} i-v-vf 

o-axT-"!»-^o-"y"1 -(1 i^m^z!»^!ij^üzilg-vr   /-« 
+ Pr {Jn > Ym']  — i-(i-^(l-uXT-n 

, (.v-M>iX'(i-flXT--""1li-('-';)nl 
Pr {Jn > Ym') ,-(1-^(1-flX')v-n 

(Ny] («vy-o -«xT-^ 

/ = « + 1 

/>«+ I. 

(A.3) 
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We now derive the expressions for Pr{/n > ym,n'} and 
Pr{yn > Ymtx'}. Given n't = n, and the distribution for 
Yj given in (4), we have 

-o -^-.^-„ppl1 

f'{)'m..'<r+ -[c-+(-ä?]^ 
Af-n-l ^   ( p"   (Af"w~1)!   (x/(;yv-"-i-*1 
Ä (^-«-l-ik)! '      a**i J- 

0<^<r       (A.4) (A. 10) 

Pr{J'min'>r + . 

o<>'<r.    (A.^) 
i 

From the distribution of/„ given in (3) we note that 

Pr{/II>^ = (i-v)"(«r-i). (A6) 

Using (A.4) through (A.6) we have ' 

*Vn>ym„'} = v-vriT-l>\(^y'n+iN-n) 

V'Vn>Ymin
,} = (l-pr<r-i> [-('-in 

^(TV-^L-. + (1_vy.<T-i)(Ar_n)| d-^yr 

(N-n-iy.    (i-x/cyv-"-! 
ö^-n o 

JV^"1   (/v-fl -I)! 

1-*)! 

(i-x/c^-"-1- -* ' 

where 

o = — 
riogKi-iO"] 

We are now left with the determination of/„. Given that 
Ym' =y, the average idle period is given by 

f.    x    /     \\JH>-«-I"| +*{Jn>y}\y + — ■ ;—1. 

(A.8) 
(A. 12) 

We note that the integrals are of a known form, namely 

xmeB"dx = ee"\—+ 2(-l)* 

m(m-l)-(m-Jt+l) 1 
 ^ x--»J.      (A.9)     The 

Let/i #0,Af;forO<*<^- 1 we have 

*t{In-k\Ym'-y,JH<y} 

_  (l-y)"(fc-l)[l-(l-y)n] 

l-ii-vri*-1* (A.13) 

After some algebra, we get the following expressions: 

average idle period in this case is 

/"IVm,"».^<» 

>(Ar-/i) 
(\\N-n 
-)    +(i-i>ri2T- 

[a        jft (^-n-l-*)! a»^J 

»To 1-0-!»)"<*-») 

l-(l-»Y>y-yil-p)*to-i>[\ -(i -V)n] 

(i-O-fy-Ki-O-^cy-i)] 

(A.14) 
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Thus, for n^O, AT. 

/niym'-y 

= 1-0-»'r 
(1-^y.(y-l) 
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and for the uper bound case 

T 
/o,mln     j.^.^-yv —+ r+ 

i-o-«'y 
^.(l-^O-l) i-o-avy« 

r        i o--y 1 
•[,_(,_,r(i-,xy-"   i-o-»n 

(A.15) 

Removing the condition on Ym', we finally have 

1 

e(v)£^]- (A.19) 

/- = i-o-»»r 
- + Pr{JB>y„'} 

For the case n = N,v/e simply have 

1 
IN = 1-0-^ 

(A.20) 

r  ^^-1(A.16) 
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