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4 Preface

In the past two decades, one of the major stumbling blocks in apply-

N ing optimal control theory to flight control problems has been that

measurements of all the states of the system are not available. Thus,

it is necessary to use some type of observer or filter to reconstruct the

states of the aircraft. However, when this is done, all guarantees of

desirable stability robustness properties are lost. This thesis addresses

this problem and evaluates the success of some techniques to recover

the good stability robustness properties associated with full-state feed-

o back.
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Abstract

This study examines the concept of robustifying a controlled system

against differences which may exist between the real world system and the

low-order design model upon which the controller design is based. The

-types of controllers considered are based upon the Linear system model,

_quadratic cost, and faussian (LQG) noise process methodology of optimal

control theory. It is assumed that full-state feedback is not available

and a Kalman filter is employed to provide state estimates to the

controller. Both continuous-time and sampled-data controllers are con-

sidered.

Two robustification techniques are considered. The first is the

method of injecting zero-mean white Gaussian noise into the design model

at the point of entry of the control inputs during the process of tuning

-the Kalman filter. The second method is an extension of the first, where

the white noise is replaced by a time-correlated noise. This allows the

primary strength of the noise to be concentrated only in the frequency

range where robustification is desired. Comparing the results of applying

the two methods allows a designer to make a trade-off between the amount

of desired robustification and the performance degradation at the design

conditions which occurs when the techniques are applied.

Both methods are found to improve substantially the robustness
properties of the controllers considered. For the specific flight control

problem considered in this thesis, the tec ique of injecting white input

noise into the design model produced the des red degree of robustification

without prohibitively degrading performance a the design conditions.
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ROBUST FLIGHT CONTROLLERS

I. Introduction

1.1 Background

A vital element of a flight control system is that it be "robust".

Robustness implies that the controller provides adequate (i.e., stable

closed-loop) performance over a wide range of operating conditions and

system parameters. For example, finite-dimension models of the dynamics

of an aircraft are typically generated by linearizing the aircraft equa-

tions of motion about a limited number of specific equilibrium flight

conditions. Controllers are then designed for these "trim" conditions.

However, at flight conditions other than the specific trim condition used

for controller design, the closed-loop performance of the controller system

may be inadequate or unstable. That is, at the off-design flight condi-

tion, the aircraft parameters (upon which the design is based) have

changed sufficiently to make performance of the controller inadequate.

One method used in the past has been to schedule feedback gains for the

controller so as to compensate for the change in system parameters. How-

ever, it is desirable to have enlarged regions about nominal design condi-

tions within which a specific controller design will yield adequate perform-

ance. This would allow linear perturbation techniques to be used with more

confidence and may also reduce the number of required design conditions

about which such perturbations are defined. It may even be desirable to

have a fixed controller which is sufficiently robust to produce acceptable

performance for all conditions in the aircraft's flight envelope.
* .p *
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Robustness is also a concern when controllers are designed using

purposefully reduced order models. A robust controller will provide

stable closed-loop performance even when states of the real-world system

have been ignored in the design model. A third robustness issue is

survivability. Robustness can also imply the ability to maintain closed-

*loop stability if, for instance, part of the flight control system is lost

due to ground fire: i.e., the "true" system is vastly different than the

system model upon which the controller was designed. Such a robust

controller will provide a stable, though degraded, aircraft performance

while adaptation algorithms attempt to discern what system elements have

been lost and to determine an appropriate modification of controller

characteristics for future use.

In the 1960's, modern control theory methods, such as optimal control

theory, showed promise in application to flight control problems. One

drawback of applying optimal control theory techniques to flight control

problems, however, is that the resulting controllers require full-state

feedback, but measurements of all states are generally not available.

Thus, it becomes necessary to include a filter or observer in the con-

trolled system to estimate the states. However, once an observer has been

inserted into the loop, stability robustness becomes a major concern

(Ref 5).

Recently, efforts to improve the robustness properties of observer-

based controllers have included a technique, developed byJ.C. Doyle and

G. Stein (Ref 6), which injects white noise into a controller system model

at the point of entry of the control inputs during the process of tuning

the Kalman filter. It is claimed that, as the strength of the input noise

,.



is increased, the filter-based controller will asymptotically recover the

' good robustness properties of a full-state feedback system in the

continuous-time case. A disadvantage of this technique is that the

additional noise can degrade the performance of the system at the design

conditions.

-' A natural extension to the idea of injecting white input noise into

a system model is to consider time-correlated noise. This allows the

robustification technique to be applied only over a desired frequency

range rather than over all frequencies as in the original Doyle and Stein

method. Thus, the degradation in performance due to the additional noise

can be reduced (Ref 15;16;28).

The techniques described above are applied in this thesis to a

specific aircraft flight control problem. Two types of controllers are

considered. The first is an optimal Linear Quadratic Gaussian (LQG)

regulator. Available software allows the design of a continuous-time

and a digital controller. The second type of controller is an optimal

LQG-based Proportional-plus-Integral digital controller. For both types

*of controller, a Kalman filter is implemented to provide estimates of

s• the states of the system. The success of applying the robustification

techniques is determined by designing a Kalman filter and controller for

one trim condition, then evaluating the performance of the controller at

an off-design flight condition, as well as designing the filter and con-

troller on the basis of purposely reduced-order models for computational

loading reasons. Time histories of the mean and standard deviations of

the aircraft states and controls are examined. Additionally, it is desired

to compare the performance of the controller at the design conditions with

3
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-I no input noise, white noise and time-correlated noise used for filter

- retuning (robustification) to determine how much the performance is de-

graded by the input of the noise, and also to determine if performance

1benefits can be gained by using time-correlated noise as opposed to

white noise.

1.2 Problem

The primary objectives of this thesis are:

1. To apply the robustification techniques of injecting white or

time-correlated noise into a system model at the control entry

points during filter tuning to a flight control problem for a

high performance aircraft.

2. To extend the techniques for LQG regulators to LQG-based PI

controllers.

3. To evaluate the robustness properties of the controller designs

by performing covariance analyses for the controlled systems at

both the design flight condition and other off-design conditions

within the aircraft's operational flight envelope, using a

purposefully reduced-order design model. Robustified designs

are to be compared to unrobustified designs and also to full-

state feedback designs when possible.

1.3 Sequence of Presentation

The body of this thesis is contained in Chapter II-V. Chapter II

presents the equations used for designing and evaluating optimal determin-

istic LQG regulators for both the continous- and discrete-time case.

.
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Also included is the application of the Doyle and Stein technique to

continuous-time systems and several extensions of the technique to

discrete-time systems.

Chapter III presents the equations necessary to design and evaluate

optimal LQG-based PI controllers for the discrete-time case. Then the

Doyle and Stein technique is applied to systems employing PI controllers.

As pointed out in the text, robustification by this technique is a pro-

cedure which affects only the Kalman filter design; thus, the same method

is used for PI controllers as for regulators in this thesis.

Chapter IV examines the idea of injecting time-correlated noise

rather than white noise into a controlled system model during tuning

of the filter, to improve the tradeoff of the controller's robustness

properties versus performance degradation at design conditions. First,

a stochastic process model (shaping filter) is developed for the noise

*process which is then augmented with the system state differential equa-

tions. Then, the types of time-correlated noise of interest to this

* thesis are considered, including a discussion of the specific shaping

filters to generate the desired noise process.

Chapter V presents the model of a high-performance aircraft to be

*used in this thesis. A design flight condition is chosen and linearized

perturbation equations of motion are developed for the aircraft about

that operating point. The design model for the Kalman filter and con-

troller is purposefully reduced in order from the full set of linearized

equations so that this aspect of robustness can be examined. Finally,

models at other flight conditions are listed with which the robustness

of the system to parameter changes will be evaluated.

5



The findings of this thesis, results and conclusions are presented in

.. Chapter VI. Recommendations for further research are made in Chapter VII.

Four appendices are included. The first presents a generic format

for a controller into which the types of controllers in Chapters II and

III can be rearranged. The usefulness of the format becomes apparent

in a performance analysis, when the same set of equations can be used

to evaluate the performance of any controller in the standard format.

Appendix B lists the source code for a Fortran program used in design-

ing LQG regulators. Included are a discussion of how the program is

executed and modifications from a previous version to allow the input

of time-correlated noise (Ref 21).

Appendix C lists the modification to the software of Reference 13 and

30 to allow the input of white and time-correlated noise into the system

model. The software is an interactive program used for designing PI

regulators with a Command Generator Tracker in the feed-forward loop.

This thesis will exploit only the PI regulator design capabilities.

SAppendix D includes further performance analysis results in addition

to the findings in Chapter VI. It was stated in Reference 6 that the

Doyle and Stein technique is not guaranteed to improve robustness if

the design model is non-minimum phase (i.e., there are transmission

zeroes in the right-half s-plane). Appendix D shows a case where the

design model was non-minimum phase and where the addition of input

noise to the system model has actually drive an initially stable closed-

- loop system to be unstable.

'- .* *6
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I. LQG REGULATORS
U

2.1 Introduction

This chapter presents the equations used in designing optimal Linear

Quadratic Gaussian (LQG) controllers for a system modelled as linear,

time-invariant, and driven by zero-mean, white Gaussian noise and deter-

ministic inputs, subject to quadratic costs for defining optimality

criteria. The model used for this thesis is described in Chapter V. The

methods used are taken primarily from Reference 24 unless otherwise

stated.

In the first section, the controller equations for a continuous-

time system having continuous-time measurements are given. The structures

of controllers assuming perfect access to all the states of a system

versus controllers with a Kalman filter to estimate states are examined.

Next, the equations needed to evaluate the performance of controller

designs are given. Finally, a technique developed by Doyle and Stein

(Ref 6) to robustify the Kalman filter for continuous-time systems is

presented.

The fourth section contains the controller equations for a continuous-

time system having sampled-data measurements. Next the performance analy-

sis equations for the sampled-data system are developed.

The final sections contain alternative methods for applying the

Doyle and Stein technique to sampled-data systems. Three possible basic

approaches are simply to discretize the controller designed for the con-

tinuous system or to modify the technique in one of two ways so that it

applies directly to a discrete system.

.°..
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All methods described in this chapter are incorporated in a Fortran

program originally written by Captain Eric Lloyd and modified to some

extent by this author. For source codes and information about the pro-

gram, see Reference 21. Modifications and additions to the program are

listed in Appendix B.

2.2 Continuous-Time Controllers

The state description for an important class of continuous-time

systems is given by the linear stochastic differential equation

k(t) - F(t) x(t) + B(t) u(t) + G(t) w(t) (2-1)

where w(t) is a white Gaussian noise with statistics

, 4-

E{w(t)1 - 0 (2-2a)

TE{w(t) w (t+T)1 = Q(t)S(T) (2-2b)

" An optimal LQG controller for the system minimizes the cost

functional

ic =E 1. Ttf)Xfxtfj

°0

o ~)WX t u t - t (2-3)

where W xx(t) is a positive semi-definite weighting matrix associated with

the system states, x(t); Wuu(t) is a positive definite weighting matrix

associated with the controls, u(t), applied, to the system; W (t) is a
xu

cost-weighting matrix associated with cross terms of x(t) and u(t) and is

•.
°° ,8
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chosen so that the composite matrix of Equation (2-3) is positive semi-
.- a.

definite; and Xf is a positive semi-definite weighting matrix associated

with the states at the final time, x(tf).

The optimal control to be applied at time t which minimizes the

above cost function is described as4, .
u*t) - - Gc (t) x(t) (2-4)

with the gain matrix, Gc (t), given byc

Gc W - Wuu 1 (t) BT(t) K ct) (2-5)

and K C(t) is calculated using the backward Riccati differential equation.c

- (t) -F T(t) K (t) + K (t) F(t) +W Ct)-c c c x

- K c(t) B(t) W 1 (t) BT(t) Kc (t) (2-6)

.4'

subject to the final condition

SKc(t) Xf (2-7)

Notice that Equation (2-6) assumes that the cross weighting matrix

W xu (t) is zero. If this is not the case, an appropriate variable trans-

formation can be made which will account for the non-zero cross terms and

allow equation (2-6) to be used (Ref 24:202-203; 19:79-86).

Up to this point, the controller equations have been derived allowing

for time-varying systems, cost-weighting matrices and feedback gains.

However, as described in Chapter V, the model used for this thesis is

* . .. time-invariant with stationary noises (i.e., the covariance kernel

9
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E{w(t)w T(t+r)} is a function of only the time difference T (Ref 23:139-

".. .'~.140)) and constant weighting matrices. Thus a steady-state constant gain

controller can be used, ignoring terminal transients in the feedback gain

u (t) * (t) - - 1W B cIR x(t) (2-8)

where Kc is now the solution to the steady-state Riccati equation

T- -IT-
-K - 0-=F +KRF +W 4KBW B K (2-9)
c c c xx c uu c

Henceforth, the assumption of a time-invariant system with stationary

noises and constant weighting matrices is made, and the time argument is

omitted unless needed to avoid confusion.

The optimal control law of Equation (2-4) is given as a gain matrix

times the state values at a particular time. If, however, perfect know-

ledge of the states is not available, then an estimate of the state,

x(t), must be used in place of x(t). In this case, a Kalman filter is

employed to evaluate the conditional mean, _(t), and conditional co-

variance, P(t), of the states of the system.

Instead of the actual values of the states, assume that what are

accessible from the system are noise-corrupted measurements of the time-

invariant form

Z(t) - H x(t) + v(t) (2-10)

where v(t) is a stationary white Gaussian noise assumed independent of

the dynamics driving noise w(t) and with statistics

E{v(t)} - 0 (2-11a)

T
".. " E{v(t) vT(t+t)1 } R6(T) (2-1lb)

10
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Then the Kalman filter equations yield an estimate of the states and

-. "the covariance via (Ref 23:257,259)

i(t) - Fi(t) + Bu(t) + PHTR- 1 [z(t) - H(t)] (2-12a)..

P(t) - FP(t) + P(t)FT + GQGT - P(t) HTR HP(t) (2-12b)

These differential equations are solved forward in time subject to the

initial conditions

E{x(t_)} - (2-13a)

E{[x(to) - ; [x(t - x T1  Po (2-13b)

which are obtained from an a priori Gaussian density function for the

-A states at the initial time.

The precomputable Kalman filter gain for the continuous-time system

.. ' is expressed in Equation (2-12a) as

K(t) - P(t) T R- 1 (2-14)

'5 If it is assumed that the initial transients of Equation (2-12b) are

'C' short compared to the total time of interest, the steady-state co-

variance, P, can be computed as the solution to

*5.**.I ~- - T +QT --P(t) 0 - FP + PF + GQGT - F HTP HF (2-15)

. and the constant Kalman filter gain is given by

~K - FETR- (2-16)

_l..

,.., 11
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-p.

- Do not confuse the Kalman Filter gain, K, with K of Equation (2-6) and" C

(2-9).

Figure (2-1) shows the form of the continuous-time controller.

'if' u (t)

+I
K I I U

I
I !

* I
* II S

.Dynamics Model

* ElI
Measurement Model

Kalman Filter

Figure 2-1: Continuous Measurement LQG Optimal
Stochastic Controller
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• .2.3 Continuous-Time Performance Analysis

The performance analysis for a continuous-time LQG controller is

based on the development for a sampled-data controller given in Reference

23 and derived in Reference 21.

First, a "truth model" is developed for a given system which is

judged to represent adequately the response of a system to inputs and

disturbances encountered in the real world. Then, controllers for the

system can be designed, generally based on lower order, simplified models.

The performance is determined by examining the statistical characteristics

of the truth model states, x (t), and the controls, u(t), for each pro-

"* posed controller inserted into the real world simulation provided by the

truth model. This is depicted in Figure (2-2).

v t

,,: I xt (t) x (t)
I •Truth

t-- Model

I I
(t. t otolrut ut

Figure 2-2: Performance Evaluation for Linear
Sampled-Data Controller

'S" The performance evaluation determines the statistical characteristics

of xA(t), the truth model states, rather than the states of the simplified

.' controller model. It is important to determine the effect of applying

controls from a reduced order controller on the actual system response.

13
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Additionally, the statistical characteristics of the controls are examined

to ensure that they do not exceed physical limits or design specifications.

The assumed linear differential equation describing the continuous-

time truth model system and available measurements are

(t)- Ft.(t) + Bt (t) + Gt t(t) (2-17)

Et) W HJ(t) + Yt W (2-18)

where initial conditions and statistics of the noise are given by

E{xt(to)} - (2-19)

T
E{[t (to) - t [it-(to) - td P to (2-20)

E{wt(t)} - 0 (2-21)

E{vt(t) wtT (t+T)} QtS(T) (2-22)

E{v (t)) - 0 (2-23)

E ~ t -

_E(t) vt(t+T)} - R t6(T) (2-24)

Note that Yt(t) and w (t) are assumed to be independent of each other and

that the subscript t refers to the truth model.

A useful form of expressing the control law of Equation (2-4) and

other more general linear control algorithms, and an equation to propagate

the internal states of the controller, are given by

u(t) -G x (t) +G z_(t) + G y.(t) (2-25)

-- cx-c cz --t cy "-
.. " -'.



S(t) F x (t) + B zt(t) -B y(t) (2-26)

where yd(t) refers to a command input for the system controlled variable,

to track, where

1 (t) - Cx(t) + D u(t) (2-27)

The gain matrices in Equations (2-25) and (2-26) are evaluated

explicitly in Appendix A. Putting the control law into the generic form

allows direct comparison of different types of linear control laws.

Determination of time histories are desired of the mean and co-

variance of an augmented vector

jt(t)

* 4 (t) - (2-28)

~u(t)

".4

All quantities of interest in a performance analysis are assumed to be

components or linear combinations of components of this vector. If qk is

a scalar quantity of interest, i.e.,

qk - T Ya (t )  (2-29)

then the statistics of qk are given by

mean{qk(t)} - 4 T m (t) (2-30a)

coy { qk(t)} - T PyaYa(t) _k (2-30b)

1

,A
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where m (t) is the mean and P (t) is the covariance of the augmented
~a a aV - i

vector Y-(t).

To evaluated the first two moments of Ya(t), it is first necessary

to form another augmented vector composed of the internal states of the

truth model and the controller model

cM

x a Mt - (2-31)

Using Equation (2-18) and (2-25), u(t) and z(t) are eliminated from
-t

Equation (2-17)

it(t) { Ft + Bt G czHtl t(t) + BtGcx(t)

+ BtGcy Yd(t) + BtGcz v(t) + Grt (t) (2-32)
~t

J. Similar substitution into Equation (2-26) yields

Sc(t) - F x c(t) + Bcy (t) + B [Hrt(t) + It(t)] (2-33)cc-c2 Cy- czt-t -

Form the augmented noise vector

Wa(t) (2-34)

asazeomanwie asiat )) :
as a zero-mean white Gaussian noise with covariance kernel

E{wa(t)w aT(t +T)-Q a6(T), where

4* 16
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ftt 01

I S
.ool

Qai" (2-35)

.0 R t

Non-zero cross terms can easily handle the case of 4(t) and xt(t) being

correlated. Now an augmented system equation can be written as

a (t) Fx (t) + Bayd(t) + G w (t) (2-36)

fwhere

t t cz t tcx

F- L B Fc
(2-37)

Bttcy

a

LBcy 1(2-38)

Gt  Btcz

Ga

.L 0cz j(2-39)

*J The initial conditions for the augmented vector are

]E{X(to ) } X (2-40)x

'oto

t ft1

ftftft17
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ZP 0

-a (t o ) 0 (2-41)

0 0

Initial conditions on the controller states are often assumed to be zero:

X =0.
-Co

The mean and covariance of the states in Equation (2-36) propagate

as

m (t) - Famx (t) + Bayd(t) (2-42)
a a

T T
Px x (t) - FaPx x (t) + Px x (t)Fa +GaG (2-43)
aa aa aa

or solving the differential equation yields

a (t) - *a(t,to)X~a +- IatT)Bad(T) dT (2-44)
t

m-x Mo-a't0 o +j. a~tTBddT (-4
a t

0

Px x (t) O (,t 0)PaoaT(tto)
a a

t

+ i (t ' T)G Q GaT* T(t'T) dT (2-45)

where a(t,t ) is the state transition matrix associated with Fa, i.e.,

Oa (t'to0) a a(t-to0) - exp {F a(t-to0)}.

However, the requirement is to solve for the statistics of the

vector Ya(t) defined in Equation (2-32). This vector is related to

xa (t) by

18
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SI_0 x(t) 0 0° .e.,

Z- .a(t) - + Y-d (t) + v t(t) (2-46)

G G x (t)GG
Lcz t Gcxj cy CZ

The vector is seen to be a linear combination of jointly Gaussian

variables with known statistics. Thus, the desired statistics can be

generated from Equation (2-39) using the method shown in Reference 23:112.

I 0 0

m (t) m (t)t) (2-47)
- -GczHt Cl Id(t

a a

P yaa(t) = IO GczHt cx GczHt Gcx

• ! + Pxaxa (t) 0 GT

1 0

L z Gcz~t GcxatMc

0+ Pvtvt(t) G T [2-48

cz

19
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In the last term, note that P (t) - R 6(0) and that 6(0) = . ThisSvv t
t.t

terms gives an infinite value to the lower right-hand partition of the

covariance matrix. However, it is still of interest to look at the

contribution of the other three terms separately. To evaluate Equation

(2-48) fully, it is necessary to find an expression for Pxv (t). This

can be written as

Pxav E{( a (t) -m x (t)]y [(t) - m (t)] T} (2-49)

Expand this, noting that m (t) - 0
-V t

Pxa (t ) - E{x a(t)ytT t) - ma t T tW} (2-50)

- E {x (t)ytT(t)) - m (t)E {!j(t)} (2-51)
Pxav t -aa tW

T T T
but E{v (t)}- m T(t) - 0 , therefore

-t -,Vt

T
Px vt(t) - E {x (t)T(t)} (2-52)

Replace x a(t) with the solution form for Equation (2-36)
-a

e...x P (t) - E{Oa(t,to)xa(to) (t)

Xa T'-'." j a(tT)Ba Yi(T) T(t) dT

T)G w (T) YT (t) dT} (2-53)

20
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Making the assumption that xa(t ) and v t(t) are independent (and thus

uncorrelated), the first term in Equation (2-53) is zero since

T T
E{v (t)} - 0 . Substituting in the augmented matrices, the remaining

terms are

B3 G
Bt Gcy

I-- t

.Pxavt(t) E fOa(tT) Yd(TG -(t)
a4t 

to 
B

L,- cy

" ,Gt Btcz j (T)

+ 4 a( t T >  vt T(t)dT (2-54)o 0o Bz VL (T)j

.. which can be rewritten as

: Bt Gcy

P! xv(t)" E to(t.T) Be Yd(T) vytT(t)dT

[ ~Gt-y(T + BtGczytT)

L B cz t(T) TI

Again, the first term is zero since v (t) is zero-mean, and Yd(T) is

deterministic. This leaves

21
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? w(0+ V (T)
GI T t Gcz-t .

-xavt(t) - E f a(tT) 1 t (t)d (2-56)aV L t B V (T)t o --

Noting that F (T) and v (t) are assumed independent and

E{v ( T)v (t)} - Rt6(t-T) (2-57)

the expected value operation can be moved inside the integral, and

Equation (2-56) further reduces to

t czt
P (t) "fa(t T) R R6(t-T)dT (2-58)

xa vt to a t

Applying the Dirac delta sifting property to the above equation, noting

that t is the upper limit of the integration and that it also appears

.in the delta function argument, yields

Bt cz 1

PX (t) = a(tt) -R (2-59)
a t

Bcz

The state transition matrix a(t,t) is the identity matrix I. The value

of I appears when integrating the Dirac delta function between the time
2

limits t and t since its argument goes to zero at T- t, i.e., at its0

upper limit. The resulting form is

22
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.. ~~~ X t  c z
P R (2-60)

At this point, all quantities needed to obtain the performance

analysis for a linear, time-invariant, continuous-time system and

controller have been defined in this section. The primary result is that,

for a truth model given by Equations (2-17) and (2-24) and a controller

of the form (2-25) and (2-26), the statistics of desired outputs are

given by (2-47) and (2-48), using (2-42) through (2-45) and (2-60).

2.4 Improving Robustness in Continuous-Time Controllers

The stability robustness of LQG controllers is guaranteed assuming

that full-state feedback is available. However, once a Kalman filter is

inserted into the loop, all guarantees of robustness, such as minimum

gain and phase margins, are lost (Ref 6). J.C. Doyle demonstrated this

for a simple case of an observer-based controller in Reference 5.

In Reference 6, Doyle and Stein introduced a method for improving

the robustness of a control system that employs an observer or state

estimator to generate estimates of states when full-state feedback is

unavailable. In many practical systems, this is the case. Their method

assumes that the linear, time-invariant system to be controlled is

observable, controllable and has no transmission zeros in the right-half

s-plane, (i.e., it is minimum phase).

Figure (2-3) shows the structures for a full-state feedback control-

ler and an observer-based controller. Doyle and Stein claim that if

23
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the corresponding return-difference mappings are asymptotically equal

'' when the control loops are broken at point x (the point of entry of the

control inputs), then the robustness properties of the observer-based

controller will asymptotically approach those of the full-state feedback

controller.

The return-difference mappings of Figure (2-3) are equal if the

observer satisfies the following equation

K[I + H(sIF)1'K]ml B[H(sI-F) IBJI' (2-61)

where H,F, and B are system matrices and K is the observer gain. Let K

be parameterized as a function of the scalar variable, q. Equation

(2-61) is satisfied asymptotically as q approaches infinity if

K(q) ---- > BW (2-62)

0q
where W is any nonsingular matrix. If the observer used is Kalman

filter, then K(q) becomes the Kalman filter gain

K(q) - P(q)HT R-1 (2-63)

and P(q) replaces in Equation (2-16).

To implement the Doyle and Stein technique, the value of GQGT in

Equation (2-16) must be altered. Let Q be the matrix GQGT of the

original system (i.e., let G - I) and O(q) be the modified matrix after

the robustification technique is applied. The modified matrix is

Q(q) 2 + q2BvBT (2-64)

25



where q is the design parameter chosen to reflect the amount of desired

-' robustification and V is a positive definite symmetric matrix. Note that

the second term of Equation (2-64) implies adding additional pseudonoise

to the system at the point of entry of the control inputs, u(t), rather

than the point of entry of the dynamic driving noise, w(t). As q

approaches infinity., the observer-based controller recovers the robust-

ness properties of a full-state feedback controller. Note that if q is

zero, Q(q) is the GQGT matrix of the original system.

2.5 Sampled-Data Controller

- For a continuous-time system, represented by Equation (2-1), having

sampled-data measurements, an equivalent discrete-time stochastic dif-

ference equation (Ref 23:170) can be written as

Sx(ti+l) - *(ti~ti) :(ti) + Bd(ti) u(t i ) + Gd(ti) wd(ti) (2-65)

where d(tj) is a discrete-time white Gaussian noise with statistics

E{0d(t i ) ) 0 (2-66a)

E{wd(ti) T(t)} - Qd(ti) 6 ij (2-66b)

and 6iJ is the Kronecker delta, equal to one if i-j and zero if i# J.

The matrix 0(ti+l,ti) is the state transition matrix for the system

over a single sample period and Bd(ti) and Qd(ti) are defined in terms

of the continuous-time system matrices to be

Bd(ti) -. *(ti+lT) B(T) dT (2-67)
~~ 2.
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,, . i+ IT T
-Qd(ti) 0(ti+,T) G(T) Q(T) GT4T(ti+ ,T)dT (2-68)

t.

Note that Equation (2-67) inherently assumes u(t) is held constant over

a sample period, i.e., u(t) - u(ti) for all ti in the interval

[tisti+i). Gd(ti) is defined to be an identity matrix I. If, as in

the continuous-time controller case, a time invariant system model and

stationary noises are assumed, and if in addition a fixed sample period

is assumed, the integrations of Equation (2-67) and (2-68) need only be

performed once and Bd and Qd are constant matrices.

A discrete-time cost function similar to that of Equation (2-3) can

be generated as

ic' - E 1 T(tn+l ) X ~nl
-c Xf X~n+1)

1 T X(t- S(t _(t ti' n1
+ E 1O 1(2-69)

iO 0 2 L 1( iJ LI T (ti iii~ a~

In the above equation, tn is the last time at which a control is

applied. It is assumed that a zero-order-hold is used to interface with

the continuous-time system. Xf and X(ti) are positive semi-definite

weighting matrices and U(ti) is a positive definite weighting matrix.

S(ti) is chosen so that the composite matrix of Equation (2-69) is

* positive semi-definite. The weighting matrices are again assumed

constant henceforth, in order to obtain constant gain control laws

eventually.
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The LQ optimal full-state feedback control law is given by

u (t i -G *(ti) x(ti) (2-70)

where G (t is the solution to the equationx .i
Gc (ti) - U+ BdT Kc(ti+l) Bd]- [BdT Kc(tiC( ) i + S T  (2-71)

and K c(t i) satisfies the backward recursive Riccati difference quation

K *c(t i  - X + (TKc(ti+)  -BdTK(ti+l) + S(t (2-72)

subject to the final condition

K (tf (2-73)

As in the case of a continuous-time system having continuous-time

measurements, perfect access to all the states usually is not available.

Instead, sampled-data measurements may be available in the form of

i z ti) - H x(ti) + !d(ti) (2-74)

where "(ti) is a discrete-time white Gaussian noise assumed independent

of dynamics driving noise !(ti) in Equation (2-65), with statistics

E {vd(ti)} 0 0 (2-75a)

E{. d(ti)" T(t R d 61j (2-75b)

Sj

Again, a Kalman filter is employed to generate an estimate of the

. . .
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" conditional mean, (t), and conditional covariance, P(t i), of the

states of the system.

The mean and covariance are propagated between sampled times by

these equations (Ref 23:217)

R(ti+ ) - (ti ) + Bdu(ti) (2-76a)

"i+

P(t1 41 ) O P(ti+) *T + Gd Qd GdT (2-76b)

Then, at the sample times when measurements are taken, the mean and

covariance are updated by (Ref 23:217)

*(ti +) - X(ti") + K(ti) [z(ti) - H ^(t)] (2-77)

P (ti*) - P(ti-) - K(ti)H P(tiJ) (2-78)

where K(ti) is the Kalman filter gain, given by

K(ti) - P(ti-) T [It P(ti-) JT + Rd]-1 (2-79)

The superscripts, - and +, refer to quantities just before and just

after the measurements at the samples times are taken, respectively.

The mean and covariance are propagated and updated forward in time

by the above discrete-time Kalman filter equations subject to the

initial conditions

E{x(to) 0 ;-o (2-80a)
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E{ [x(t)- _ ) (2-80b)
0. .K 0 o ( 0 -0 P

which are obtained from an a priori Gaussian density function of the

states at the initial time, as discussed below Equation (2-13).

As in the continuous-measurement case, it is desired to generate

a constant-gain, steady-state LQG controller. Thus, steady-state solutions

from Equations (2-72), (2-76b) and (2-78) are desired to generate a

constant Kalman filter gain matrix, K, and a constant feedback gain matrix,

G
c

The form of the sampled-data controller is shown in Figure (2-4).

2.6 Sampled-Data Performance Analysis

The performance analysis for a sampled-data LQG controller is based

on the development in Reference 24:Ch 14.

Similar to Section 2.3, a truth model for a given system is developed

which has the following form

.jt(t) - Ft jt:(t) + Bt u(t) + Gt ytt (2-81a)

Et' (t i) - " t it(t i ) + -d t (t i) (2-81b)

The measurements are now in sampled-data form, and ..dtt(ti) is a discrete

P,. time white Gaussian noise of covariance Rdt.

As shown in Figure (2-5), proposed sampled-data controllers can be

inserted into the truth model simulation of the real world and their

performance evaluated.
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Block in (A)
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Figure 2-5: Performance Evaluation for Linear
Sampled-Data Controller

For each controller, it is desired to evaluate a control law of the

generic form

u(ti) G x c(ti)+ ucz G z( ) + G .d(ti) (2-82)

where u(ti) uses measurements up to and including the ith measurement and

is held constant over the ith sample period. The states of the controller

can be propagated by the linear difference equation

,x c(t i+l) *c (ti) + Bcz .E(ti) + By zd(ti) (2-83)

Note the analogous form of the above two equation to that of Equation

(2-25) and (2-26). Expressions for the gains multiplying xC(t )

st(ti) and zd(ti) aregiven in Appendix A. Initial conditions for the

controller states are usually assumed zero.

The performance of a controller is evaluated by generating time

histories of the mean and covariance of the augmented Gaussian vector
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x .. [ (t i ) 1
-(t i )  I (2-84)

Lu(t i)

and the corresponding vector between sample times. This is developed

subsequent to a description pertaining to sample times only.

First, as in Section 2.4, it is necessary to evaluate the statistics

of a second augmented vector

at(t i )

xa(ti) = (2-85)

L xc (t[i )

By performing the integrations indicated in Equations (2-67) and (2-68),

an equivalent discrete-time equation can be generated for Equation

* (2-81a). Then by substituting Equations (2-81b) and (2-82) into the

equations for the truth model and controller states, Equations (2-81a)

and (2-83) can be rewritten as

xt(ti+l) - t + BdtGczHt] 2(ti)

+ BdtG cx (ti) + BdtG cd(ti)

+ I !dt(t ) + BdtGcz idt(t) (2-86)

x (ti ) + 0 x (ti) + BzHt  t(t )

C, it Ii (2-C ct7t i

+ Bcy Zd(ti) + Bcz ydt(ti) (2-87)
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The subscript d referes to a discrete quantity,

Form the augmented, stationary, zero-mean white Gaussian noise

vector

Y dt(t i)

a(ti) j (2-88)

Ydt (ti)

with covariance

qdt o

Qda - (2-89)

L:d :dt

If wdt(ti) and Ydt(ti) are correlated when off-diagonal terms can be

added to Equation (2-89).

Now an augmented system equation can be written by combining

Equations (2-86) and (2-87)

xa(ti+[) - Xa(ti) + Bda yd(ti) + Gda Wda(ti) (2-90)

where

p"a" "t + B dt Gcz Ht B dt Gcx

L B cz Ht Oc (2-91)
BG

dt cy

Bda ' (2-92)

i:: " cy
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-. .i11 7i'

I BG
. ,dt cz

G da - (2-93)

0 Bz

The initial conditions for the augmented system are given by

x II
E{x (t) x (2-94)

Z~~{[x(t o  -Xo ] [ x a ( t
o - T]}, (2-95)

a -o [ - ao

L 0

If desired, a cost function for the augmented system can be formed,

as shown in References 24:Ch 14;12..

The mean and covariance of the augmented vector, x a(t i) can be

propagated by

mx (ti) Max (ti) + Bda Zd(ti) (2-96)
-a a

Px (t) P T + GT adaGda (2-97)

The vector of interest, 4 a(ti), is related to x a(t ) by the

following equation

.34.

.::.
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4

x t(t )1 I 1 (
X(ta oxit i

•-- "'" " "v~t11(ti GzHt  Gc x (tiI -
0 0

+ Zd(ti) + [d t(ti) (2-98)

Gcy Gcz

and the desired statistics are therefore generated by

1 0 0

m ya (ti) ma(ti) + Yd(ti) (2-99)

- Gcz t cx cy

I "
1 0I 0

£ ya a(t "aPx x (ti)

. Gczt G G

+ R [0 G (2-100)
dt cz

L- Gczj

Equations (2-99) and (2-100) provide an efficient means for evaluating

statistics at the sample times via the equivalent discrete-time system

model. However, it may be desired to obtain more complete results

between sample times, to ensure that adequate sample period choice and

.. 3-.
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system control have been achieved. Between sample instants, a

S.i. ° ~differential equation for ya(t) can be written as

F, t B t G t

,a(t) :IYa(t) + : t(t) (2-101)

and the mean and covariance can be propagated from ti to t i+1, where

u(ti) undergoes a step change, using the initial conditions given by

Equations (2-90) and (2-91). The propagation equations are

F t B

mya(t) m ( (2-102)

a" 0 1 at
Ft B t Ft B T

Pyaa ( Pt) + ya(t)

Lo 0o L 0 ]

iGQGT 0

0 1 (2-103)

1% • ", At this point, all quantities of interest have been defined to

evaluate the performance of a sampled-data controller. The primary

results are that for a truth model given by (2-81) and a controller of

the form (2-82) and (2-83), the statistics of desired outputs at the

sample times are given by (2-99) and (2-100). Between sample times the

S'." statistics are given by (2-102) and (2-103).
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2.7 Improving Robustness in Discrete-Time Systems

Three approaches are taken to apply the robustification technique

described in Section 2.3 to sampled-data controllers. The first is

'. simply to discretize the LQG controller designed for the continuous-time,

*continuous-measurement system. The second approach is to extend the

technique of adding pseudonoise to the points of entry of u to a sampled-

data system by making a first order (or better) approximation to the

modified Q matrix. The third is to apply the fundamental conditions

under which full-state feedback characteristics are obtained asymptotic-

ally from a controller with a filter or observer in the loop.

It has been observed in Reference 21 that, unlike the continuous-

measurement case, the scalar parameter q of Equation (2-64) cannot be

-adjusted arbitrarily upwards for the discrete-time case. Rather, there

is a finite range of values for q that will robustify the Kalman filter,

and beyond that range the closed-loop system is unstable.

2.7.1 Discretizing the Continuous-Time LQG Controller

The required format for the discretized controller is given by

Equation (2-82) which requires values for G cx(t i) G cz(t i) and G y (t i)

and by Equation (2-83) which requires values for c (ti+iti), Bcz(ti)

and B (t i). Recall that the continuous-time controller equations are

expressed as

u(t) -G (t) x (t) + G (t) z(t) + G(t) Zd(t) (2-104)

J."

x t W -F c(t) x (t) +B (t) z(t) +B cy(t) v.d(t) (2-105)"-x)-c Fc~ -(c cz cy-
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In Appendix A, it is shown that for a steady-state constant-gain LQG

regulator

G(t)G (2-106a)!; :cx c

G cz(t) -0 (2-106b)

.G cy (t) - 0 (2-106c)

.''F (C' M F - BG - KH (2-106d)

cz c
..-

G cz(t) - K (2-106e)

B cy W o (2-106f)

SFor this problem, G * (t) is a constant value GC and thus the

~discretized control law is given by

U;' _ -G * x C(ti1)  (2-107)

~To obtain a discrete propagation equation for the controller states,

first-order approximations for c(t i+l t i), B cz(t i ) and B cy(t I are

, obtained by

C o(t i+1 t i) [I + F C(t i)At] (2-108a)

* o

S ,(t) B (t ) t (2-108b)
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mL

Bd(ti) = B (t )At (2-108c)
cyd i cy i

Again, for this thesis, the system is assumed time invariant and FC ,

B , and B are constant matrices. They are evaluated explicitly incz cy

Appendix A. The quantity At is the sample period for the sampled-data

system. Higher order approximations are also possible, but if At is

not sufficiently small compared to the transient times of the system,

this basic idea breaks down anyway, so its use is confined to problems

with short sample periods

In addition, a discrete approximation for R dt(t i) is needed for use

in the performance analysis described in Section 2.6. If the sample

time is sufficiently small to allow the approximations in Equation

(2-108), then it is reasonable to make a first-order approximation for

the discrete measurement noise covariance Rdt(ti). This is given by

Rdt(ti) - Rt(ti)/At (2-109)

Notice that as At --> 0, the discrete-time white noise dt(ti) of

Equation (2-81b) converges to the continuous-time white noise described

by (2-18) and (24) if (2-109) is satisfied throughout the limiting
'a

process.

2.7.2 Doyle and Stein Technique for Sampled-Data Systems

The second approach to enhancing robustness is to extend the Doyle

and Stein technique and apply it directly to a sampled-data controller.

Several ways of accomplishing this are considered.

If the sampled period of the system is sufficiently small, a first-

order approximation for the discrete-time noise strength matrix Qd(q).
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,

can be made which is the discrete counterpart for Equation (2-64).

This yields

Qd( q ) + Qdo + q2 BVBT At (2-110)

where Qdo is

-Q(ti (2-111)

which is defined in Equation (2-68). Again, this implies that Gd 

For larger sample times, a first-order approximation may not be

sufficient. If this is the case, subintervalling may be considered a

higher order approximation for Qd(q), such as
4.l

Qd(q ) - [OQ(q) + Q(q)OT] At (2-112)

as given in Reference 24:172.

Another alternative is to make the return-difference mapping for the

observer-based controller asympotically equal to that of the full-state

feedback controller in the discrete-time case. The two configurations

.are shown in Figure (2-6). The observer-based system is based upon the

sub-optimal control law.. ,

• u (ti) = -* -(t-) (2-113)

*. rather than the law given by Section 2.5 using X(ti).

To recover the robustness properties of the full-state feedback

system, [K] must be found such that

*K[I + H(zI - 0)-K]' 1 Bd[H (zI - ,) Ed]- (2-114)

.:
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where the analysis is carried out in the z-domain. Equation (2-114) is

satisfied asymptotically when the Kalman filter gain, K, is parameterized

as K(q), and

qm - B W (2-115)
q-->** q d

where W is a nonsingular m x m matrix. Therefore, for finite values of

q, K is given by

K - q -1 Bd W (2-116)

Unfortunately, this does not lend itself to an interpretation of

retuning via pseudonoise addition, as in the continuous-time case.

Reference 24:113-114 suggests looking at the dual state equations

" to select W. This yields

W - [H -I Bdl-1 (2-117)

lBd]

which assigns m eigenvalues of the closed loop dual system to the origin

and the remaining (n-m) eigenvalues to the invariant zeros of the system

where n is the number of states and m is the number of controls.

To use the performance analysis equations, the sub-optimal control

must be put into the generic format of Equations (2-82) and (2-83).

This is shown explicitly in Appendix A.

2.8 Sumary

The preceding sections have presented the equations for designing

and evaluating optimal LQG regulators. Three applications are considered:

U43
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a continuous-time controller, a discretized continuous-time controller

,, " \-and a sampled-data controller. The structure of these controllers was

examined with and without a Kalman filter in the loop to estimate states.

For the case where a Kalman filter is necessary to estimate states,

a technique was presented to robustify a controlled system against

differences that exist between the controller design model and the real

world system. The technique was developed for a continuous-time system

and several extensions to discrete-time systems were presented.

A disadvantage of the type of controller considered in this chapter

is that it will not regulate the states to zero in the face of unmodeled

disturbances. Also, it only regulates the deviations in the states from

an equilibrium position and does not allow the system to track a desired

piecewise constant non-zero input. Chpater III presents the development

for a type of controller that does exhibit these characteristics, based

*J on an LQG methodology.

AV,
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III. PI CONTROLLERS

- 3.1 Introduction

This chapter presents the equations used for designing Proportional-

plus-Integral (PI) controllers for a system modeled as linear, time-

invariant, and driven by stationary white Gaussian noise and determin-

istic inputs. The model used for this thesis is described in Chapter V.

The advantage of a PI controller over the regulator described in

Chpater II is that, in the absence of stochastic inputs, it will maintain

'. the system output at some nonzero commanded value with zero steadystate

error, even in the presence of unmodeled constant disturbances. This is

known as a "Type-l" property (Ref 4). This property is achieved by

integration of the error in the controlled variables, i.e., integration of

the difference between achieved and desired values of the controlled

variables. In discrete-time feedback control, the PI effect is achieved

by performing summation (or pseudo-integration, often interpreted as

Euler integration) on either the difference between the actual and desired

system outputs (regulation error). In this thesis, this structure is

* S obtained via LQG synthesis applied to an augmented system composed of the

original system states and the controls (Ref 24:141-150). Two possible

implementations are "position form" and "incremental form". In position

form, the control u(ti) is specified in terms of the current position of

the system state, x(ti), as in the LQ regulator solution of the previous

chapter. In incremental form, only changes in states and commands from

the previous values are used to generate increments in control relative to

the value at the previous sample time. For implemention, an incremental

form PI controller is generally preferable because it is not necessary

h" to provide initial
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values for the controller states as in the position form. Also it lends

iteself more readily to relinearizations about new nominal values and to

anti-windup compensation (Ref 24).

"9 The optimal deterministic (LQ) PI controller is developed in the

first section of this chapter for a sampled-data system. Next, the

Doyle and Stein technique is applied to a PI controller. Then the

controller is put into the generic format presented in Chapter II, with

a Kalan filter in the loop to provide estimates of the states to the

controller. Once the generic form is available, the performance of the

controller may be evaluated using the method of the previous chapter.

The software developed to design optimal PI controllers is described

in Reference 13. Modifications to the software are described in References

26, 27 and 29. The performance analysis software is described in

Reference 29. The above references deal primarily with the design of

controllers that employ a PI regulator in the inner feedback loop and a

Command Generator Tracker (CGT) to provide inputs to the system (Ref 12).

This chapter contains the development of only the inner loop PI regulator.

3.2 Sampled-Data PI controller

The following development for a PI controller, based on augmentation

to the original system state relations of equations for pseudo-integration

of the control input rates, is found in Reference 24:Ch 14.

3.2.1 Control-Rate Pseudo Intearation

Recall from Chapter II that an equivalent discrete-time difference

equation can be generated for the continuous-time system model in the

form of
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x(ti) t) + Bd u(tl) (3-1)

where, by the certainty equivalence principle (Ref 24:Ch 13), the noise

vector vas deleted.

Define the perturbation state and control variables to be

x(t X(ti) -x (3-2a)
-40

u(t U(ti) - (3-2b)

where x and u are the nominal values of the states and the controls to

maintain the system at its equilibrium "trim" operating condition such

that controlled variables assume the desired values. If an equation for

the output of the system is given by

.zy(ti) - Cx(ti) + Dy u(t i )  (3-3)

then the nominal control, u, to hold the system at that equilibrium

operating point is found as the solutiin to

x i- Ox + Bd uo (3-4a)

Yd - Cx + Dy u (3-4b)

or

d (3-5)

J.where Yd is the desired system output. Then, (3-5) can be solved as

47
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__Td 1 1  T12

u I Dd r21 T22 I-d

or

-Q 7 U 7 (3-7)
o "12 Y-d -o 2 2 2 Yd

The difference in perturbation control variable is

6u(ti+1) - Su(t i ) - [u(t - U] - [u(t i ) - u (3-8)

or, equivalently

6 u(ti+l) - 6 u(ti) + [_u(ti+l) -u(t 1)] (3-9)

The above equation has the form of an update relation for 6u(t i+) If

the second term is thought of as an Euler integration of the time rate-

of-change of the control input u at time t i , then the change in u, i.e.,

the bracketed term in Equation (3-9), can be written as

Au(t ) - u(t ) - R(t - 1(ti)At (3-10)

where At is the sample time of the controller. Thus, Au(ti) is termed

the control pseudo-rate and Equation (3-9) becomes

6u(ti+1) u(ti) + Au(ti) (3-11)

At this point, an augmented state description can be written using

Equations (3-1) and (3-11) for the perturbation variables 6x(ti) and

4 .. 6u(t 1 :
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%Jim Pxt + B d x(t ) 0

- + Au(t i ) (3-12)

*: su(ti+1 ) 0 I Su(ti)

The control pseudo-rate is now considered to be the input to this

augmented perturbation state equation.

3.2.2 Optimal Regulator Solution

The optimal regulator solution described in Section 2.5 can now be

*: applied to the augmented system above, subject to a quadratic cost

criterion

"cX(tN+l) 1 T Xf 0 6x(tN+)

S6u() J s- I xt

1 N iT X X12 1

5+ .E u(ti) X T X22  S 6u(ti) (3-13)
.A..i=-I JAu(t sT S2T U Au(ti)

where X11 places a weighting on state deviations away from the nominal

x, X22 places a weighting on control deviations away from u, and U

places a weighting on the control pseudo-rates, Au(ti). Notice that this

term allows the designer to place a weighting on the rate of change of

control inputs, i.e., to guard against commanding actuator rates that are
'

beyond the physical limits of the actuators.

.a,..
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The term Xf applies a weighting on deviations of the states at the

" final time. The cross-terms X 2  arise as the continuous-

time cost is converted to a discrete-time cost, as demonstrated in

Reference 24 and 12. In Equation (3-13), notice that the index for the

summation begins at -1. This places a weighting on the potentially

large control differences which may occur at the initial time due to a

change in the setpoint (Ref 24:142).

To apply the optimal regulator solution to Equations (3-12) and

(3-13), redefine the matrices as followsB d
6 =(3-14)

0 1

Bd  : (3-15)

I

SX j (3-16)

X f6 (3-17)
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Fx1  x1
'4 4. , XI 121]

-.' ,_ '. = I ( 3 -1 8 )

X12T X2 2 j

s 1
S 2

Thus, the state equation and cost function become

1 (t+) = (ti) + B6  Au(t) (3-20)

1 T. j --
6x(t+ 1  x (t

C 2 6 N+1' f6 6sNI.1

(t T XF S (t

1 E (3-21)

Au(ti) S T U Au(ti)
L -- -- - - --

Then, the optimal, constant-gain LQ regulator solution is given by

Au(t -G 6 (ti) (3-22)

where

Gc*-[Gc G = [U + B6 Kc B] - [B Tc - 6 + S] (3-23)

d c c~1 C2 6 c66 c 6

and K is the stuady-state solution to the backward Riccati difference

-" -equation
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Kc(tI) X + Kc(ti+l) 6C B6 Gc - 6Gc (3-24)

solved backwards from the terminal condition

K (t ) x (-5
c N+1 f6 (3-25)

The optimal control input is given by Equation (3-22) in partitioned form

as

Au*(ti) G * 6x(ti) - uC U(ti) (3-26)

Combining this with Equation (3-11) yields

c6x(ti)

.u (t i+1 ) - 6u *(t* [Gcl Gc2 ] (3-27)
- [u,(ti)

Unfortunately, the above control law does not achieve the desired Type

1 property.

3.3 Achieving Type-1 Control

.The desired integral characteristics for the controller can be

achieved by manipulation into the form of a continuous-time PI controller

(Ref 1)

(t) - -K x(t) + [ f 7d Y(T)] dT (3-28)

t
0

where zd is the desired output and y(t) is the actual system output defined

by

S .y(t) - Cx(t) + D u(t) (3-29)
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A discrete-time equivalent is given by

*"" i-I

u (ti) -K xx(ti) + K z [Xd -X(tj)] (3-30)=-i

" In incremental form, the above equation is expressed as

*(ti+1 = X(t ) -Kx(t x(ti)] + K(d -(ti)l (3-31)

Define a perturbation output equation as

SY(t i) - Y(ti) - yd - Cx(t.) + D 6u(ti) (3-32)

and the control law as

Su * (ti t) = u (ti) - Kx[x(ti+) - x(ti)]

- Kz [C6x(ti) + Dy6u(ti)] (3-33)

The above equation can be rewritten using Equation (3-9) as

* (0-I) Bd  x(ti)

Lu (t i+ 1 ) - u *(t i )  [K K z ]  (3-34)

C D y u(t i )

Equating Equations (3-34) and (3-27), it is seen that

(o-I) Bd

K K [G G r (3-35).. [ x  Kz] = [2

" C D

*,q
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"K K [ G (3-36)
Lx I c 1  ~c 2

L) 7r21 Tr22

The values for the feedback gains Kx and Kz are thus defined by

K -G IT + G T 2  (3-37a)
X C1  1  c2  21

Kz -G cI 7 1 2 
+ Gc2  I22  (3-37b)

once G C and G are available from the augmented state regulator

solution and 711I f12' I 2 1 ' and IT2 2 are obtained from Equation (3-35)

and (3-36). The final form for the PI cotroller which achieves Type-I

control, implemented in incremental form is

u*(t I - t) - K [Lx(ti) - 6 x(ti)] (3-38)
i+1 U i x - + 1.-

(3-38)

+ K zyd(ti+,) - y(ti)

*Notice that the different time arguments on the y terms are correct

(Ref 24:147).

3.4 Doyle and Stein Technique for PI Controllers

SThe technique of injecting white input noise into a controlled

system is accomplished for a sampled-data PI controller in a manner

similar to that described in Section 2.7.2 for a sampled-data LQ regulator.
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The equivalent discrete-time, stochastic difference equation to

' " describe the system to be controlled is given by

I(ti+I) - *X(ti) + Bd u(ti) + Gd Wd(ti) (3-39)

where the noise vector has now been included. The discrete-time input

vector, Bd, and the noise covariance, Qd' are formed by solving the

following equations

Bd - (ti+i -T) B dT (3-40)

t.

t i+I T T
Qd f 0(ti+l- ) GQG *(ti+l-T) dT (3-41)

* .

where Qd - E(w (ti)T(ti)} . Gd is now defined to be the identify

matrix, I.

Recall from Chapter II that input noise was added to the system by

modifying the Qd matrix via

-Qd(q ) - Qdo + q2BVBTAt (3-42)

where Qdo is now the original noise covariance given in Equation (3-40),

B is the input vector from the continuous-time state differential

equation, q2 is a scalar design parameter which adjusts the strength of

the input noise, and At is the sample time of the discrete controller.

This, in effect, makes a first-order approximation to the discrete-time

input noise.

However, the discrete-time input vector is available from Equation

(3-40) and is approximated to first order by E d -BAt, and so it will be
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used to modify the Qd matrix for PI controllers. The resulting modified

S .5, noise covariance matrix is

( q )  Q + q2 Bd V BdT /At (3-43)

where V is a nonsingular matrix, chosen to be the identity matrix for this

thesis. Notice that the Kalman filter design is the same regardless of

the type of controller implemented so that robustification would be ac-

complished in the same manner as described in Chapter II. The structure

of the sampled-data PI controller is shown in Figure(3-1). The Kalman

filter of Figure (3-1) is the same as for the LQG regulator shown in

Figure (2-4).

3.5 Performance Analysis for PI Controllers

The performance analysis for a PI controller is accomplished by

following the same procedure given in Section 2.6 for LQ regulators. As

given in Equation (3-38), the incremental form for the optimal, determin-

istic PI control law is given by

6u (ti+ I ) - Su (t i ) - Kx [6x(ti+) - 6x(ti)]

(3-44)

. + Kz [(t+ I  - (ti)

i"' Again, the differing time arguments on the y terms are correct.

When a Kalman filter is employed to estimate states for the

controller, the conditional mean and covariance of the states are propa-

gated between sample times by Equations (2-76a) and (2-76b). At the

sample times, when measurements become available, the conditional mean and

.,..,.
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covariance are updated by Equations (2-77) and (2-78), where the Kalman

filter gain is given in Equation (2-79). Using the control law of

Equation (3-44) and the Kalman filter equations, the PI controller can

be put into the generic format introduced in Equation (2-82) and (2-83):

.* (t .1) + G 1 !x(ti) + C z(ti) + Gcy zd(ti) (3-45a)

x c(ti+l) = c x (ti) + B z(ti) + Bey Zd(ti) (3-45b)

where the subscript c refers to states of the controller. The gain

matrices of Equations (3-45a) and (3-45b) are evaluated explicitly in

Appendix A.

At this point, the performance of the PI controller may be evaluated

using the method of Section 2.6, evaluating the statistical characteristics

QD of an augmented vector

wa(tiheo 
(3-46)

a_(t )

which is composed of the states of the truth model and the controls

generated by the PI controller.

3.6 Summaar

The chapter has presented the equations for designing and evaluating

PI controllers based on an LQG methodology. The advantage of a PI con-

troller over the LQG regulator discussed in Chapter II is that it will

~. track a desired output with zero steady-state error (in a deterministic

.. 5
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setting, or in zero steady-state mean error in a stochastic environment)

even in the face of unmodeled constant disturbance. The type chosen

for implementation was an incremental form of PI controller that is based

on augmentation of system state equations with relations involving pseu-

dointegration of the control rates.

The Doyle and Stein stability robustness enhancement technique of

inputting white noise into the system model at the control entry points

during filter tuning was applied to PI controllers. The following chapter

will extend this method to allow time-correlated input noise for the case

where robustification is desired over only a limited frequency range.

I'
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Chapter IV. Time-Correlated Input Noise

4.1 Introduction

Section 2.4 introduced the idea of robustifying a Kalman filter by

adding pseudonoise to a system at the point of entry of the control

inputs, !1. By increasing the intensity of this pseudonoise, the stability

robustness properties of a full-state feedback system could by asymptoti-

cally recovered by the observer-based sytem.

One disadvantage of this techniques is that the noise addition de-

grades the performance of the system at the design conditions. The white

noise adds uncertainty to the model with the same intensity throughout

the frequency spectrum. It may be desired to robustify the Kalman filter

only over a certain frequency range where confidence in the adequacy of

the controller design model may be low. Thus, a natural extension to the

Doyle and Stein technique (Ref 6) is to add time-correlated (colored)

input noise where the strength of the noise is highest for the frequency

range of interest. This chapter develops this idea and describes how to

apply it to the types of controllers discussed in Chapter II and III

(Ref 15; 16; 18).

In the first section, a stochastic model is developed for the

fictitious colored noise process. Then, this is augmented with the modelI used to describe the system. Finally, the colored noise processes to be

used in this thesis are described, including the shaping filters to

generate them.

4.2 Stochastic Model

Stationary, time-correlated input noise is represented as the
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steady-state output of a linear time-invariant system driven by white

Gaussian noise as

iu(t) Fu x(t) + Gu w (t) (4-1a)

p(t) H xu .(t) + Du w (t) (4-1b)

The subscript u refers to uncertainty parameters. The statistics of the

stationary white noise, v (t), are given by

E{jW (t)} 0 (4-2a)

E{w (t) wT (t )} - %(t) (4-2b)-u

The colored noise process, n (t), is added to the system model,

given by

i(t) - F x(t) + B u(t) + G w(t) (4-3a)

z(t) -i x(t) + v(t) (4-3b)

at the point of entry of u. This results in

i~t)- Fx~t + (!L(t) + n 0 * G w (t)(4)
IU

Define an augmented vector to be the system states and the uncertainty

model states

X(t)

x 6(t) -(4-5)
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a. S vs.

Next, augment the uncertainty state differential equations with those

:- of the original system. This yields an augmented system equation, given

by

_(t) - FS 3(t) + B. u(t) + G. w (t) (4-6a)

4 (t) - H. x(t) + v(t) (4-6b)

The above matrices are described by

F BR
U

F s  (4-7)
O Fu

-~ FBi
0 B6  (4-8)

G BD

G - (4-9)

0 GU

H- [H OJ (4-10)

The noise vector, w (t), is given by

S(t) .(4-nWl)

"-': " (t)
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with covariance kernal E{w (t)w sT(t +T)} Q s(T), where

•Q 0

: : (4-12)

The augmented system model described in Equations (4-5) through

(4-12) is used to design either the continuous-time Kalman filter in

Equations (2-12a) and (2-12b) or the sampled-data Kalman filter in

Equations (2-76) through (2-79). However, it is not necessary to feed

back the uncertainty model states in the controller algorithm; they are

used only to modify the filter within the overall controller. Therefore,

the original system model is used to design the LQ regulator of Chapter

II or the PI controller of Chapter III. However, the dimensions of the

Kalman filter and the controller are now incompatible. This is solved

by augmenting the controller gain matrix with zeros

G * L= Gc 0J (4-13)

Thus, the order of the original system has been increased to reflect the

Ladding of uncertainty model states, but these are fed back through the

controller with zero gains.I! At this point, the control law is put into the continuous-time

generic form of Equations (2-25) and (2-26) or the sampled-data form of

Equations (2-82) and (2-83). then, the performance of the robustified

system is evaluated using the performance analysis described in Chapter

Ii.
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4.3 Shaping Filter Design

..*.., The time-correlated noise processes to be examined in this thesis

are generated by inputting white noise to first- or second-order shaping

filters as described in Reference 23:180-186. The following sections

describe the form of the shaping filters.

4.3.1 First-Order Colored Noise Processes

A noise process which has low intensityat low frequencies and high

intensity at high frequencies (or high intensity at low frequencies and

low intensity at high frequencies) can be generated as the output of a

system with a transfer function of the form

s) = s + a (4-14)
w( s + b

In Chapter V, it is shown that the model used for this thesis is adequate

for low frequencies but may not be for higher frequencies. Thus, for this

case, the strength of the noise should be kept low at low frequencies and

then increased where the adequacy of the model is in doubt. Figure (4-1)

shows the power spectral density function for this process.

Using the standard controllable form given in Reference 23:Ch 2, the

state-space representation for Equation (4-14) is

" U (t) - -b x ut) + w ut) (4-15a)

nu(t) - (a- b) x u(t) + wu(t) (4-15b)

For this first-order shaping filter, the uncertainty model matrices

S"- :'are thus scalar and given by
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F = -b (4-16a)~U

Bu -I (4-16b)

-Hu (a b) (4-16c)

D - 1 (4-16d)'. U

Note that a noise process is generated for each control applied to

the system. Thus, the dimension of the augmented system is that of the

basic system plus the number of controls.

4.3.2 Second-Order Colored Noise Processes

A noise process which has high intensity over only a limited

frequency range can be generated by passing white noise through a linear

,i 0 system model that has a transfer function of the form

x( s) . s + c (4-17)
w ,_,s (a + d)' ('s +' e)

rr

If it is the case where the adequacy of the design model is in doubt over

a limited frequency range, then a second-order shaping filter as in

Equation (4-17) would be appropriate. The power spectral density function

for this process is shown in Figure (4-2).

A state-space representation for this process, using standard control-

lable form is given by

S+ w u(t) (4-18a)
,.., (t)> -de -d + e) x (t)

-. s.

: ]eI [6
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"-" (t)

. U I (4-18b)

X u2(t)

For this second-order shaping filter, the uncertainty model matrices

are thus given by

.01

F- I (4-19a)

-de -(d + e)

00
. B - (4-19b)

Hu - 1 (4-19c)

D u U 01 (4-19d)

For this case, the dimensionality of the original system is increased

by two times the number of controls when these shaping filter states are

augmented to the system states.

4The above technique for robustifying the Kalman filter in a control

system is incorporated into two subroutines added to the LQG regulator

design program described in Reference 21. Source code and instructions

for running the program with the additional routines are listed in

Appendix B.
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Similarly, for PI controllers, the user must input the original

"! design model, before augmenting the shaping filter states, to the program

described in Reference 13. The original model is used to design the PI

controller. Then, the shaping filter states are augmented with the

model for the Kalman filter design. Finally, the PI controller feedback

A.. gain matrix is augmented with zeros to make the dimensions of the two

solutions compatible. Modifications to the software in Reference 13 are

listed in Appendix C.

4.4 Summary

This chapter has presented an extension to the Doyle and Stein

robustness method of injecting white input noise into a controlled system

during the process of tuning the Kalman filter. The extension allows

time-correlated noise to be injected into the system model, which is

accomplished by augmenting shaping filter states to the state different-

ial equations of the system to be controlled. Thus, the strength of the

colored noise can be concentrated at frequencies where robustification

is desired and attenuated elsewhere.

Two types of shaping filters to generate the colored noise were

Yexamined. The first concentrated the strength of the noise at higher

frequencies. The second concentrated the strength of the noise over a

limited frequency range. Then, the method was applied to the types of

controllers discussed in this thesis.

At this point, the types of controllers which are designed for

this thesis have been discussed. In addition, techniques to enhance the

robustness characteristics of the controllers have been presented. The

. 'following chapter presents the linear, time-invariant model to which the,- :.-.- .

above mentioned methods are applied in this thesis.
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Chapter V. AFTI/F-16 Flight Control Design

5.1 Introduction

This chapter presents the longitudinal dynamic equations for the

Advanced Fighter Technology Integration aircraft, an F-16 aircraft (AFTI/

F-16) modified for advanced controls research. For longitudinal control,

the aircraft is equipped with a decoupled horizontal tail and trailing

edge flap which make it possible for the AFTI/F-16 to perform such

maneuvers as pitch pointing. A pitch-pointing maneuver allows the air-

craft's attitude angle to be changed while holding the flight path angle

constant. The controllers to be designed lend themselves readily to

multiple-input multiple-output (MIMO) system methods such as those

S. described in this thesis. The aircraft equations are adequately portrayed

as linear and time invariant by linearization about specified trim

conditions in the aircraft's flight envelope. The controllers described

in earlier chapters will be designed for the AFTI/F-16, applying the

techniques of tuning the Kalman filter for robustness purposes by inject-

ing fictitious white or time-correlated noise into the system model at

the point of entry of the control inputs.

Data used to form the AFTI/F-16 longitudinal equations was taken

from References 11 and 12. Reference 11 lists dimensional stability

derivatives in a body-axis coordinate system for the aircraft, but does

not include data for the trailing-edge flap. This information is given

in Reference 12 in a stability-axis coordinate system. The necessary

transformations were performed to convert all values to the body-axis

frame.
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The development of a linear perturbation model for an aircraft's

longitudinal dynamics is found in References 7;8;9;10;25. The model for

clear air turbulence is developed in Reference 17 and used in Reference

12. Both these models are incorporated to form the AFTI/F-16 equations

described later in this chapter.

The first section of this chapter describes a thirteen-state linear

perturbation truth model for the AFTI/F-16. This thirteen-state model

is unobservable because a measurement is not available for all four air-

craft states. Therefore, the unobservable state is deleted from the full

model to leave a twelve-state truth model. This model, described in a

second section, will be used to evaluate the performance of lower order

controller models. The lower order (eight-state) controller model is

described in a third section. The final section gives the data and

longitudinal equations for one twelve-state truth model at an off-design

P tlight condition. This will be used to evaluate the robustness of the

controllers designed.

5.2 AFTI/F-16 Truth Model

The longitudinal aircraft truth model consists of four aircraft

states, three turbulence (gust) states, and six additional states to

describe the third order dynamics for each of the horizontal tail and

* trailing-edge-flap actuators. The aircraft states are: 0, attitude

angle; a, angle of attack, q, pitch rate, and; u, forward perturbation

velocity. There are two angle of attack gust states and one pitch-rate

gust state. Noise-corrupted measurements are available for 0, (1, and

q, and the measurement for a includes an angle-of-attack gust state.

The actuator and gust models will be described first.
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5.2.1 Actuator Dynamics

. iThe actuators for the horizontal tail and trailing-edge-flap are

modeled as third-order systems, yielding delivered angle 6 in response to

commanded angle 6tom , of the form

6() (l/Ts) ( 2) (5-1)
6tom (S) (s +I./ s ) (s 2  n n ms+ 2

con n n

Multiplying the numerator and denominator terms yields

6(s) a a

om(S ) + + s a

Using the standard observable state space representation given in

Reference 23:Ch 2, the corresponding model is

0(t 1 0 6 (t) bl

(t) 0 0 1 61(t) + b2 6 com (t) (5-3a)

62(t) -ao  -aI  -a2  62 (t) b3

6(t)- 1! 0 0] 6(t) (5-3b)
6(t)

where the b.'s arise when taking the Laurent series for G(s). Notice

that 6co m is the command surface deflection and 6 is the surface deflec-

tion output from the actuators. Two intermediate states, 61 and 62' are

needed to describe fully the actuator dynamics.

72

V? -o-. " ",'- .. / .'.'°'.." '. .'. /% . . '. °-'-" '%



The values chosen for the parameters in Equation (5-1) are specified

in Reference 27 as

S(s) (20.2) (71.4)2

6 co(s) (s + 20.2) (s2+ 2(.736) (71.4)+ 71.42

The same actuator equations are used for both the horizontal tail and

trailing-edge-flap. Expanding Equation (5-4) yields

6(s) 102980
= 3 2 .. ( 5 -5 )

scom (s) (s + 125.39i + 7221s + 102980)

Thus the resulting state equation is

0(t) 0 1 0 6(t) 0

61(t) 0 0 1 61 (t) + 0 (com(t) (5-6)

i (t) -102980. -7221. -125.3 62(t) 102980

5.2.2 Turbalence State Equations

The model used for clear air turbulence is found in References 12

and 17. The state equations for the three gust states are given by

ag = ag + na  (5-7a)

1  1

ag g2  + g anna (5-7b)

4g = a gd ag + qglq (5-7c)

73

-,a-,.( ., ,% .. , . ,. . ,-.... ,-. - .. . .. ,.,,,., .. .-.... . . .... . .S_ .



'% 
*.P*-.LN 

'

The noise source, nL is modeled as a white Gaussian noise with statistics

E{n a(t)} - 0 (5-8a)

E(n (t) n T (t + -r)} -3T) (5-8b)

The coefficients in Equations (5-7) are computed using the following

equations

I -Va - t (5-9a)ag1

w

=-Vt a02 n (1- - ) (5-9b)

w t -a -- (5-9c)

1Wn -t L (5-9d)
t w

agd - (5-9e)

¥o--
gd -b

qgI - - -- (5-9f)

Vt is aircraft velocity and b is the wing span. The quantities aw and

Lw are given in Reference 3 as functions of altitude, where aw is the

root mean square intensity of the clear air turbulence in feet per
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second and L is a reference scale length in feet.

5.2.3 System Equations

The thirteen states for the unobservable truth model are listed in

Equation (5-10) on the following page.

As demonstrated in Reference 12, it is convenient to define the

truth model equations in two stages. First, define the ssytem matrix, F't

of Equation (2-25), neglecting alla stability derivative terms and also

the cg term in Equation (5-7c). Then modify the matrix to incorporate the

neglected terms. This is done for mathematical convenience as the a terms

are neglected in a later truth model. Defining the system matrix in two

stages does not change the definition of the states; the second stage is

merely a more adequate model. The initial matrix is given in Equation

S (5-11) on the following page.

To incorporate the neglected terms, rows 2,3,4 and 13 are modified

with the following equations (using standard double-index array notation

Ft(I,J) for the I-th row and J-th column of F ).

(tF t(2,J) - Ft(29J) 1(. - Z.& (5-12a)

F (3,J) - F'(3,J) + M. x F (2,J) (5-12b)t t a t

F (4,J) - Ft(4,J) + X. x Ft(2,J) (5-12c)t a ~2J 51c

F (13,J) - Ft'(13,J) + a x F'(12,J) (5-12d)
t gd t

The column index J ranges from I to 13.
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q(t)

U(t)(t)

I(t)

6H2(t)

a T(t)

6 TEF(t)

TEF 2(t)

a TE(t)

- 9g(t)

qg(t)
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In Equations (5-11) and (5-12), the dimensional stability deriva-

! -"- tives "X", "Z"g, and "M" refer to body forces acting along the X- and Z-

axes (forward and down axes) and the pitching moment about the Y-axis,

(axis emanating from aircraft center of mass toward the right wing)

- -respectively. The subscript identifies the state with respect to which

the derivative is taken. The term "g" is the acceleration due to gravity.

The subscripts HT and TEF refer to deflections of the horizontal tail and

* trailing-edge-flap, respectively. The terms ao, u° and w refer to trim

values of angle of attack, and velocity components along the X- and Z-

axes, respectively. A trim condition is a steady-state level flight condi-

tion about which the longitudinal dynamic equations are linearized. For

this case, the trim condition is chosen to be steady level flight at a

Mach number of 0.6 and an altitude of 10,000 feet.-- n

Table (5-1) gives the values needed to define the thirteen-state

truth model. Note that the value of a w given in the gust model coefficients

is for "Level 1" or light to moderate air turbulence. This level of air

turbulence has a high probability of being encountered in flight.

From Chapter II, the truth model is of the form

x(t) = Ft jt(t) + Bt u(t) + Gt wt(t) (5-13)

The control vector, u, is given by
N

6 HTc Wt

corn

(5-14)

6TEF (t)
com
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The Bt and Gt matrices are given by Equations (5-15) and (5-16) on the

i: "'" following page. The last element of the Gt matrix is defined to be

qn = agd x an (5-17)

where a and a were defined previously in Equations (5-9d) and (5-9e).

Employing the data of Table (5-1) and Equations.(5-11) and (5-12),

the Ft matrix is given by Equation (5-18). Equations (5-19) through (5-22)

give the other system matrices with their numerical values inserted.

-* 0 Recall the continuous-time measurement equation is of the form

a''.: t ( t ) = Ht it + Yt(t) (5-23)

The covariance kernel description, Rt, for the measurement noise, 4 (t),

(Equation (2-28)) was established using the values given in Reference 12.

The results are listed in Equation (5-24).

9.52 x 108 - 0 0

Rt  00 2.44 x 10- 7  0 (5-24)

0 0 6.44 x 10- 7

Recall from Equation (2-120) that a first order approximation for a

discrete-time Rdt, to be used to design a sampled-data controller is given

by

Rdt - Rt/At (5-25)

v The truth model described above will hereafter be referred to as

(T13,10,0.6). "T" indicates truth model, 13 refers to the number of
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0. 0. 0.

0. 0. 0

0. 0. 0.

0. 0.0.

0. 0. 0

B 1090. 0. (19 t0. (-0

0. 0. 0.

0. 0. 0.

Bt0. 102980 .(-9 0. (-0

0. 0. 0.

0. 0. 8.142x10-3

00. 0. 0.1378

Qt [1 (5-21)

1. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. o.]

0. 0 . 0 0 . 0 .0. 0. 0. 0. 0.1
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states, 10 refers to the altitude in thousands of feet, and 0.6 to the

' ' Mach number for which the equations were computed.

5.3 Reduced Order Truth Model

The truth model of the previous section represents an unobservable

system because a measurement of the fourth state, u, is unavailable. In

practice, it is rarely desirable to feed back this state through a control-

ler. Therefore, the fourth state is deleted from the truth model before

any further simplification to yield models upon which to base a controller/

estimator design. In addition, all terms involving & stability deriva-

tions are ignored because their effects on the terms of Equation (5-19)

are negligible. Incorporating these derivatives causes the values for the

Ft matrix to change only slightly, except for the terms involving, u, which

were deleted. Thus, the modifications listed in Equations (5-12a), (5-12b)

and (5-12c) are not necessary. Equation (5-12d) now becomes

Ft(12,J) - Ft(|2,J) + asd x F'(11,J) (5-26)

The matrices needed to define the twelve-state truth model are given

in Equations (5-27) through (5-33). Note that Rt was defined previously

in Equation (5-24).

The twelve-state truth model based on linearization about a trim

condition at 10000 feet and Mach 0.6 will be referred to as (T12,10,0.6).

S5.4 Controller Design Model

The reduced order controller is formed by modelling the AFTI/F-16

actuator dynamics as first-order lags instead of third-order systems as

84
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qm m

0. 0. 0.

0. 0. 0.

0. 0. 0.

0. 0. 0.

'C 0. 0. 0.

102980. 0. 0.

Bt - 0. 0. (5-30) Gt - 0. (5-31)
0. 0. 0.

0. 102980. 0.

0. 0. 1.

0. 0. 8. 142x10- 3

0. 0. 0.1378

m

4

Qt (11 (5-32)

1. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0.

Ht O. 0. 1. 0. 0. 0. 0. 0. 0. 0. 0. 1. 0. (5-33)

0. 0. 1. 0. 0. 0. 0. 0. 0. 0. 0. 1. 0.

.. 8
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given in Equation (5-I). The transfer function for a first-order lag

with a coefficient of I/Ts t i.e., a lag time of T , is given by

6(s) LITs
6() - slT(5-34)

corS) 
s + 1/Ts

In state space representation, the above equation becomes

6(t) - (-I/T s) 6(t) + (1/Ts) 6com(t) (5-35)
g5

where T is the time constant for the actuator. Again, 6 is the com-

mand surface deflection and 6 is the surface deflection output from the

actuator. A good fit to the frequency response of the actuators yields

1/Ts - 20.2 (Ref 27). Equation (5-35) then becomes

6 (t) - -20.2 6 (t) + 20.2 6com(t) (5-36)

Making this modification to the twelve-state truth model of Section

5.3 yields an eight-state controller design model. The matrices needed

to define the controller model are given in Equations (5-37) through (5-43).

This eight-state controller model will be referred to as (C8,10,0.6).

5.5 Truth Models at Off-Design Conditions

To evaluate the effectiveness of the techniques previous described for

robustifying the Kalman filter, the performance of the controllers are to

be evaluated at flight conditions other than that for which the controllers

were designed, as well as by using truth models of higher order than the

design model. This is accomplished by using a truth model defined at an

off-design condition in the performance analysis described in Chapter III.

The following sections contain one such truth model.
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:.12

0. 0. 0.

0. 0. 0.

0. 0. 0.

B - 20.2 0. (5-40) G 0. (5-41)

0. 20.2 0.

0. 0. 1.

0. 0. 8.142x10-3

0. 0. 0.1378

-1

Q - Ell (5-42)

4

1. 0. 0. 0. 0. 0. 0. 0.

H 0. 1. 0. 0. 0. 0. 1. 0. (5-43)

0 . 0. 1 . 0. 0. 0. 0. 0.
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5.5.1 Truth Model (T12,20,0.6)

This truth model is defined for an altitude of 20,000 feet and a

Mach number of 0.6. The values of parameters and stability derivatives

needed to form the system matrices are given in Table (5-2). The truth

model Gt and Ft matrices are given in Equation (5-44) and (5-45).

.40.

0.

0.

U0.

0.

0.

> 0.Gt -0. (-4

0.

0.

.4-3

7.052Xi0 3

.1591

5.6 Summary

This chapter has presented the model which will be used to design LQG

regulators as in Chapter II and PI controllers as in Chapter III for the

AFTI/F-16. The robustification methods detailed in Chapters II and IV will

a.

, 4 . *• . . . " .,% .• , ' . ' , ~ ' ' '/ ., .' ' ' , ' -_ .. , , ," ., . " . . . , , ,
-4 -~li i ii j d bd -d- ed -d-" .m t



4..!

be applied to the model, and the effect of this will be examined by

*'- :c, performing covariance analysis as described in Chapter II. The results

'., ,' . of this study are presented in the following chapter.
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VI. Results

6.1 Introduction

The results of the study of methods to improve the robustness

properties of controlled systems are presented in this chapter. The two

methods examined are the techniques of tuning the Kalman filter by input-

ting both stationary white and time-correlated Gaussian noise into the

system model at the control entry points.

The results of applying these techniques are presented first for LQG

regulators. In the first sections, results are given for a continuous-

time system. Then, two approaches for a discrete-time system are examined:

discretizing the continuous-time controller using first-order approxima-

tions, and designing a sampled-data controller.

Finally, in the last sections, the robustification techniques are

applied to a sampled-data PI controller.

6.2 Robust LQG Resulators

Two separate issues of robustness are addressed in the following

sections. The first is the idea of robustifying a system against dif-

ferences between the real world and the finite-dimension, low-order model

that is chosen for controller and Kalman filter design. As discussed in

Chapter V, the model to represent the real world (the truth model) and

the lower-order controller model were purposefully established so that the

differences between them occur in a specific high frequency range. As pro-

posed by Doyle and Stein (Ref 6), the stability characteristics of a full-

state feedback system can be recovered by adding white noise at the

control entry points during the process of filter tuning. The validity
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of this claim is examined by looking first at a purposefully reduced-order

controller evaluated against a truth model of the same dimension with

first-order actuator dynamics. That is, the low-order controller model

is evaluated as if it were a perfect representation of the real-world

system. The performance of this controller is the best that can be expected

with a Kalman filter to estimate the states. Then, the higher-order

actuator dynamics are introduced into the truth model to demonstrate the

effects of ignored states on the performance of the system. Next, the

robustification techniques are introduced to attempt to recover the

stability characteristics of a reduced order but full-state feedback system.

It would be desirable also to examine the performance of a full-state

feedback system to evaluate the claim that the stability robustness

properties of the filter-based controller will asymptotically approach

those of the full-state feedback controller using the Doyle and Stein

technique. Unfortunately, the software used to design and evalute LQG

regulators does not include the option of designing an LQ full-state

controller. An attempt was made to approximate full-state feedback by

setting the measurement noise intensities to small values and assuming a

measurement was available for each state, but the results were inconclusive.

Therefore, performance comparisons are only presented between designs

using the robustified or unmodified Kalman filter.

As discussed in Chapter V, the difference between the controller

design model and the truth model against which the performance is

evaluated lies in the dynamics model for the actuators. Open loop

frequency responses for the third-order model and the first-order model

are shown in Figure (6-1). It is seen that the frequency responses differ
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in the region around 70 rad/sec and beyond, where the complex poles are

located in the third-order model. Robustification of the LQG controller

based on the reduced-order model can be accomplished by adding white noise

to the filter's system model at the point of entry of u, or, by adding

time-correlated noise with the primary power concentrated around the

region of the model inadequacy, i.e., around 70 rad/sec and higher.

One first-order and one second-order shaping filter transfer function

are considered, each of which concentrates the highest strength of the

time-correlated noise in the region where the design model and truth-model

actuator dynamics differ. The first-order shaping filter is described

by the transfer function

x as+0.5ua - s+5F (6-1)

w s+50O u
A power spectral density plot of the time-correlated noise generated by

this shaping filter is shown in Figure (6-2a).

The second-order shaping filter is described by the transfer function

, u s+0.5

wu (s + 50)(s + 400) (6-2)

Figure (6-2b) shows the power spectral density function for the time-

-i correlated noise generated by the above shaping filter. The values in

Equations (6-1) and (6-2) were chosen by examining power spectral density

plots of the time-correlated noise with the poles and zeroes of the

shaping filters in different locations. The chosen values generate the
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desired noise, the strength of which is highest in the frequencies where

the truth and design model frequency responses differ.

The second robustness issue is concerned with operation of the con-

trolled system at flight conditions other than the design condition. The

differences between the real world and the reduced-order design model

now occur in other frequency ranges besides those given by the actuator

dynamics models. Since these frequency ranges are now unknown, the use of

white input noise would be motivated since it injects equal uncertainty

into the system model over the entire frequency spectrum. The additional

performance degradation or instabilities that arise in going from the

design condition to an off-design condition with a Kalman filter in the

loop are examined to determine the success of the Kalman filter robust-

ification techniques. That is, if the full-state feedback system (based

on a reduced-order design model) is stable, then the LQG system (which

may well yield an unstable closed-loop system with the unrobustified

filter in the loop) can be stabilized with the addition of white input

noise (as claimed by Ref 6) and possibly by colored noise if the robust-

ification is applied over the appropriate frequency ranges.

The cost-weighting matrices used in Equation (2-3) are the same for

the continuous-time, discretized, and sampled-data regulators (discretiz-

ing (2-3) to yield (2-69) is accomplished as in Ref 24). The values used

are based on those given in References 12 and 22, with some iteration on

the control weightings to achieve designs with commanded control surface

deflections that do not exceed physical limits of the horizontal tail and

tailing-edge flap. The state, control and cross-weighting matrices are

given by
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It is desired to make a direct comparison between the performance

of the controlled system with white and time-correlated input noise added

to the model upon which the Kalman filter is based, where the maximum

intensity of the time-correlated noise is equal to the intensity of the

white noise. By equating the maximum magnitudes of the white and time-
correlated noise, it can be determined if there are performance benefits

in choosing one type of noise over another by comparing the degree of

robustification achieved by each. This is accomplished using the fre-

quency domain shaping filter design techniques in Reference 23, which

state that

$ PSD (s) - G(s) G(-s) PSDi(s) (6-6)
0

where PSD i and PSD0 are the power spectral densities of the input and

output of a shaping filter, respectively. G(s) is the transfer function

of the shaping filter. It is desired to have the maximum magnitude of
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the right-hand side of Equation (6-6) be equal the magnitude of the

white input noise, (the scalar white noise parameter, q of Equation

(2-64)). Thus, by setting PSD0 equal to q2 and solving for the value of

PSDi which makes this true, the value of Q in Equation (4-12) can be

found for the time-correlated noise. Thus, it is the intensity, %,
. of the white driving noise, wu (t) to the shaping filter which will

2
generate a time-correlated noise with a maximum intensity of q . Table

(6-1) lists the values of u which make the maximum intensity of the

Table 6-1

Strength of Dynamic Driving Noise to Shaping Filters

-s 5s + 0.5

G(s) - 1 G(s) a + 0.5 G(s) + 5

i q Qu, Qu

10-  1 x 10 6  0.21

1 x 10- 4  1 x 10- 4  21.

I x 10- 2 1 x 10- 2  2100.

time-correlated noise equal to that of the white noise. The values were

arrived at using the software described in Reference 20.

6.2.1 Continuous-Time LQG Regulators at Design Condition

Figure (6-3) shows time histories of the mean and standard deviation

of the aircraft state, 0, for an eight-state controller evaluated against

a truth model of the same dimension (the truth model and controller

4,. model are identical as given in Section 5.4). A perfectly known initial

condition of one degree (or 0.0175 radians) was placed on 0, and the
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plot shows the response of 0 to the initial perturbation and to the dynamic

driving noise built into the model. The trends are similar for all three

aircraft states, therefore only one will be examined in detail in this

chapter.

The time response is stable, although slow. The slow response is

typical of systems with a Kalman filter to estimate states. The added

" dynamics of the filter tend to slow down the response. However, the

controller does respond to the perturbation and regulate the state back

to zero. Figure (6-4) shows the response of the same controller when

specific ignored states are now accounted for in the truth model. This

figure is the result of a performance analysis when third-order actuator

dynamics are included in the twelve-state truth model, while only first-

order dynamics are used in the eight-state design model. As can be seen,

the system is still stable, bu the mean of 0 response has degraded

substantially, especially in steady-state.

Figures (6-5a) and (6-5b) show the response of the same state with

2 -4
a white Gaussian noise of strength q a 1 x 10 injected into the system

model. The transient time, the overshoot, and the error in the final

mean value of 0 have all been substantially improved with the noise addi-

tion. The standard deviation of 0 has not changed noticeably from the
2

previous case. The trend for lower and higher - values is shown in

Figures (6-5c,e,d,f). It is seen that noise of a very small intensity

(1 x 10- 6) enhances the robustness properties dramatically, and increasing

the intensity of the noise only serves to change the transient characteris-

tics of the mean time response and the magnitude of the standard deviation.
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Then, as shown in Figure (6-6), time-correlated noise generated by a

first-order shaping filter is injected into the system model. The maximum

power spectral density of the noise is 1 x 10- 4 . The figure demonstrates

that the improvement in the transient time, overshoot, and final value of

0 is as dramatic as for the white noise case. Again, the standard

deviation has not changed enough to be discernible in the figure.

Finally, time-correlated noise generated by a second-order shaping

filter is injected into the design model. As can be seen in Figure (6-7),

the transient time is approximately the same as for the original system,

_.. but much slower than the cases above. However, the state is converging

to zero, and the overshoot has been reduced to about half of the original

value. Any change in the steady-state value of the standard deviation is

not noticeable in the figure.

Thus, Figures (6-3) through (6-7) demonstrate that the robustification

techniques can recover the stability robustness characteristics that

would be expected from a full-state feedback system. The methods of

injecting white and first-order colored noise produce very similar

improvements, while the second-order colored noise produced less but

still noticeable benefits in the time response.

However, it was stated in previous chapters that the addition of

noise into the design model will degrade the performance (as measured by

the standard deviation of the states or how well knawn the states are) of

the system at the design conditions. Additionally, it was claimed that

the performance degradation will be less for colored noise than for white

noise. To evaluate this claim, Table (6-2) lists the steady-state values

of the standard deviations of all three aircraft states with no input
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' noise, white noise, and first-order and second-order time-correlated noise

: -for one value of noise intensity. The values listed are the results of a

performance evaluation where the unmodified controller design model and

truth model are identical (both are of dimension eight at the design

condition). The results shown in the table only partially substantiate

,- the claim that time-correlated noise can minimize the performance degrada-

tion. The addition of white noise to the system model increased the stand-

ard deviation of all three aircraft states as expected.

It was expected that the addition of first-order colored noise would

reduce the standard deviation of the aircraft states to values less than

those for white noise, but still larger than the case with no noise addi-

tion. Table (6-2) shows that this is not the case. Rather, the standard

deviations have increased, if only slightly for 0 and a. Only the pitch

rate, q, has decreased as expected. Recall from Figures (6-5a) and (6-6a)

that white and first-order colored noise produce similar mean of theta

responses. That is, the robustness enhancement is very similar for the

two cases. However, even though the added uncertainty is applied over a

Table 6-2

Comparison of Steady-State Deviations of Aircraft
States at the Design Condition for a Continuous

Time System

q 2 _ _ _ _0 ac a

No noise 0 - 8.705x104 5.035x0o 3 O .2oo 1O3

-4I -4 -3 -3
White Noise lx10-  - 9.590x10 5.306x10 1.978x10

st-order -3
Shaping Filter - lxlO 1.006x10 3  5.823xi0 -3  1.761x10

S ."2nd-order
Shaping Filter - 21 8.704x10 4 5.039xi0 - 3  1.201x1O- 3
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more limited frequency range when first-order colored noise is injected

into the model, the standard deviations have increased slightly. This is

not well understood, except to say that time-correlated noise actually

changes the structure of the Kalman filter design model. The added

complexity of the design model may overcome any benefits that are

realized because the noise was not applied over all frequencies as in the

white noise case.

As expected, the performance at design conditions is degraded less

by using a second-order filter as opposed to a first-order filter or white

noise. However, the greater complexity of the Kalman filter design model

(four additional states in this case) is not justified by the performance

-4 benefits seen in Table (6-2). In this instance, white noise injected into
,. the system design model provides the desired robustification while not

degrading the performance at the design condition substantially.

Table (6-3) presents similar steady-state standard deviation informs-

tion about the three aircraft states as shown in Table (6-2). However,

the values listed here are the results of a performance evaluation of the

eight-state controller evaluated against the twelve-state truth model,

accounting for higher-order actuator dynamics. An important difference

between Tables (6-2) and (6-3) is the effect of adding white input noise

on the standard derivation of 0. At the design condition, adding white

noise detunes the filter and results in a performance degradation. How-

ever, when third-order actuator dynamics are included in the truth model,

adding white noise improves the tuning for the e channel, and the

standard deviation decreases for this state. Thus, when the performance
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of the system is evaluated in an environment different from the design

condition, the noise addition can result in a performance enhancement.

It is seen that for this case, second-order time correlated noise again

accomplishes improved filter tuning over first-order and white noise.

The improvement, though, is still not substantial enough to justify the

added complexity of the Kalman filter design model. White input noise,

,: as stated above, accomplishes the desired robustness enhancement without

adding states to the design model.

Table 6-3

Comparison of Steady-State Standard Deviations
of Aircraft States with Higher-Order Actuator
Dynamics for a Continuous-Time System.

q2  Qu q

No noise 0 - 8.984xl0-4  4.894xl0 -3  1.189x10- 3

ix0 -  501-4 890-3 991 -

White Noise IX10 4 - 8.850x10 5.689x10 4.979x103

1st Order _ il-4 9.232xl0-4 5.813xi0-3 5.092x10-3
Shaping Filter

2nd Order 4 3
Shaping Filter - 21 8.571x0 -  5.168x10 3  1.969x1O

t1
.;., -.-.

4. " 4
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6.2.2 Continuous-Time LQG Regulators at Off-Design Condition

' ". Figure (6-8) shows the results of a performance analysis for the

unrobustified system with a Kalman filter at an off-design flight condi-

tion (T12,20,0.6) for the eight-state controller design model. As shown

in the figure, the system is unstable. The mean of e is diverging, and

the standard deviation is growing with time. In addition, the inputs

generated by the controller are growing with time beyond the actual limits

of the control surfaces (23 degrees for the horizontal tail and ±20

degrees for the trailing-edge flap: Ref 27). This is demonstrated in the

mean plots of Figure (6-9).

Figures (6-10a) and (6-l0b) show the system responses at the same off-

design flight condition, except now white noise of strength q2 = lxl0-4

has been injected into the filter's sytem model at the control entry

0 points. The addition of this noise is sufficient to stabilize the system,

driving the aircraft state towards zero and the standard deviation of the

state to a finite value. Figures (6-10c,d,e,f) demonstrate the trend for

a lower and higher value of % As noted before, stability is recovered with

a very low noise strength. Higher values change only transient character-

istics and the magnitude of the standard deviation. Figure (6-11)

demonstrates that the mean of the commanded controls are no longer exceed-

ing the physical limits of the control surfaces. However, the large

initial changes in the command inputs do exceed the actuator rate limits

of the control surfaces because there is no weighting on input rates in

the cost function for an LQG regulator.

For a time-correlated noise generated by a first-order shaping filter

with a maximum intensity of IxI0-4 , the results are similar to those of
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the white noise. This is shown in Figure (6-12). At the off-design

* ,flight condition which was initially unstable with no noise addition, the

response is stable with the mean of 8 approaching zero, and the standard

deviation approaching a finite value.

As shown in Figure (6-13), the addition of colored noise generated

by a second-order shaping filter with a maximum intensity of 1xlO 4 is

not sufficient to stabilize the system. The standard deviation of 9 is

growing with time, although the mean is approaching zero. However, increas-

ing the intensity to Ixl0 -2, the standard deviation does approach a finite
value as shown in Figure (6-14).

Thus, Figures (6-10) through (6-14) demonstrate that the stability

robustness of the controlled system is enhanced by the addition of all

three types of input noise, such that the response of the system is stable

even in the face of parameter changes in the real world. White and first-

order colored noise of the same maximum intensity produce very similar

results. Robustness can also be improved using second-order colored

noise, but a greater maximum noise intensity is necessary to achieve a

comparable response to the previous two cases. Figure (6-15) shows a

power spectral density plot of the second-order time-correlated noise

for the case of Q - 2100. The magnitude of the time-correlated noise at

low frequencies (at 0.1 Hz and below) was found to be 1.3x10 6 , after

converting from decibels to a linear magnitude scale. Inputting a white

noise of this approximate intensity is sufficient to recover the stability

of the system as is demonstrated in Figure (6-16). This implies that the

robustness improvement is not primarily due to the time-correlated noise

concentrated around 70 rad/sec; rather the magnitude of the noise

'12
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elsewhere is sufficiently high to achieve the desired robustification.

6.2.3 Discretized Continuous-Time LQG Regulators at Design Condition

This method of extending the robustification techniques to discrete-

time systems was introduced in Section 2.7.1. A continuous-time

controller identical to that of Sections 6.2.1 and 6.2.2 is designed, then

discrete controller equations are formed by making first-order approxima-

tions to the discrete controller gain matrices. The sample rate of the

discretized controller is 50 Hertz. The design model matrices are given

in Section 6.4.

The time histories of the mean and standard deviation of e for the

eight-state controller evaluted against a truth model of the same

dimension are shown in Figure (6-17). Again, the state was given a

perfectly known initial condition of one degree. The performance of the

0discretized controller is very similar to that for the continuous-time
case; the state converges to zero fairly slowly. This similarity is as

expected since the sample period is short compared to natural system

transients. Figure (6-18) shows the response of the same controller

evaluated against a twelve-state truth model with higher-order actuator

models. As can be seen, changing the environment in which the controller

* is evaluated introduces a slightly larger initial overshoot and steady-

state error in the mean of 8 response. Again, the unmodified system does

not display good robustness properties.

Figure (6-19) shows the response of the same controller with the

filter robustified by adding a white noise of strength q - 1xIO "6 to the

design model. The improvement in transient time, initial overshoot, and
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-steady-state value is comparable to the continuous-time case with no

noticeable change in the standard deviation.

The results of applying colored noise generated by a first-order

shaping filter are shown in Figure (6-20). The overshoot is larger than

for the white noise addition, and there is still a slight steady-state

mean error, but the improvement over the unrobustified case is still

substantial.

It was found that augmenting second-order shaping filter states with

the design model, designing a continuous-time controller, than discretiz-

ing the concroller produced an unstable closed-loop system for any value

of Qu. This characteristic was not observed in the continuous-time case.

In addition, as described previously in Reference 21, it was observed

that the strength of the white and colored noise could not be adjusted

arbitrarily upwards. It was found that, with the twelve-state truth model

(T12,10,0.6), q2 and Q could be adjusted between zero and lxlO- 6 , and

the robustification improvement was similar to the continous-time case.

However, noise intensities beyond this value (Qu M 2x10-6) would actually

*1 drive closed-loop system eigenvalues outside of the z-domain unit circle.

A comparison of the steady-state values of the standard deviations

of the aircraft states are given in Table (6-4). The table includes

values for a system with no noise addition, white and first-order colored

noise of the spme maximum intensity. The results are similar to the

continuous-time case. It is seen that the addition of white noise

increases the values of the standard deviations of the states. As in

the previous case, colored noise addition generated by a first-order

shaping filter did not yield lower standard deviations than white noise
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Table 6-4

Comparison of Steady-State Standard Deviations
of Aircraft States at the Design Condition for a
Discretized Continuous-Time System

q 2 Q C -q

No Noise 0 - 8.877x1O-4  5.035x0 -3  1.258xi0-3

-4 - 3-
White Noise lixlO 9.645x0 -4  5.310x1O-  2.113x1O-3

1st Order 4 3 4
Shaping Filter - lxl0 1.005x10 3  5.821x10 1.817x10

2nd Order
Shaping Filter - - Unstable Unstable Unstable

-

,:, Table 6-5

~Comparison of Steady-State Standard Deviations
of Aircraft States With Higher-Order Actuators
For a Discretized Continuous-Time System

q 2q Qu Go amt aq

3x. 4.9l 7l

No Noise 0 9.05 0-4  . -3  1.257 -3

" White rNoise Ixl0 - 6  9.511x10 -4  5.198x10 - 4  2.825x10- 4

Shaping Filter lx10 - 6  9.524x10 -4  5.212xi0 -3  2.758x10-

2nd Order

haping Filter Unstable Unstable Unstable

'1
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addition except for the pitch rate, q. Table (6-5) indicates identical

trends for the case where higher-order dynamics are included in the truth

model. The lower maximum noise intensity than that used for Table (6-4)

reflects the fact that, with a higher-dimension truth model, the closed-
. 2

loop system is driven unstable for a lower value of q2 .

Thus, it is seen that the desired robustness enhancement can be gained

by adding white input noise to the system model. Time-correlated noise is

not appropriate for this problem because it does not yield performance

benefits and only serves to increase the complexity of the design model.

6.2.4 Discretized Continuous-Time LQG Regulators at Off-Design Condition

Figure (6-21) demonstrates that the system exhibits an unstable

response when the flight condition is changed to an altitude of 20000 feet

and a Mach number of 0.6 (T12,20,0.6).

Again, it was found that the robustness characteristics could be

improved with the injection of white and colored noise for a finite range

of q2 and Q. At the off-design condition, for values of q2 and Qu

beyond 2.5xi0 5 , the closed-loop system was unstable.

The response of the system with the maximum value of q is shown in

Figures (6-22a) and (6-22b). As can be seen, the stability has been

recovered, indicating that the full-state feedback system was stable.

-.4 Thus, by the addition of white input noise, the characteristics approach

that of a full-state feedback controller. Figures (6-22c) and (6-22d)

2show that stability is recovered with a lower value of q . Increasing

it beyond this value changes only the transients of the mean and the

magnitude of the standard deviation.
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Figure (6-23) demonstrates that adding colored noise generated by a

S"- first-order shaping filter achieves the same degree of robustness enhance-

ment with only an increase in the initial overshoot of e compared to that
of Figure (6-22a). The steady-state standard deviations of Figures (6-22b)

* -X and (6-23b) are not significantly different.

Augmenting second-order shaping filter states with the system model

again resulted in an unstable closed-loop system. For any non-zero value

of QU, some of the closed-loop system eigenvalues were driven outside the

unit circle in the z-domain.

*' Because of the sensitivity of the system to slight changes in the

strength of the added noise, it is felt that thismethod is inappropriate
-- " 2

- for this problem. The range of admissible values for q and Q is very

slight, and the loss of closed-loop system stability is very abrupt when

the range is exceeded. In addition, there is no range of Q which improves

9... the robustness characteristics of the controlled system when colored-noise

generated by a second-order filter is added to the model.

6.2.5 Sampled-Data LQG Regulators at Design Condition

This method of extending the robustification techniques to sampled-

data systems was introduced in Section 2.7.2. For this case, the

continuous-time system equations are discretized, then a sampled-data

.4- Kalman filter and controller are designed from the onset.
-.-

.C The results of performance analyses for the sampled-data controller

?. with a sample rate of 50 Hertz are found to be extremely similar to those

for the continuous-time controller.

Figure (6-24) shows the response of 0 to an initial condition of one

degree. This is the result of a performance analysis where the dimensions

V,

140

, ,9. ) * *o



5
" " ' ",*~ Q = Z . 5 x l 1

-. to (T 12,20, 0 6)

4, d m

4M 4.88 5.0 I. 7.02
TIME. T. SECONDS

Figure 6-23a: ?Iean of 0 With First-Order Colored Noise
Addition at Off-Design Flight Condition

Q u 2.5x1 5

(T12,20,0.6)

z

0I-
IU 103 2.1a 3.39 4.30 5.1 a 6.39 7.11

TIME. T. SECONDS
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of the truth model and the design model are the same (Section 5.4). As

observed previously, the mean of e converges slowly to zero. Figure (6-25)

shows the response of the same controller when higher-order actuator

dynamics are introduced in the truth model. Again, large initial over-

shoots and steady-state mean errors are introduced. The unmodified sampled-

data controller does not exhibit good robustness properties when certain

states are ignored in the design model.

With the addition of white input noise, (as described in Section

2.7.2), the undesirable characteristics of the unrobustified system do not

appear in the time response. This is shown in Figures (6-26a) and (6-26b).

2Figures (6-26c,d,e,f) show the trend for a higher and lower value of q

Increasing the magnitude of the white noise changes the transient mean

response and the magnitude of the standard deviation. For this problem

(where the evaluation was performed using the truth model (T12,10,0.6),

in the range of values of q2 that were examined (0 < q 2< 1), the dramatic

instabilities observed in Sections 6.2.3 and 6.2.4 do not occur.

Figure (6-27) demonstrates that nearly identical robustness benefits

can be gained with the addition of colored noise generated by a first-

order shaping filter as with a white noise. However, the addition of

colored noise generated by a second-order shaping filter does not have

the fast time response of the previous two cases, as shown in Figure

,* (6-28). Nonetheless, the steady-state error and initial overshoot have

been substantially improved.

'4 Table (6-6) makes a comparison of the steady-state values of all

three aircraft states at the design condition (truth and model dimension

equal) for cases with no noise addition, white noise, and first- and
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Table 6-6

Comparison of Steady-State Standard Deviations
of Aircraft States at the Design Condition
For A Sampled-Data System

4

q2'q Qu0 ae o Oq

No Noise 0 - 8.712x10- 4  5.036x10- 3  1.206x10 - 3

White Noise Ixl0 -4  - 9.583x10-4  5.307xi0- 3  1.980xi0 -3

1st Order 4 3 3 3
Shaping Filter - lxl0 1.002x10 1.842xi0 1.765x10

2nd Order 4 3 3
Shaping Filter - 21 8.700xi0 5.040xi0 1.208x10

- secord-order colored noise. The results are essentially the same as for

the continuous-time controller. The same trend is observed in Table (6-7)

where higher-order actuator dynamics are included in the truth model. As

in the continuous-time case, adding white noise to the model does degrade

the performance for all states at the design condition. However, when

third-order dynamics are included in the truth model, white input noise

decreases the standard deviation 0. When the filter is evaluated in an

environment other than the design condition, adding noise can improve

the filter tuning. Decreases in the standard deviations appear in all

states for second-order colored noise, and they are not substantial enough

to justify the added complexity of the design model. Thus, the Doyle and

Stein technique extended to a sampled-data system provides the desired

!,: robustification against ignored states for the problem considered in this

*thesis. Significant performance benefits are not gained by adding time-

correlated noise to the system model as opposed to white noise.
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Table 6-7

Comparison of Steady-State Standard Deviations
Of Aircraft States with Higher-Order Actuator
Dynamics For A Sampled-Data System

q Qu a a a  q

No noise 0 - 8.984x10 -  4.894x10 1.197x10-

White Noise lxlO -  - 8.831x10- 4  5.689x10- 3  4.859x10- 3

1st Order 3
Shaping Filter - 1xl0 4  9.311x0 -4  5.815xi0-  5.143xi0-

2nd Order 4 3 3
Shaping Filter - 21 8.789x10 "  5.170x10 2.342x10

6.2.6 Sampled-Data LQG Regulators at Off-Design Condition

As shown in Figure (6-29), the response of the system is unstable at

0 the off-design flight condition with no noise addition.

2 - x1 4
White noise addition of strength q = Ix10-, as shown in Figure

(6-30) is sufficient to recover the stability of the system. First-order

colored noise of the same maximum intensity produces a very similar

response, as shown in Figure (6-31). However, second-order colored noise

of the same maximum intensity is not sufficient to recover stability

completely as demonstrated by the divergence of the standard deviation

in Figure (6-32). Increasing the maximum noise intensity to 1xl0
2

achieves the desired stability characteristics as shown in Figure (6-33),

but the time response is still much slower than for the previous two

cases.

It is observed in Figures (6-29) through (6-33) that all three types

of input noise substantially improve the robustness properties of the
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Nocontrolled system when it is subjected to changes in real-world para-

meters. The improvement due to the addition of white and first-order

colored noise is very similar. This indicates that even at the off-design

flight condition, the design model is still fairly adequate at low fre-

quencies where the power spectral density of the first-order colored noise

is low. Robustness can also be enhanced with second-order colored noise

to a lesser degree if the maximum intensity of the noise is sufficiently

high. As in the continuous-time case, it is felt that this effect is

*partially due to the magnitude of the noise at other frequencies, not just

the peak near 70 radians/second.

6.3 Sampled-Data PI Controllers

The results of applying the Doyle and Stein technique to a sampled-

-data PI controller were inconclusive for this problem. However, some

0results are presented to show how employing a Kalman filter to estimate
*the states of a system can adversely affect stability.

The software used to design the PI controller allows the design of

a full-state feedback controller or one with a Kalman filter in the

loop. The performance analysis program then generates time histories of

the standard deviation of the states both with and without a filter.

The weighting on the states, controls and control rates are defined

in Section 3.2.2 and are given below:

20 -10 I

-0- -0-

-10 10

X - - I
11 -0- I -0- -0-

-'U0

' I I 10

/1-0- -0-
-'.- 01 (6-3)
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The weighting matrices specified above are given in Reference 27.

They are arrived at using a methodology called 'implicit model following".

As mentioned before, the software used to design PI regulators also

includes a method for designing a Command Generator Tracker to specify

feedforward gains that cause the output of the controlled system to track

the output of a command model in which the desired characteristics of the

response have been built in (damping ratio, overshoot, settling time, etc.).

Implicit model following can be used to affect the feedback gains of the

PI controller in a way that makes the controlled system more robust. A

more detailed explanation of implicit model following is given in

References 27 and 29.

Figure (6-34) shows the time-response of the full-state feedback

system with an initial condition of one degree on 0 evaluated against a

deterministic truth model of the same dimension. It is seen that the

response has very nice, well-damped second-order characteristics. Figure

(6-35) demonstrates the standard deviations for this controller in a

stochastic environment are very similar with and without a filter in the

loop. The design model is defined in Section 5.4. In Figure (6-36),
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the results of the performance analysis are shown, where the eight-state

controller was evaluated against a truth model with higher order actuator

dynamics in the truth model. It is seen that without full-state feedback,

stability was lost. The results are the same at an off-design condition

(T12,20,0.6) as shown in Figure (6-37). Thus, the figures demonstrate

that when actuator states are ignored in the design model, a full-state

a>. feedback controller exhibits good stability robustness properties. How-

ever, once a filter is inserted into the loop, these properties are lost.

Attempts were made to recover the stability of the controlled system

by applying the Doyle and Stein technique. It was found that any non-

zero value of q2 only made the standard deviations diverge more rapidly.
This was true for both flight conditions.

Recall that the Doyle and Stein technique was applied to sampled-

data LQG regulators by modifying the QUmatrix as follows:

Qd(q) - Qdo + q2BvBT At 
(6-6)

using the B matrix of the continuous-time system equation.

The technique was applied to sampled-data PI controllers with the

equation

Qd(q) 'do + q2BdVBdT/At (6-7)

using the Bd matrix of the equivalent discrete-time system equation.

The Doyle and Stein technique was derived by equating the return-

difference mappings for a full-state feedback system and a filter-based

system. The derivation was based on the controllers being a full-state
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feedback regulator and an LQG regulator. It was expected, since the

\, -\. Kalman filter is the same for LQG regulators and PI controllers, that at

least some robustness enhancement could be obtained by directly applying

* the technique to a PI controller. However, this was not found to be true.

6.4 Summary

This chapter has presented the results of applying two techniques to

improve the robustness properties of a controlled system. The two methods

examined are the techniques of inputting stationary white or time-

correlated Gaussian noise into a system model during the process of tuning
"S

-U. the Kalman filter.

Two separate issues of robustness were examined. The first was the

idea of robustifying a controller so that instabilities do not occur when
*.1

states are ignored inthe controller and Kalman filter design model. For

this thesis, the problem considered was an aircraft flight control problem,

and the effect of ignoring states that described the actuator dynamics

was examined. In this particular instance, the design model misrepresenta-

tion was confined to a particular portion of the frequency spectrum;

this specifically motivated investigation of adding time-correlated rather

than white noise for robustification.

The second robustness issue was the idea of robustifying a controller

against changes in the real-world parameters upon which the controller

design was based. Here the designed model misrepresentation was not

confined to only a particular band of frequencies.

The primary result of this chapter is that the stability robustness

of the controlled system can be substantially enhanced by applying both
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robustification techniques. However, for the problem considered, the

' Doyle and Stein technique of inputting white noise into the system model

is the most appropriate way to achieve the robustness enhancement.

Conclusions about thezesults presented in this chapter are made

in the following chapter. In addition, some recommendations for further

research are made.
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VII. Conclusions and Recommendations

The robustification of LQG regulators by inputting white noise or time-

- -correlated noise generated by a first-order shaping filter into the system

model did work well for all three applications of the controllers examined

(continuous, discretized, sampled-data). In addition, time-correlated noise

generated by a second-order shaping filter improved the controller's robust-

ness properties to a lesser degree for the continuous-time and sampled-

data case. For the discretized case, this method produced instabilities in

the response of the system and could not be used.

It was noted that in Chapter VI that few performance benefits were

gained by using time-correlated noise as opposed to white noise for the pro-

blem considered in this thesis. It is felt that the range of frequencies

where the design model differed from the chosen representation of the real-

world was not sufficiently narrow in this case to result in performance

benefits. Greater performance benefits may be realized by examining the

application of colored noise addition to problems such as gust-load allevia-

tion, flutter suppression, or aeroelastic effects such as including first-

and higher-order bending modes in the truth model representation of the

real world.

It is felt that the robustification techniques for LQG regulators

were examined in great detail in this thesis. However, the extension to

PI controllers was only touched upon, and the Doyle and Stein technique

was applied unsuccessfully. To examine this more thoroughly, it is

suggested that the Doyle and Stein technique be applied more directly to

PI controllers. That is, the conditions analogous to those of Doyle and

Stein that would make the return-difference mapping asymptotically equal
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for a full-state feedback controller and a filter-based PI controller

should be derived.

The technique of injecting time-correlated noise into the system

• .'model for a PI controller was not examined in this thesis. The existing

software was not originally designed to allow augmenting of states with

the design model. Therefore, it would be difficult to augment shaping

filter states to allow for colored input noise. The modifications shown

in Appendix C were made so that a few cases of colored input noise could

be examined quickly. If an extensive study were made, the awkwardness of

."these modifications would become apparent. To examine all of the robust-

ification techniques discussed in this thesis would thus require additional

software.

It has been mentioned that a drawback of adding colored-noise to a

system model is that it adds states to the Kalman filter model. An

alternative method, called residualization (Ref 28), reduces the order of

the model back to that of the original system before the shaping filter

states were added. It would be useful to examine this implementation and

compare it to the performance of the implementation used in this thesis

for a problem where colored input noise is appropriate.

Finally, as noted in Sections 6.2.3 and 6.2.4, the technique of add-

ing white or colored noise to a continuous-time controller, then

discretizing the controller only improved robustness characteristics for

a finite range of q2 or Qu" Beyond that range, the closed-loop system

was unstable. This phenomenon is not well understood, and further

research would be warranted to determine why this occurs. While it is not

expected that an extension of the Doyle and Stein method would have all
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the same characteristics of the original technique, it would be use-

ful to determine what occurs during the discretization process to drive

closed-loop system poles outside the z-domain unit circle so abruptly.

The results of the previous chapter have thus demonstrated that the

techniques considered can substantially improve the robustness properties

of a controlled system. For the particular problem considered white

noise added to the system model at the control entry points is the

appropriate method for accomplishing the robustification

i.16
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APPENDIX A: Generic Controller Format

Al. Introduction

In Chapter II, the idea of a standard format for a linear control-

*ler was introduced. The format is particularly useful in that any LQG

controller synthesized by LQG methods can be rearranged into the standard

form. Subsequently, the performance analysis equations presented in

Chapter II apply to any controller put in the "generic" form, not just LQG

regulators.

This appendix defines explicitly the generic form controller

equations for the types of controllers considered in this thesis. In the

first section, the continuous-time LQ regulator is examined, that is, a

full-state feedback regulator with a control law expressed as:

(t) - x(t) (A-1)

The full-state feedback generic structure is presented because it is

desired to recover the robustness characteristics of the LQ controller

with the addition of input noise as covered in Chapters II and IV.

Then, the continuous-time LQG regulator is presented, based on a

control law that employs state estimates from a Kalman filter:

u*(t) - -G * 94t) (A-2)

Next, the structure of a sampled-data, full-state feedback regulator

is examined with a control law expressed as

u *(t i  -Gc -xt i )  (A-3)
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Two forms of a sampled-data LQG regulator are examined. The first
-p ":. -" is based on the optimal control law given by

u, (ti) * G (ti+ )-- t -G c  x C A-4)

The second is based on the suboptimal control law
* *

: *(ti = -Gc i' (A-5)

In the last two sections, the format is presented for a sampled-

data PI controller designed on the basis of LQG methodology. First, the

full-state feedback case is considered, then a Kalman filter is used to

provide state estimates.

A.2 Continuous-time Controller Generic Structure

The generic format desired for the controllers considered in this

4 thesis is given by

u *(t) - Gcxjc(t) + GcZ z(t) + Gcy yd(t) (A-6)

x c(t) -=F c ( t ) + B CZz(t) + B S Zd(t) (A-7)

which takes the form of an algebraic relation for the optimal control, u(t)

and a propagation equation for the controller states. The controller

states, xc(t), are defined for the particular type of controller considered,
h-i

and z(t) and yd(t) are measurements and desired values of controlled

variables, respectively.

For the full-state feedback case, perfect measurements of the

states are available, i.e.,

z(t) = x(t) (A-8)
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and yd(t) - 0. Thus, it is seen by comparing Equations (A-i) and (A-6)

that

G -0 (A-9)
cx

*u*

cz " (A-10)

Gcy 0 (A-Il)

In this instance, there are no internal controller states, so Equation (A-7)

is not maintained.

For an LQG regulator, 4(t) is again zero, therefore Gcy and Bcy

can be set to zero. The controller states are defined to be the condi-

tional mean estimates from a Kalman filter, 2(t). By the certainty

O equivalence principle, x(t) in Equation (A-2) can be replaced by _(t)

which are now the controller states, x(t):
X"c

-*(t) - -Gc 1C(t) (A-12)

Comparing Equations (A-6) and (A-12), it is seen that

G1 -0 (A-I 13
cz

.,. G Gcz -- c  (-4

Recall that the continuous-time Kalman filter equation yields an estimate

of the states, 1(t), where 2_(t) is now defined as the controller states,

,c(t). This is given by

- F x(t) + Bu*(t) + K[z(t) - H x(t)J (A-15):.-c --
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Substituting Equation (A-12) into the above and rearranging yields[ 5* 1
x [(t) F - BGc - KH c(t) + K z(t) (A-16)

Comparing Equations (A-7) and (A-16), it is seen thatV.

:F, - [F B GC K (A-17)

'C.Z B -K (-18)

cz (

A.3 Optimal Sampled-Data Generic Controller Structure

The generic structure of Equations (A-4) and (A-5) is given in

sampled-data form by

u*(ti) x xC(ti) + G cz(t i ) + G dcy (ti) (A-19)

x (ti+1 ) - Oc x (ti) + Gcz z(ti) + Gcy zd(ti) (A-20)

'4 It is easily s=cn that for a sampled-data full-state feedback

regulator, the generic form is identical to Equations (A-9) through (A-41).

For the optimal LQG regulator, the actual state values are replaced

by estimates just after measurements are taken at the sample times.

Again, 4d(t) will be zero for a regulator, therefore G and B can beS^_cy cy

set to zero. Define the controller states to be x(ti), the state estimates

just prior to a measurement update. The Kalman filter propagation and

*update relations for the estimates of the states are given by

x(ti+) t + Bu(t) (A-21)
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"(t i ) - II -KHR i(ti) + Kz(t i) (A-22)

Replace R(ti-) by x (t.) and substitute (A-22) into (A-4) to yield

4. (ti -G ~* [I-KI x(ti) - Gc* Kz(ti) (A-23)

Comparing (A-19) and (A-23), it is seen that

"i 1
Gcx a Gc I-KHi (A-24)

Gcz = -Gc K (A-25)

Now substitute Equations (A-4) and (A-22) into (A-21), replacing (ti-)

with x~t)

+ B dGc* I K z(ti) (A-26)

Comparing (A-20) and (A-26), it is seen that

Oc B dG~ C I-KB (A-27)

.JI

B - dG K (A-28)

A.4 Sub-optimal Sampled-Data Generic Controller Structure

For the suboptimal control law, where the state values are replaced

U by estimates just prior to the sample times, the controller states are

defined to be I(ti). The output, Zd(ti), is zero, thus Gcy and Bcy can be

set to zero. By direct comparison of Equations (A-5) and (A-29), it is

seen that
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G ,- -G * (A-29)
cx C

G =0 (A-30)
cz

.- Now substitute Equation (A-5) and (A-22) into (A-21), replacing _(ti-)

by xc(ti), to yield

x c(ti 1 ) {[I-KHI- BdGc*} x(ti)

Thus, by comparing Equations (A-20) and (A-31), it is seen that

Oc M {+ -KH ] - BdGc*} (A-32)

O Bcz +[K] (A-33)

A.5 Sampled-Data PI Cont,.oller Generic Structure

An equivalent form for the PI control law derived in Chapter III

which achieves Type-I control is given by (Ref I;23).

u (ti) - -K x(ti) + Kz J(ti) + Kz Zd(ti)  (A-34)

where J(ti) are termed the pseudo-integral states and are expressed as

For the PI controller, a non-zero output, yd(ti), will be allowed, where

y(ti), the actual output of the system, is given by
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y(t i) = Cx(t+) y u(t i) (A-36)

For the full-state feedback case, the controller states are defined

to be (ti). Substituting (A-35) and (A-36) into (A-34) and recalling

ahat x(t i ) - z(t i ) yields

u (t.) - Kzx(t i ) - K z(t.) + K v.(t i ) (A-37)

2. 2. zy- 1 '2

Comparing this equation (A-19), it is seen that

Gcx = Kz  (A-38)

Gcz a -Kk (A-39)

Gcy M Kz  (A-40)

43) Then, by substituting Equations (A-34) and (A-36) into (A-35) with

1 c(ti) = I(ti) :

+ [I-D~K dz(ti) (A-4.1)

and comparing this to Equation (A-20) yields

- [I-D yKzJ (A-42)

Bc.m jC-D yK x (A-43)

B Bcym 1-D yK z J(A-44)
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With a Kalman filter in the loop, x(t.) is replaced by _-(ti+) in

' 4Z::" Equations (A-34) and (A-36).

The controller states, x (ti), for PI controller are defined to be

an augmented vector containing the state estimates just prior to a

measurement update and the pseudo-integral states:

2(ti-

Sc(ti) = (A-45)

L (ti)
To generate the generic controller structure, first substitute the

Kalman filter update relation (A-22) into Equations (A-21) and (A-34).

This yields

2(ti+-) = ,{ I-KHJ x(ti-) + K z(ti) + BdU (ti) (A-46)

*(t i -K {[I-KH I I(t i ) + K z(t i)) + Kz J(t.) (A-47)

Substitute (A-47) into (A-46) to yield

-X (t~. i+ - 1 0- B dK J [ -icH J (t )

+ dK (t i + I I-BdKxIK z(ti) (A-48)

+ Bd Kz zd(ti)

41Next, substitute Equations (A-22) and (A-36) into (A-35) to yield

,4. 1794.
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" I J L(ti) -[C - D K K z (A-49)

"II1D yKzj14 (ti)

Equations (A-47) and (A-48) in terms of the controller states, x c:(ti),
are given by

- I {I-K, K. x , (t.)

- KK 1 !(ti) + Kz Zd(ti) (A-50)--------------

- L+ I [-'Dy I j x t(ti)

*+ z(t.) (A5 i)

Comparing Equations (A-19) and (A-50), and (A-20) and (A-5I), it is seen

that

- L IKx{I-KH1 Kz I (A-52)

Gcz -1-KxKJ (A-53)

G y Kz (A-54)
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S---:--z-j: (A-56)

II

B - (A-56)

0
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APPENDIX B: Modifications and
Additions to LQGRP

A.1 Introduction

This appendix is intended to be used as a supplement to Reference

21, Appendix D,which is the user's guide to a program entitled Linear

Quadratic Gaussian Regulator Performance (LQGRP). The program provides

the capability of designing and evaluating the performance of continuous-

time and sampled-data LQG regulators. In addition, it contains options

of enhancing the robustness of both types of regulators via the Doyle and

Stein technique.

Three types of changes are made to the original program which are

documented herein. The first type involves corrections to errors in the

original source code. The second type entails modifications that result

* in more convenient input and output and a more efficient program. The

third type of change generates additions so that the technique of inject-

ing time-correlated noise into the design model while tuning the Kalman

filter for robustness purposes can be applied to LQG regulators.

Corrections to the original source code (contained on subsequent

pages) are bracketed and marked with a "C". Modifications are bracketed

. and marked with an "", and additions are bracketed and marked with an
1"A".

A.2 Corrections to LQGRP

The first correction appears on line 6770. The variable name IRF2

replaces IRFM in the original code. IRFM is the dimension of the design

model F matrix, but what should be passed to the subroutine is the

182

%V

.P_.



dimension of F minus the number of deterministic states, which is IRF2.

Next, on line 15330, ICBM (the column dimension of the model B

matrix) replaces IRFM in the second argument of the subroutine MAT3.

A third correction is made in lines 17120 and 17130. The original

source code contains extra arguments in the call to subroutine DDTCON.

They do not interfere with execution of the program, but they are not

needed and have been deleted in this version.

*In line 19430, BM (IDS, IDS) (starting address of the design model

B matrix after deterministic states are deleted) replaces BM in the

original program. It is intended to pass to the subroutine only the lower

portion of the design model B matrix, BM, after the deterministic states

(listed first) are deleted. The original program passes the entire B

matrix. Making this correction changes the starting address of the array

in subroutine DAS2 so that only the desired portion of BM is used.

Lines 19500 and 19510 are inserted into the program to correct an

error in line 19520. Originally, RMD appears in place of WM4. RMD is

the discrete-time measurement noise covariance matrix. However, the sub-

routine KFLTR requires a vector containing the diagonal elements of RMD.

Thus, the diagonal elements of RMD are stored in the first column of WM4

in lines 15900 and 19510, and WM4 is passed to the subroutine instead of

RM. WM4 is a work-space array not originally being used at that point

in the program.

The last correction is made to line 20840. Originally, the line

read call MAT3, which calculates the transpose of the desired result.

This is corrected by replacing it with CALL MAT3A.
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B.3 Modifications to LQGRP

-N ) The matrices and vectors defined in lines 370 through 510 were

originally of dimension 5 or 10. All matrices and vectors of dimension

5 are changed to 13, and those of dimension 10 are changed to 26. This

change is reflected also in lines 680 through 700. This allows the num-

ber of states in the truth or design model to be amaximum number of 13.

The original version of LQGRP had 6 input/output options for entering

and printing out truth and design model matrices. The version listed

herein has 7. The first 2 options are unchanged. Option 3 now allows

the user to change as many elements of a specified matrix as desired by

listing the row, column and value of the element being changed. When

the user enters a 0, the program exits this option. Options 4 and 5 are

also unchanged. Option 6 initially zeros the entire array and then

allows the user to enter as many elements as desired by entering the row,

column and value of each element. Entering a 0 will exit this option.

Option 7 takes the place of option 6 in the previous version. Thus, on

a first run through the program, option 6 initializes the array to zero

and then only non-zero elements need to be entered. On subsequent runs,

changes can be made to any vector or matrix by using option 3.

The changes discussed above require that modifications be made to

subroutines MVEC1O and MMAT10, which control the programs input and out-

put. These are listed in lines 12370 to 12380, 12460 to 12530, 12590,

13060, 13130 to 13230 and 13280.

The program stores results of the performance evaluation routines

to four data files for plotting. These data files contain the time

histories of the following vectors and matrices, defined in Section 2.3:

184

p.
°

-* , U U 4 .4- "* " "" ' '' " " '"" "" '"•"" " " " - - " %- "" -"- "" " "" . "" " * .



x a (t), Px x (t), u(t) and P uu(t). The modifications listed in lines
S...,- aua

10650 and 10690 calculate and store the square roots of the diagonal

elements (standard deviations) of Pxx (t) and P u(t) rather than storing
a a

the diagonal elements (variances). This change also occurs in lines

11570 and 11600. Notice in lines 11560 through 11660 that only the first

7 states of x (t) and the upper left (7x7) partition of Px x (t) is stored
a a

for plotting. This is an option of the user. Any portion of the vector

and matrix may be stored by changing the 7 in lines 10630, 10770, 11550,

11610 and 11650 to the desired value or to IREM (the dimension of the

design model F matrix) if the entire Vector and matrix are desired.

The four vectors and matrices listed above are printed to the

terminal during execution of the program. Currently, only the first 3

states of xa (t) and the upper-left (3x3) partition of P x x (t) are
a a

printed. Any portion may be printed by changing the 3 in lines 10530 and

10570 to a desired value or to IRPM if the entire vector and matrix are

desired. Note that all of u(t) and P uu(t) are stored and listed at the

terminal.

The preceding modifications were made to LQGRP to make the program

more convenient to use in conjunction with the problem considered in this

thesis. None are necessary for execution of the program, as contrasted

to the corrections of Section B.2.

B.4 Additions to LQGRP

This section describes the additions necessary to the program so

that the technique of injecting colored noise into the design model
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during filter tuning may be applied. The changes are primarily lines of

.. code inserted into the program. However, a few lines of the original

source code are altered slightly, and these will be mentioned.

For a continuous-time system, the input prompt for colored noise is

given in line 13870. If colored noise is not desired, the program skips

to line 13920 and continues execution. Note that line 13920 is from the

original program with the label 2900 inserted in front. If colored noise

is desired, the dimension of the model F matrix, IRFM, is stored in a

dummy variable, IHOLD, for later use. Then, in line 13910, subroutine

CNOISE is called, which controls the augmentation of shaping filter states

with the original design model.

Lines 13950 through 14020 augment zeros to the deterministic

controller gain matrix, G , if the colored-noise options are executed.

pLines 13950 and 13960 are from the original source code, altered by re-
placing IRFM with IHOLD. Recall, as discussed in Section 4.3, that

G is calculated using the design model of the unaugmented system, and
* with

the dimensionality difference is taken care of by augmenting Gc with

the appropriate number of columns of zeros.

4For a sampled-data system, the colored noise input prompt should

appear between lines 16710 and 16720. It is missing from this listing,

but should read

WRITE (KOUT,*) 'COLORED INPUT NOISE (Y OR N)>'

Lines 16720 through 16760 then control whether the colored-noise routines

are executed. Line 16760 is from the original program with a label 25

inserted.
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On line 17090, IRFM is again replaced by IHOLD. Lines 17120 and
* t9

. 17130 are also from the original program with an additional argument,

IHOLD, in the parameter list. Then, lines 17140 through 17190 check to
.*

see if the colored-noise routines were executed. If so, G is augmentedc

with the appropriate number of columns of zeros.

In both the continuous-time and sampled-data case, it is desired to

use the original design model for controller gain calculations, as men-

tioned above, in subroutines CDTCON and DDTCON, which calculate

deterministic controller gains for the continuous-time and sampled-data

case, respectively. These subroutines are essentially unchanged except

that IHOLD is substituted for IRFM where indicated in CDTCON (lines 5110

through 5890). In DDTCON, IHOLD is an additional parameter in the

argument list and replaces IRFM where indicated (lines 20480 through

! 21030).

Lines 24770 through 24930 contain subroutine CNOISE which controls

* what type of shaping filters are augmented to the design model. An

input prompt asks if a first- or second-order shaping filter is desired.

Subroutine FORDER is called (lines 24940 through 25510) if a first-order

shaping filter is desired. If a second-order filter is desired, then4

subroutine SORDER is called (lines 25520 through 26160). Both subroutines

prompt for the shaping filter design parameters described in Chapter IV.

," Then, the design model is augmented with the shaping filter states and

appropriate partitions of the augmented matrices are zeroed. Finally,

the dimensions of the design model F and G matrices are altered to

reflect the higher dimension after augmenting.

The matrices described above thus modify LQGRP so that shaping filter

" **" states can be augmented with the original system design model. It should
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be noted that the program will still ask if modification via the Doyle

,% " and Stein technique is desired if the colored-noise options are chosen.

Either the colored-noise options or the Doyle and Stein options may be

chosen, but not both.

Additionally, it is desirable to have the original design and truth

models stored on Tape 8 (Ref 21) so that they can be read into the pro-

gram via input option 18. When the colored-noise options are chosen, the

design model is altered. Thus, to make subsequent runs through

LQGRP, the original design and truth models must be read back in.

p18

4.

'..

|'o
°

• 1'

V
'



I~ T. 2z*. a*. ,. T1 % ;. 7P i A-ICz 0 P zt ~

~'' ~. C T'41S PFI.FC~'.S 1. r--.FCQPC E ANALYSIS Fc: T-- .:NSA- hDA:::
C GAUSS:APK C~;i0L.c CES:SroD 2Y C(>3/DTsF)X.3'J.&q a4 A OUAORAT!C C .i3,
C COST FUNCTION, Ic 0IrFE;?rKT CCNTROL ALGC;ITH,'S AcT SUPFL!E1 TN C1'
C PROGPA4 vvILL STILL OC A PERF2'Y.ACE A:,iA.S11S. THE MTMCDOo-OGY IS 01ls
C .-BASED Ok THE P9-RF AN.AL. SECTION IN C4AFTER 14 OF 0o So MAYSECKS 0C.1b;
C TO 3-- PUB-:S'4=O VO%..Um-E 2 OF ST CCMMODELS *EST AND CONTROL CCI.j7:

'CN-ANY OFPT4E-SUBOTiKES USSED FC#.-0 TR.IA HIANIrULATIC. COME FRC4 THE 00019r
C ROUTINES COMPILED1 SY 0. KLIrENPAN(TR-75-*9 O'mR CCNTiACT 9 :0a
C t42O01I-75-Cllsy) 31
C- C-3222'
C IN THE F3LLOWiIKG PROCG',4 TRZUTWH -COEL MAT;ICES AZE T.C L.ETTERS wIT4 OC223C
C THE LAST t-ETTER !E-ING -T- *CCNTROLLER 4COEL MATZICSS ARE TOC GL4

C ETTtktSENO:NG IN -M-. -T- VO.LCW't#G APAITICU-A&- "AT IX NAIE 0O5
C :N3ICATES THE 41TRIX IS T;,NSPCSrO. -I- FOLLOWING A PARTICULAR 001.26:
C MATRIX tA4E IN0ICATES TNT- INVECSS OF THE 40TZIX G,;7
C -G CC 28
C a.:::
C C0'4MON BLOCKCS 4A:N1,MA:N29l:NCU A:E REOUIRED RY THE- 'LTEMAN ROUTINES aC030o:

C*** 'CLI-EMMAN ROUJTINE -G;.T!O- CCUiRES A BLANK CtI3 TC END T"HE RSAO--GE!2.

C--INPUT F:LOI# TAPE-*- ---- OUTPUT TO TAPEll aC:3'.:

CHA;ACTE-R nSGS~qOSCRZPT*6C~"s
REAL FT(13,13) eT(13,.:31GT(13913),HT113,131,413,13). ac-37

1PO(13,1z),OT(13,'-)RT(1313,CC1(e,2.),COM(2b,26),GCSTR(13.13 0:0!9;
I) ,.AUU3,13),2KFSS 113,1-31, WVl(13) .Wv2(13)9CJ.

I G0( 13 913) 9GC Z(13 913),O 0A C t926)9PY A (2 6 2S I, P AV A2 E 2 6) 4
M MUOU T (13) 9 KTU UT t13),9P XTOUT (13),9PUOUT (13) 9YO(C) 0 IE 9 CC'.5;

I G UA ( 2 ,6 92 'X A"I N (13),v1X A 0,AX f1.4) 9 IU4 k(12) 9 lU "AV 13),C 4~.6
q PXTM IN 13 ) 9PX TmA X 44 Pt1I k f 31. P LIIAX (.431qG CZ A(26 92 61 CZ

R~ A A(26 926),9 CY (13 9131 9BC 2 f13 91)GC Y (13 9131 FC 113 9131 9 003-63

INTEGER IFLGCZ91RY-. 00050'l
REAL NU(13) 20O31:

-- COMIICN /RNTIM/ RNIF'AE,DELTIP' - - 000!2G
CChlr Cne /MAIN21C'2 oz:53C
CQC 1,C /HAIA/hIO ,N%3:.*CO'!. _

COMMCN / NOU/ KIN, KOUT99OUNC4 C;:55:
COMCN /MAIN'-/N0IH2,49II3G =6
C.^ 11GN /MAU.,I!/ MSG ~7
COMM~C~4 /MAIN6/ ICET,:C, 1IC:*,ICGtIC'j,::GT:COh.:FAO,IF9,:FFT* 0:E8

- RMT MA '4,RAiOLOGI1-WI4,NUMOTS G09

C C2:

___KOUTz6 - 0b065;
h(PUICH7 0One7
NOIM.13 a C 84 M
NO: M;.2 40: H aa C! 069q
No r P2v 2e T 7

C

189 A rdcdfromFb: vaialecopy

4.%



.45

C---- skX ZZAV( :,0 CTr0oS.CCLU14S OF FOAT ,( X
C
CT4S42,A4 CAN -ILCUPT 151 OjgcRO-NT*, -C'4IN T15f CF J.9

c C_,T"*-LI*-N _ uiSPs-CIFIEO PAiAMETERS a c
002232 L'162.,134c OOQ 813
W;ITE(K-wuTs1V)* a0.C'22

It 11 OR4AT (Al,/1 0030
12 FI-RMAr(4is __________ _____________ ______ 124C

wrTfKO~UT,*) TH 4 I_1S IUN N-4U 0 it. %LG d 6 - -6t 0
-- WITEc(0.3UTo*1 ___ 003.

WOZTc(K).UT,&) 'EcTz A 0rSCRZIPTbCN OF THIS ;UN2- :Sr
WRITE(OCUT1,O) 0 oc;90
qEAOI(KI'412)0SCRPT Ica
,RITEII(dUT,*)# 0 *,1
WRITE(KOUT.',* 0 3,02
CALL 1'PT(r9TP~W F4st 9.9. 0Q,1,;91v~

I 4UU..dA~tWXUI
F (Ao~olol) THEN 30C 153

GO TC 293.3 ___34:463

CALL llS(CT.KStCCICO3y~zooO 1c 33.

IwMAv1hN3,osCqUM0,WINE WFqFT,8T qGToHT 0OTR9,.1
I Prt'9.9~ff. ,OPI'XgUX ,SAGA ,OA,GUAv a41313
I MXA9PXAvA,;3X*4,1GCZA9I.RY9I ILGCZ94FLGS3, -. cI322
4_dP~AP~ ,XTiA_-W dki U4 N , ANX AANl:4 0;11033
1 PUCUT,PXT3UT,.IXTOUT,: UCUTokd!,Wv'.I a;~ 1143

W9T(OT* * 002105 0
Wi;ITEIKUUT9&)Oo0 Y3U '41SH T.; CALCULATE THE EIGENVALUES OF TI4E CLOSOCI36;

1cl-..COP STArx- rRAAsZrTIO ,t&T~zx jSED IN THE P*qFCAMANCE ANALYSIS 031'370
I(APLIC-1aLE TO 30TH THE CfNbTIhUCUS-TIMr AND SAMPLEO-OATA CASE) 0011312

(K002 1214SG0 G..Y)THEN :311

WRZTE.(iOUT,*l 'THE- CL3SEO-LCCP STATE TRAN4SITION MATRIX Ez!GEVvALUES 001121
Alzooof3C1130

MSAi.OIlM ___ ___ 0411513
'.0140120. 01153

CALL 001173
1101amlN SAY 01a

*NOI4t1UPSAV+IO119
Eno IF C."1203
w R If ( Ko UTi) i 001213
WP.tTE(K3UT.')*TYPE Y TO V~iFCqP THE CCIARIANCE ANALYSIS, TYPS 0012231
1 4 TO SKCIP ZT2, 03 12 34

0 E 0 (K 1 v 114 SG a 0 11;
IF (JpS~.Eo'_14*)THMEN OC1251

S ~~~~GO TO 2112 ______0L6

CALL *VqFALI 14YIFLGCZ,1XA,GCY,GjUAPX,PXVA,:FLGS0, ;G01261

1 *AM! N94X AN AX 9P XT P! NoPX T~ ",&I4UM IN 9 UIA X , PU 4 1N 9FM A X9M U 9WMC, q G1321
*1 WI39,Vl4J 011313

2932 CONT:'IuS 041021
2933 Wa7tT-((OUrv'&l POGRAM TE~qrNATEO, NG MORE I PUT c1Tra s C;331

'S SUS' cUt:NE ST0!C111O~f~SC.~~S2 0136

C SrO IATA ~o ~ C

190 Copy ovaioable to DTTC d0.'go
190peimit fully legible 1spzod=f

'%S



Z.CTMIS SU3;C'JTAN4--STAi-S PL ATA TC LIC- US TVi;-.Zql1P,-:3'

aC ).1TA A q v3T'~ZX. (.1"Y :S Tyu: . C:.' -± OlI'lz-4SC'J Cc
*. .cr- .. . ':CT T tu rr. ,: :w .' -d S r'q TOTI :i.

C1U3-- OF !)T. -0:%.s IN T-wr -, U 4. L4T XrFrTy :1 Li
C 0.T.% P1- IS T"- U;.- F.CTm!; FOR T OAIT.* Cl THEIL---* T4 S ~

* - irTC LAST EiYf;' IS T'4: -INZIMUM 4ALUE OF THE I.ATA lkTMZ- FILIC145;
OI14;NSZ'N ST.4 (NOIr-e) .STO!:13(NO:flbJT03 14(-NO-.S 9IST31il!(NO.Z1~ 1:1.62
C0~4MCNJ /14U/~ l(r4KUeT,a-g- u- --... ... ..-

IF IIFSTCL.;-')..j; THEN a .11680

C PUT A RUN H-!A0I. CNi THe r.PE

OPEN fU41T=.9 u12 ILE2 I 'PEV. I E-CL26d 3)5
aPE-N(utZTa5.Eu1;v:Lrn.TAPT15..ECL26'D

L___WRITS4129141) :4Cl4R%9NNIfEO;.TIM:SI2SZ 543
WRZTEfL3,1I1 IWCMRqhgiNTirEOELTIw,:S.3SZ 0.;1i5c

____ : T(L1.,IJI) IWCH-lN0NTI!4EvC!LTZ'4,:SjvSZ :L6
* ~T(LJjIWCl-4N,;.NTIME,aELT:M9!S13Sz L54

N~3 ZF .nL59G
IF IIFSTCLeLT.03 THEN zi!

C CLOSE FILES 4NO PUT E.Nf OF FILE '114KE JM T4EM o-a.

CLSE5ERRu1J I2J5
RETURN 164
ENO :F
WRITEit12,L321 (STO~i2Zt) 9121,13125)__

* 1WITM(~Z 14'2 STR14 18,IS11SZ1 0C2.'9

WRITL3z.0ZI (STOFIS(:) pI2Lv:Sl5SZ) 3CLTL0

a0 'W*ZTzfOUTv-)#AN E;'OP HAS CCCU9REO IN THE~ STO!!E0- QOUT!NE' 0.1133

__ECK IMPUT4.
SU9RCUTINENUT.4 IFTG,,FMG1IOaOC,'W,~tX, 0170

INUUHXAi4XUI OS1783
CNAiACTEA 4SG*63,-4SGI*53j GOL79%)

___REAL FT(Ne1N,NOLMItRT(NOI1,POIP'IGT(NO1N,NOIMI,HTtNOIM4ot4OT4i'3013w

- I GN(N0INNOIHI,)WXU(INOIN.NOI?I :V14
* 3 M tV41~ 91TVa0Com l col1 CM . rL3s5

4 CO'IPC4 /MAI*./*NDI142 _.NOI'43 3. .sf

'4CO.I4CM /NMAIN2/COH2 01:.1 !?o
CC-4NCN IN /IN1,NOIP9 N0:r1,cML 9 - - - - --II . - __

CO.1PCN I TNOU/ (XF,'(3UT9WUCH OC~IM
-..CC414C4 /IMhU4N/ .SG 'r
COHNqt4 /MAI'46I ICO *Z,,0o7CA:GiG4:G*^tAIAPq.Z49FT, ^I111

-c ICFTx: 'FTvFm*IT F,ZT:FT .'sI';FN, :GTzI3-FT9,AGNslF4 11.11..Z

C I;ZWUJ!CUUICIMIHM'r tPITICH4ls ZPF1I,!OtCZu1CcIT4&CiC Zu t"T, C^116;e
C 10 IS A 14PUT z *OUT:NE PA,;*AETEw-LZREAO2uA0IPZINT9
C 3w 04DNr ONLY, ;-PIJMH119

mSA'I21:'I Z2^4
NOIM1210a "14,11.
IF T4--'4 ".1221VS
14=ITS(<3UTta 'l

191
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w-- TE(t U,') ,* L- ;z;~TC iy LE cr J, 2 5~ % z:r 4~r :V.

WZ:rE(<:UT9*1 '1-2 4Y /4 C T:' 2 Tj P-~ - w; , S ruwx.'
z:TE(<.3UT9,) I T Sr 3L -CT c. 'I A T S -' li _-TEI IF '44

w4Tc4K0UT,.,5S--LECr WHNICH PATqIX Y3U .4151' TO SNTEi.0 09221

WRITE (iKOUT *4) 0 E4TjJZ'd1G THE 4PPOAIATE NUMBER. I-FT2-e3TO C23

WITEIICOUT90) *12-CM,13-R!M,1l-xO.15-,UUa.6-heXX,17-saAU.I--CUATEr ALLG1215-3

WATE1'(UTQ OIjR';V)C! ';'ATICES TO THEIR 0 002.97i
_WRITE(4(OuT,') TIUTH 300-'L CCUNTE;PA;TS919---------MORE DATA* c:2182
W0RIECOUT,') @ET;ZtS T-3 SE Z'O~ u-STRE AIL .1fTICES C4 TAPE7OO21.9
W~tT-(K'OUT91'*L- -;FI ALL PITICES FAON TAPES#C32

*WAIT 1('OUT901 4S'j1 002Z21
WRXTz1(0UT#* 'SG1 322

*w,; T!-((OUT,*) * 0 0.2233
wRIrTc(KOUT9'3*VOR SAMPLED 0*TA *EASURE3ENTS,EqTZ-A EITHEi A CG .4T14UG.24'

.OUS A14 TO USE TO *gQ.HATE T4; OIS-RiTE TIMNE ApO(RMO-11qSA&4PLS 01i29
IT14--) OR ENTEI THz_ 0ISCRETE T:14E_-MO- u2
.RIliT (KOUT-) '4502. 0,2M7
WQIT--((OUT' SG 3Z9

50 il.2 INPUT31,1,31a 0.2332
'RITE(ICOUT933133)0 * 0Z

33333 FCR.44T (A,
*w.RTC'OUTv*? E14T-R CODE F 0.; 'CH ARiAYf'*ICTCR TO HE ;NPUT, 0&233c

.1EAO oci'.,) !WcNpia ______ GQ23.a

C**TITH 09()3L INPUT U2- GZ371.
WRITz1'(OUT.-)ZVIT--i-I/O OPT-C-4 FT MATRIX SZZE1,_ 002390
REAO'C1'6*q, 1OwZ7)I~,IQFT .....--.-- GU39t
NS'T'4 103!L F 00474ZX .. .-S* ____ OC2403

___IF IO.V2.2) THEN 002422

* ENOI if___2_4
GO TC 9S2 3;2:653

2 _-oITE('(3UTq*) *ENT~-Z'-/O OPT&%^NS# COLUMN SIZE OF eT* 12-6

-. SG TtUTH 40OEL 3 N4ATIAIX ENTIZES0 0024~80
CALL MM4ATIO (3T4RqFT,CTICCZN'auT,ZMNOI4l,: 12:690
IF ljoio!Qeo* THE4 OC2533
RETURN CC25i:
ENO IF________ 0:2520

7T TO 932 3:253;
3 wPIT_-t(OUTq,)'ENTER-X/O OPTICN, COLUMN SIZE OF GT),

READ (K IN 4E)0a~27) IC ,ICGT i2255,
--- 4SGJ9T4UT4 4001-1 G 144TZX E4?T1-S~' OC25ao0

CALL HitATIO (GttTISCX~KU,4z4Nit 01.2574
IF (IO.EO.OiTHEN 30256

-ENO If;3S*

wRITf(IOUT,4)0EN1E-R- 1/0 CPTICN, !O SIZE OF HT3, 122
RSAD (KN','q Z702)I , " T c:263^j

- NGSNM NAT.IX £NTRIES0
CALL '44AT111N , C, 'OT~~lOF1

*IF (1001903) THEN 032S60
9 iTU;N 0 32673
ENO IF 0C2660
GO TC J42'C59

192 Copy available to DTIC does nit
192 permit fully legible reproduction



45 ;: r--( <:, -, L =. -. T ~:A S :'71*

T-F (<U 0 -, c T- U-zFCT m . T^ " Tul111 :.2'5

ifGO TC 312 a 2 sl.l
6 WiITE t KOUT*I ONTEL;- /G CPT104I, COL?.IN SIZ9 OF Vo3P3C2 1

READ (I I,*,EM On 27) 10, IC~ 3C23I
NS'saCNTOLLER FOO9L S3 MHAT4X ZNTR,-SO 0023'60
CALL lrlAYIO (44,!'9,tICIP4ICI(I'4,iOut;,4or4,NDIPqLI w..Z'5J
IF (ZOZO T64!N 'C5

ENID IF ~24
GO TC 442 29

7 W2ITf(K3UTas)#STSR-I/O OPT!C. tGLLMN SIZE 09 r,43, 223

'44.S I uCONT!OL.._ 400EL G 14A1;IY g-T~3 oc2;2
ACALL IIAT!O IG417F1,CY9CKNtOT'CMN:1 f2

4F (IF.Q3 2 3's

GO TC~d W:~
9 WRITSECKOUT,61 ENTER 1/0 O0TIC~tqOW SIZE OF '44vt

9qSGAOT4E CONT;0#.6--i 1OOFEL NiSUiEMENT 1qAT17X9 M'4 M S 2233.c

IF (10*0*41 T1IE.422
R 9T URN 003j30

GO T: 38? - G3w53
9 W;~ITE(ICCUT*1 OFT mUST 3E C.14TErtiO THRU 'PTrCN . RICR TO USING TmrSO73:6.

I OPTIOF4.OO YOUJ WIS4 TC AaORT TI4IS OPTION9 Y Ci NIP~3;T

IF (PSG.iO.OY9 THE*4a%
P ____- -GO TO 142

END IF
;QITE(KOUT,*,_*E'TE* I/0 COTICN914FT IS ASSuiMEG S:ZE OF POIO QQ3120

- SGa'114E INITIAL co'lAarANcE PSTPIXPO, ISO 333L.~
*CALL MMATTO (PO.IQFTZRFTIC,9N1OUT iOm.NOI?,I ~300

IF (0o.gol.J2.THEN
RET~IM

____EN) F -- 31i
GO TO 342 40 - i300O

La0 4;;ITE(UTq*)O=e1E-- 1/0 cP-TION, ICGT IS ASSUmED SIZE OF IT,' in320
REA0(XIN,*,plWm2;) I; i03Z1.a
~4vssrT4r! zpuT 401SE ST-?E"IGTI' OlArpIx ir Is' 41.1323
CALL .4l;IATIO (W TICGT 9 CGT sIC tKINv'(UT'401',NOI' 3) J .- 3 23 'o
IF t~* )T4E'4 ow -- -.

RE TU N ul
ENO IF OC326J
GO TC ;2 OC3273

11 4@ITE(KOUT,)OENTPER 1/0 CPTIOP.,IQMT 1S ASSUMSEO SIZZ OF ZT', 0083-
R EA0 (,(14v,iN~m27) IC cc !293
MSG=OTI4E iE&su~s,4fNr norsf STQENGTH I44t;IX ;T IS0 Nz3703

IF IZ1dQ..a) T4-E4 .C3722

R 9- I)2.4 ::333Z
E IljF 32CC3!'.

1.2 is-:T-_(<23UT.) OfIfl-i :/C G3TIC%,r'.:4 IS 4SWUIE- S:ZF 'I rOl

193



--zC'N Z L = .CE- 11 iP T % ! -- S R IIT 'T ! .'f

GC TC Mi2
13 1IE T lE /3 OPTICN, IR'4. 1S ASSUNI SUE! OF -1d' 43'6

?SGU*CONTlOLLSR 14COE %$.EASU;EI'E'T NOIST- STOENGNT "AT~l:Xq ;4' 5"-6
CALL AIAT :0 Q-49 IRM19,IMHP 9ZO 9 K 19KCUT,9NOII,NOIH31 a3:.
IF (IIO.go) THEN ____ ;.348 0

ENf) IF _____33500

GO TO JJ2 33
14. w.RtTE(3UT,)#FT PUST aiEN£TE'EO TmiU IPTION 2. OV TO USING TwrSI33!23

2. T 0PVO9 03 v:U 41SH TO laA ZT THIS CPT!3ON, f OR 4b# 4%3933

GO TO 342a53
!!bO IF C337;

4.TS(COUT,0)0*-NTE;c I/O_ CPTleaNI!FT IS ISSUMSO SIZEOF XOII 13s
"EAO(KI#,.,E40227)I0 103=93

MSG2-T4-i INITIAL STATE VECTCR9 X0, IS' _____________

- CALL 4C:0 fXOFT9O9:NKCUTvhOIM) L
IF (109.Q.3l THZN______332
RZTU;N 3M3 3
S.;0I -- ~- 3C36fol

'4I GO TO 9332 303650
i5 wcI1T=(ICUT*)03M MlUST LETEE TmRU OPTION F. O~k 17 PRIOPTOu:236

IG TIS 3PT~I,. 003 YOU WISH Tc A3CRT THlIS -;TZ3Nv Y C4A '43- 336 T
REAO (K:N,9?,E4O*2T)?SG ___ 03680
IF (IMSG.Ego*Ysl TEM-. 3 39
GO. TC 342 - _ OC370G
ENO IF 0:,371.1

WiTEti(OUT,'*l@VTEl. :-l0 PT1049tC3q 'S ASSU"rEO SrZ'E OF WUU210 C72

'SGaOTRHE COViRO6 UCI3 ^TWIHIN ARX UfV34

CALL OTIOUU91.*PC-3MZ;gtJ'eNX. 3,3753
IF lI.'.1THEN ________

GO T0962 213791
18wRITE('(Ourv,*)PN PUS? SE ZENTERSO THukU OPTION 5 OR 17 PRI0 TO USIN-334

IG THIS OPTION. 00 YOU OISH TO AiCRT THIS ZATI^Nt Y %;R 4N) a3381
;EOKN104t:22SG Q'320

IF 4HSG.P~oYf) TO-cII 3j333
GO TC liz - 0ai3a8.3
ENO If 0033531

_wAIT--teOUT*)8ENTSR Z/O OPT:CN914F4 IS ASSU49EO SIZE OF mX 03o

M5GaOT 'TH STATE COST 4EIGHTING N4AT;Ix, WXXI 03338C
CALL 1fATIlNwXI;FPIR.I~oCo(INKOUTI01NO'4) C0389G

* ____IF 110*iO.01 THEN4 C1 !901
R E TU 4. 003917
E040 IF 30392;
GO TO WZ O0 334

is wPIT:(i(CUT,*I*ALL C04TPCLLER PCOEL MAT4ICES MAYE eEEN SET EGUAL TOGZ394
I THeii TIUTI9 'OOEL OUPITSPO1PTS' OC3390

- -w~:E((3uT 'FT,8TsGT,mT.O1&-T h4UST 43E ENTSRED PIN TO IJSI.4G TMIQC31SQ
IS-PTf~lJ.~ TH *UI3ER 'F lTEMI.NISTtC STAITES MiUST ii ENTE;Eg IN OC3170
1 THIS OPTIeON(iJP CO~kT:OLLE.R PCOEL).@ 0:399:

w-ITS((OUTalf 00 yf."J h:Sw TC 31S'qT TH'IS OPTICN.Y NS0;C31

IF ( MS,. rl.' Tbot-4 c." c 6 .
Gi Tc 4:Z :~

194



-417 -1471-- 7, -- - .

197 _ Fcq 3T 311
lC 3*1uI:^3T - g
lC~PmsCGT Im

CAL:. 11UATE(F'qv~T4I~FT) 3.Z6-*L~
*CAi.i. £- UATE(I33IRFT,ZC3T) G13

CA Lt. VUATE(G;49GT,I.RFTqtCGT)a ;19a
CAL;. £'2UATc-1Hpqt§4T,I~'T,IqFT)4^1 L;
CALL rEQUAT!('1m,IT,:car,zCGT? a C4160
CALL VUATS 44-49Tv I T , -RTI 0,7
GG TG M C216

17 WIT0('(?Uvt,' 107t! TH4AT FA 3 ~* M:~UST 3- -- T IG T4rCUG 47 A2p0C'.19-
L~ATE &;TI0INS PRIOR TO £XCuTING THIS OPT:-O[%. 00 You AISH To -130,T ru:421i.

qZ40AO % 9C*.7 9 V0sz 27) iSG
IF (MSlofloY)THEN ~I 3

-GO2 TC 332 1*4
END IF 045
W-!VOT* IET;OR / OPT.CN, :;FN x :CS'i ISSSUO.EO SIZ'E xul. 2z'26:

eISGaOTI42 CAZSS (STD1TE-C3NTR"Ll COST oo~IG'9TI ;G pjAT;IX, .4AUV'43
CALL M.1A TI(WXU.FP,:C3.IC,KI,,(ouT,%4IwNoI1l) 49
IF ( I~Q 590,.1 T -I--- h OC46303
RETURN- 0.*31 ;

GO TO ;82 0 1 d-3 3
20 _ WRIT9.(2OUT9*10 TH4IS OPT'.oN STCQES AL.L 4ATICES CN TO TAPE7, 00 YOU349 434.3

I WIS14 TO A-30RT THIS OPTZ3N#%' OR h2 1 5
--- AO(.51N 997)I'SG 2114,363

IF I.SG.c-o.Y0)TwTEN 3?*
____C TO ;a 30. 3

NOIFG 9

(1- 9J) 99T,(I J2 .utI^GTl ,aI C'13 T) T( 19 J1 9Jul 9 IV T) 910a 19 IR

zj 4ZTpuoUT T'1t 0:'F -TAO 9 L. CtT~E (34 (1Ti 2*6C" IaPES-,F 00 aa3~I

1.M 9 I. JC tSH91 TO .8~. TI RTI, Yt- FT O~ (I 1 s 914 ) f(UU(I l9 16-S

GC T: 3$2 02'.505

:-%EAO1(K14, 373 4SG 006582
IF owSG.V.YI Tm4~42~i.

ENO 4'F I3C'6,

_____uEAD M1149~s~. 33) 1-FT %-058G..H~tF.~dCM ,N~S2'.

PESO (9 0 9 NO=13i 311 (FT( I 9J) 9jz1 9IfFT)v 41=19 PFTl 1 OT (I, JI, J2to ICBOc.23l

#j. ) 9: at q25 I. ,z ,:i> 41 *X usA (I. iJI *J2~ ZRr 19 'Fi3-4
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* ~ ~ 7 W --r*

T) ((.r( ,,J) :J:$ ,:, * 1 is~ *jz 1 *:

so rc j : 3

-9 co ir iNu z 1-17

27 Iasi

O ECK 042
suiAOJTINE PtrGN-tiia.-,srE,CU*SZ4,M1, 2.:41

a_1_-_ h:Es 1ON C 1 O ~C.6

C 0 4FlC.i-' /A 1 Q/ CdO0.2 0143.90

C THE CALL.,Nr ZOJTI1IE 4UST SUP=Lv A -*OmKING I-AT;X %01.4 '101! -- W'41 1~
C",*,F!4o THE £ZGENVALUES OF A 9,Nq:U TELL-S THE RCUTINE-9 TC CILCULITE _

C No 7.4 9'JST E TwE I:MSNS:ON OF A :N THE C.AL'.ZNG PiC~ilM

CALL tONT CURSZA 9WI qI1C1) . .-- - . -

tqtt XUSZ C ZA-139
CALL ErINCUSZA AArlA ,WdMlNA) CQS;33

1:2250%55:13

%fSG20REAL PARTS OF TH9 :Ztr!NVALU!S *054
JCALL MVz-CIQ G:S _

* NOXM I24SAV aWS9
ENOD53

SU3RCUT'Nf COTCON(.434,WXXWUUPGCSTRitHOLD ,CS'I9WMtv4Z9OJ12

*i CHARACTER 4SS*4 10; .14

-- tGCSTAhOI~qm0CS ac .63

L i~sp441iI1011O) *W ! (OD 9Ot1,NOIA~N119 011

OlI*4EK.3ZCN v 4t (1) 9CO42 (*) C.50
C04404C /4.IA1N2/COHZ ;I 21.3

CO:iIC' /MIIUN/ 45G 02.
C 005 250
C***!TEi1j4ISTIC CCNM.LLFrR GAI.4 CALCULATION--'IOULE * 1. C 1261

C T'3 M:OULE :C'fPUTS!S TH4E ST!-.4Ov STATE 0ETcG-M&4ISTZl. C3ONT;OLLE31 i 1 32S1
CGNA~~(,-:;TOU P!ICCSSP~l3. ;U'UI : THE IZi4EzSv 2F T3.5294

C CaNTIOL COST '4TZGHtltrG 1lATIyo 'CSSP'4 S Twl STEAGY STATE 3c5ia.,
C S -3LUTC-N T* 3 K)/T m)('C (C F)o~V K MI(lU M)3C 1
C (KC), WIX IS T~ COST WEM-TING mMTzIX ^16 T6'z STATES S-
c 1:5333
C KL::.*4A1,* ;;IJTI.'JES lZE TXTE:%'V--Ly USE)l 11 Tw'3 PCOULE 5!*
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-~~~~ ~~ ~~~~~~~ is-*- .. - . - . .. ' - .- ~

C ~ zS~ SYTz" SJ T)-'-T VU N Tz; ! S T:LL 3r 1NOLE0 1Y Ci !:
C K. f- '.RuT:k1=s9 SEE K-K14k 111 SIJ.-4S 3c:' 5 7 4

C Nt WA i Z sP1. -*4;Rl I-N USE 4:CCITI SCL49 PC-! <CSSPM 25-0

C A;.. TtNS2(z4O1O,:C3.43q9WPZ) O5.~
C WMZuBNT IZ8a X INCL'C 464ib

CALL - IJA T V(W.-4 , UU91C a 40 1Ce-11) CS 5 53
C -Gm!!4. :3ESTR3YS T-H CALLI!;G -A;.I,. cAY

CAi... G..NV4(IC3,l.ICBPtoM1,WM3,ldiNTI .aC 7
C .dH3swilur~ Z::84 X I34 ------- 1I IS AN E-RG 111rCATO; : 3~

IF (P4.feCM) ToEZI 0o:5*9
FilmVT A~i E-3OR CCCU49EO I 1.4,EEItNG WUU. *IF--,M1.,RCiN C 14 Z 55 C
EPIO IF C3.
CALL =rUATE(4m41Wp3q,~4qtC30 ______ :i

CW.WU SAii'61-iVE LATE-- :ZPUTATrt:NS 3 ________

:ALL 4A1W34Z:3sCP *- 6______a 5tonl
C om:6*(WUUh~i3T) ?G914 X !HO0LD G'5552
C NOA CALL ;UCATI EM~ATI.N SCL-wiV 0:555

CALL 1ATL(,.,ILOI4L~CiM4LO,4'I09i3) CI7l A
CWM323M(ALUl)(1IT) -0.4CL3 X ZMCLO. 0 5_____ :531'

* ~~~~~CALL %tj'd C'., - s flA
C wmxsKCSSPm ZAOL'J 4 4L
C WH =F4-3M.4UUa (BdT)E,(CSS;;i).--I Oj?,T USE r41S RESULT 3S1

'Sx$(,SSP'9 Ell iPzE LETE--A:N;ST:: CONTtiO.EJ.q :S'
IC25 3.534

CALL '4ATro twmitiIoLOOLZCKN* 9UTN~t't 49Nil:PI) 335is- A
C N3o CALCULATE OPTIMAL 'JAIN MATRIX GCSTA 0 .. NOTE I NEED THE a.57
C NEGATIJE CIE GCSTA. FCR TWE CCNTRCL LAW GE'~E4ATIC FRCM IN L'2G 1.c5i8l
C C3NTROLLE-.;k 4140 THIS W4ILL 3E THE GCX qEQUIqE0 IN THE PERFOOMANCE OCi~
C ANALYSIS ROUT:4E 3;4

.46i~m izi!iSAj v aIf I
*C NCAe HAVE 'CCSSPN , CALCULATE GCST~sWUUI(8NT(XCSS2N)4'WAUT) 3O5720

C RECALL. NUUI Z-4 Will 0!5733
Clxl.30C57f-C

CALL 4AaNCHLI4s~wqI~7sDf- A
-- CALL TRA______ ______ OC571qM3

-CALL'0~i f C~,IHOLDW4W!03vWM29Cif
CALL HATI (W-41 9W42 :C8.f,.-C3f4 Z1POLO9GCSTV0 . . - _ OC578G

NSAV~~t~l -3;5790

NO IsAUNOI 1

1MSZs*1rE OPTr%"AL STEAOY STATE FEEOB9ACK G41PI M4TRIX, i*JCSTqf354
CALL 4.AICCT#C.9~L9'G~~KU91Igoll a Asim

ENO_____
* '~?c'( (FTR

SUeOJCTIN!:cT4F,,,'sLTSFSC&q.-2

C CALLING PRCG4AA1 "UST SUPPLY SIGIT WORK SPACE A49AYS J52
C 005 M3
CTHIS RCUTINE CALCUILATES THE KALtPA. F"LT-R .;t, WHZN3C94
C G--N THE F494-4, lo iNO z MAP;ICEs A'4 THE AHUIE OF G3.
C OrT904INISTIC STATES. THE CghTiCLLER "CJCEL 41JST 3-- 0 36

4c S;'ECFrZ-- SU'CH THAT ALL THE flETE4MINISTICw STATES APPSAR 51,
C F14ST ZO T!.o'Etw--, Tw.-T 1- Isls

C(A) * (Ul (w)6 31
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c ,4 Ai rwdz:uv4H r< n:flT *.j:STr,; STATZS ~qD TWZ

C Of- K , 14N Jl,.32,A1I0 G2 ,E PARTITICNEE0 AC0OINGLY. a~.b
C TH:S ICUT:4z gPPST ST;'rS .-F;: Ti-9 0TT!~STZ. ST3TS!I T"!~j C1-ur--s :.sis;

_CANO -tTURKS Z.1L'9A 4 FILTZ:: rGUI-.SFC!: T04E AEVAINCrjr STATE!S _:c _

i1LFi A-I FIL tt! *it-S OC T'' O!!mjS T-C S TAE! A;~ ET TOT ZcERO 6C ;T
IC AND THE KAs.4AN FILTER GAt1a THAT is ;;ETURNEO is __c 3363a0
rC RKFSS 2 36 191

C wE-T TH. ONVIIONOF HE SROVECORIS K AND THE _' KFSS IS T4E 3C _ 2612
C STEADY STATE 'C1LlAN FILTER GAIN PATRIX FO! THE -- STOCHiSrIC STAftES0113
C TW:S AUG04ENTS0 f4~I :S FtrUTNE0 --4 !IFSS 006120
CLSd4dtETH'AT lrk-bR0E' TTo GENEPAT!C THE 'CALMAN FILTER9 ONLY i0613:

C MEASUREMENTS OF STACHA;'I.C- STATES ARE NEEDED SO THE H 4ATRIx IS OC614.0
-'C REOUCEO ACCZRCOINGLY. 006150

CHARACTERt ASG*0,NSGl-l 2:6163
O14LCKSION FZ(NO:'..NOI41,2(cwNI) FeD!,OP G41NIlNII 01

I WM2(40P'ZNNOII 9W3(3 A*('Ir W6a N12 N 1)*WP5 1049C

I REAL 4Ki(SS(N0I14,NOIM) ,aN(NaIp,NDITM) 21
D IM4ENSION C34t(1)oC C42(1) J 622Z

C114/.'AI'42/C0?12 006230

COIC4 I !NOU/ 'CLN#lOUTKPUNCw H65
CO-11ICl /?43UNJ5/ 'fSG 01.6262

C Of.C6272
C *** ALOAN FPILTER STESOY STATE GAI --- PODL 2

rc 006291
C c 0'FSSmfPNlSS(HP T) (RI). WHERE Pie IS TN!E STEADY STATE SOLUTION TO TH016300
C RfCCATIAUAT!Ol MIT 0C63L^
C __ M(PMT)(R)(MM~fPM) ___--- _06320

C 306333

0C **""'OCL!E OETEINZNZST STATES, 41.0 -TRANSPOSE THE F2 03354
C -AT.RIX 931 TH! ;ICATTI S -LJEa SINC= IT TqANS9OSrS THS CALLI4G ARI &Y &CG363

*WT ~(KO f,--I FO L CSTH'OY!AND0 STEIN TalCHNIOUE 90'.6373
__IR THIS 4U4I YCU PAY SHTa %COIFY THE IALUE OF NUMOTS, TM! NUIASE3306380

I 6C OTEZ-:I4STIC STATES. cc ydu WANT TO CHANGE NUMOTS? Y OR N0:6393
-.2. U06.001

WOITE(<3UT,*) #ENTER THAE NEW vALUE OF NUMOTS FCQ THIS RUN3, QC6164
IEAO (XIN.* ) NJ'OTS 30645J
E4 0 IF 916-63
IOSaNUsIOTS.1 G&C6?C

--. O 02112 IxIGS,,IRFp __-06a

00 2112 JzVsll,RF 036540
JJ*J-NUPIOTS Msla1

2112 FZ(jjII)sFm(Itj) 006520
IRF22SLRFN-NU40OTS 063

. 00 2113 IalIqH$4 _____c___ ___ ___5_to 5.

JJ'J-4U1OTS 3 6561
2103 H 2 (1 JJIimm(: ,J) O3657.3
C NOW F0qM 32,GZ 61 t

00 211;p ZuIOS,IRFP 006592
* __ ____II' -NU I.40TS _____ _____

00Tl, 21.*J1C3406610

C WMI xG2 :iF! x TCGI 0266 30
0' 2115 IulS.; Fm 666

* .*DC2115 J21o,c39 3:6161
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a-32115 2 4 1 C 3 .6A.3.J

CALL. iAT3:?t1.',owz
I C leNZ3G"(1JfGIt) :F X :;F2 -- USE0 AS 11a#1i KcLZ.raN 4ICCArI s*rz.f! 4Ce71

-- ,qI~tcur,,*3 ~~_~t3HT:~~0~w 3wT~OCYLE. ANO ST(Z:N TECIJ!C672r.

lisio I'(ZN,11NS~ O C67'3
1 1 F93RAT(All OL6793

IF fpsGl.oi.'eyol THE4N Q?
CALL. OAIS1(AI2,WI*;9~C~l*w43IRFZI C?~

'___ NO IF 368

CALL. E£U3JAT(WN1l,,Iq42,!3H2) OC6400
CGIIZPt'V'OES3T'R-YS THlE CALLI;.G ARAY 04691C

CALL - -062

* F(mqe4zmIq,42) Tls-u3213

NPRiTE('(UT~s 9 2,PelulZIe _______kt 26T4S

ENO 1F k

C I'm~a 4T IRF2 X IR'I2
CALL u6S

* CALL .4AT(Wi5,trfZ,:F2Z"2,tplF2,Wt43I 06 320
C Wt4u l44TlRI3 (H2) IRFZ x IRF2 u 6 93.

L CALL N, i~olF2F*i4W-2l69MI .3
4C* N40W CALL. AICCATI EQUATION SOLVERTO GET P.4SS a r. 950i

C NM.~PN4SS ZRF2 x 141 ___ C6i
Sr - CALL MATiie,4HszF;z' ~b~w 00697.3

C WNIURICFSS 1192 x" IF042 066980

C F0qN 4I(FSS WITH1 ZEROS AOOEO FO OETEPs STATES. 357 33a
PqInT*. ',,UM1OTSa' .NUIOTS 071
IF 'WOS~(3T9N__ . . . .-. .372

00 *2119 Ju1,RHP g,'7130
00 2116 I1219NUMOTS 0372'.,

2118 iKFSSlI9JI=4 - -r-0G7q5

00 2119 XaIOSIqFm 032?260
.5IIUZ-MUNOTS 770*?

2119 QKFSS(IJlswff1(IXj) ____________ 037-382
eLSE QC7390
CALL v(lUATEfRKFSSPwM1,IAFP9104N)___ 007104
E ND IF 30010
N4SGs#SfT!AlY STATE KAVIA4 FILTER fGAIN 4 ATRIX9RKFSS0 067122
CALL N.4AT(OiFSSZHIRMHMIC(IN OUT,NO:PNI!) WC133
NU14OTS=NUISAV G07..0

*OEC'( Puq4aG 0C7172
SUIACTLNi FRMAUGI3,q,FT, IT,CC;Z,1TGCX~iCZFCGC'rBCY,GToXOPC, wi7±8

__ MAAPX4,.RAPXVAGCZAZRY.ZFLGCZIFLGSO) dC7223
I. C TIS 1OUTINE FOA'1S A SET OF AUGmji4TfO NMIZCIS MEM~O 3Y THC Q.ZIJ

-C DEFOraNCE ANALYSIS ROUTINES 00722!.
* ~OIMEN-SIoN 9(0PNI)qN~,oP)FT(NzN,.14141 00723

I 9dT (NOLM94014),CZ (NOI,NII4T (401M4OZqI vGCX (NOIN401I. 9 W242
1 3CZ(V0149N0143 PFC (NO,: NoNOIPI 99CY I N01.49NOIM) ,GT (NO 149NOIP) 0 *?9
I__ A1 MINNI 9PO NOIN9 NOINI 9 lN1(NO114NOIMI WM2 NOZNNOI W- 0260

0IP4EASIC4 FA (JOV'2* 6014.2) 9SA (NOr!42.%OI42) ,GA (,.Orr-,'Ojmif: 0;7273
L. GAINO142NOMI111 N1P2NOIZI 9W8f4OzP2P qZ3,) 00MZS
1 WMCI:JJ12,NO121 OV4OA'M2O M2) 9W~legOP,NZ.ZI WF 3C7290
2 (.4O149 OZ I* 'cy fNO19 .') P) qP(A (KOIM2 94O10 t 2,3 (NCI'Z42 4P21 ,?:

DIAL. *4A&(%iOhIPZ 0:713,
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:rTEi~ z;c~327333
PqZTE MSG45 7 34:1

-~ CO4P'CN/'q0;7!534

Cd4CN/4i~gI/C3 zcrIC3miCFAI!:3A 9 CGN,91CMTo !CIA o.FA, liF.49! FT 9 00741

WRZTS(KOUT9e* 2NTEO A i IF VCU WANT ALL TH4E AUGIIENTED MA1TRICES PR007?(33
LINTEC OUT, A ? ;OR NO 1ATRICES TO BE ?iINTE~v0 ayi
.EA04IN,)LO0 0074'50

IRFAsIRFT*.RP' _____________ a7.p63.

NSAIZ240!t.___ 09J74c

NSAV~aN0I42 079

C-*(R AUNNE ATRICES THAT ARE iEfJUIRE3 WH4EN FOCI1ING. XA .-- 072
C ' 4vAs(wT_ VT)T I'qPLIES THAT Cla a ~73
C 10 ____~O7554

C PGqp GA Irgik X I l- QA 9 IRf]AalQHI.CGN ________ G71!6a
~FO £0~vL.~...T~Y~?YSTm4 IR2A= IFT + ridT - f5-7C

_z7 (ZFLGSO.Ec3 )TMEN 01.7530
R..lla CGT 3^7591

ELSE ________0076O'3

c.4 IRZFT-- 071
00 r~d IN1IV:0 307633
00 27j3 J819114T 007i'.3

Z703 P4(jaJ -007650

00 2704. Zu1,IAHT GJ7660
-00 27?i..iJs1,IRQ U75O763

IFJRM21 007700b

NOIMZ*NSAVI 007712
CALL. AUGNAT(W42 ,RMP'OIPRM,IRHTIR,iHT,1RHT) 047 7 22

'ICALL AUGMAT(qo4M1,WPCP0RM,IOIQQIRQRlI4T) 007730
ICOAaIA IROZHT _. 74
R 9Amil i A 007753
1 P0Rmw? 2 00760

.4 NN1223SA-41-~ O--- - - 773
CALL AUGMAT(W'4CtWrM0 ,A, FC.PZRGItiCOA,:;-.HTIR(G) 007734

* 'SGm T1f AUPGt4ETEO t) 14TRIX IS ,AA aC7790
____CALL .i.AT!DO(AZR03Ati0At,I0,KI,e(CUT'4SAV3,N1SA4I31 3G730C

IHqAzf4A31IRFT oo7310
C INTALZ XA 419A ANO STORAGE VAQIA3LElS 31,7929

00 5145 IPXAmlNSAV3 00:7630
4,5105 MXA(IMXAI*O 36'7140

00 9144 IPXAul4IRFT 9075
5100 MAA(IPXA)aXCtI4)AI _______276

MSGS'#- 7NHE-, IfIfIAL XA VE-CT0A- Is# 007573
S.-- CALL ?VECIQ(MXA914FA 9 109 KIN ,KCCU TqhSAVg3) 91,7580

0 vla PXAslvIRFT -- a 0s9C
00 5102 JPXAwlwIRFT 2 079G 3

51.32 PYA(IPX%*JPXAI=00(IPXAtJPNA) ac7ila
00 5101 JPXuLvII4A________________ ___ 007923
JPXAaJPX*IqPT OC7930

91Z I PX4(IPAJPXAI'J 007lo
00 SU3 IPXai,I'IA 007152

'4,IP'AuKPX*IRFT U017163
00 5103 i:71?71FA

510!*~AEP.A,?A~,200 ~



:. -.. .21:

C Px 4 A2 T(GCZ)

c 4C Z 005 ll.
C TfOUcSf fTf__LITN4A~N mOLTIOCT:ZduTjIj.S - TwCOECLAZEO OMEsN-O4 07OF 3,5
C A1;.AY AiGUMENTS mUST 3E T149 SAmS. Tm=REFOqz IT TS NECESSAPY TO 3 d63
C FORP GCZA SUCH4 T14AT GCZ4(IJ)-GCZ(I,jl Foil :Ll,jiHT, ANO J-1, 3618170r
C ICSP. AND ZfqO ELSEWMERS 0a'a".o
C Twc SAIEZ 4EASON R~3UriES CALCULATION OF RA a0caa3

T TNSAV 3- n4T _____ ___

Jr UNSA 13-I C S 008110
00 6ZL3 I~a.IIRHT________________ _______ caizc-
00 6-314 J,3819ICBM 00813a

6014' GCZACIG.JG~aGCZ(IG.JGI. 038140
00 6.13 JGUI.,jr O -.- - C8150
JGA*ICap*JG _______ c3160_

U0137 GCZA(IGJGA)MU_' ' 008173
006415 IGxl,IT

OC 6.;15 JGaitlis1vs 0C823O
605GCZA(ZGI,JGIzJ 038210

IRzNSAVlI-R4T _____3

W-6-J-0~~00 I1zfqf C230
00 602.7 Jis1tIRt4T 3.^243J

6017 RA(IAI,JitI)2zVIPI,.Z) 0;6250
00 6 4ib JR Is I~ 0 j8263
JRJuJRzI.wRl4 300870

601b RA ( 149 it JIz 008a 232
00 6:d 1,zp.I 3^.29C
tItIfIII4T ______ ___ __ js !am.
00 6ILS JRIsiNSAY3 C031C

C 4A Rq I14 UPPER LEFT P T fT IC , Z EA 0-L S!W 4~ R_ SE232

IF((IFLGCZ.EQ.) .$ANC,(IOLGSOE2.I)) THEN a2 !4.3
C CALCULATE PXVA CNLV'FCRGf_W4Ot_ EQau4-To Z MtRd7.iIx *NJO FG 'S- O C8350_
C RECALL THAT (ST(GCZ) B3CZ) T IS THE RIGI4R PA;TITI!:N CF GA OCS363

00 6103 ILOXA=1,IRHT 67
IPAaIPXA+ICGT a____________s_____ ____ 038a
00 64dj jpx,%z1,IRPA 0O339

60C1 PXVA (Ji3XA *IPA) *GA (JPXA 917A) a C$.0
C1.5 006'.2.

NOII4SAVI __ 008420
NOI InINSA 3,.008430

-CALL ,SCALS(W~iF.PXVA,lirA,IIdT,C1) a -. .;6 - .

CALL tqAT1(WMFttA.LFAL3.HT.rgqTPXWdA) 021
C PVXASP)AiT IRFA X -IRM'T 0.^8463

MSG28 CROSS COVARIAtJCEs. PXVA IS'ac to7
CALL IIATIO(PAiAtIRFA.qHToIIP9149KUTtNS3V39NSAYJI _f 03 *a.
ENO :F -. 0:349c

C -. . . . -. - 08500
C 3;852.3

A __ FA= FAI I FAL2 aFT*ST(GCZ)(HT) 9T(GCXl 0485320
C 2FAZI 0422 :SCZ(NT) FC 008530
C M 0544

C -WHOEAE GCZ IS THE GAINMiATRIX T-H.AT ACTS_0I1.ECTLY ON TK E ASURED-14T 001566
C VECTOR9 ANDO GCX IS TH4E GAIN h4ATRIA THATS ACTS CN THE CONTROLLER 005570
C STATE E-STI'ATES****T4ESEMOUST 8!_SUPPLIED BYTIOE GAL14_MATRIX 028560

C O ~ 0TI N4E---------------- C

C---FORM FA Wrl
hiNOIN12SA2.*2 0086203

NO0h4uNSAVI --..--.---. . .. ..
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- a a C 4 - G Z*F I ZZZ p- p -- . * 4r

CC h9!23 T(CZ) ZHT : F f:F

'CALL- M T(!':FST,' ZFTvFT,w42,.~
C W..- F41 XDr X!T' -

IF (lC3fP4.NE.IC8T)THE.N OC8720
WRITE('(QUTI IIC8Mxa%:CIM,* zc9o,IC3T OCS73"i
WqITZ(KIUTt*) 09T. -NC ;MI AqE NCT THE SAME S:ZE- WILL CAUSE ERORS- 1367.
ENOW IF OG75
CALL MATl(3T,SCxIlFT.lC8TtIRFM.WM2) 0*6

C WMZaF*1Z IRFT *4ZFPUC77
IFOzRMai -___- 

Ga17a

CALLAUGMAT(W41,WPZtW*4AIFOFHiFPT,.6;FT,,IRF T.IAFM0- - _ 08
C WH~i- (PA-l PA12) I;FT Xf IRFT4ICPM_ 06-*

- CALL 1ArL(8CZ.HTXRF41RNT,IPT,4.)3----. . -CS2

dM1 'XZ q~9xIP cOi3
CALL AUGN4AT(W,41,FC*WHSFC,~lFHIlFTI.4FLFs3 00840

C-WMS!3 (PAZO FA22) t F It4-~fFP*IqFT
- -N0INZaNSA43-- - - - _______-386

- . IF3RPP820C3
IQFA=IRTIRPM 0C8132
ICFA3IRFA 00659G

*CALL AUGMAt(W4AWI LpAIPpIqFTIRFA,4RF4,CF&) 036904
- MSGC INSE AUGMS.4TEO FiAArRti FA It~8i

CALL 4ATIOtFA#.IRPAIaPAI0IN,OUTNSAV3NSAV3) 32923
*C PA IRFA X IPFA a C8930

C O____ ________05943.

C*a fJU6 - -- ICT4 i-GUL43TOR MES Yx0. RlUR0 ~ ca851
CALL IATL(3TtGY*:--ToC3TI .RY,4m*1I __:3963

-. IPpa2 OG -jug
NDII@Z3ISAVI OC6496

CALL. f4~~(AIF R ~ 1IvaTNA3NA3 009020
c 04IF - -Iq - - - 19,332

C I9P*X Io

C***FORM GA 039J60

C GAs GT __ 3T(GCZ) -- 009303
C '0 oCZ 099

a.CALL MATl(BVGCZ9IqFT9IC3MIRHT,WMl) 00911P
C_ ;*ML= T(GCZ) liFT X A qHT ________009123

CALL AuGA(GTWN1,AICIFQPIPIT.IRQ.ZRFT,IqHTI 00911.0
C ARECALL zRamzcGt rii C~t1Tli4UOUS SYS.'IRFT FCR S-0 SYS O95
C WCs (Gr 3T(GCZ)) -ZT X_ 'P;T.ZF;Q 049160

03:31 I3u9.IiP
00 3301 1:21,tia ____ 009190

3601 ~4I, I dfs 04,9190
CALL C 09209

C WMOS(a aCZl I.APN X :R(I#QHT 0 9 213
ICAu!RQ*ZRHT 009220

to_ -- -. 00923a'
NOIN224SAV3 ____ ____04921.0

CALL AUQMT(WCWM9GAIFd)RPIlFTIC AtIRFHICGA) 095
-. MSGz0 T'4E AUG.*4ENTE0O G M4ATRIX GA 9 IS' 039263
bCALL IATI'(AIRAICGA9tOKIPII(CUTN$SAV3,NSAI3) 039270

C GA IRP* V ?CGA% 009260
C 1339291
C #FIJAz'C ZI HT) "IV
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.97

C46L 4Tt;ZHT:C3T:iiwT,FTIS4~~ e3
C wtzas G-.Z0MT~ I~ - x3 X lFT z. 1;

IO1 mOag!5Q93

NOI.'43sNSAV3 OL9371
- ALAUGNAT (W4?42GCXGUA, IPO;IIC3T ,IRFTIC3M,I2FPI 009!80

,SGATH9E %UGmS37IEO MATRqIX GUA ISO 009390
CALL A4-TI(GUA ICTZRFA ICM UT4SA39 NSAV3) Z O9 .6 aa

C GUA ICST X 12FA 19L
*CAUGP*A~EMI!0 SYSTEM .4Ar:;IwES NCW AVAILBLE FCR CCFUTATION ___ _ OC9",20

C 009.30

NOIMIzNSAV2 009450
____ NOIm~s.4SAV3 O96

q.NOIm3m.NSAVI. 009;70
ENO_ _ _ _ _ _ _ _ _ _ __ _ _ _ _ _ _ 009.460

SU3RCUTINE PERqFAL (IqYPIFLGCZ,!'XAGCYGUA,PXAPXV41,IFLGSO9 i93
IRA 9GCZA,9YO 9,(ATtINTGA,,qsoE . F,rU9Wlql,-UOUT PXToUT,PJOUT 9PXTOUT,' 009510
IMXAfIN,.19-XA,AXPXTp'.iPXTMAAPUPINMUMAXAPUMIN,PUpAX ,MUINT3A, 009520
IWV3,.W4l OC9533

CHARACT91 4SG5 O0095'i
REAL WMI(4OINNOIP'lEAT '4%"553

.MP (NO 1.2 9Nor m2) W11fI M 2) 9 V 4 (NO! -2). 009572
1 lWA(NOI2) vPXA(NOIf2tNOIls2l ,PXVA (NIOIM2, 009590a

I Y 001d)0M~I .01 X:A SI)9UIh(DM .UA N14 C9603
I 2 PXTiIN(0111)PXT4AX(%OIPl 9FUMIN(N091,1 0 UMAA(NOZM),YGCZA 00962.0
1_ _(KOI.2,9IOI.1) RA.04 NOINZ I IGUA (NaIMZNOIM2) GCY(NOIf, 940~962a
I. NCI,1), INTSA (t4OrMZ,NOIPI2f OC9633

IN~TEGER IFLGCZ 963
DIM4ENSION COM1(2.,CO'2(l) --- -0119650

.REAL. 4U (N C13) 9 PlU (492,vN - M2) - ___ z__ 396
C4c'Nc /Rr'l' RNTT4StOELT!II 219671

-_C04MCN /4-All.*4C142,10I13 009680
- COqC,/~lA'4Z~O:122G9690

-- CONIC?4 #"4AIN1/NOIM9NOIMI.,COMI- 090
CONMCX4 / INOUd' '(IN,CUTICPUNCI' 039711
COMMCN /MAU!45/ AlSG 009720

11I T, QtA.IO,LOG,~iHM,NUMOTS __009740

%IS AV i.0 1.4 QiAVS
-0 NSAV2aIIolN - . 0097S0

N S .v 38,40OVs 2 00977C
4SAWV@NOZP3 _________ __009780

C***PfROrqMANCE- ANALYSIS ROUTINE 009!00
C, THIS IS A CONTINUOUS TIME 4EASUREWENT PESFCPANCS ANALYSIS 914

_C __ UTIhE FOR EVALUATING CONTIINUCUS TIME CONTtCL SYST!'IS O.aZVE-N.3Y 02920
C*'- WHITE r4ussIAh NOISE. 'IT CC7'PUTEs Tr4e F9AN'ANo COVARIANCE OF T4EQ29833
c OF Th-E YOUTH rOOEL STATES *T"! CCNT.RCLLER STAT--Sq3NO T4Z CONTROLSO8.961

C GElE;AT-EO9 A SET CF AUG"ENTED MITIIES~ SUSZO TO 00 THE C5
C CALCULATIONS--YaWX USTAilT9 XA2XT XNIT *. THE PE FCRMANCE0C9964
C ANALYSIS ROUTINE IS 094FELGPEO IN A MASTERS THESES FOR AIR FORCE 009170
C 14STITUTE OF TEC-OLOGY ST ERIC LLGYO, TITLE 'ACSUST CONTROL 0 a9.3 al
C SYSTEM OESIG40 00159a

C 009904

C***4XA92XA 14ALCULATICN--- T4E 4EAK AND COIAiRIA'lCE CF THE XA V E14T0 R 039125
C FCIJ'4O USLVJG SOLUTION FORl'S CF THE9 PCPAGATICNt EQUATONS 34943.)
C K6!11N4 401JTZ4ES AiE USED TO PIOV;OE TN! SOLUJTIONS 31910
C 1I4 TWE P3LLIJ'4zIG Tw0 !'ns. THE FICST OC.U lA4Cr OF PXA 1 4XA !95
C IS TWE IAU T T"E .O!TIW Tl-E SECC14C ---- AT rIM 7C1
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C~.. ixx.AT '. -I% z ;*

G SEE 0zF11-IT!4S EEL- CO -AT PZiTGA, I T 3
' C
.. C PeCTEC S:4CE T411S PZOG;A* CCNS:,!5RS WILY TM~E JfEGUL.ATOR CASE., 4;l

C Y- TwE 1§31qEO _ N'UT- IS *ISSUMdEO aZ4E3i Z___.,_

4X~((X ID:X T fEaT"E0. EXECTEDO VALUE OPE-.;ATOq a so
C PXAOU PO 21 02,0163
C6- 1 - 0 1007c
C 010-380
C EATz E XP (F ASTI ME1 a1 2
C I 4T-3As INTEGISATISA FOR CCNTINUOUS TIMlE SYSTEMS 0L100
C 8AG FOR GISCR-OTE SYSTEP0S 0i110
C !14TGAm INT (EAT(GA )0A(GA1) EA7T) FOR CONaT TtIFS SYST~mS 010123
CF a G0A(CO~iG0AT -' -FOR ofScrvETE' TIME SYSTEMS 103

WIT!(I(3UT*)E%1TER .1 IF YOU WA&T Ad0 PRN GFPA PU Xi, 313173
IANO MU 54TqIS DURING THE PERFORMANCE ANALYSIS, ELSEI ENTER T14L 0±113

I NU-4eER OF TIME INCREMENTS eETEEEN PRINTS( THERE AV-- 09R9 TOTAL31-319-3
I TIME INC;EENrTS V4 THIS ;tUN)D,' ____ -,200

*1 -N)PNTL 3 13213
IF IIPCNTL.e0) T149- 313220

Ic=4 013230
ELSE- 2I0240
loss O1z250
ENO IF __ _ _ _ _ _ __ _ _ _ _ _ _ __ _ _ _ _ _ _ __ _ _ __i264

PUU (IN 14 1aG a___ 018250

MUtiNIUG _ 01290
mXANN(IN)R33130

MX41*X(IN29 w10 313
___Px TMIN (IN)S 010 I32C

- MU4Ih1r1v0 1 01 3
-- PUiAX( IN4 s9 to_ 036 0

940 C04ININUP 013370

lit Iir~1'E THE T UeEN CF SAMPLE EIU YZTt5 G 9
I PLOT 00OiTS(41AX 1-300 PLOT PCI,4TS) TMERE ARE %IPOSA.its PEr~tOO0G1!*.G

RE Xi((ZN, ;I tPLTPS 0144202
OELPLTmOELTIN*IPLTP1 - c 1C 431

a'00 5333J IT;MPutlqm i10 1940
T. 010:650

IF1I4.3) TME4 ___ ___ _ 313461
Jj1.3TLMP-1 010141
ZP'IT*'qODJJ91PCN1L)_______2:8
IF (iPNT. 0. 2).OR(ITLMP.!O.NIV THE'4
TI 1~IJ 4 0WELTI 4 __000

~iXT-(K3UT 9*I *TN E -" T: vE 031
4sras, PX03 52i

CACFI.IAT 10 PXAA93,3 ,Ic KIN 9 CCUTvNSA v3 ;4SA V3) a .3_13-
PIS G PUUS 291354.0
CALL ".4ATIO(PUUIC3M,:CIMC,INKOUNSAV3,NSAV3I 010553a

4Sr____J 010560

CALL 1dECIQ(MflC8NIlOKINOUTNSAVI ^159
!"Pg IF

C 11a . 43.,T TO ST3i-E F0 OL 'TTINrje ;(TvPX't,!U.~UU 2
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PU~~~JUT(~~ lo)S1U(~,w) 6 SDe- M

124* CONTImUE - I:70

C IC 71
C****NO COSS CORCELATIC1.4.TV40S. Ace PLOTTED -- 011.72:

C O~sSV 01l73;

lPTCT..HoowjJ.IP.TPs) _41074."
IF fIPTCTLsEQ.0) THEN C13764
CALL STOftE0(LQG,Rf.TI'4,ELPL'TLCOUNT 7979 XCBHICBP, - 0c77M-M

I 1 XTOUTPXTOUT,MUOUTPUOUTNOIM6) - 01676:
LCCOUNT=LCOUNr.1

-dNOTE- ;TT F YIS vESTRIC! c eyi VALUE OF LCCUNT TO EE CONSTANT cl101c
C BETWEENv PLOT POIN4TS 0153£2;

IF (LCOUNT.GT.1:CG"THErN Z10633
.4C RESET LCCUNT :04

LCOUNTsI80O Gosso~
ENO IF _____________ __ 1!63

Ct'FWUsiditmf PX A.4X A C lo87 3
C 0105803
C DIOSE;

NO IuiNSAV3 ___ ________ 010900
NOIiIJUNSAV3+f - C IC91;
CAL.. HAT3(I.-FA,ITiFA,E.ATPAA.i'EI _6_______ 15923

CALL. MADO1 (IRFAtISFA91-41E, INTGAOPXA 9C) OICS4C
C***PXA AT NEW TIME NOW~ AVAILA48LE 010950
C -E"A= EATI'OA) +1NTEG (EAT B-A3) (YO0)_ 0 1096:

00 I'al IK-%.,IqFA cleq c

00 L815 IX219IRFA -- tic99-.
00 11815 IJ8191RFA_____ 010 C

liitS OV'3 QII)uWV3 d(iC).ET (IIJIffrqxA(IJ) 01
4. 00 1812 IKRa1,IFFA C1-

00 16&3 IJsIvIRFA G11:430
1613 MXAf!JlsWV3(IJ)*WV4(lj) CU2O560

*C**PXA AT MEN TIME NOW AVAILABLE 6- - 11060
c*wWU,PVU CA LCULATION FO* ZERO3 REAK MEASURE4ENT NOISE 01127c
C IIsUIIA*CIVT+C(OOolv ,T"E MEAN OF NOISE V ASSUMED +0 011C.8c

XiiYDLCOUNT) 01112
___NDIruNSAVI - ____ 0110

- t4IMIUNSAvI.10111
CALL HSCALE(WM1,GCY9,C3l'9lRl9Xl). 011122
rccy W-i GCY icsm- x 1 L1113

.4' NOIP~u#SAV3 _____________C11140

.4' NOIMqlsNSAJ1 -- -bills.-:

4' 00 1817 IJOLICBN0116
1617 WV3IIJjaO.1±7

.4' 001816 IjalICBM 611l5C
0C 1816 IKm1,IRrA C19

1616 WV3(liJlWV3(IJ),GUA(IJ4t&K)PXA(IN) 01120".
C loV3zGUA(MXAl XC94 x 1 411213
C ADDED T0 WMi 4BOVE TO GET MU ______ C11220

00 321 l*'1,IC9M C1123'
329 mU(&Z)uWV3(I2WM1(l.1) 01124.!
C MU I.RFA X I ---- NOW AvAILALE--- 011250
C***PUU CALCULATICNPUUUGUAIPXAIGUAT.GUA(PXVA)GCZT.Gu ZPXVAIGUAT* 011262
C GCZtR3GCZT C1±27

CALL "AT3IICBP,9IRFAqGUA9PyA,.-UU) 011280
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C PUUuGU.4(PAA)raJT ;-'e' a .4.-.

* C s~~cz *:z ~lT ECUL TC ZZr: w:A-.U.ATV: OTH.q TE'r.PS OF PU C1Ui

CT~iT 03THIS to~ 'S-4OcaE ____ - - 3±
CALL NAT1I(Gu,04AwA:CB3Iq,1FA:RToheqFI Q113
CALL PI~oWFGZtCBo4Tl99fE 31137c.

CALL AIDSfCMICirUv1 011393
C wWGUA4PNA)6UsT#GUA4PXvA)SCZT 011.# '0a

CALL NAT6 PW ,GUA ,ICUHIN PA ICIPWNLI -- -_ _ 120
CALL AAO161C 101 IC91Nqve~fI WOW $UUqC1) 011430

C PUUm.U44PAI6UAT.Gu&6PNV*A)6CZT.6CZIPVXAJ6UAT 014
ENO IF 01145C
CALLWAT3 (ICON,II4hT 9CZA,4A tkvE) C11460

-- t!Li.00 ItOOI C W4 ICON 9i014WUU IPW -.C1 I!---7
CALL 1QUATE1PUUvwMPZICmeICg1P) C1
ENO IF C19

C*** PUU NCW AVAILA9LE9 ICON' X ICe'sCIR
C a011512

C 011530
P.626 CONTINUE 011154.

-00 In I"'s1,7r 21139
MA TOUT IIW41 SXA( IMRJ _ C1156:

±7 O iTOUT IIik IuSOqT Q1a Ii
00____ 111 ____ 01PIS QI583

Pq 50Tgz.AT-mu ItwilC159
121 PU3U1(IHR3.SORT(PUU(IW~qIiR)) 2toIIU -

1 METWUTPXTOUTPIUOUTPUOUTNDhOI,) C.11±ezz
C e~t?~ o~ iT~lOUT-~INIC TH TS OATA RUN COOPPLETE C41S30

LCOUNiT.12 ~.
CAL&. STRE (LG9tNIR

1 "iT0UTPXTOUT'sUOUTPUOU1,II___116
W6- NOIuessAv I - - -. -

___hOI's~uNSAV2 _____ ______ ±48
NOI 4ii-SA 4 3 01
NOIeg30NSA44 110

C RESET IQ TO 53's! NomzEvo VALUE TO AVOID TE2CKAY16C'A0 I171
C WHEN AETUANING TO HAIN RGUTIKE, LOGAP _ 01172"

102 3z~ 11'P30
LID _________61175.0

___SUB;-OUTINE- 4YPLOT _______- ~-__311763

# OECK AUGP.AT 01a
SUikCUTIhE AU..GM A T4AiA2,'A3;-FOqM,&;kA1IlCA1,IRA2,ZCA2) 011793

C 011220.
'Cw*A.NXM,N! 'MUST BE fSET IN 1 THE's CALLINGf-460 PGAii TEObPE U"SING* 011
C**'o*N0I11INOIM3 MUST BE SET IN WPE CALLING PRCGRAP. BEFORE USING 01182c
C*** THIS SUBROUTINE*. THEY PUST BE O-cLTMEOiTN ALC C1MM3N

*C LABELED -- MAN4.--- 01184C

* DECK PlVECIO............. c11 ?5.
C - THIS SUSRCUTINE FCRKS AUGMEK.TED MATRICES CF THE FORMi 11196i

C ~ ~~~ ~~ 11O~a 973A I Ol?

c. .1189c,
C 01143c
C *Ia.R2AER~w 0IPrNSICNS9ICAI9ICA2,ARE COLU'*% OINENSICIS 011910

DI's!NIO4 ALNI2NI2*iNI2NI2,3Kr3NI 011920
CONM'CM /HAIk4'.NDI'lZNOj3 01193!

- o IPIFORN.EI)e.5 THEN _ - ____*11*4"
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00 ..& .C1 9
.5.3

DO li I-z1qZCA2 C11MC
lVIUIV*IC.I

.~~~~~12 A:Iz:=:,v, 11

*-END IF .1 23 G
C FOR4 AUGMIENTED !MATRIY A3:(Al. AZ)T C123'.0

IP.AJ&IRAI+IRA2 012350
* * _______ICA3uICAI C26

'00 '. 11ai"ICA3 C27
cc 'I; Zl,IRAL 412rC4

13 A IUI)A(:,)012095
Do 1'. IVul,IQA2 fl1210o

146 A3IVIII~A2IV913_________ _,1212:

_____ _ _ ____________ _ _ _ 1212.*
END 012 14C

SUS~iQTINE- PVECO(AgNUNE-L,lC,'IN,KOUTNOIP') 012157
C -THIS SUBROUTihE READS PFI;TS WF'IME (PCQTIOKS OF) THE VECT09 012160
C As DE-PENDING ON THE VALUE 0F --- 10---. lOul--READ ONLY 01217:
C I0=2--iEAO AND P;IN'T, :3 9EAD SELECTED VALUEo 1" *_012130

r.iTA AND -P i1W -t SEL E CTEDV 01219f
C ZOos--PRINT ONL'v C12ZZOC
C1To USE 10.3 o-' 't rwr CASLLIMG PPOGRAH PIUST !MIT:-LZE THE VEC. 1.221 C
C **p:THIS RO;UTINE SETS 10-1---- WHEN NO DATA IN IKFUT FILE 21ZZZ2

*C 012230
CREAO IS FROIf UNIT SPECIFIED 9Y CALLING PR.CGRAM IN KIuoWDtITE IS TC 0122.1
C ICOUT.NDZH IS TilE 0:-CLAE--D OIv'EIMCN OF A lm~ THE 'C'AL .Z NG 012zse

PRO -A" 012 2 6j
CHARACTE "SG452 0 1227.

* _____DIEhSICN A (NCIMt1 -___ 01229,j
co INCN iii-5AUN5/ MwsG ClocE9

14F .O1.O.1.O ________ - 012300
CREAD ENTFIRE VECTOR 0±I23±:.

-- WRITE (IOUT **) OiNTER_*,NUMEL,'ELEIIENTSsb 81232-.

4' END IF --- 012 34C
IFi2.iEQ.) 'THEN 41235;

RETURN 012360

IF l(IO.EO.,3I.OR.lIC.EQ.l.CrP.IOEQbI TH4EN 
0 1 2! 8 . m

C READ ONLY SELECTED ELE4ENTS, THE FIRST 4UMeEQ CN4 EACH CARD _2'
c IS THE SUSSCRIPT, THE SECONC IS THE DATA EN4TRY rl29
C**P*CTE ONLY ON! DATA ENTRY PEi CARD 01241S

4.C**4*_ FIRST CA40 IUST CONTAIN IN-c TOTAL NUPIE3R CF ENTFIES To B-r 0124-2Z

_IF(ICNE.6) Go To 4 -2*.
DO 3 131,NDIHf12

*3 £ 11)sQ. %24-- - . ~ - ~ 1'6
4 CONTINUE 01247C

%_WjPITEI (3UT If_'EN-TER THE ELEPENTNUMBE't *THEN ITS VALUE,, C12(*S
S RE AO (I "t,9 NO2)I TRY 2 12;69

%IF(I.LMe.O) GO TO 22 0 1250C
ZF(IoGT.ohINI 63 T2 5 01251..
A(IBUENTRY 61252c

*if (ZO.EO.IdTHEN 0125U
Wr-ITflKOUT,_;I)* *_____ 12 54

dWRITE(ICOUT,'.aS; 01255:
WRITEl<OUT,.*)oELEPE-NT NUMeE4 9 ENTRYS"226
WRITE4ICOUT,11IpA II3 01257z,
END IF ____01Z583

G1 6TZ 5 0125gjj 1
2; CONT.IiUE 012603
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* IF (( Q.El. 21 .('z ~ i ,: ^1263.
C TC CT MEE 132Z Or, 5 SO PGI'NT CUTl.TIE vIECTOF 1a.

W;ITEtK3.UT,) C1 O265

WOPITEICOUT.3' THE VECTOR 11PS '9NUPELt EL-_lENTS*C1 7
W~iiTEEICUT*22) (AtI),9Iz2,NUH40)016
RETUR 01269.;

RETURN QII

29 PF~NT'*0ENO OF OAT kEAC'4E0 D3UFING INPUT INWVYEGCI C1272
Icu. - 01273.

C *s***T4IS ROU -TINE SETS 10.0---- WHEN NO DATA IN INPUT-CILE _ 01274.
-11 '_#6p0T4AlT,0 6/127S2
__1 FOlMAT(Id,,1§XEIZ.63_.__ C12763

22 FORflT(0I1J(XlE26Jv8,/l) 012772
RETURN ___________6________ ~1278a0
END 01279:

_DECKC M!IATIO 020
SU3ArCUT~t4E 'M&TIOIlAIR, CI ,m9nNo M N Ii~2 ±
CHARACTER NSG*63 012626
01 E KS! ONA*i(NOI K NO:*±1)_ _ C 12833

C04MCM___ _______________ MSG_ 21281.0

c TI MBsUf-ouTR-eA os ANO.'OR PRIlNTS TWH ATflX A 6iIOki4G- O'd TE- 0-12850
C VALUE 3F Us. IT REAOS FROmi UNIT SzECIFIEO BY KPN AND0 wRITS TO UNIT G12S63

*~ KOUT* 1021--REA&ID EAiA AND PRAht4ENTIRE 0__12870
C ___________ 288
C AARAY. IOs.UI---EAO SELECTED ELEMENWTS OF 'A __Id 4'--RA ANDA ff12!9
C PRINT SELECTED ELEMENTS QF A 1025 --- PRINT ENTIRc MRAY C!290:
_COINdIM1~~ AR T'f_0±MENS:ONS OF A :N TECLNGROAM012913
C a±22z:

C ~*'~NcT IVb~U 1itCL~I4GPkOGRAiq M4UST INI1TIALZIE 01293!
C THE ENTIRE ARRAY BEFORECALL 0129.C.
C 012 95,'
C *Q*' TtSOUTtIHE SETS 10 ut ---- '4HE94 THIS INPUl FILEIS EMPTY 012960
C 01297.1

____IF I(IO.LC.1).OR*(IO.EOo2)) THEN___ C1295to
C READ ENTIRE ARRAi Iii "IfRtEF7TRh AJROb 09

___WitITE(IOUT,)1 ENTEk c 1 i'IC) v ARRAY ELEMENTS IN ROW MAJ ODER3, 013:0:
-READ (k114, 9 N02i9)( fA(QIj 19Ju 1IC I ,Iml, R3 013010
END IF 013322
IF (OE.2THEN 1130-30

___RETURN_ _________ __ 013:1.1
Et4O IT 013053
IF ((1,3eE~O3).ORe(IC.EO.4).CR.(IO.EC.6 11 THEN C3C61 14_

Cd_ 'REAWTIN SELIECTED ELEMENTS b* A_ 0.3;;:.
C TH4E FIRST CARD IN THE INPUT STREAM MUST CO4TAIN THE TOTAL 01308c

C u NUiEi1METf T A -N.oNL ONJUENTRY PER CARD. -0 1-50 i
C THE FIRST ITEM4 ON EACH CARD IS THE ROW, THESECONO ISTHECOL THE 013100
C LAST ON EAC14 CARD 11 THE 0DA1A FOR THATLOAIN031
C ,--F-REE _FO*04AT IS USED 01312-

* IFIC.NE961 GO TO 1. 013W3
go 45 42l.IR _______01314.C

DC i's N IIC 0±315:
45 AlpNimaoi - -- - 01316 C

4 CONTINUE G 1317: M4
SWRITE(KOUT9~*E4TER THE ROW94KO COLUMN FOLLOWED ey ITS VALUEo 013180

't REAOfKIM,'*,Ei4029)I1.J9ENTRY&19 I
___IFlf!I.LETi)*OR. IJ.i.E.)) GC TO 2 _______ 01320C
- I if.GT. fR.6k. 0.0T.ICUFfC TO 'S 131

A A(11*JlaENTPY 913220

a - IF lIOoE01.) THEN 6 13 23;
WRITE(KOUT933)* 01324
lvR;ITf(K0UTv*)mSG 01325:
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3' :F .1327:
SO Tc 5 M N

2: COP4T-wU--!9
TI., O.4 30

END IF 013311
CI EcX . 2.) 0O.QC. EQ.5l) TihEN 032

C O i7 '2 0' 5 IF MEPE SC" P- 1NT- NTIRc&R4Y 13
WRITE(IOUT33*0 0
WRITECKOUT90) iSG 21335;
WqXTEICOUT,.)0 ifATYZx SIZ! IS OPXR. x 691C 0_4336;
Do 41 I.19IR 013370

v9 WP.ITE4KOUTv4 6) gA (,j) ,Jul.!C) 013380
33 F ORiitA1 C-;/) 0___13390

a4e F ORMAT fI 161 1f 9E 12 * 61 1 6 131000
NO1- - ' - 013'.10

RETURN __ 0134620
-'2' PRINT *,#T:NO Of DATA PEACHEC DUktht G1NPUT@~33

C **f***'T4ZS ROUT1NZ SETS 10 =0 ---- WH4EN THE INPUT F.LE IS EMPTY 0134453

-* -- ~~RETURNi___________836
E ND

DICK CLOGIS C13.46
_ -SU 3 A OUT INCCL 9GS t GCSY IG F P73 0, RK F S HMMGC X, GC Y ,G C 2 C43.92
1SC Y ,EC Z ,FC ,Y 0, R it,0 oF T ,8;T 9619OT9R T 14 T 1R Y tI FLGC Zpq _______1 01350'
I , w -NJPO G N .; WR6 ;iIf 013 5132

%* 1 W~e1,wV2,wuu,.4xxXowx'JOWM'.WN8) G1352v
C THI1S ROUTINE PERFORMS SET UP'FCR fSZ1GTEC'CNTINUOUS TIME -- 213532
C PERFORIANCZ ANALYSIS FOR ANLOG REGULATOR 01354:

0IIM!hSICNGCSTR INX) FPNIMNOIP, ,6'(NDIP.NOIM) 9PG(NOIMq 013553
INDI~HommolNOImoI),GCX(NDIP.WooiMIGcy(NOIMNDIM,,ECZ(NDIMNNIWS, 013560

*OY(NOIM3)itmiI1INDIMNT -613 5 7:
-- ND 11) 9WM2(NOIM 9 KDIM) 9WlM31 OIP_,NOIN) FT INDIM PDIM), 0100

IOQTINIOMTIOMNOIOINOIOgqIWV1IKDIPI *WV2(IM 03
1),EOINOIM),GM(NOIINDIMI ,WUU(NDIMpNOIM), G1361i
1 ' -XXI'40IOINOND) ow,U. (up oINoiP.rlwHs (-DNowi'4m .013 62 .
I 1 W'(NDIM,MiOIM3,WXU(NOIMNDIPI.WM7INOIW,9NOIN) ;W"8(NOIMOIM) 013633

DIP14ENSION C0M1113,COi2(t3___ C136160
CHAitACTft4TSG63 01365:
INTE GEN IFLGCZ ___________ . 136fin

4 REAL RKFSS £ IMNOIM)N G1367C
COMPON_ /MA:,e',fNOZ42*Z 3 C13660
COM CM /MAUNS/ "SG 039

--CONMC4 IMAINI/ KDIM.NDIM.CPli___ 013700
COMIPCN /MAIN2/ COM2 01371.
CDMMON /,RNTTM/ntNTIME9DE.Tl:N 013720
COtMPCN /INOUI' K&NKOUTKPUNCI. C1373.1~
COMM04_/MAIN6/IC BT, ICBM 9ICFA,ICGA oICG4, ICGT.PZCCGIIRFA ,IRFN, IPFT, G013716.0

1 1ri T 9 R A 9 OL G RHM -PN UMOTS G1375C
-WITEIKOUT,*'O0 YOU WANT TC CA,.CULATE EZOENvALUES OF THE TIZUT04 14001376C

IDEL AND NbTROLLEP MODEL "F MATRICES, Y OR N3,137
-, ~ ~ ~ ~ PEADCKINq239Er4Os2S33)I PSG -C.7

23 F0OAT 4 4) 013 r90
I F (MS G eEO o Y I THMEN __2___333___

WRIYEIKOUT*10THE EIGENVALUES OF THE_ TRUTM M.ODEL F 4ATRIX' G13S2Q
CALL 4EIGNCFT9WV19W29IRFTvWPl) 01353.'

WRIT!CKOUT96)*TNE EIGENVALUES OF TH.E.CONY. MODEL F "ATRiX0 013a44
CA&bh NEIGh(FNWV1vWV29IRFrtWPl) 013M~
E___NO I 013660

V WRITEliOUT,iiiCOLORE&INPU iOS --OR i f 00877,
SIA D (KINo 23)"S G 0138001
IHOLO. ZPFP J139 A
IFlMSGsEg~fN#)Go 10 2:i63____ 0139001

CALL. i32

29iC* 41*j(m~oq'o4~UOSRFS0-ttti 9M -'hb 032
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4* C GCZ,GZ',, 1* C4LL TO CKVT . IZ USCD .:3 OU'e-y -;ztVS r. WZ

NIF(I1-OL0.EO.IRFPo) GC TO 35 37

____IC.Hx !'4 OLD41 G_____- 13 l.980 A
DcZ 2! 1,1tcas C.3599Z
DO 25 Ja:cH9.:Fm -- - - - - - - - - -0i.0

2S GCSTA(I,J)u0.
35 CON 1I!4UE0.' 2

WRITE I KUT *)*ENTER THE TOTAL RUN TIPE AND THE TIPE INCREMNENTS- 1- O.3 3
RCADUCI'4,',EN0229331 RNTlMOELTIM 144

S10 14.05 0
CALL IOP4T(IRFM9WI,CI) _______

C W1112-1 I~fft IQFMN 0114263

.CALL MIAT1(GCSTRwNIZCgNIRFM4,IRP,GCX) ____ 0I.?0

10=S 010i36G.-
MSG* $GCX FGLLOWdS, GC19GCZ SET200 ______________ 011.10 C
CALL "HTN14 014119

C _NOT***** OTHER GAIN 'ATRICESGCZAI.0 CY SHOULD BE CALCULATED_ IN G11.12z
C _TH19iS OtLE FOR USE IN TN j:ERFCRr1AI'4CE ANALYSIS R3UTINE. 01,613C

002902 I1xigicalc __ 114C
00 2S32 II:zi1,RMmiI

2902 GCZ4III,IIII)zoiC' 6
IPI.GCZal01.7

C IFLGCZzl INDICATES GCZ 1S SET TO ZERO--PIEF ANALYSISROUTINE USES ZF91160
C c 1#492

00 2S33 Is110 _______ 011.20 ;
24dCfYb(I )zf 010.210

IRYal ___________________-_ _ 014220

Do 1723 LICS I_'162
DO &CYiJmO 0s9R 11624.3

VC ---ORN J ICY . - 01,6260
DO -b173t i I RF~ 0 1w2670

00 1732 Jm1,Xqy ______ 11628____ i'ZC

C VC IS ALLOAEO To ONLY 13E A SCALAP AT THIS TIME 014.300
C FORNB3;Z 011. 310

C121.3 ___-.014320

CALLEOUAE(BCRKSSIPMIHN)01'.330
IISGas'1.Z FOLLOWS90CY8a''_______ ________ _C14 386C
CALL MATIO(BCZ.IRFM4IR M.IcKINCOUTNDIM,iDIPo) 01.4150

C_ FORM PC 0__!_0

CALL MATh 9M,GCXIRVPM,ICMZ1PF,hilii 314.37
___CALL MAOO1(IRFMIRFM,PM9WMIWM29C1 6111.36c

WRlITE(KOUT,*)@ 011.639C
wR'ITE(IOUT,30*3 YOU NANT TO CALCULATE THE EIGENvALUES CF THE C0'NT014UBC

IINUOU!BTIAEIO COTO1E? ON' i10
-EAD.. ~E ~he 31 MSG .01864 20
IF (MSG.EQOY') THEN 314430

WRITE fKOUTe*1 'THE EIGENVALUES THAT CORRESPOND TO THE PCLES OF 11'44 G
1 THE CONTI NUOUS-TIM0E LO CONTRCLLER ARE***# 014,*0
CALL~ MEIGN110w' le W1.V 29 !FPWMI) 014-6&3

ENO IF
Cla-I C'O
CALL MATqqFSS,HeqIRFNI,XRHP,IRPIjNM) 01-9

WRIT E(KOUT,) ' 1 01'.500
MPWITE(ICOUT,-I'0O VOU WANT-TC CALCULATE THE POLES7OP THE'CONTINU'14510

-IOUS-TI14E KCALMAN FILTER? V OR Ntof i1.520

CALL MAOOI(IRPNIp~nPpjw~u,WM?,C1) 011.553
--- WRITE(KOUT,3 )'TNE EIGENVALUES THAT ARE THE PO.ES OF THE CNOT:NUOI.563
lOUS-TIME_ KALMAN FILTER APE....- 016.57r,

CALL MEICH IbE4I,%VI9WVl2,IRF'9W,4) 1'SS
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E,431 :F1 9I

MSG%@ FC FOR TmE LOG C.t'TCALLE-4 !SO
CALL CgiTZ(C 1,*,?FI 2c.,CU,?IO
-RTE(KOUT9,) 1 0 14A.3c
W01TEtKOUT941 '00 YOU WISH TC CALCULATE THE EIGENiALUES OF T04E LOJG 011.6..

ICONT;OLLtE6: -F MATP.IX? -'Y CQ 43- T1465Z
REAO IKINq23 10SG 0~-- 11-662
IF 4 PSG E. .YI' THEN 0116673
wRITEEI3UT)O * 0.e
IiPOIrE('cOUT94 *THE EIGENVALUES OF-THC LOG CdONTRCLLER F; PATMIX LeE' 01469;

___CALL llEIGNfFCHV2,pWV2,IRFPPNI') ____014730

EIND IF-~'l
RETURN -~-----___011,720

293 Oso f14-733
ENDO C1.744

DE9CK DASI -014750

___SU3-"WCT~mE OAS1(GOT-PaNV,C894,WM3IRF1q_______ 014.760

1WM3NOIMNDI)COII)9COP21l) &l'.780
C THIS SU9RCUTIltE MODIFIES GOGT AND RETURNS THE PIO01FIED 3116790
C VALUE IN CG,~ WHERE GOGT IS USED IN THE KA614AN FILTER 0l19000
C GAIN CALCULATIONS. THE MODS ARE IN ACCORCANCE WITH TH4E flh1.i10
C THE TECHINIOUE DEVELOPED _By OCYLE AND STEIN IN "ROBUSTNESS 01__ h'!2c
C--WfY4--0SfV!SS,IEEE TlfANS. CN AUTO. -CONTrGOLVOIL AC24., 010#930
C NO. 4o-vAUG9 799PGS 647-611o 41..8-*C
C 01.*950
C THE VALUE RETURNEDIN GOG? IS_00 9 WHERE _CO IS_ 011.960
C 01.. 87C
C Q0=GOG T+SO ISO) Sm (SPOT 1 0116680

C _SO IS A SCALAR~ DESIGN4 PARAMETER, THAT AS IT APPROACHES 014.90G
C ItNFtCNTY, CAUSES' THE LOG CONTROLLE% TO RECOVER THE ROBUSTNESS 0116910
C PROPERTIES CF A FULL STATE FE1DDACK C;ONTROLLSR. 011.920
CTHE MATROX--V-- I1S ALSO A DESIGN, PARAIETER WITH THE REQUIREMENT 011.930
C TAT IT BE POSITIVE CEP.TE.s-- IS THE C0NTRCLLER MOOEL rNPUT014940

C MtRN X GGOf FOT;Oi.LEONKE O TC:PUT NtzSt STRE4GT14 011.950

.C MATRIX Of, PQEMULTIPIED BY GH ANDPOST MUTIPLIED BY GMT WH4ERE GM IS C110960

ColoNNCl /PIAl ilNoiNiMM1H1COP -Ico 011.990
COHMCN /"AI%21 COM2 1:1

COMMC /IhOU/ KINtKOUTIDKPUNCI-151
CONMC4N /MAU'15/ FOSG - 05320
kRITE(KOUT1113' 015330
WRITEKOUT*)OTHIS ROUTINE P'COIFIES TG95 VALUE CF GP(ON)G4T -01501.0

1 USED 14 CALCULATING THE ICALPAN FILTER GAIN, PKFSS.' e15 25C
WlkITz(KOUTIl'T4E MO.FE0 C IS a GM1tQ1)GNT,5OQ(BMIV(r'qT)HHERE 01,5360
iSO IS A SCALAR DESIGN PAFARETER AND V IS A POSITIVE DEFIKITE - 157c

INATRIX oEsIGN PARAMETER. THE LARGER SO, THE 4CRE POSUST THE CONTOCCIS36C
IL SYSTEM WILL BE.- 015 29c
DO 5 INPUI,1060 -a s I aC
WPITEfKOUI,11)' o -s oisi

11 _FORMAT(AIg,/) -__ 015 12C
WRITECOUT,''NE 1-OI*10 -ITiU -TtU.t'00E3

IIFIEO 00, 4- TO EXIT THIS RCUTINEb* 01511164
READ Kkt*) ISEL 015156
GO TO (192,3,1.JISEL 015160

I NPITEEsCOUT1110 0 015173
MPITEIKOU91 ' ENTER S Qv G~ -. -b 015 1
&(A 0OdKN iSOF 015 19"
GO TC 5 0 1520

j2 wRITI(KOUT11$ ' 015 21C
WRITE (KOUT*)OV IS INIALIZED TO .ZERO UPON ENTRY INTO THIS OPTI0Q15220

IN' 015231
00 7 Ial.0401M --- __ x2.
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00 7J=19'J311' t '.5 2'

WFITE(IOUT^,I F.4T m '/0OoPTiC FO- Pos;TIV-- OEF v(SEZ :NPUT ;.0UT:h-l5?7:f

r(E4o(Klh,*)I C 1529,
____ SGz2OESISN PARAMiETE;7 V MATrIX ENTRIES0 015300

CALLN-4A zO(V4C s-,c3 m 9-1CTR vK0UTNOIMvNO!:MF - 015 316
GO TC 5 C 5 32 G

3 CALL MATS!IRFM9 ICEN;BPt,WMfl - C1533a- c
C wol3m81(y) 14T XRFM X IRFM 0193.O

SOI=SQ*SO 015354
CALL NAOOI (lRFX9IRF'9,GOGTsw,'3,v,Saij ___0__ 015 3b0

-Y II NdW COTAINS ?MEOWe VALUE --- CC 015370
NSGmOT4E DOYLE AND STEIN% 1CEIFED 00 MATRIx ISO 025360

010390
CALL NN"ATIOIV4RFMqIRFMICKINICUTNOIHNDIN)_ ___ 015400

s CONTINUE 015461",
4 CONTN~UE ________________________ _C If42C

--Y- SAcc-lPt-AXISPr~t G C15430
*00 2ZL IZiIIRM OS4

Do DOuiju1,IqFK, 015s.5
20_ GOST 4,j) SV(IJ 941. ____ C1546c

RETURN 615..73
ENO__ 3________ 15,.0

!PY3kOUTI.E PY~f~iNtG(PHIINGAoINTd 1WEGAA8T;FCAXY -

lIRG.*)_____050
'C__ IfSUROUTINE SETUS-jP THE -NEtCESSARY INTEGRALS FCR USE BY 0155L:
C THE PERFCRPANCE ANAL. ROUTINE. THE STATE TRANSITION MATRIx. i 2.152
C E FAIElEAT, INTEGIEAT(GAl CA (GAT) EA?,Tl, AND 015R30

* ~~. C INTEGIEAT (gAI)e wm= IS A DUmmY WORK SPACE___ 150
4.4. REL -PkfNID2, bOIM2) ,INTGAMNIM291NOI42) INTSAINbIM2N00M2), v 015550

-- _ WNE(N2IM2,NDIN2),OA(Nt2NOlt'2),8A(NDIM2,NDIV*2), _ 01560

-DIMENSION C041II(1iCOM2Z(1) ___sa I_ 056
COHMNCN/M4AINI/INOrM .NDINI COHI 615590
COMIOCN/PAINZ/ COM2 _____________________015.697

'-COMPCN /IhOU/_KNiCOUTI(PUNCI' 6161
CONIICH /RNTIMIRNTIMEDELTIN 01562;

66RO4-kiit 6,f01963;
C444FORlGAIQAIGAT -- NEED FOR KLIENPAN ROLTINE 16.

-1.NSAV1u4I14 0156fic
*NSAV2=NOIPI :1567d,

NOIMmN3IPI2 015680
NOImI=N0Ir2#I 41569G
CALL OSCRT(IRFA.FACELTIMITGAgi4ME,1u) 6&570

C WHEalINT(EAT) 015710
CALL MAT1(W1E.SA.IRFAIRFA,1IY,4NTBA) 015720

C INT'iAsi7lT (EAT)9 U I*RFA' XlRW NEEt~DD INMXA UPDAiTE --- I 7753G
_ CALL. MAT3(IRFA9IROAGA9OA9PHI)___ 1.1157.0

C PMIGA(CA) (GAT) IRFA X IPFA 6!15750
CALL INTEG(IRFAFAPHI.INTG*,DCELTIM) 2115760

C PNIvEXP (VA) IRFA X IRFA 015770
C INTGAUINTEGRA, I EXP IFAI (GA) (001IGATTI (EXP(VAlT) I IRFAA IcF A 01578;

* ~~~~NOI~aNSAVI__________-150
NDIP1NSAV2 C1.9610
RETURPN____ 4____062a

* END 01530
*DECK DSCRTZ ___ ________054

SUSRCUTINE 0SCRTZ(Ww1..PmiP;*CYOSICZD9IifV9ELTI~i.,7CiSCY, 015852
I IRV .BCZIRHNPHIT,0ODSTDGT,OTVTSTIRFTICGTICTIR4T, 0156
IRTO ,'TGCX *ICBM) cis$?,

C THIS. ROUTINE DISCRTIZES A COMTNUOUS TIME LOG CCNTROLLER US:WG tisse;
C FIRST 6OE;~ APRROXIMATIONS TO THE REQUIRED INTEGgALS L15990
C AN3 FR^IOS AN EUIVALEJT DZSCgrTE TIME REPRESEN~TAT ION OF TOE TRUTH 015902
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7--

8^.Z.Aj (431109 N3) q10 Nom. (NC~f)9T ,NN:OM:y ND111HNC,,4

* 1 O 8(ND01 t'9S 01 ) 9GI K IMNO I I)CT (NO I P 9 OP1) t459
F FT INO: 4*NO:Ml9 B3T CNO-*M9NO 0),RTC (ND:PINa:M) 219

1 GCE(N3IM,NI?1)sRTfNDIM . NOIP) . -- . ---

REAL CO.41 (1) 9COMZ (1) C1538 C
CHARACTER M'SG*1 01999v
COMHCN/MAIN1/NOZMtNDINICONI012

COPIN/ANZ 0H 01621 "
COMMCN/PAIN../N9XHZvNOIm3 _______

CGP.P.CN/-INOU/KIN,'-KCUT,KiCOW,'CI ..-- - ~c12
Cloo. 4_064_4C ai: ~
CALL IOP4T(1RFM9W'4lCI) 016050
CALL eiAOOl CIRFH,*IRFH.HH1oFCPI1M,ELTi4qI 016:62

ifPM0I14mI+FC(DELTI'I) IST ORDER APPPCx( TO SiATE TRANS MATRIX OF CONT 016370
C CALCULATE GCX a-GCSTR____________ C68

* ~C RECALL T14AT GCSTR WlAS PASSED INTOc THIS ROUTINE IN 8TO 16C
CALL "SCALEIGCXBTDICBP,IRFP-,C1)al I

SCALL NSCALE(83CYO.*ECYIP&FHli;YOL~TH) 01613'
C SCYD OISCRETE TIME APPROX OF 3CY

CALL HSCALE(8CZDBCZ,IRFMIrFflnELTIP- 165
C SOZO DISCRETE TIME ArPPO0. 3F BCZ 01616:

S NSAV3uNOrf42 61617c
NDIM2*NOIM 016180
CALL HYINTG(PHit'rQTTDTDhpi?.1;GT,QT.FT,BT,IRFT,ICGT,ICT,CGT) 31.61911

* NDIHZSNSAV3 _____ 162
C "PHI T.O-TC8D -ARZ EQYV :SET IN EPFVSTA*TON0S CF TRUTH POOL 12
C MATRICES Gq.622;*

WPITE(KOUT,-)@ @ DIS230
- WRITE(KOUTif)* WAS THE VALUE ENTERED IN RT DURkING 'NPUT A CCHTINUCC161.
lUS TIME OR A DISCRETE TIME VALUE? ENTER A C FOR C0NTI'4UOUS ,A 01625c-
1 D FOR DISCRETE VALUE," 0162b:

1.2 .FO~MAT (All 012e
IF (#HSGEO*C#) TI'EN a .- 16293
CISI/OELTIM - . -063C:-

CALL MSCALE(QT0.T91RFTvIRNiTvC1) 016310
ELSE C1632L
CALL £UT(T7TIHR~ --.-.-

END IF Clb34;
C CRTD IS TME DISCRETE TIME APPROX CF RT CIE350

Cml2.40 . - -1'b63
CALL IONT(IRFToWH1,C1I cl C137 '

C Wml ------------G. . . ____ a I.1636Z

*DEC K OLOGRS C 4 6 0 C
ISUBACUTINE OLOGRSIGCA,GCY.pGC?,DCYSCZPPMIT,PHICRTD,GTOTD, - cl6e.12
1 *TODFM,8M,#2HGP,RN,MlGTOTFT9TRTI4TNX~,WUUC-CSTRvrI(FSSgYO* G16.2:
1 IRYIFLGCZWXUWM,WM2WUI3,WP4,MWMSPWVvWV2C143

OTHIS SUOROUTINE FORMATS THE SAMPLED DATA CONTROLLE__ IIKTO _THE FOCHAT 4.6&643
C REQUIREC BY T"E PERFCRpHANffE NAL-ySIS 'RWUTZNE 040645c
C THE FORMAT IS SPECIFIED IN4 THE CCPIIE-NT STATEMENTS INi THE CODE, AND Cib-b6.
C IN PORE DETAIL IN g. LLOYD S RA*STERS THESISt.8IAFIT. :1647L

REAL COHltl),COH2 (11 0*.80*S
REAL GCXINDIHNIIM),GCY(NOIPNkDIMI,GCZ(NDIM,NOIW), 016..92

ISCY(NONHMOIM)v SCZ(NOIMNDIr),P'41TIND1INOIMS, - OIESC
I PHI C 641 iM,NDOIMf,-kTO(NJOIMP' i P) ,'GTD tNDHM, NO! 0) , 116513

... 1TOIrIo:HNOIM).qTO(NDIHmNDII.,FM(NDIMNDIP), :16523
S1 BH(tNOIMhDlMlv OM(NOIM9NCIP)9GPgNDIMNOIMo), 016532

£ HV(EII.4ZNIJ '-- - 01654.
1 RH~hOIPHNOIN)MHM(NDIM "N 0 j.GT(NOIMNOIMJ, 01655
I L O :.4D":410 FTfp%3zM9NOIfPI, ST(NDIM0N 219 DI__.~..~-OEM~
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4 wj~ 65r t3:II GS Tz 04..! ,% :4 9 a d S .33 .q I l- ,

111 (0Em94 :4 q * (0149'0 . ) -9S W-4 (.4 :..

INTErsER ZgLGCZ J 16A 25

COF44CM /MAL 41/N0114,NO:MlCPf'16A.
- -COINCN /M4AINZ/COM2 65

CO94NC4/INCU/C IMICUTI(PUNCN __________ 0.6i~60

___CO'4MCN/AUN9/4S -- 0164.84
CON~/RNTN/RTI'4.DELIM 16693

1IRHT, IRQA 910 LOG 9IRH MvNU 40TS 31.671:
WRT(OUT,*l COLORED INPUT NOISE 4Y 0.4 N) o 016722
iEOiib,11i"LLesG 3.4- 067331
IHILD IR FM Po____________ _____0167443 -.. A
zIFk4-.-di*f~fGO 40 29 01675a1
CALL CNOISE (FM, GM,HM,3HM,IFMI;RNn4,ICGMPtC3mw.M1. m2, w'i 3.66

25 WRITl(KOUT9*)fENTE-R THE'TOTAL RUN TIME AND SAMPLE TIME2- J 16 72
Ii EA3 I(: no*3.:NTI E 3LTv

F~M T (Al 316 7,32
C CA**.ULATs! EQUIVALENT CISCQETE T.IpE VERSIONS OF, 3M--8POvG;--GIO:tI, _ 06300

CC'--.4, NDPHZ-4CTHC-STATE I~iNSITICN ,qIAT.;X FCR FM 01631.0

C -SINCE u4CR'(SPACt IS AT A PR401UP, T4E TRUTH 14AOOEL MATRICES 316830
CPNIT.STD#GT'39()TO,RTO WILL 3E USEC FCR THEIR CCNTiCLLiR 10DOE4 11p.
C COUNTER PAITS DURING THIS ROUTINE 9EFORE THE EAUIVALENT OISCIETE i16350
C TZIf TRUT4 MOCEL IS COMPUTED, AT THAT TIME THERE IS NO LONGEG ANY 31.6863
C N.EED F3R T4OS - CONrROLL001 MODEL -P ATRICE S14CE THE CCNTROLLEjR IS PUT - 16373
c . C 1.1 THE PxE!FCNAHNCE ANALYSIS FC4PAT.PHIC 3CY..... sCZ 06

C*...s*4.s~~e~..eS..*.06.$4......e4... ~*~ ~0 16891
Noms4V3'01M . . - - - 1640
CALL uliINM(HTT*T 9416 AP 9 C14 R~ CPra r~o OS2

C ,t3- IS USEd AS ObUlMiV 4Oi'SQACE P; CALL T23mYINTG a16333
NOIHqZsNSAV3 6-/a
CALL IONT(IlFWGTO~lsG3J)- - - -

WPITE('(OUT,*l 0ENTI-R A C IF THE _VALUED ENTERED INTO R4, IS A CONTIN016960
LUOUS TIME VALUE TO FORM T1HE BASIS OF A:4 APPROXIMATE DISCRETE TIME 316370
I ~R9,ENTER A 0 OTMERWI SE 2 G1669

IF (tSG1.EOICI) THENWH
C *R iiAYETRMO2M/APCTI~q~- ---. . . 017000

Clal/ELT:401732.3
. ..-.ELT - - - * ;- --- 01.7332CALL 4SCAL(RTGR .1149 N ,Cl -- 07

____ELSE 10.
C T4E VALU% IN RA zS DISCREtE IM AL;EADY 375

CAL- EQUATE(A.TDR',IR"MIkH') 01.7060
ENO IF 01737-0

.C SET UP A 9 S ,AND U FOR ODTCGN 01.7284
CALL ASU(GCZGCYPMICGX9gCYCZRKFSSWM,W24M3WM,4M5,g 0 17 393

I FM,8eqIHOCLO,1ISMWXXWUUgWXUPHITI 017102
C GCZ NOW C04ITAINS X, PHIC CONTAINS U,GCY CONTAINS S 171
C GcXSCZ,I!CYtRI(FSS WERE CU4MY WORK ARE-AS IN XSU 017120

CALL OOTCSoN.(PMI 1,WXXGCXGCZ,6TOPMIC,KFSS,3CY,6CZGCY,iUU, 017133
1GCSTR,1r4C0L0) a____ L?7140

IF(IlOLC*El*I-RFm) GO To 35 a1l53sa
ICHu IHOLD,1 __________ 11iG A,C

00 3; J*ICl-tI;FN 17IS
30*- GCSTRII,Jls3. 31?19J
35 CONTIIlUxE a017 200
CSCY,3CZGCYtPHIC,GCZ*GCXRCFSS ARE USED AS OUPMY "-30K SPACE Ik 00TC04 01721;

W'CTE('(aUT,*OO *0U ouS wis C CC.14P'JTi T4E KA .IAA FXLTZ4 GAI'4 0- PIC01722:
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'T(1 IET.Yus: * C SZCTIZ;,j -,.tT--- 4 C TO c:.'jrPTE --L773Z
1tNT - A P TO PICK( :T JTZCTLY3, 172.

IF (PSG .ED* C 9) TN C17?6:
CALL O'(T; (PHIT , 37,GTD, OTO GCX, T1M, GCY, GCZ, OhlC PKFSS 93CY 9eCZ. : 1 ?:

C17260
CdGCX",GCY9GCZ,8CZ.3Cy ARE USED AS OUPPY kqrOrK SPACE IN CALL TO C'(PTr 29

ELS ;~ 17;c:
CALL PKDIRC IGCX,PH!TGCYGCZ,91.93T0,PKFSS,I8N. 1RM, IRHMI 01731;

C GCXoGCY*GC2 ARE, GUM.11Y WORKSPACES IN CALL TO PgcoI;C 01732!
END IF 017330

C*****4*NM FOLL.OWING CACULATIOS, 8C~vGCY98CZ AkE DUMPY WORKSP01734:
C~CSUNTIL THEIRLAST USE WHEN THEY ARE SET MQAL TO THEIRF 74L35;

C*****
4
*INAL VALUES FOR PERFAL SUEFOUTINE' 017360

C-181.0 01737
CALL IONT(IRFNSCV9C1 _017360
CALL HATIqKFrS,HM,IRFH,IRpkIRFM,GrYI 517392

* ____C1s-lei 4__ ___17:60C

CALL MAOO(riIRFm9CY,GCYBCZ9C1) C70
C CZ z I-RICFSS(H'4 617*2C

wRITE(ICOUT,'I*OO YOU WISH TO CALCULATE THE SAMPLEO-OATA FILTEP P017istoC
IOLVS? Y OR N3, 017.50

R;AC('INiZP'SG 31__________- l7466
IF tHSG&EQ#Yl) TH4EN 1*7

- .CA6.L MATI(PNIT.8CZIRFMIRFPoIRPPHIrI G17 466;
WRITE (KOUT,*)PTHS EIGENVALUES THAT CORRESPOND TO THE SANFLED-OATAGI749.9

1. FILTER POLES ARE.... o0150
CALL HC-G(PIC.hV1,NV2,.*-Ftl,hM1l) 'w17SI'
ENDIF ______________________ 1752:

CALL MSCALE(8CY,GCSTR,Ic^ePI',1FHC1) 073
C 6CY~v-GCSTq Ica 1 x IQPH C1754:

IF (MSG2EO.@C) THEN 017550_
C ~F ORMULATE THE OPTIPAL CONTROL LAW FOR PE4FAL hi?

5 6
.,

CALL. iAT(E.-Y,8CZ,iCB.4,IRP,IrWP.GC.\I 217570f
C GCXu -GCSTRt!-;t(SS1-1.) ICap x ZFC' ITS$_____b5:

CALL KATI (aOYviFSS:C84q:RFP *I-'H109GCZ) 1117593
C GCZz -GCSTR(RKCFSS) ICB'I X _IRHN 16

IFLGCZzQ C 17610
____CALL 'AT1(OTDBCYvXV0fn, ;s,~MC~)1762t

CALL "AO01 11RPM, IFH,PHIT ,GCSTR,9CY ,CI) 0 17 64;-
C SCYS' PfiTdtOICTR3 1RFM X 1RFM 01765 u

-_WRITE [KOUT,*)' 0 0 1766:
WR-TE(1(OuT,9',*OoYOU WISH TC CALCUL.ATE THE- PCLES OF -THE CIPT1HAL21767C

1 LO SA4PLED-DATA CChTRCLLER? Y OR Ni 1?8
r3EA0('IN,1214SG W^1769:

'PIF (MSGEQfY@) THEN 1^1772:
Wqf TE(KOUT.,) I'THE .. IGENVA -LU .ES THAT ..CORFESPONO T% 'THE OLES OF THel771C

1E OPTIMAL LO CONTROLLER ARE........oo 3--1772:
CAL-L MLXGN(BCYq,-Vl.WviI;FP.PHIC) G17-3,;

_E40 IF C*1774
CA..L DIATIISC*,SC2,I *FM, m_4'VNm,PHlCI -- 177S3

C PHIC u(PHIT-!TO(GCSTR)(I-RKFSS(Hn)) 1RFM X IP'076
CALL nAT1(9CY,4FSSIrKFMIRPp4HM.6pCZ) 01777C

C CZ PIT- ETDIGCST))RFSS IRFP X IRt4M C1778;'
ELSE 07g

C FORMULATE THE SUSOPTINAL CONTRCL LAW USTR*-GCSTR(X AT TSUB I MINUS) ;17831
CALL EQUATE(GCXDCYICBP, IRFP) 01781

C GCXu-GCSTA ?C3m x IRFm C0I76ZL
CALL MAfi (P-41 T ,iCzIRFMI--FP.IRF4.GSTR) :17 !3a
C181.0 017864.)

19AL ATI tObGti,ZjRFmic-9m,IRFMqUc1I 017850
.WRITE(CUIq)' 017'61
WRTE(OUT9*)000 YOU WISH TO CALCULATE THE POLES OF TME OSTIMAOI?57:

1L LC SAPPLED DATA CCNTROLLER? It OR Nv' 0.17!12
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IF I MSG. El. Y To-rE- 7 z
CALL 1tAooi(IrRm, igi- eiz 7C ep o4ic,) c 17 ±:
Wh;ZT=I(oUT-p'I'TN -IG-tiLU-S T19AT CCFW.!:SmOfN TC TU1E PO.E:S CF TIS :17 92:

IOPT14A L LO CCt4TiiCZL- AZE. ... . I. W 1793.
*CALL 4EIGN IPHIC9 wy lb. , IPFpWMI) 3 74

ENO IF -.. ._ _- -~ .

CALi. 4qAOD1I:FMlqI-twMGCST-tECYPHICC13Cl)
~C P941Cm PI-IT(I-AacFS?(H..~t;BTD,GCS'Ti I1;'FM X IPFM OTT

CALL HAIPl9XSiPP1F90M9Z 017-98C
C BCZUPHiT(tKFSS) I-RF P x IRMO, 01799C

00 1"1 1u1,IRFM -O80

Do liisilqmm01631 c
101 _GCZ(Z.JlaO 018_2G

IFLGCZzL 4____330-

1END IF -- 0186'.u

9 00 102 lI NDIM 618.1__6a________ _

DO ±1T-jiTW-1 G1837.3
GCY(I,J)=Q 018080

13- CY ( 19-i1 018190
DC 107 1.019163 180

107 YDIia 0111

MSG= FPIC Vp,-Yt-g----L' DAT-hRLLR-S 016130
CALL MMATt0O(PIIC9iRFHPIRFI'I0,KINKOUTNOINI4I C161i.Z

WPITECKOUT,-)OD YO0 OIv ANT TC CALCULATE THE EIGENVALUES OF THE LOG 018160
1 CONTROLLER STATE TRANSITIONt HATRI1, PHIC? Y OR N3, 41817:
REAO(KII,2)HSG _____________________

IFY (-pSG.EO.Y)Tf TiJ olia19:
WRITEIKOUT,*10TE LIGENVALUSS OF THE LOG CCNTPLLE~i STATE TFAqSITICIS2C;

* ~ON !ATRIX AQE...... IL18210
____CALL NEIGNfPHICwv1,wv2,IrtPwN1) 01822'

FfSGOCZ FOL.LONS9 SCY909 0182&69ODCALL q,,AT:O (BCZ ,IMZf,CKNROGTDfNo M tIb 252
MSGs*GCX FOR ToIE SAIPPLEO DATA CONTROLLER ISO 0182L;

* AILqA-MT-t0CGt-xIC,97IRFhq, C. KINKOUTNDIHNDI1) 018270
IF ,(IPSGZ.E.o.Cf THEN 018280
NSGOfCZ FOR A COmPUTED KFSS 01829
ELSE U183C"
NSG-GCZ7FdiVICFSS P& KE0 DIRECTLY* 0183W
END IF ___01832&

CALLMAt-qZO4GCZIC 8-Mq.Z44IqC KNv KUTNDZNO zN9-b ) C1833:
*WRITE(KOUT,*)' GCY IS SET a 0'0134

C THIS IS A REGULATOR SO- Y-1- 1S AL-WAYS ZERO - -01635

NSAv3NDI'2 C5
NO6 IM isNO 6.4 C16370
CALL "YINTG(PIT,9OpT0TDRTCG,GTTFT,3TIRFT,ICGT.ICBTICGT) G1LOW

C -RtiD IS USdrr' AS 0U494 WORK SPACE IN CAL -TO PYINTG 01839;
NDI92vNSAV3- 1'O

0C41 T04TO ARE EJU-v. O"SCRETE mII 0ERSA0N FTRJHOL 081
C MATRICE __________________________C82

WR!TE(ICOUT9*)O PAS THE VALUE fNTERED IN RT DURING INPUT A CONTINUO01344C
IUS TIME 04A DISCRETE TIME vALUE? ENTER A C FOR CCNTINUOUS , A Cle45C
1 0 FOR DISCRETE V&LUE--

READ (KIN, 121MSG 0184.7:
12 FORNATIAt)se'e

IF (NSG*EO'C) THEN ~89
C121/ELTIM 85C
CALL 0SAL(T19,$11,C3- ISI
ELSE 01852C

-CALL lQUATE(PTO,ATqIRHT9I0MT1 018532
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C AL GTDGTO .TfIRFT,GTO&1j)
C GTzGT0z IC 1656:

PETu-k4 ciefs:
ENO _____ ______

*DECK DKFTR Liscila -

SU9RCUTINE- D~T(HP94q~DQ!tmt:t~imw3 0,trrKS, 4 18 z_22

C THIS ROUTINE CALCULATE -THE STEAD- STATE' WALMN' FILTER GAIN NATRIX418 5:
C FOR A SAMPLED ATA CONTROLLER ___1_____-6____

REAL PHidgiNorm,hDNH(OIO ; (Noits Not l') C1867L
I GHINDZMsWO41 40Wil No INDIO) qRMD(NOINcII) 1__ 018664:
1 fil(NDII,NOIM), WP3fNOIM,NDIlllq limsINOIM9 N09'eJ, Vi869:
IWNblNOIP9NOIMls RIFSS(NCIPI-OI!4),F2(NO11pNDIq) 8 18703
1 9HZ('4D.NII) ,PM(N0!NNOIPl , OlsYIc

1 6094 NO 14NOZ109 C fPIq(NOIMDI) IDMNI)9016721

____'AL CO1I1),COM2(l) - Ola7G
COdMHQ4 /MAI N/ND MvNOIMqI CClo C1S77c
COMMCCH IINOU/ (INICOUT.'CPUNCfq_______ a7
COMCN RTI,/ RNTINZ*DEi2TIM 61879Q~
C 0 C~4'C N /PA I- /N 0 1 2, NO I M3 c La soC-
COMrCN/AUe7/ISG 01610
COMMC /MIIN2/ COM2 015122

COlMON /KAIN6/lCET.ICapq, C A.±tCGA.ICG41,ICGT-.ZCOA,I-RFA,!F ZFNI cT, C16!33
I IRHT.IR0A9IO9LGfIRM'qNUMTS _61ask:

CHARACTER HSG1 1,'ISG'6O C016!56
C DE-LETE OETER41ISTIC STATES AS IN THE GONT:NUOUS TINE CASE cO166

WRITEIKOUTip)OIF YOL PLAN TC LIE THE 001LE AND STEIN TECHNIQUE FOrG186473
1 THIS RUN YOU NAY WISH To NCOIFY THE VALUE OF NUNOTS, THE NUM3ER 0C1886c
IF OETE~iMIN S T:.C ..STATES. -00 YCU WANT TO CHANGE NUvOTS? Y -OR N)G616e903

-~READ 10(1i111SG1 _______oac

NUISAVaNUHDTS 01691 c
IF PSGI.EO*Yg) THEMN1-UN,082
W0QITE(ICOUt,*) ENTER THfE NEW VALUE OF HUMOTS FORTISAh 018930

-READO(KIN9*1 4UMDTS 19.
END IF 016956

ITU UT**OTS.1 '9U4T 4______________ ___1896.

_IRFZUIRFN-NU'IDTS 01398c
* _IF(NIPOTS.EO.')_*4N66

C _STORE SYSTEM MODEL IN INTERMEDIATE MATRICES CGIPT~L _19__

C WITH THOSE BELOW. WHEN THER ARE DETERMINISIC STATES REMOVED C1901
CALL £O'JATEIF2q0HIHIRF2,IRF2) O i% 3
CALL EQUATEfw4I9GmO9Ir0F2*.ZRP2)---------

___CALL EQUATE (H2qMM,IRH,1,IRF2) - 01#'.
CALL ErPJATE(WiA5qSmOIQF29ICeMSI)1,!~

* CALL OUTbNO0,R2R2- C96:
LSE_ - L9170

C DELETE THE DETERMINISTIC STATES FCR4 THE MODEL USED TO FORM _ C98
C THE STEADY STATE KALMAIJ FILTER GAIN MATRIX 019090'

DC 2112 1*IOS*I'.FP, 6191301

II a. WUNOTS01911 C
00 2112 J=IDS9IRFP 01912,11
Urn J-N UHOTS 61913C

2112 wm.(IlojjlaFmigIj1 ________ 019W1.
00 2113 InaiDHH11s
DO 2113 JaIDSZRtFp 01916:
JJu J-NU4OTS 0191? 0

2113 H2(IJJUwbe(I ,j) ________ 0191&Z

C FORM9 920 620 id-w 01919C
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Il!-N4U-OTS SZ1

2115 WM,3(1I,J):Bp-(I,jI .93

II31I-NU".DTS C19250*
DC 2114 J*1,ICGi - -2b

*11 FORMAT(All.93
*NSAVUNOIM2 C1929C

NO NDM28 NO! m C193CC
COLL MYINTG(F2,WM2WN5W"qB'rnwP1,ONWM4,WM3 4 RF2DICGMLCMICGM) "19311.

* NDIM29NSA.V.- ;_____19,324i

END IF 619350
C CAL.CUi.ATE G40 (O*401 GMDT 019361

CALL iNAT3(1I 72,1IRF2,WM1i,WM2,0KPSSI C 19375
CNKFSS IS CUM4Y WORK SPACE AT THIS POINT IN THE PROGRAm 13.

WRITE(eOUT61DO0 YOU-WISH *T6O!F IrTHE CMO MATRIX BY .T ME DOYLEr C193E--
I AND STZIN TECHNIGUE FOI CONITINUOUS TIME CONTROLLERS EXTENDED TO C 19A-0
i- THE DISCRETE TIME SYSTEMS,'- Y OFNo 191

S.READ (KI.4911JN4SGI 292
I i HSG. ) THfN 019463a
CALL OAS2(BNIZ4DSIDSIRKFSSWMICBnwiNIP2,hP6I ______09 .C

C--ETURNS-iOd1IFIE - QM VALUE TC!U V) IN rIROING FSS
END IF

C CACLT HKALMAN FTR FSC E.6THE= THE mOIFIED C19L40
C 040 OR THE UNMIODIFIED 040 E1948c
C--.-GO.I-S STORED IN ARFSS - -- Ci-19.

CALL TRANS2fIRHM.1RF2,H2*WM3) ___________ 195CO

DO4 1*1 I 2; tI 
04#q-

CALL KFLF0 ff~2 lR,F2'gWVKS,4WI49-W64wpowmc) 219!3]-
C bi6=PMSSWM CLOSED LOOP MEAS tfATRIX z 1954Z

C i *RKFSS WITHOUT T049 ZEROS FCO -F L t~~4 STATES
C NOW A00 THE ZEROS FOR THOSE STATES __________

1~(M~OTSEO.0TNEN- 09570
00 2029 lalolikFm C956L

2029 RKFSSfIJ)mWHjIIjl &______9____0;__

4 D0C 2119_Jul,IRN1 ____________a962w.

2118 RICVSS(IJlnz 6196469
00 2119 IsI0StlaFIC _ 0196sa
IlmI-NUPIOTS 096

214.9 RXFSS1t iszMtit il 01967;
ENO IF _.966;

dIiW IEOU H RCW MATRIX C1990
27 laws 219730

wS5TtA0Y STATE SAMPE0DATA1 KALMAN FILTER'G~ AR~ 111
CALL MNAT!O(RXFSSXRFM.ZRMNIC.KlkhKOUTNOlMNOIHI) 319724

* NU40TSut4UMSAV C . 19730
* FRETURN ______ ______ __ 197'.

END
0DECK 0&52 019760

SUIQCUTINE DAS2(am,0NO0-j,ICEp,W" 3,XRF',hm1R 1977i
REAL B~(4I,0Mp~t0N~~qV(kOINNOI"), ;19:80

1: W M3 4NDI Ht NOI M) We91(NOIPoNtDIN) 01979:
C THIS ROUTINE ALLOWS CMO TO BE POO'rFEO IN A "ANNE-R SIMILAR TO THE V)OC19ea0
C -YLF-Wd6TLX TECHkI0UtEF3 biSUI;U;US TIME S'VSTEKS. '196.3
C ONOMODuCOD #(SQ*SQltfeMgV)84T)*SA?4PLE TIM-- 019920
C WHERE SC IS A SCALAR DESIGN PAi;PmETER AHO V IS A POSITIVE DEFINITE 13c0

SYMMETV.IC NAT~ DESIGN PA;APETE, ASO S--- 3TC INFINITY IN THE CL'I;1g'.0
C NTINUOUS TIME CASE, 004USTNESS PAOFEP.TIES OF A FULL STATE FEEDBACK '.1965.
C CONTPOLLCO A3E 0C3VEEfn. !wIS SCUTINE ZS ESSED CN E. LLO1DS !1ASTEPSQ19!63
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C T4'-SrS 9.031, 1"IT LI

RIAL ^.'ML.1lqCUH2(t)

__COQIFCm /mAUN5/4SG 311942_
COmIVICHnat'zi 0!2 04.4933
CC-i'C? /INOUJ/'(N,K(CUT,I(PUNCH 31 1
WmTE(KOUTU3s0 195

I1 FO-ImhT CAI301
WRTE(KOUT,'I'THZS ROUTINEz OCOIFIES T42- VALUE CF OMO USED TO CALCU41.qTO

-- ILATE. THE ST7AOY STATE KALMAN FILTER GAIN* THE MCO1FICATIO4 PVVCj~01683
imNtdIs SIWILAR 10T THE DOYLE ANO STEIN TEC'HNIOUE FCR CONTI NucuS-TIM0 19990
IF SYSTEM4S. FOR A CO'IPLETE DE-SCRIPTION SEE E. LLOYDS MASTEqS THESI2jaj
IS. AFlTv 081, 8RIEFLY THE PCOIFICATION ATTEMPTS TO ENHANCE RO8UST-3ZOjIO
INESS OF TH 'E LOG CONTROLLER AKD IS (J*ODsG,*O(QCNOlG0T*SQ*S0)DELTit'2O0Z
I *i(3rV)3MT))se. TIE.LARGER TWE VALUE cPOSEN 6'O THE SCAL%; SO TWCZOJ30
I.E 1401E r-O9USTN!SS Q'CCoveRy (CC.MPAREO TO.FLLTT Fv-v--AC),. V "1723J44

v -. oSi ii A -POS:T'ZJE Ej tf-4 T-X9 4OCSZNG /x'& ACOS PSZUO-3NOISE EQUA32-3 51
_ ILLY To ALL CONTROL INPUTS,* 320C63

W.IT!(OUT1I)0 32W1u?
WRITE(KOUT99) ENTE.R I.- TZ _INPUT Sat~- TO 114;JT v , 3-- TC 020;8.1

1. CO"iPUTE 411~FIED 9, 4-- TO EXIT ROUTZNE.......NOTE 1 92 "UJST 3E 320392
____IACCCMPL:SNE 31FCRE ?, INC ! SEFORE 49 BUT TH1AT L.,293, CAN BE 02230C

I O~.EAdYNUMME CF TIMES BEFZRS USING'' 02,
s wel_ _ T(ICOUT 9 it)' - 320121.

a.wFITE(ICOUTq*)oENTR ZPTIC%3 02013-3
REAO(KICZ!0I, OPT --- - 20140
GOdd _TC' '( L,2 93,-4 1CPT 323150

I. I.RZTEKOUT,11)v ____ ___-_______ 02016.1
WeIT!(Kaurv,.l'ENUR So* 422L?c

REAGIKI~, 4 S O___ - - - -0201i2

GO TC S 0204.90
2 W01ZTEI'COUT 11) * 8 224 2

WRITI(iC0UTt'IOW IS :N':TZALIZED TO THE ZOExTITY iqATZIX UFON ENTY T020210
___10 THIS 0PTI:4o IF YOU DESIIE TO CHAMGE -V so.R2HEPSER IT M'UST 3E 02022:

ft ItZv E-Oz fEWINIT ..... F.4TEP THE r/O OPTION (I/C OPTIONS Aqf 2230
____I.Pi~TOAT THE 8 GIliI:NG OF THE PR._.GRAmsi ELS NTER A 020240

CALL IO4T(ICS.C6v.qL) ___320223

M0 M(IN ) 10 020273
IF (1o.EO1*a THEN ______020230

GO TO 5 02329dO

NSr,-THE CHOSEN V PATMIX :S- 323300
-- CALL MMATq3*vC3,IC3MIt,'c!N.,(3UTNOIM4,,.M) 320323

ENO If0 3M
GO T05 ____ ______ ___ 2 4

3MRITE(f'f0RUT,IL)** ii222350
CALL IIATi*(Vti.4l e CONa49IRF~oWM3) 020360
CALL 4AT18a~vWM39IRFnqICgmvIRFR~wn1) 020370
CluSCosa*OELZIm C- - 023 ?30

-- CALL MAOOL1RF zqfFMfaW 1;N3c 9 020 i90

m Su'4oIE a f'T x io* -- WV 020,*i
CALL 1N4ATIO(W3,IRF,Z,'trF,IC,XIN,K0UT,,40IP,NO1HI 020423
GO TC 5 Q20.*30

* CALL EQUAT!(ONO,Wr3I;FPM,1RFHI 020440
C 49-PLACE T4E VAftUE IN QPO WZTw CMOO 022450

____RETU'4 _________- .. 22'.63
isENO- 12G470

DEOCK OOTCO'4 32040
SU~kCUTIAO! OOTCNIPImtweo'.,ABMOUtbsfl2,PHZi3qo. 2r;.'
I XPRiMS,4UU9GCSTvrHOLCI - 02053-1l
REIL "341 (1vcOpZ tilt P"IfP(1d9K',OI4)q
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5.4 1 N3 vqN: ('9MqN )om

%,% *V~ CHAtmCTr~ fSG"6
CC-'11CN /MAIN1P.4O1M,KOIH1,CC~l1 C. Z 5 7.

- C0'IMC-4 /PIA1Nz/ C0192 .C1
COH4MCN '/M*AtNi/N-3IM2,NOiMq3- - -" zz9j

_ .CONHCb /IP.OU/KINhi(OUT*m(PUNCH oco
COI#PCN IRNTXM/ RNTIME90OELTIP ~ 61si
COHMCN /HA N6/ICS9T,!C'RMIeFA,.CA,1 cG'4,CGT.PICQAI;FA.IrFHIPFT9 W'20 623.
IRHT9IRAILG9R4p1,UPOTS 02063C

___CO"nCh /mAU'6.'HSG _ __020614

C TH41 SUiOU1liNECOMPUT*ES-TNES'TESOY STATE CPTlPA-LF-EEDBSACK GAI MATRIC2C05O
CX GCST49 B3ASED ON A -!EA UACRATC_ COSTCRTErIC% FOR A SANPLEO. .. 20660
C DATA CONTROLLER -- 20670
C SEE "AY!!cCM CHAP 14 FOP A DETAILED OISCUSSIOk CF ALGCRITHN AND a2ai8o
C EQUATIONS 020690

C 020720
CTRANSFOR5I sysTEACS3 kL-90.4._NRICCATI S;,LvErt OILL HAhOLfSNOTZdO a_2CT3-

CALL PRIMITld'2,U ,IC9GCSTP,3,l4OLOB'qo~wmqiPHIPQHPx PFRZH, GZC7j- A
I P41101 025753

C 020769
C WM~UI4ST026'Ita

CNw COMUI*TE P FROM RICCATI ECUATION 02c7s8
CALL HAT3gXHOD,IC9$q,BMOGCST:M,I~ -62;79 A
CALL DatIC(IHOLDPl'IPRNNH1.l)pFfIP.iXGCSTRI 5_0 Cz~.J A

dCrCSTkR CQNTAINS INtO -THAT IS NO't' USED 02egia
C X CONTAINS *KARIM* IRfM X I RFr M_ 12_02_ '
-TiiOW COMPUTE GUSTWIPP ___ 02V!3a

C1=2.0 6 206,6~
'- CALi7N"AT3AZ-CMXI..OLO,99eq,*X 9CtTR 00Sj AXC

CALL HIAOI(ICeM,9ICa3.4,UGCSTRgWh~l), _ 020e6C
TanL* GN(I CaP 9W1, GCS74iF1R 9 PT) 0266700~I XV mq.*EOICRM) THEN _________

PPINT *9 INVERSE QF U IN 0 7CCN NOT OFVUL~lAWKj RANK IS @9 62C 95
1MR RANK SHOULD BE %Iane I ___ ___ ___-~. Oro:

ENDIF 24~.910
CALL N4ATL.(GCSTRt,,.IIC1tCBPICLDWMl1) 02;92,,,

* ttAT(Wq1,XIC5M,IHOLO,2wCLO.GCSTR) 020 930G A
CALL MAT2(GCSTRPHIPRMICaPIOLIHC.DowrM) _____ 2094i0

_dWziCtt P R! Ma( (UcMD T (KPI M8MI RU IRI5OPR 1141P 01P4 14 in '5C ICBM x IRFH 020 'E.0
CALL MA01flCeH,!9tTfT.Hbi i 2,GCSTR,'C1I 0 20 97i- A

C GCSTR ICSHf X IcBp___ 020)933
I C 'i 259
M SGm6THE2 OPTIMqAL STVIOY STATE FEEDBACK GAIN MATRIX*GCSTR* 021300

R___ETURN _______ ___-___ZlC20

END 0213 30

SUBROUTINE PKOIRCW,P4IgWM:,W2,HnteMr?,FSSICB,±RFMXI4M,1 021350w
REAi. CO.II(119C0H211 0it NOIMNOIH). ____ _ 21:.6.

4~~~~~ iPP IOMNI),WP1(NoTMvNCV-l, 021373
I- 2 H(NDIll',NDIN1, BPIO(NOIMNOZP), RXFSS(NOIM*KOIP.) 3218c

CHARACTER HSG*6JvdSGl~1 C21393
COMM04 IMAIN1/NDIN9NO1,1C0OP1 .021100
COMMCH /HA1N2/vA0H2 02111*.*
COMPCN fIAUNS/ MSG 021129

COPl~. /NOi KN.KOUT,KPUN *02113
C AS IN_ MAYBECC, SECTICN 14.5, PRcFSSSPHIgiI(3p OIW *SC. SO IS A 0211..:
C tCA.A;-DESlGN PA'AHETE; AND W 1S AN4Y NONSZMGULAC M X M MATKIX9 02115
C MAYBECK SUGGESTS THAT WwIHHIPHIPI)B0qO)1 IS A POSSIBLE CHOICE* 021160
C THE PKFSS PICKED AS A RESULT OF THIS ALGORITHM FGRPS T04S BASIS C211?
C OF A SUB^PTIr.AL C 211TR6L-U7~-CT'((IM~J)'~l%
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I.E. GAjr4 0:0ECTLY( T&4AT :S WITH OUJT USE Cti5Fs : TH~E ;NAT;:x RCCA%212_:.
!I EQUATIONJ AS T-4E -4SIS Cc K9SS)I EouTON AS :N SrCTTON 44.S *MAYG'122-
IBEC'(. KFSS:Sl)*(P;Im)l9.14(W) WiHEZE T-hE SCALAk So ANDO T4=E 6AT-IX '.2123ti

ARE DESIGN PA;.AMETERS ... HE LipRE~ THE SO THE eOJRZ RoeUSTNESS ZlZi.1
I THE SUSSEOUENT CONTZ.OLLER WILL "AvEv NCTE THEAL! ARE NO STABILITA.2125:II..~ ~ ~' -- CLIM-OkT E SU6T:NG CCNTr-OLLER* SC BE SU.mE TO CHECK THE E~16
iGENvALUES OF THE SUBSEQUENT CGNTRCLLER.0 221273eT(~T12'*oia

12 FORMAT MA/) C2129:
WRITE(KOUT90)#THE CPTIOKS FC9 THIS ROUTINE_ ARE 1-3,CHOSE SO, 2-1, C:213C:

_ikCOSEW, _3-.@ COM~PTcANO CFINT RKFSS, - EXIT RCUTINE. .. .... O 121!1:
5 _ .WRITE (KOUT,12)* C 0 . . _ _ .__ - __--.21 32C

W~lTE(ICOUTv~f*ZN7EEROPTIO3l40 02133:
-~READO(KIN9.)1IOPT 02134;
Go TC li9293,idI1OPT 021353
GO TC a. C____ 2136_ a 3~

1 WRITE7(KOUTq12)# C2137
WRITE 'I ' OUT.') #ENTERA_ ALUE F.CR SO, -LARGER SO GIVE BETTER RCa'JSTNEC2138G

ISS3. C2139C
READ IKIN,)lSO C21'.Ot,
GO Td S 21410

2 WRI TE ('OUT 9121 9 21.2Z
WRITE(KdiJT.4)* iOU _wWNTTCPICRk H AA3TRARILY-ciR b6- y U* WAi4T W TOO2'.3 ?G
I BE HbftPMIMq)3M0 -NvaERSE AS IN' MAISECK SECTIGOl 116.5. NOTE THAT 0 21164.

IR~MUST BE ECUAL TfO IC-0 SINCE W MUST E IC3H4 X IC84. ENTE;, 02145C-
I A1 A FOR_*RBITRARV9 N4 OTIW!EWISE3- 0219.66
RkAOOCIh,11)NSGl C- 21.67:

11 FCRIOAT (All _________________ 021 As

IF(S±.EOf7#) THEN CZ1Fh9C
_WRITEfK2UTq**@ENTER I/0 OPTICt. FOP w(S--EINPUTROUTINE FOP EXPLANRO121SC:
ITION.OF I?.0UT_ OPTIONS 1.2q3.,S,6)3,f 02151

REAO(KIN*)IO 921521.

- sGx'AR9IT6A0Y w aqX 021!31
__CALLNflATIO(WICB~t,DICSMZcC~NIOUTNO~lNOIMI a 215

EL SE __ S22155.

IF (IC;8i.NkE.IRHMm) THEN217

1 CALCUJLATINEG N9 ICBM#,PICBMoo IRHPa # IZPHMq *0021.59
GO TC 5_________________ C2_________ _2

EiNd io 2L61:
CALL EQUATE IWM.!HPIft,IRPFNZRFP) -~--021623

C GMINV DESTROYS THE CALLING ARRAY C21634
IfTal 021640
CALL GMZ'4V(IRFH, IRPM,WNi,-WN2,PR,'kTI 021650
CALL MAT1(MHI,~l2,IRMflRF"91KP.WPI) C____ ____ 21660.
CAL- qAt i(w' 1, ah1O,Zq94m:,IF-ICveg 03216?C
CALL CNIq1S~w2wMT 21680
ENO IF 02169,
Go TC 5 02170;

3 WRITEIKOUT91Z) - 021713
C__CA.CULATE RICFSS 02172;

.-CALL £OQUAT(WM,"iMi,'IRFP.!PPMN - - 2173:
C GINw DESTROYS CALLING ARRAY C217.

CALL GM: MV(IF F N*IF F4 w~l 9WHMR qRT) 0217652
CALL MATZ fWN2via.4D sIRFM*IRFM qIClHjM) G21??;
-CALL MAT1(W9I1,WIRFqICBN.ICePWM2) __ -020G.'

*.CALL q SCAE(FSS,wH2,IqFP,IHPP,SC) C-2179:
1025 ;21342
t4SG.RQKFSS, PICKEO DIR.ECTLY ISO 0218110
CALL MMATI~R~ . 1 94Ihv CUptp oOt o) -1. 02152.
GO 6 6 TC 5 021853C
aETURN -
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PH'.) .2:. s

C THJS St:4-Ulc C34;UTES THE~ :94cD QUA%TTES WEEE *HN USiNG 021 Sr
C ~ ~ ~ % K!ZNht IC T SivQwITI4 tN ZEFO CqOSS COST WE:GHT'NG

C M4ATRIX wAU :2191:
*REAL WMI4OINII,GCST~ihCIPbO!,SNOI~ g,,IM401M), 29.

11'0~( OharV4,6NOJwit if h0I sap 0 14flR(U iolp,ri afo., 9 31930
A I XI4C4,NOIH3,eXPRI~(NOInNOlP,,wH!H(NozMogao:w) 021340

REAL CONI (I19 C042 11) 02195C
COMMtCN /P1AP41/ t&DINN!uIlCcIl _________ 22146
co'i'eN 1n"4iZiCaeqz - 021972
CC'PWC*4 /IKOU/KIKKOUTK0UNCH -. . . . . . __ C2198C

C NHOPUTrE kPAZP, "PH:-P*.1 021990
CALL EQUATE (WF029U.ZCBMvXC9M) __022380

CGrMINV DESIRIYS THE CALLING ARRIAY- 022010
'A M~sI -022020

CA LG'qNv(acqm,:CsH h2,fci cHH 022a30
C GCSTR Ul :I C!M x ICBMON;1

CA -IWT.(GCS TA ,S4I4i3F,02 022;50
Cwm2u _UISI) ICBM x IRFM 02206C

CA66 HAT2(8'4OWMN2,Ir-FM,'IC8N,'IfFMvhN) :22!73
C13-1.3 222;82
CALL 44AD-O1.IIRFHIRFqPHInNP,PHIRgC1) G 22- 9 -r

C PHIPPMz P411-90(UI)ST IRFP0 X IQVN 022 4-0C
C640fi- -A1(.Q pit;RF. ic amIf-Fi.wpd ) C22110

CALL qAOD1(IRFM,IP~qXNM1.XPPIPC13 C22123
tC'Y~Ifpu -S(U?) ST IF PP023
C 0 22 * 0

ThETIJN cz2Isc-
EN L .~22160

DECK FOS MI2T;
SU3RCUTIN! RGS(GCSTR.RKFSSGC 19GCYGCZBiCY9flCZ.FCYD. 02218i
1NMI, VW29WH3H1. %MaokmhH.H9qwH10-WV1 qWV2 9 022190

W I h*a,,p atI.HN, lEq W, FT,E TGT.T.TRT 0222023
I FHEl4,pGMH1,ON,9RMAOPOmXaSFUU*WXUVA,8AGACAGUA, C 2221Z

N 1INA4,FXARAP).VAGCZA,!RYIFLGCZIFLGS0, MM22
ImUp0HAXqPUM:N9 PICTAXPKTMI,-OMUAXNhUMIthMXAMAX.NXANIN, 02223""
~PUOLTPU#Our,~)Tk''.WI. : .22243
oCEAL- C041t1),cOH2 (1 022250

C C222b0
6-V4fSU5OUTINE SET 1UU~bC ZED CFNTII4UOUSO-b A 022270
C SA'IPLEC DATA LaG CONTROLLER BASED CM USERS REQUEST, EACH C2228C
C CONTROLLER IS PUT INTO THE 04CFER FORMAT FO THE PEG-FORMANCE 022290
C ANALYSIS SUSP.OUTINE9 PECrFAL. 02230 C

02231C
CHARACTE; HSG*6C ____ 2232f0

A- -EAI7T t( Ofik, b!F)-3T WZ~ GT (O:.NOI, P$ i 2 33'
I my HI "IMN!41O l ,fIO fhINDmqh~lqFM(NItqsOIml, 02231.
I8IB(%CINGIK)qGY I NOIM9NCIP) XC(NDIP3l 9 2235r0
HINCzNNIN)904 INOIM9NOIl'19PC4NOINNOIM)9 022360

Le-IQNINOI )R ,W2(ON,(NOIPNI, C22373

1 WMI INOLMeNDO1091-M2 INdfIM9NIfIhqm3(NOI'4NOIm)q %22
INM INO1INOZINM 4N01MPIIOZH),Mm(NOINqPNOIM),p U22413
4wm? MO!',ONOIN19WHOe (HOINNOT~lIwM9(NO!NqmOIpl, 0221*20

* *~. IWiu Ir-4DI~tIi4NWANOIP2.I-0INZ),Wflh(NDIP2,NO!P!2), 02243'
1WHC,ezHl2,NHO:2hwHD0NDINq2,t4oM2,9WnE(NoxM,N!M2u, C___ 022.116

'A. 1MAA1N0192) qGCAX~eNI9 fGCZINDIP.9NOZH)0 C221673

022803

222
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I Pwv K NOIP PUP, A XOIq~ N0M CC O!mqNlz22S 3:

___IGCY f NO I #9I,ON IFC I NC 1.4 kOI) Z 22 56.
INTEGgR IFLGCZvIR.Y a 22 =7 :
REAL PU(NO-4) a zi5E~

* r.~4aqci /RNTI"/ RNIIME,OELTII' 2 9;
COMMON /MAINZi'COMZ C22600
CONPCN /NAIkI/NOIM~tOIMl;CC1 ('2262.3

- COMC4 /' ?NOU/ KIN~cIIOUTKPUICI-l 022e20
cbOmC;4-MgAI%/mOIp2*NDI 3 023
COMMON /MAuqg/ WISG a 22 61
COMMC14 /"AING#/ I COTsICBMH.ICP*,9ICGA 9ICGH I CGTt ICOAvIRFA 9IRI, IRFT, 022650

I IHIqOI0LOG,#II,~.UOTS022b60
C~C2267C

___WRITE(KOUT,0 'NTER A C FOR CCNT!NUOUS TIFE LOG CCNTkOLLE;P AND A C22te:
-fU-FCRAASA40LEO DATA LOGCCRCLTEr3, -602254-

READ (iIN129E%0829331 - SG ____0227.

IF (PPSGE*#Cf THEN 022713
IFLGSO.Q 022723
CALL C QRI~TIAOBIiF.tRCCCCv^YE~Fp~ 022732%

1 ~pQ,1FTTGTCT,~,HT _________ 227.C
likY, FLGC Z , QM~. ,WZ-kq3 02j'G2753
I - POGmg,,4om5,wmSI wV,V2,olbUUWXXXOtgXUWMWt8) :2276C
IF (IO.EO3lTMHEN 02277w3
GO TO Z933 0 22713
END IF 02279.
CALM. FPRAUG(OTRtT.FI.BTGC2HTGCXhBCZFCGCT,3CV.GTXO.POFA,8A, 0228C.'

1 MOAAPXA,6S.P'CVAGC2AIPYIPLGCZIFLGSO) ---- 022!23
WRITUtKDUT,)* GUM283
WFIMEKOUIT.-1'03 YOU I-ISM _TC CALCULATE THrE IGENVALUESCF TwE CLOSQ22~kq

IED-LC3P F MAT;IX? If OR 0,. 0 223S'

-i.EAD (I Nt 12 )MSG ___________0226

SeI MS G 04.# 2Y) T M N -- 02297?
-- NSAV~aN'JIm 02248C

NoZms'401H2z 02289C
NOIM1zNII92#1 S22900
WRZTE(KOUT,*1) 'H( iGENVLUtEs O0F THE' CLOSED -LOOP -F MATRIX 'ARE...'#022910

3"1 CALL "EIGN(FA9WV3,W44vIRFAqWrAl C229211
NOINUNSAVI 6i-s6
NDXMISPNDI141 _______ -022940a

END IF 022950
___CALL 4Y.IhTG(WA8,WmC,W.EGAOA,FA,AIFAI^GAIRYolr.AI 022961

%ELSE 222973
C SOME SA4PLED DATA CONTROLLER IS WA4TED :2298i

I FL OS O~ 02299!
-WFITE(KOUT9*1'DO VOL' WISH TC PERELY DISCRETIZE THE CHYNINUGUS TvUE023000

I COTROLER9 Y OR NJC2;1
READ (KlI4,129ENOu2933lfSG w23j2;

IF (PSG*EfV2.Y $THEN023C
hRPITEKOUT ,)l*4****NCTc T0AT WHEN -NTER:ItiG T#4E TIME INCREMENT 3 23 '4t

1 IN THE CONTINUOUS TIE COwfTPOL!R SET UP. REPEPSER IT WILL BEC0123050
IME THE SAM4PLE TIME F0q THE DISCRETIZED CONTRCLLER40440 * 23:b3

CALL CLOIGRS(GCSTP.,Ft',SMRKFSSHMGCAGCwYGCZ,^OY BCZFCPYD, 023C~ow

I qmlpg,~F7T 9S 9TGTT 06T, IRV 9FLOCZ9i4M1,vWM2 9W03 qPOGM 61923080
1 WN".WqS4WM6WVIMV2,WUUWXXXOWXU94T,WM8) t 23392

____ F£I.OG.)!EN...~___ G2310-3

-GO TC 2933 023110
END IF 023123
Ci.& OSZ^iTZ(WM1,~m2,4M3,WM1.,IFFN.0E&.TIMFC, 8CYIAYBtCZIqNM, 02313*

___1WN4 , 6,GCSTr%,GT OT,!2.! IF~IGqTRTRFS=,C 02314.0
I Icar) 023150

223
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n ~ ~ L(NiZ3 ! T : -IGC.t ST.

* ~ ~ ~ 40 IF ! Nri.3.6) T ' C32

kH=ITE(I(OUT,*) #THE EIGENVALUES Cc THE STLTE TRANSITI0N, MATRIX FC TC23213
IHE OISG~ETIZS-O CONTR~OLLER AAE...- C2322.
CALL MEIGkfwm2,Wwv1,VZsIRFeCV) 023232
ENO _IF 02324,

'C 'dFSS, IN PVKECEOINiG CA6.a.STATEMqK AE MERELY OUMMY NORI( SPACES 023?50
C SCSTO CCNTAINS BCZO UPON RETUFN FRCP DSCATZ 023263

CALL FRHMAUGtWq,RICPSS,HWg ,GCSTR,6CZ,HT,GCXUM,4fi2,G9CYtM3,wfolXCI023Z70
Fog P3A. A,GA CA GUA 9CYFC gaI.AbM89 ftMCvW9WHOEHE ,F 9MAA*PXARAO 02328aL

1 PXV-A76CZAqI-Y,:'FLGCZ.:FGSC) 023293
-ELSE 02330.'
IFLGCZmQ 023310

__.ALL OLQGRS(GCX,GCYGCZ.8C.Y.ECZWP3,FCoWN2.WM5WM41WwbFM8M,, C23322
I 1 NGN9-aNHHGTlTFTBT*.THT*WgX ,hUU,6CST orKFSS*YOp 02333C
1 IRYIFLGCZiPWXUvWP-6WK7,phgqa. 9WMI.WV3,WVZ) 0 233A.:

CALL FR AUG(E41.9dP2,W43,WI...GCZ,HrGCX.8CZ,FC,GCI ,BClMM5qxO, 02335-1
1 P3,FA,eIA,GACA,GUA,RKFSS,GCTroWAHN8,.,,4CpwNO~qWPEgWmFMXA,PXA, 02336 '.
1 APXVAGCZAsiYPIFG ZLFLGSO) 2233?w

C RKFSS9GCSTRARE OUMMY WORK SPACE IN CALL TO FRMAUG - 2338:
END IF -~023390

NSA~l1u4' C 23-0.
NSAVZ=NO1MI .23416

NOIMSmNOIF2+ ; ~ - 23,620

C___ALL EQUATE~wC8.~AIY C23A.4:
___CA6L NAT1(GAqQA*IRFA*IRA9RAW4E) -~023i*6t.

CdALL NlATi.WMEGAIRFA,IROAIFFAWMB) C23i*?C
--. NOImuNSAVI 62346IO

NOIN1UNSAV2 0231*9
V C NOTE PC ANC 3CY IN CALL TO FqMUG _ARE_ OU9MY bOQ4KSPaCES C23500

ENO IF .C235le
RE TURN 1.23523

2933 losi 02353-.
__________ F__r^______A_)_ 3540

DEKXSU ___023i63

SU9R~JTI k XS-xSUHj-;,6i OPHI f .. TPII, 0mj,9qj, 037
1 TE4P, TEMPI ,TEMP2,,MtMIRFFCMvWXX WUU 9NUPM;T) 023580

c THS OUIE O 0UE KSAN T TI'E-SUB-I FOR USE I4THE - t23590
*C SAMPLEC DATA CONTROLLEROETERMItiISTIC GAIN CALCULATICH. __20360

C- TMIS RCUTINt 'Apo~taxMATES THE INTEGRALSREOUIRED (SEE HAYBECK, GZSEI236C
*C EOIJATICNS 1'..25 13Y TREATING TIME VAYZNG ENT:T:fS INM TH4E 023622

C INTEG-.NOS AS dOt4STiNtS CUER SClE SUBIN.T--:VAL OF THE SAMPLE TIME G'2363.-
C THAT IS CHOSEN SY THE USER ___ 02364:

REAL X i NO'14, NO 1)k F.S Ni --0fNOI7R-1 ,U W~iO I q-, X -2355-
__ PHIJC(NOIHNOIM ),8Jic(N Dkop, nO tho0img(ooi pOI) 021111c
IINTPII (NDOHNOIHq),PH:JNIP,NOAiM3,SJINIMNIPI), C23673
__ LEP INCIMNOIM),1EMP*(NIMkOI),TEMP2tNIN0ZPw) a?3es3
IFfl(NDIM9NWJI0'h9M (h0TMNDI,,,,IXXfNDIP.,NOI"),p C2359:
IWUU (NOIPKOIM),WXU(NOZM.NgIPHPITNormNoriM -- 0237C a

PEA.. CmII.OZ1 23 7 05
-CMARACTER MSG*6; 0237 2(-

CCM11ON /rA2N1./NDlMqNOIMl$CCp1 02373C
COMN44CN/IIAIN2MOM12 C 23716'
COmmcN /1NOU/ ICKi9kouT,l(PLNcI4 023750

____COMMON IRNTN4/ RNTI'IE,DELTIP ________02376C

ICONNCN /MAJJ?45/ MSG 023 77 0
IZIT=C027
00 762 IJ~31,1U0G 023790

C _GIVE USER UP TO 1;'t CHANCES IC CHOOSE DIFFEP.ENT SUeINTERAL LENGTH 023800
IF(IZIT.C0.1) T4EN 023!1:
WPITE('(3UT*12)0 0 o2312:

224



V. 7 * , ,~.77-7-7

W* rTE(V2UT. 9* #J:) U it.3H TC ;-rC3MP'JT-- x. SUp .SE:) C , i C:FE2E .T* 23 3

m. r.A (; 4 911 '13 G C23t5Z
L. FORM. T (.I

12 FCRIAT(.1c 231;7c
- IF ( PISGE. AT HE 14 02! 8C

RSETU CN 62359
__ENO IF G239;3

ENO IF G23912
IZITsI G23921
WRaTEg'OUG4) 'EhfER TUE NUJ8el. OFSUB..FNTE VL TOU t NIE APPR002393,F

1XI'WATIONS OF 1INTEGRALS 16ECCEC TO CALCULATE X9 S, AND U (SUGGEST _ '2394i
I OR ?ORE )3.0 023950

READ ((iN,.) INTVAL 036
jNOW NTAL.ZE VA.RZASLES CEOUIREC IN CALCULATiCNS C 2397".

I -CIXIOC 0239,31
CALL IONT(IZFM,001J0,ril --- 0239941

V iL, I___________ ___,____ G241:

CALIONT(rCS9lUvC1J 0242.
00 13 Iz1,IRFr' C2Z.30

03 13 J'1,1Cs9'q 0 2..2'.a.
BJO (.@J) X. 024.05

13 S CI pj 10 a___ 0'. 3 64

C PHIqINTPHI ARE APPRCYIMATEO BY TAK(ING AVERAGE OF VALUES AT THE GZi.38&
C BEGINNING qZNO AND 8 POINTS IN ToE MIDDL.E OF EACH SUBINTERVAL 021.090
C THIS fNegNS 9 SUi3 SUB INTERVAL PCZNTS TO BE CALCULATED. HOWEVER, 0 410:G

CNLY 1 CA'LL TO INTEG;ATE ~OTI EUROSINCE FM IS A CONSTANT 2.±

OEL,"o
-. SU9INTmOELTlm/(;#4INTVALJ C24.140

0O 23 JulINTVAL 021.150
slyC COMPUTE P4IJ Si AND THEN UPDATE PHIJCtfiJO 0 2416!

c FCR EACH SUOIN.TEP.v&L 324170

Co381.2 L2,6 C242.gC

- ELaCEL+SUBINT 024.2OC
CALL OSCAT(IRFNFM,OC PHAI, TP:I -J 021*210
CALL MADO1 (IRFN9 IFM9 PUIJC qP14 11TEr"Pv~ 1 02,622i

CALL tQUATIJETENJ~TPIRP.RFP) 024.239

CALL NATlIMTi7WWPI~Tii 021.250
CALL NAUOI(ZRFNICiaJOTgEPliTENPCLI 024.260
CALL EOULTEX(9jO,TSPIRFHICE,') 02.270

C BJOmBJ3 I14T I I M a024283
371- CONTINUE 024.290
C NOW CALCULATE SJ PIIJ 013

alv. 3216313
CALL NSCALE(OIJPNZJ3,IP.pFFPI) C . - 24.320
CALL NsCALEv(5J~aJOvIRFNICBP9C13 024.334

C SJo Pi _NOW AVAILABLE FOQ THIS SUBINTERVAL 021*343
c 'RESET Pla941,C92J0.3

* *,.CALLEQUATE(P6IIJO9PHIIZFMIPFMl ____21636 3
CALL EOAEBOT1P:IF,_riG216M?

**C NO^ UPDATE XSU FO( THIS SUSINTERVAL 324383
*C XaSUol OF IPN4IJT*,4XX*PNI1J*(DELTIP/INTVAL)I POR ALL Jx 02439:

C *SuSUH CF ((PI-IJT~wXX*9J.PHIJThXUI0(Ei.TIhINTVAL1) 424.1,43
* * CALL HAT.A(0I4IJWXXIRFPnIFPIRFMTEMP) 024141

C TEPu PMIJT * udXX ______:244623

CALL 4ATI (TE4PqPHIJ.jF__~, I' ,i lRP'TEPL 02.. l3~)
CALL MAI1(TEH"PSJIRFHIRFM.ICN,TE.2) 024.66Z
C1AnOELTI'1/I4TVAL 04S

CALL -E'UATE(X, TIP.IqFMIFI-) ^021.41
___C X 1S NCW UPOZTEO FORT'41S sue-sue INT! RVAL C 24. 80

225
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CALL AA- -m.jh~ -FP -Pg~roI'P1

*.CAI. 11A31. 14cm ,:C3%. T!_F2 IP04 T5MP.% 3 2
CALL& E40AT(S,94T~.C9:F-T'OTC5 'I*. 0 2- 53 C.L 2Z

C S UPDATE Foz T41 S SUE-SUS : NTZE AL NOW' C0PPETE _

C.. sMOFIfJ#X*fJW+3J4WUkXT 3)*DETI/lTAL) FCR ALL JI(Z2-056C:

CALL MAT3AI;CNqI.F498J9WXXTEfqP) 2.8
CALL NAOO±(ZCBN.ZCaM9.EPtWLUTE4P,Cl..-.-02.9
CALL MATI.AI9jWXUIC9I~vRgMIC!",TEMPI __ ___._2

CALL MAO0IIC3491CSXTE1P1,1Et0,T -tOP2,1 21I1
CALL mAT4A(wxuvajIc3m.IR.FNIC8H.qTEHPj 4.2
CALL P'AOO(IC3H.CBNTEMP2,TEMOP,TEM4P1,C1) 024.632
CALL HADO'-(IZL'NIC8N.Uo 7E"P,! EP.oC1A -02464C

CALEQUATE (U. TkP, ICBM 9I8I) 024650
C U UPOATS F04 THIS SUS-SUB INTERVAL NO% COMPLETE020
23 CONTINUE 04

leCas 021.682
M s dG IfT II -is C2'69t-
CALL 14AI(*RP9RM10KNKU#om~r4 D24.7Cw

L~.MSGm0U(TI) IS 0 G2467IG
___CALL. MlATI0(UIC.,I!CH.I,'cKCKUTNOIMtNorI________ C24.72

CALL NflATIO)(SIRFK.,ICBmZC.KN,I(OUT,.NOIN,I1IM 42474.C
782 CONTINUE 024.750

RETURN_____021. 6M

ENO.T~4 0247.78

01OIIST'OIMN'OIM,NHI'(4OHNb IN,aIq)93oZNO OONOlp,~'o MNnlMq,,C2.79
1GII(NDZH.NOIM):CONI(l1)WM1(NOZMNOIItWNZINOINNDO),M3NOIMNOI)2.500

2 -COMMCNlINCUfCINICCUT9KPUNCH_ 02~821
25 FORftATI II C24963.

___ RITEteCOUT941IST OF ZNC ORDER SHAPING FILTER (1 OR Z)3, 021.61*0
F.EA(ItN25)ISIZE 020-650

C CALCULATE Tml DIMENSICN OF THEAUGMENTED SYSTEM-

IFIISIZE.NC.130 TO _C 02488C~

60 TO 24 4___________ ___ z.24

*20 CONTINUE__ 024.92:'
RETURN C21-93a
ENO 62494CC
SUBROUTINE Foqo!R (R. D9mGMloP.4pPFPOIRMP.XCIP ICGM.IRFSHU) 024.953 A
DIMENSZ Fl.(tOmNOrl ),ge(NOININ)GM(NO1INMIp).OM('4DIZqNOIN.),02.q6C

COMMC4/MAINl,"4OIM.NII:1.CON1. 021696C.
co'4fpc4/MAINZ/COH2 021.99,^

* . _____ CMMCr4/INCU/'INgKC UTp gcpUN CH__ - 025 JGC
CONMCN/MAUNS/MSG 05~1~
REAL. ENTRI ,!NTRYl ~2 5 .2".
CHAiACTER MSG*64 225 Jl3

C - ZERO OUT BOTTOM PAPTITIONS OF-GM,93MGn a25C.

I&SaIGN.102546:
*IC GSuICGM* ICSM 0253~72

CALL ZPARTfFM(FS~l),ICSN,IRFS2 --. __ 0 29, 36
%CALL ZPAR T (91 (IFS 911,Ica9icePy 02529

- C CAL ZPAmT(GM(lFS,1) 9,CgMoICGSI 025 WC
CALL ZPART1W4(j,!FS3.ZUMICG~l £25113

-CALL ZPART 404 1IGS,91 Io c H, IeGS) 02! 120
CALL ZPARTflH(l9IGS)IlCGM9IC9M) a25 13:1

:-~:.:CALL ?PAiT(HU9IC8P9:CM)

226
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Fr e 6. .S. i. w a ;rm .777,77--W

C 3 ES S14C;N J 54J i 'J. P.'T EA~ ACW 7T) ~-

W= ..ITE cKUT9 4) FIL TE: OESI Si slF
W~jTxfKOUT9*)l3NPUT IPTICKSt (1) ENTXE A ANt) 3,524S

1(1 ENTER Q, (3) G1. TC ,iEXT FTLT-r CoP EXIT IF 00fE' :2519:
00 1; ZTzi,5:4,5&

27 -FO#.IAT4I1I- .-.- - - :2521
-~~ WP.ITE1ICOUT,-) #OFT :ON)................-. .- C2522C

REAOI'CIN,27)IOPT 02523L

GO TO 4192, 3)!OPT £ 025.

MUQF(IFF ENT.%Y-ENTKY1 02527C
F(lIRFP.IF ), 1I0Fh+IFllx-l*-ENTRYl __ _ 02528
607TC 93 - - -- !.- ---C25SC

2__WRITE(KOUT*)SENTEIR 6 2530 C
READ WIN9*1ENTRY C 2531^.

* O~~m((XGf.IF),EICGlw+IFl)wENTQV ___ 25__ 23 ZC
Go TC9 q. -25330

9c C04ITINUE 6.--.- . -. 25340
3 CONTINUE C-25 350
so CCONTI1NUE C 25 3E 0
C CALCULATE 8M*b4U AND OUT IN UPOER RIG14T PARTITION OF Fm C2537C

CALL 4AT1LBMHUX;FP,:C3HIC8PI*.M11,IFSJ,____ 025350
C INf~SERT-§ it.-TO UPPER '1IGHT 'PA67ITION OF GM, OUXI-- -- 025390

C4LL EQUATE(G#*(1,IGS3,8PI1RF~,!C3P) G251. 0C
C PUT AN IDENTITY MATRIX IN LCWE; RIGHT PARTITION CF GM 0254.

CALL IDNTIICSMqGM(IGSIGS),1. -..- 02542,1
C CHANGE COLUMN DIMENSION OF GM AND ORDER OF SYSTEM! 25i.3Z

ICGIISICGS V"__________________25440f

V- FCIRF2545&
1 0OO210 .56
I025 8251670

a.:-- SGa'OMAUG0 fi25 '40
CALL M4nATIlf.MCGMCG4,ICKINK0UT,*40IMNOIM3I 0251.9:
IOUIP40LD .___ ____ ____ ___-.-__ _.____ 2550 C

- RETURN' -2s51"

suar-CUTINE SORDER (FVC -GM-r9M R~ FI*IE1 IG9R~ 25533
9FUFU.GU) ;2554C

5 O:IGl81N FMtNOZM,NOIMi ,8M(NOIM,NOIM)9GM(NOMNI') 0. 2555"
IO 114(01PN N)M),HM 1NIN NI P) PU NINOIfl). coml1t), 1_ :2S560
IC tfift) FU(NDIiOIMT~f-GU NI,0I 11 25570

S CMICH/PAI N2/l~i42 02559^i
COWMCN/INCU/CINqKCUTKPUN.CH -- . -

REAL ENTRY ,ENTRY1,3AC9BTC 02;62Z
IFSaZl Fm. 1 2S63G
:GszlcGmPi. C25640
ICGSSICGM+.CM P2565:

* ICSP'2v2*ICBl ;.- . -.--.- 25660

CALL ZPARTIFlMfIFS91),ICB,~qIRFs) 3296V0
CALL Z0ART1BMtiilS ,11, :CBM 9,ICM) w23593

CALL. ZPART(OMILIGS),ICGhICElP) 0251,0
CALL ZPART(GHIIFS91),IlCSM2vICGS) 025710

___CALL ZPART1GM(1,IGS) ,IRF",ICSP)- . C2572C
C-ALL -ZPART(N-4I1,IFS),IRNNiiICifN2) .--..-- 'MM.25

___CALL ZPART(FUsICBO02,IC8M2) C2574.0
CALL ZPAR~lMUqIC9P's!C9K-i---.-- C 25750
CALL ZPARTfGUoICSM12,IC64) 025760

C O ES1GN ONE SHAPING FILTE; PE#k CCNT:RL CHANNEL 0 25770

- .00 80 IF21,ICBM______ 02S78.
WAITE-(UT*I'FILTE-R OESIGNIF - 02S79r
kiITE('(JUT9*)lIuPUT QFTION-SI (1) ENTER C, 12) ENTER 0DAND E, c25 e 0-
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.(Z) Ebijrz 0. (.1 GO TC *JFTLT-- C _.:T : :~

W*1 r.. (e <Ui~. T : T0.),Ic 5

REA3 1'CI2!)IOPT 02950
___GC %C ( 19,3, -1IC T :25 ;r

I W0 TE (KOiIT,4I'ENTEP,-A3- --

ftREAD (IN,-)ENTRY C 2! ST

so To g 02591'.'
2 IdRITE(KOUTq4*8ENT~cQ ! AND C3, 4^1525

REA0iKZ%,*iNTR YENTRY1 C2593L
BAG's-14 (ENTRY.+vkTRY1 __________296.0

9TCz -1'IENTRY*ETqfi f6295
___.FU((2*IF-1),12*IF1)n1* 02596C

FU4(2*XF),(2*ZF-.1zBuTC C2597C
FU((2*!Fi,(2*;F1):IAC C____ 25990 A

3 WRITE(ICOUT9*1 0E.4TER O23- C26303
ItEAO IKIN94) ENTRY C2631:
Q O((ICGNI.IFI, IICG~r.IF)uET4V 02632S

90 CONTINUE 026:3
4 CONTIN4UE ______________ _____ ____ 26I.c

%9s CON4TINUE C 2636 a1C CACU -T S64U AND Pit VIN-UP40 "RIGHT "PAPTITION OF FM 0266~70
CALL qNULI5N.NUZ4FNICIN.CeP'2,Fm1l.zFS) I 026zs8C

CINESET714i -NTO LOWE; RtGH'T7PA9TIT'CN OF F11 M369
CALL £OUATE(FM(IFSXFS) .FuICe!42.ICaM2, U 261^ U

C INSEQ GU! LW IT ATTO CF GNCZSI13
CALL EOU ATEIGm(!FSXGS) ,GU,4CMf2ICP) C 2612:

C__CHANGE COLUj4N DIHEkSICN OF GM AND 0;OZR OF SYSTE11 _ 2613i
ICGI;aICGS __ 26.4.
!Qr~Pu!QFS US z' so

RETURN 26 160
ENO 0 2b I170c

Copy available to DTIC does not
permit fully legible reproduction
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APPENDIX C: Modifications and
Additions to CGTPI

-: C.1 Introduction

This appendix is intended to be used as a supplement to References

13 and 30. These sequences are user's guides to a computer-aided

design program for designing controllers employing a Comand Generator

Tracker in the feedforward loop and a Proportional-plus-Integral regulator

"* in the feedback loop (CGTPI). Reference 13 describes the original version

of the program. Reference 30 contains a modified version that admits

implicit model following for design of controller gains and that can be

run in conjunction with a performance evaluation program (PFEVAL),

described in the same reference. Modifications outlined in this chapter

are made to the version in Reference 30.

As stated in Chapter III, only the PI regulator design portion of

the program is used for this thesis. However, to execute PFEVAL, the

user must first execute all three design paths of CGTPI. These include

the PI regulator design, CGT design, and Kalman filter design. By proper

choice of the CGT model matrices, the controlled degenerates into a

simple PI regulator. These matrices are defined below:

A - [I) (C-1),S m

B l [0] (C-2), m

C - [0] (C-3)

~m
D - (1] (C-4)

Modifications to the program include an additional subroutine to

, apply the Doyle and Stein technique. This is bracketed and marked with
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an "A" in the source code at the end of this appendix. Modifications to

allow inputting colored-noise into the design model are bracketed and

marked with an "M". Since the modifications made to CGTPI are not

extensive, only the specific subroutines that contain changes are listed.

C.2 Additions to CGTPI

One additional subroutine is added to CGTPI to allow modification of

the dynamic driving noise covariance matrix, Qd' via the Doyle and Stein

technique as described in Section 3.4 Subroutine DAS is listed in lines

29730 through 29940. When executing the Kalman filter design option of

CGTPI, this subroutine is called in line 18730. An input prompt will

ask if the Doyle and Stein modification is desired. If so, then a prompt

will ask for the scalar design parameter, q. The Qd matrix is then

modified as expressed in Equation (3-43) with the assumption that V - I.

The modified Qd matrix is also written to the LIST file.

C.3 Modifications to CGTPI

The original version of CGTPI was not written with the intention of

augmenting additional states with the design model. The modifications

listed in the source code in this appendix will allow the technique of

injecting time-correlated noise into the design model, but the method is

awkward as will become apparent.

To apply the technique requires two executions of CGTPI. In the

first execution, the unaugmented design model and truth model are entered

to the program. Then, the PI regulator design, CGT design, and Kalman

filter design paths are executed normally. All prompts to enter either

filter gains or CGT gains should be answered with an "N". In the CGT
4 ."
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design path, the model matrices listed in Equations (D-1) through (D-4)

can be entered if only a PI regulator is desired. It is useful to

write the truth model to the SAVE file. An input prompt asks if it is

desired to write the model to the SAVE file. If a 'Y" is entered, the

model matrices are stored by the program. This file is structured so

that the design model, truth model, regulator gains, CGT gains, and

conmand model can all be written to the file for later use. Copying the

SAVE file to a DATA file allows the model and gain matrices to be read

directly into the program, rather than be inputted from a terminal

(Ref 13). The regulator and CGT gains are also written to the SAVE file.

After following all three design paths, execution of the program is

halted.

Prior to the second execution, the SAVE file is copied to a DATA file.

Also, it is necessary to have the augmented matrices specified in

Chapter IV available to be read into the program from the terminal. In

the second execution, the augmented system is entered into the design

model. The truth model can be read from the DATA file containing informa-

tion from the previous execution. After entering the model, the CGT path

is followed again. A prompt will ask if it is desired to read in the

CGT gains. A "Y" is entered, the gains are read from the DATA file, and

this path is exited. This modification is listed in lines 6600 to 6630

and 6910.

Next, the Kalman filter design path is followed with the augmented

design model. After execution of this option, a prompt will inquire if

it is desired to store performance analysis data to the SAVE file.

A "Y" is entered, and another prompt will inquire if it is desired to
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read controller gains from the DATA file. Again, a "Y" is entered. The

S ". modifications in lines 27230 through 27430 allow the program to read in

PI controller gains from the previous execution and augment with columns

by zeros so that the shaping filter states are not fed back through the

*controller. Performance evaluation data is stored and PFEVAL can thus

be run normally as described in Reference 30.

The modified version also allows the option of reading in Kalman

filter gains from a previous execution stored on the DATA file. These

modifications are listed in lines 4230 to 4320.

*Final modifications are given in lines 4470 through 4610 to reformat

the PI controller gains and allow storage room for the augmented zeros.

"232
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2960a SUBROUITINE CGTXO
2970. COMMON/MAtNl/N0IM,NDIMl,COML(l)

4-2980- COMMON/MAIN2/COM2(I)
2990- coIQIoN/rNOU/KtNvKOtJT,KPL'NCH
3000a COMMON/DESIGN/NVC1MTSAi1PLFLRPI ,LFLCGT ,LFLKFLT.VAL,LAF4ORT
310-o COMMON/FILES/KSAVE,KDATA,KPLOTKLIST,KTERM
3020- COMMON/SYSMITX/N'JSMSM( 1)
3030- COMMON/ZMTX1/NVZMZM1 (1)
3040a COMMON/ZMTX2/ZM2(l)I3050- COMONNDIMDNNJ, ORD, NPD, NMDt NTD,4D, DD, NL.D, NwPOWD,NNPR
3060as COMMON/LOCD/LAP,LGP,LPHIL3DLEX,LPHl,La,LQNLQDLCtLDYl-EY
3065- tLNPLR
3070= COMI1ON/DSNMTX/NVDlNODY,NOY,''(J)
3080. COMMON/NDIMC/NNCNRC#NPC
3090- COflMON/LOCC/LP4CPLBrC,LCC,LDiC

* 3100- COMM0N/CMflMTX/NVCM,NFWCM,NO'CCN( 1)
3110- COMMON/NDIMT/NNT ,NRT,NMT,NWT

* 3t20- COMMON/LOCT/LPHTLBOT,LQDT,L4T ,LRT ,LTt'T LrNT
3130m COMMON/TRUMTX/NVTM,TM( l)
3140= CnMMON/L.CNTRL/LPIIILPT12,LPI-"lLP12,PLHDLLBIL
3150- COMMON/CONTROL/NVCTL ,CTL( 1)
3160- COMMON/LREGPI/LXDWPLUDWdLPHCL ,LKX ,LKZ

* 3170- COMMON/CREGPI/NVRPI ,iRP7 l)
31C.- CfMM0N/LCfT/LA11LAL3,LA2.1,LA23,LAL2,LA'2LKXAIL,LNXA12,
3135= tLKXA13
11900 CIMMON/CCGT/NVCGT,CGTC 1)

43200w COMMON/LKF/LEADSN,LFLTRK,LFCOV
3210- COMMON/CKF/NVFLTFLT( 1)
3220- COIIMON/AI/AI C)
5230= COMMON/90G/9D C1)
3240a DIMENSION LD(15) ,ND( 15)
32500 DATA NPLTZM/606/
3260m DATA iFor,NO/-1,114N/
3270w REWIND KLIST
3260- hRITE(KLISTP115) DATE(DUM),TIME(DUMI)
3290n W4RITE(KTERM,115) DATE(DUM),TIMECDUM)
3300- 115 FORMATC2'*,27X,2* 2 COTPTF 2 2 4X

*3310. 1 OPROGRA TO DESTGN A COMMAND GENERATOR TRACKERO/SX,
3320- 2 *USING A RFGULATOR WITH PROPORTIONAL PLUS INTEGRAL CoNrROL
3325= to/16X,

4'3330- 3 'AND A KALMAN FILTER FOR STATE ESTIMATION.'/29X,
3340w 4 '2 X $ COTPTF2 * S /.'IIX,'DATE : ,A10//,1IX,
3350- 5 'TIME : 'PA1O////)
3360. REWIND KSAVE
3370m REWIND KiPATA
3380m WRITE(KSAIJE,112) IFOI,NPLTZM
3390w DO 10 101,15
3400- 10 NDCZ)in0
3410- DO 12 1-145S
3420m 12 LD(I)-1
34300 LFLAPIs0
3440w LFLCOToO
3450- LFLKF=O
3460- LTWCVAL*0
3470a LADORTm0
34800 TPT-0
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5 om TRU-0
3510- !FLTR-0

3520w CD-
3530= LFAVAL=0
3540w LGCGTm0
3550= NVCOM=M!NO(NDJMNVZM)
3560- KOUTaKLIST

*3570= KPUNCHwKPl-OT
3580- tF(NVSM.GE.NPLTZM) GO TO 50
3590.u WRITE 101,NPLTZM

V.3600- 60 TO 1000
V3610a 50 WRITE 102

3620- READ*,TSAMP
3630a IF(TSAMP.LE.0.) 00 TO 50

V3A40- 14R!TE(KLIST.103) TSAMP
3650- 103 FORMAT(OOSAMPLE iPERTOD, 15 PF3.3,' SECONJSO)
3660- CALL SETUPCNDLDICGTITRU,1)

* 3670= IIF(LABORT) l000,l00,l000
3680m 100 LAPORTWO
3A90. WRITE 104
3700- 104 FORMAT(@OCONTROLLER DESIGN (Y OR t4) >'~*)
3710. READ 111,IANS
3720- lF(tANS.EO.Nn) 60 TO 500
3730- LFLKFwO
37400 CALL PIIITX(IPI)

3750- TFCLABORT) 1000,125,1000
376ow 125 WRITE 105
3770= 105 FORMAT(0DESTGN RFG/PI (Y C~R 4) >')

37530m READ 1t1,IANS
3790- IF(IANS.EO.NO) 00 TO 150
3800= CALL SREOPI
3810- IF(LARORT) 1000,200,1000
3820= 150 WRITE 106
3830w 106 FCRMAT(OODFSIGN COT (Y OR N) >
3940- RFAD t11,IANS
3850-' rF(IANS.EO.NO) 00 TO 100
3860a CALL S9TUP(NDLDICGTITRUv2)
3870- WRITE 117
3880-117 FORMAT('0TERMMtNTE COT DESIGN PATH (YV OR N)? >1*)

K.3890w READ 111PIANS
3900m IF(IANS.NE.NO) GO TO 500
39210= IF(ICGT) 155,100,155s
3920- 155 IF(LABORT) 100PL60,1000

*3930a 160 CALL SCOT
3940- IF(LABORT) 100,170,1000
39500 170 IF(LFLCOT.LE.0) 0O TO 125
3960- 200 LABORT*O
3970m WRITE 107
3980m 107 FORHAT(OOCONTROLLKR EVALUATION WRT TRUTH MODEL (YV OR N) >

3990a RFAD 111,IANS
4000- IF(IANS.EQ.NO) 00 TO 250
4010n CALL SEfUP(NDLD~rCGT,ITRU,3)
4020w ZF(LABORT) 200,260,1000
4030m 250 LTEVALW0
4040a 260 CALL M~AL
4010w IF(LFLCOT.EG91) LOCST01
4060O IF(LFAVAL.EO.0.OR.1-GCRT.EI3.0) GO TO 100
4070m 270 WRITE 600
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40ass I ky O )

4 1C Oa READi II1,IANS
4110- TF(TANS.50.PO) 00 TO 100
4120= 4ICOtIE=ICODE+l

5' 4130= C.ALL PFDATA(ICODE,Nl)
41400 !NU~mICODE-4
4130as WRITE 605,INUM

4160m 605 FORMAT(OaPERFORMANCE EVALUATION DATA, NO. 612.,'qRITTEN TO
'SAVE
41700 4.' FILE*)
41a0- 0O TO 100
4190a 500 LABORTm0
4200a WRITE 108
4210v 108 FIRMAT(*0FTtTER nESTON (Y OR N) >
4220- READ 11i,IANS
4230m IF(IANS.EG.NO) 00 TO 900
-240= WRITE 777
42Z0-777 F'1RMAT('IOREAD !N COT GAINS (Y OR N) >')
4260m EAD ML,TANS
4270= TF(IANS.EG.NG) 30 TO 505

M 42RO- IF (LGCST.NE.O) 10 TO 505
4290m IF (IFLTR*NE.0) 60f Tn 505
4.300- CALL READFS(SM1,ND,4,IERR)
4310a LGCGT=ND(2)
4320=505 CALL PLTRK(IFLTR)
4330m IF(lFLTR.E~o0) 50 TO 901)
4340w IF(LABORT) 1000,St0,10
4350= 510 CALL SETUP(N'DLDrICGTITk(U,3)

4360= TF(:.A~rCRT) 500,52-3,1000
4370w 525 CALL :EVAL
4380w 530 IFCLABORT) 1000,340,1000
4390s 540 LFAVAL-1

54400m IF(LnCGT.Eo.t) GO TO 270
4410m SO TO 500
4420a 900 4RITE 109
4430a 109 FORflAT(I0END DESIGN RUNS (Y OR NI) .
4440a READ 1±1,IANS
4450= IF(IANS.&O.No) GO TO 100

s4460. IF(LFLRPI.EQ.0) 0O TO 1000
4470- NPNTSaNRD*NNPR
4480m ND(1)mNPNTS

* 4490a NI(2)=LGCUT
S.44500w MD(3)=LKX

4510w NP(4)=LKZ
45'P20. CALL FTMTX(RPI(LKX),5.4pNPNTSvl)
4530w ND( 3)uNPNTS+l

m 4540- IF(LGCOT.EG.0) GO TO 910
4330a ND(6)=LKXAl1
41600 ND(7)=LKXA12
4570m ND(B)oLKXA13
4580. NPNT.nMR0* (NNC4.NRC+HbD)
4590w MD(1)aND(l).NPNTq
46000 CALL ITTX(COT(I.KXAI),SM(ND(S)),NPNTS,1)
U-6t0mi10 rALL WFTLED(4v,(),MtSI)

*4620m WRITE 113
4630a 100') CONTINUE
4440. 'R!TE(KLTST, 110)
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S .'*'- 4650u : I K.4650

4660= REWIND NE.ITA
4A70a iFWIlnD Kt-.!T
46a0 WRITE 110
4690= 101 FORMT(*OINSUFFICIENT , MORY /SYSMTX/, NFED: 0,14)

47C0 102 FORHMAT(IOENTR SAMPLE PERIOD FOR DIGITAL CONrROLLER -. )
47100 110 FORMAT(IOPROGRAM EXECUTTON STOP*)

4720. 111 FORMAT(A3)
4730a 112 FCORMAT(2I4)
4740w 1I3 FORMAT(6X,IREG/Pt GAINS WRITTEN TO 'SAVE' FILE*)
47,0u, RETURN

- 4760=C END SUBROIJTINE CGTXQ
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6390- SuD'R'JTINE SC$LI(NDI..DICGT)
6400a COMMON/DESVnN/NVCOM, TSAMIPLFLRP! ,LFcLC3TLFLKF,'LTEVAL,LABOI T
6410-n COMMON/FTLES/KSAUErKDATAKPLOT,KLISTPr(TERM
6420- COU4MON/SYsm rxNusm *sm (o.
6430- CGMMN/NTX1/NVZi,Zt11 1)
6440- COMMON/7MTX2/ZM2 C 1)
8450- COMMON/ND IMD/NNO , NRD 9 NPD, NMtD vNr4EIWE v NWED. * PLD 9 'JWP4(4D v NNPR
6460= Ct2MMONNEITI~rNNc ,NI~cvNPC
64'70w .CC?'MON/CN'Dt'TX/NVCM .. EWCM,NOC.CM( 1)

6480- CflMMON/LEOPI /LXri( ,i u1'WviPHCl.. LKX.L.KZ
6490w COMMON/CREOPT/NVRPI ,RP! (1)
6500-u DIMENS3ION ND(1),LLI(I)
65i0w oATA NO/INN/
6520-m WH~ITE(KLisr,ito)

6W,40- NcwCMmo
6550- IFCLFLRPI) 10,.5,10
6WW60= S WRIT!E 102
6570= READ 111,IANS
6!590= TF(!ANSFO GO TO 8
6590- CALL RFADFS(SMPND,4,IERR)
f600= NSIZEMND(S)-i
6610= LKX'ND(3)
I6620- LKZ=ND(4)
[6 30= CALL FTMTX(SM,RPI(LKX).NSIZEPI)

6.6400 IF(TER*UE.0) RETUR~N
6650- CALL MATLST(RPI(LKX),NREI,NND,'KXV,KLIST)
6660- CALL MATIST(RT(I.KZ),NriUlNFRD.KZV.KLIST)
6670w LFLRPI*-1
6680= GO TO 10
6690= 9 IF(LFLC(ST.GE.0) 00 TO 9
6700- WHITE. 103
6710- 103 FORMAT(OOSYSTEM UNSTABLE -- OPEN-LOOP COT NOT FEASIBLE*)
6700 RETURN
6730= 9 LK(Xu1
6740- LKZ1
6750a NSIZE=NRD*NND
6760- CALL LPART(R~PI(LKX),INS.ZFp1)
6770- 10 IF(lCOT.EO.0) GO TO 12
.57800 WRITE 108
6790- 109 FORMAT(9 MODIFY COMMAND MODEL (Y OR N) s

6800- READ l111,AMS
6810- .F(IANS.EG.NO) RETURN
6820- 12 CAiLL :kSYS(5MvLDvND,2.ICGT'I

6830a LF(LABORT.NE.0) RETURN
68440- kwu
6850- CALL POLES(SM,NNC,.*LM1,ZM2)
6840- IF(NPC.ED.NI'D) GO TO 15
68/0- wprTE 104
6880- LABORT-1
A2690M RETURN
6900a t5 CALL osc~rc(I.o,ZMt)
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I182150- SUBRr.U'INE FLTRK(IFLTR:)

1i3270- COMMON/MA ZN2/COM2 (t)
18280. COON/ESIN/NVCOM,TSAM~,LFLRPI ,LFLCGT .LFLKFLTEVAL 0LAP.ORT
118290- C0MM0ON/FTLES/(SA'JEKDATA.KPt.OT ,KLIST .KTT-M
18300- COMt'ON/SYSMiTX/?JVSN,31 1)

18310m comioNm/zmrxi/NvzmrzN1' 1)
18320= COMMOM/ZMTX2/ZM2( 1)
t8.330. COMM0N/NDIMPIN,NRO, NPDr , 'DNm fl Nr, Nwu .'Wf mo. Nptj.Ji. W 4J'
19340a CO.-ON/.OCD/LAP,L0P,LPHrILEXPLF1.,LGp,LON,Ar,....C,.DYLEY
1834t- 1,LNHPoLR
13350. CaMO/DSMT/PJDM NOTIY ,tnfF'.M( l)
13360. COlMMON/LKF/L!-ArSN,LFLTRK, LFCOV
18470a COMON/CKFNVFLrVLT(1)
183800 IF(N'dtNbD.GT.0) GO TO 1
11390- WHITE(KTERM,108)
184000 108 FORMAT(I0NO DRIVING NOISES - - FILTER DESIGN ABORT*)
i.8410- RTJHk
1:1420w 1 !F(NMD.GT.0) GO TO 2

*19430a WKT(KTEFkMt0?)
18440a tO9 FORMAT(OONO MASUREM4ENTS - - FILTER TtESIGN ABORT*)
18450- RETURN
19460a 2 WRIrE(KLIST.110)

13480m NSI'7E=NPLDrn( +NPLD+NMD)
13490= tP(NSIZE.LE,NVFl-T) GO TO 3
185000 WRITE 101,NSIZE

18510a t01 I-OMAT(OINSJVFICIENT ME.MONY /CKV/, NEED: ',14)

195600 5 4F(NUD.EQ.0) 00 TO 12
19570a IF(IFLTR*LE.0) 00 TO 6

*18580- WRITE 105,NWD
19590r 105 FCRiMAT(I ENTER STATE NOISE STRENGTHS: OpT21

.4,18600a CALL RQW0TS(L'M(LO),NWD,0)

.4,LS610- 6 CALL DVCTC0R(N4;~D,M(LQ),ZMI)
la1620a CALL MATL3T(ZM1,NWD,1,OQ,KTERM)

* 1930a 10 CALL MATLSTIM(LQ),NWD,N Wr,O,KLI3T)
18640- 12 TF(NWDDE0.0) GO TO I8
13650- IF(IFLTR.LE.0) GO TO 13
13660n WRITE 106,NWDD
19670w 106 FORMAr(' ENTER DISTUR~BANCE N013E STRENGTH4S: ,[12)

184806 CALL ROQajTS(DM(LQN~,NWDD,0)
v 18.9on 1.3 SALL 0VCTGR(WDuD.M(L0i4).ZI)

18700a CALL MATLST(ZflI4UWDIlQN*,KTERM)
18710- 15 CALL MATI.ST(DM(LOIN),PNWNDD,'ON,KLIST)
18720w 18 CALL ODSCRT(DM(LQ),DM(LGN).ZN1,ZM2)

A -L-730- CAI.L VAS(0M(L3D),DMI(LOD :tl1qZM2)
7-040a IF(tFLTR.LE*0) GO TO 19

1d750m WRITE I07,Nma,
13760- 107 FORMAT(* ENTER MEAS3UREMENT NOISE STRENGTHS: '91')
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!8770- CALL ROWGTS('M(LR)vNM,t,)
18780- 19 CALL EVCTOR(NMDPDM(LR),ZM1)

t9,?()- CALL MATLST(ZM1,MMD,1 . R@,KTEIRM)
18800- 20 CALL NATL3T(DM(LR),D,NMD,*R,KLIST)
A810- 25. CALL TFRMTX (DM(LH4P).3MNIJ,'NDtMp2)
L9920- CALL TPANS2(NMD,N4EIM,SM,ZI1)
13z0- I. FCOV*I-FVrRK+NDIM1*NMD
13840-n CALL DVCTOR(NMD,tDM(LR).FLT(LFCOV))
.8650= CALL KFLrR(NDI,NMiD,.LT,zM1,DM(LOu),FLTLCOJ),ZM2Z.
.6360- 1 FLT(LFLTRK),SM)
113870- CALL TFRcMTX(3M,COM2,NIIMvND~t.2)

.82?0u 00 30 1=1,NPLO

isti0 30 tA=tA+MNE'.
18920- CAIL MATLST(FL-(LFLThK) ,NtIM,NMDPKF',KLI ST)

.8~30= CALL
ts 94 IFLtR-1

S .8130= Lfl.K1=t
lJ90= 111 PORMAT(A3)

,.;;70!ft E rufol
..8980=C END SUBROUTINE FLTRK
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26970= WsU$HJITINE PFOATA( ICODEtND)
26990- COtMON/MAIN1/NDIMNDIMI,COM1(1)
26990w COMMlON/MAlN2/COM2(1)
27000- COMMON/INOU/KINPKOUT ,KPUNCH

* 270102 COMMnN/DESI6N/NVCOM,T9AMP,LFLRPI ,LFLCGT,i.FLiKFLrE'AL,LAW)RT
27020- COMMON/FILES/KSAVE .KDATAKPLOT,KLISTKTFRM
27030- COMMON/sysm tx.Nvsm, smIc61
27040- COMMON/Z1TXI/NJZ~1ZM1( 1)
270502 COm'MOn/Z1TX'/ZMl( 1)
27060- COMMON/ ND I M/NND NRD,NPD.NMrl.NDDI,NW0.NWDID, NPt.D,NWPN!.D,NlNPR
270 70m COMMON/LCD/LAvL P. LPHI,l4D. LEN, LPHO, 1.0,LGN LOD. I.--,LOY, IEY
27075= 1,LHPPLR
27090- COM0N/DSeNTX/NVDM.NoDYer4OEY.OMrN1
27090= C!JMMON/ND IMC/NNCPNRC,NPC
271O00- CCMM04!.OCC/LIPHCL3DCLCC.I-DC
27110a CwMMCN/CMDMTX/NVCM .NEWCM.Nt0'. .,CM( I)

2'7120.= CnOi40N/NOTlMT/NNTNRT,N r ,NWT
27130- COMMON/LOCT/LPT,Lr'T,LODT,LHT,LRT,LTA"TLTNT

27140. COM"ON/TR~UMTX/NVTM,TM( 1)
27150= raOrnN/LCNTRL/LPIII,Lpr12,LPr21,LPI,PHL.LBDL
27160a CCI*ON/CONTROL/NVCTL,CT-( 1)

* 27170= COMMON/LIREGPI/LXDh,LUDW,LPHCLLKXLKZ
* 27190- COMMON/CREOh't/NVRPIPAPIL( 1)

27190= commnN/LCT/LA11,LA13,LA2.I,LA23,LA12,LA2,LKXAl.LKX(Al2,
27195- ILKXA13
27200a CONMON/CCOT/NVCGTCGT( 1
27210= COMMf3N/LKF/1-EADSN,LFL rRK LFCOVJ
27220= COMMON/CKF/NVFLTPFLT(1)
2 230= DIMENSION ND~i)
27240- DATA N01114NI
27,250- WHITE 10t
27260*101 FCRMATCIOREAD IN CONTROLLER GAIMS? (Y OR N) )
27270w READ 103v4AN9
27280m103 FCRMAT(A3)
27290- IF (IANS.EO.NO) 00 TO 102-
27300= CALL REAtFS(SM,ND,4,IERR)
27310-' LKX=NJJ(3)

m 27320= LKZmNDC4)
27330= LKXA1LmNr'(6)
!!73400 LKXAi*2-ND(7)
27350- LKXA13wN0(8)
27360w NNDP=(LKZ-LKX+1)/NRD
27370- CALL FTMTX(SMp~k(LKX),NRDp4NP)
27380a LLOLKX+NRD*NNDP

::7390- LEsNND-fNIDl-l
27400m CALL ZPPRT(RPI(LLl,NIRD,LE,NRD)
27410m LKZ*LL+NflD*LE
27420a LL*LL-I:KX+l

L274.30. CALL FTMTX(OM(L-L) ,RPTI.K(Z), ,NRrj.N~Fl)
-440m i.LND(!)-()+

27450= CALL .T?1TX(3MND(5))*CT(LKXA-),I.L,1)
21460m102 ND(1)nNND
27410:a N~D(2)sNHD
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'I27430- MD(3)-NPD
27490. NDC4)=imD
2;500- t4D(5)-NIDD
27510- =6)NL
27,15200 ND(7)=NNC
27530- ND(B)MNRC
27540- ND(9)-NPC
27530- ND(10)=NNr
271560= ND(11)=NRT
27570- ND( 12)=Nm1T
27580- ND( 13)-NODY
27590= ND(t4)=M!nEY
276000 NVZMS-'4VZt
27610-C
2762!0a CALL FTMrX(r'M(LPHI),SMPNND,NND)
27630= Ll.=NNDINND+t
27 640w CALL FTMTX(r'I1LBrn ,3NlLL) ,NND. 4RD)

f.27650= LL=(4NDNRDtI+i.-
271660-C
27670- IF(NDD.El.0) 00 TO LOO
27680= CALL FTMTX(Of1(LEX, ,SM(LL) ,M~rl,NDD)
27690- LL-NNri*NflD+LL
27/00= CALL FTmrx OM(LPH') ,SM(LL) ,NDD,NDD)
27710- I.L-NDDWNrED+LL
27720- FNODY.EQ.1) GO TO ?0
277130- CALL FTMrx(DM(LDY),SM(LL)NP.,NR~Io
27740:-7 LL=HPr.'aRD+U"
277%0 0 IF(NOEY.EO.1) GO TO 95027'60- CALL FTMTX(DM(LEY),SM(LL,NPDvflDD)
27770- LL-NPII*NLIO+LL
27780= 95 CALL FTMTX(DM(LHP),3M(LL),NMDNPLD)

* 27790- I.L=NML*NPLDi+L
27800- GO TO 200

427810- 100 CONTINUE
27820=C
27830- IrFUODY.EO,I) GO TO 105
27940- CALL FTMTX(DM(LDY),SM(LL),NPDNRD)
'27850- LL-&NPO'NRO+tL
27860. 105 CALL FTMTX(D(LHP),SM(LL),NMDNND)
27870- LL-N1D*N~ND+LL
27880- 200 CALL FTMTX(OM(LC)oSti(LL).NPD,NND)
27990- LL&NPtl*NND+.L
127900a CALL FTMTX(CM(LPHC) ,SM(LL) ,NNCWNC)
27910- LL=NNCINNC+LL
27920- CALL FTiITX(CM(LBOC),3,1(LL)vNNCNRC)
27730- LL=NNC*NRCMI-L
27940a CALL FT?4TX(CMP(LCC)PSM1(LL)PNPCNNC)
27950w LL-NPC*NNCI-LL
27940m CALL FTmrx(TM(LPHT),SM(LL).NNT,NNT)
27970- LL=NNT*NNT4*LL
27980- CALL FTMTX(Th(LODT),SM(LL),NNTPNRT)
27990- LLaNNT*NRT+LL
29000- CALL FTM*XMLDTSMLL,NNTNHT)
1.9010- Ll. NNT*NNI +;.L

'I23020- CALL FrMTXTM(I.HT),SM(LL),NMT,NNT)
28030- LLmNM*NNr+L
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2n04O- CALL FTMTX(TM(LRT)S(LL)N4TPNT)
28o00 LL4NMI*NM'TfLL

-U. 28060- CALL W.TMTX(RPI(LKX),SM(LL)PNIMDNND)
28070-2 LL'NRD*NND+LL
28080- CALL FTMTXiRPI(LKZ),SM('LL).NRDNPD)
28090- 1LLNRE.I*NPO+-L
281000 CALL FTMTX(CGT(LKXA11),SM(LL)'NRCNNC)
23110. LL-NRC*NNC+LL

U., 73120-C
29130- iF(NL'D.FO.0) Go ro 3ot)
281.40- CALL FTT(O(KA3,ML)NDND

29,60- CALL FTMTX(FLT(LFLTk).3iM L),NLDIM't"
'28170- LL~rLD*NMU+LL
29!80- CALL VFTMTX(TM(LTDT).3M0L).NNI.NNT)
'23190= LL: NNDVOI T +LL
24~200- CALL ;THTX( rm(LrNT),Si'1(LL),NrjD,NNT)

2.31O LL=NfIuxNr*LL
28220= fl0 TO 310
28230= 300 CONTINUE
23240=C
289250- CALL FTMTX(FLr(LFLrRK) ,Si(LL) ,NNtI,NMt')
28260m LL.'NrIUNMD+LL
2'3:70m CALL FTMTX(TM(Lrt.JT) .SM(1-L) ,NND.NNT)
29280- LL-tJND*NNT+LL
28190- 310 SM(LL).TSAMP
28300M ND115)=LL
28310= CALL WFILE'( IC0DEILL,HD,3M)
28320- MHLM-NVZMS

2p40C END =TLOUTNE PDT

SUSROUTINE OAS(UOGOSOpeGP) o296ee.
CON NONIMAXMNN 029G' ?
CORNIN,01Z0O/NNoNORR0 NPO 9NNUNONO N aNWOvPL09mwFNmov mPR 029700
COMONIPZLES/IKsAVC,XOAAKPLaTKLISTKTERN 0219710
DATA WMO1NI 329720
URITE lot 029730

12 1 FORRAT(4JPq001,Y 0s SDOaME AND STEXM? (y OR MI)) * 029740
READ 1029IAkS 029750

102 *FO.ATIA3J--.......-- - - ".-a276Z.
IFE !ANS*CG*NN) PCTURIS 029770
URITE 1U3 029780 A

2 03 FORMATINIENTER Our U 2979)
*READ *,GOAS 0298V

OCASSOGAI&GOAS 029810
CALL TFRNTX(3OSOPNONRO.2) 021820
KP(NO.EGNPLO) 60 -0 10 029830
LIxLA00R(MPLO#,0,t) 029840

to CALL MAT2(NPL~eNRDOOPIDPqOPI 029850
CALL PAOO1CNPLONPL0.@aGPs,0.OOAS) 0 29860
CALL NSTLST(40NPLD ,NPLD, *OP*.KLISY I 0296 71
RETURN 02988C
IEND a0298w
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APPENDIX D: Additional AFTI/F-16
$~ *.~A.Performance Data

D.1 Introduction

In Reference 6, it is stated that the Doyle and Stein technique for

Kalman filter robustification is guaranteed to work only for a minimum-

phase design model. That is, the model of the system to be controlled

may not have transmission zeroes in the right-half s-plane.

The perturbation equations of motion described in Chapter V are

linearized about a trim flight conditicn at an altitude of 10000 feet and

a Mach number of 0.6. This yields a design model that is minimum phase.

Initially, the trim condition was at the same altitude but with a Mach

number of 0.8, to be consistent with other research done with the same

model (Ref 12;27;29). At this design point, the eight-state controller

0eO model is non-minimum phase. The Doyle and Stein robustification was applied

to this system with some unexpected results.

.d. The results of a performance analysis of the eight-ntate continuous-

time controller evaluated against a twelve-state truth model are presented

in this chapter. First the perfcrmance was evaluated against a twelve-

Zstate truth model (10000 ft. M=0.6). Then, the response of the system at

off-design condition is presented, with and without robustification.

D.2 Performance Evaluation of'a Non--Minimum Phase Design Model

The performance of the non-minimum phase system at the design flight

condition with a reduced-order design model is shown in Figure (D-I).

The response of the system is stable with 0 converging to zero, and the

standard deviation converging to a small finite value. The performance
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Figure D-lb: Standard Deviation of Theta for the Unrobustified
Non-Minimum Phase System
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of this controller is actually better than the one described in

Chapters V and VI. The transient time and steady-state error are sub-

stantially better.

Figure (D-2) shows the mean of 0 response when the flight condition

. is changed to an altitude of 20000 feet and a Mach number of 0.6. This

response is still stable although slower and more oscillatory than the

previous case. Figures (D-3) through (D-5) show the response of the same

controller with progressively higher strengths of white noise added to the

model at the control entry points. It is seen that the stability of the

controlled system is lost with the application of the robustification

technique. Examination of the eigenvalues of the closed-loop system

matrix disclosed that, for any non-zero value of q, some of the eigen-

values are driven into the right-half s-plane.

*If the response of the system at another off-design point (10000

feet, M - 0.6) is examined (Figure D-6). It seen that the mean of e is

diverging rapidly. However, as shown in Figure (D-7), if white noise of

2
strength q . 1000 is added to the system model, the divergence is

considerably slower. Figures (D-8) and (D-9) demonstrate that adding

white noise with higher strength will stabilize the pitch attitude

response. The mean of e is actually converging to a steady-state value.

Figures (D-10) through (D-12) show the same trend for the pitch rate, q.

The figures in this appendix show that the trends observed in

Chapter VI do not apply if the model used for controller and Kalman filter

design is non-minimum phase. A case was shown where the stability of

S." the system at an off-design flight condition was recovered by applying
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q = (10o)2

i. - 20000 ft
M= 0.6

dA

.IIo

aw

00 .250 1:00 1: 2:08 2:50-3.90 3.50
TIME. T, SECONDS

Figure D-4: Mean of Theta With White Noise Addition

q2 2(000)2
" H' 20000 ft

H 0.

TIME. T. SECONDS

Figure D-5: Mean of Theta With White Noise Addition
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q - 0
H:- 10000 ft

- 0.6

cr.

w

1.6 2.W 3.06 4: 60 g.o 7.U
TIME. T. SECONDS

Figure D-6: Unrobustified Mean Response of 0
at an Off-Design Condition

q 2 - (10)2

H -000ft
It 0.6

TM.T. SECONDS

>/ Figure D-7: Mean of Theta With White Noise Addition
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H 1 =0000 ft
, 0.6
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Figure D-8: Mean of Theta With White Noise Addition
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Figure D-9: Hean of Theta With White N-oise Addition
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q = (1000)2

. *,.., H - 10000 ft
-~M --0.6
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Figure D-12: Mean of q With White Noise Addition
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the robustification technique. However, the noise addition destabilized

' ' the response of the system at another flight condition that was initially

,'... stable.

Reference 28 deals with the robustification technique of adding

time-correlated noise to a system model at the control entry points. It

states that this method is not constrained to minimum phase models as in

'V4

- the Doyle and Stein technique. This claim was not examined in this thesis,

however, the models used would form a good basis for future research in

this area.
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