AD-AL3S 201 Tt DILIRIBUTED V KIRNEL AND [15 P RIORMANCE | UR [ ]
DESKEESS WORKSTATIONSIC) STANCORD UNIV CA DEPT Of

COMPUTER SCTENCE D R CHERITON B I AL Jul 83

HHCEASWSTEITD  STAN G RY 973 MDAGDI 80 € 0107 /6

/2 - N




{ d3aa




July 1963 ' , . o, i Report No. STAN-CS43973 : '

The Distributed V Kernel and Its
Performance for Diskless Workstations

Department of Computer Science

Stanford University
* Stamford, CA 94305

APPROVED FOR PUBLIC RELEASE DT,”




e hovwet,
m-qq. uud“m:“‘ﬁ&




m:mmwwumuim

commmnieation. munmumﬁu

i .




oy,

G i Rt e R T e

 intomgs Spociioneliey and tecsd us parkemnnns, v hewe
M%wm‘mﬂﬂﬂ-
iy nodsiaty.

1mrmwﬂtt~b

-~ umuummmmcu

tm“ﬁmmﬂnu\uﬁwhmw
eacoding & hot pecification in the process ideatifier. The
- Vel con um m whather & procem &

4mwmu§uuﬂ~n-ﬂcd
mummuum-mm




umum

mi&:—:hu&aﬁm




. ' . - e - At o
P - R s - .._],

. . ;

* .

A

N :

0

k:

s

1

oliiontly. Wiy 4 o ey
umunmmh-simm
mmﬁhm i




T DI . .
- . : R it b el s« - o s bl e s o i e < ¢ - -~ . ~ .
S PR . . [S N Vo __..T

gt G s wmu el '
wmamtuuumuqu-




O U PHOI S A UGN SUgt WDV P S U RUNUI P S S, . o e S N S .,_.[

Send-Receive-Roply
MoveFrom: 1034 bytes |
MoveTo: MO¢ byws. ; :

Toble $1:

TR |

TPV
AR e g
twﬁ w‘é




mummnmmﬂm&. A
later section considers muit-cliont leod s the Slesurver.
We it descrive e performance of uudas pagr-level Sle

6.1. Pagu-tavel Fils Agtaes

muxuumnmcm.mmm
mmmuwdmmulm
PrOCRmEY. The times du pot inchuds time 10 fosch the dets fem
disk but do indicate expecied performence when dus is buffeed

in memory. A pege 700é inveives e sequener: of Seel

menami
WM

B T s L SO .

B

P e o e W R RS

‘uhwmmmum A

pocsees.oup: of mere then 13 wiliseconds per squek cae be

-mubnu-mmwuuwcusm

e, uwum &mhmm
MiTe: Thue; i Higmuat machanios sves 3.5 milliseconds on
every pagn read snd write opesstion, jusifying this exiension to
uwm

e e bl A AL IR ST SR 44 o 8 T

- ——— e e e







— -y —
I ——— - —— e s+ e e —- et g - I i - - = ‘1
) |
|
2rogmm, . 1 1 FRpANL chacyt S perhamenen. S
SR ' by
|

8. m:mmm 10 uuwumu

Nm“pu“mmma
mmsusements oo Giis senderd looal awwerk, Jowever, some
prolimingry guass wning-fhu 10 Mb. Bihomer indlosts the effoct
of uelag & feiter nctwork and siightly faster astwork interfaces.
Fum, the emote menige exchange time is 271 millissconds :
using o8 3 MHz procemser, reughly the time for the 18 MH: ; {
poceer tis the 3 Mb sstwork and .5 millissconds betier thes
the § Ntlz processor on the 3 Mb setwask. - Second, the page
ua-umm Finslly, the program losding time
woved, achicving 255 milliseconds for & 64 Kilobyee
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verns meange-based sysems, although & is not tiear these
differences muk in any significant difference in overall

performance.

The V kemel performance is roughly comparabie 1o that of the
sofiware implementations developed by Spector and Nelson,
allowing for the noa-trivial differences in operation semantics and
host processors.  We would hypothesize thet V
performance could be improved by a factor of 30 wsing

" microcode, similar to the improvement observed by Spector and

Nelson for their primitives. Unfortunately, neither Spector nor
Nelson peovides results thet afford a comparison with our file
sccess results. In genersl, their work has concestrated on the
speed of the basic mechanism and has not bess extended to
measure performance in a particular application sstting.

In comparison to Accent, the V kernel provides a primitive form
of message communication, and benefits accordingly in terms of
speed, small code size and ability 10 run well on an inexpensive
machine’ withot disk or microcode support. For instance,
Accent messages require an underlying transport peotocsl for

 reliable delivery because there is no client-level reply memage

amociated with every Send 25 in the V kernel. We do not at this
time have performance figures for Actont.

LOCUS doss nat attempt (0 provide applications with general
network interprocess communication but exploits carefully honed
problem-oriented pratocols for efficient remets file access. It i
difficult 10 compare the two systems from measyrements available
given the differences in network speeds, procossor spesds aid
messuremest techoiques.  However, flom the. specific
comparisons with LOCUS prestnted earfier, we would expect
overalt file accems performance for the V kemnel to be comparable
0 LOCUS runniag o the ssme machines and network.

However, the mamory requicssients for the V kernel are sbout
haif that of LOCUS compiied fer the PDP-11 and probably more
ke one fourth when LOCUS s compiled for a 33-bit processor
ke the 60000. Thus, for gruphics wockatations or process coatrol
spplications, for inmance, the V kerael would bs more atiractive
because of its smelier siee, mal-time orientition and ks provision

of gosenl interprobus comawssicetion. However, Sy V kermel

dous mot provids ol e fenctionslicy of the LOCUS beruel which
fncludes thet of the UNTX bernel and more. Whea siquired with
V, thess additionsl factlities must be provided by server procsssss
Gacuting ekher on client worksistions or Relwork swver
machiont. ’ :

10. Conclusions
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perfoimence despite s gonorsiity. Because the performance is 30
cloge W the lower bound given by the network pesslty, there Is
relatively little room for improvement on the V IPC for the given
hasdware regardless of protocol snd implementation used.

“¥ive effictoncy of file sccess ming the V IPC suggests that it can

nol only repisce page-level file accoms protocols but also file
transfer and remote terminal protocols, thereby reducing the
numbes of protocols needed. We claim that V kemel IPC is
adequate a8 & transport level for all our local network
comenicetion providing each machine runs the V ternel or
least handles the interkernel protocol. We do, however, see &
place for these specific protocols in internetworking situstions.

In addition 10 quantifying the clapsed time for various openations,
ummuuwawm
requirements in the design of disributed sysmems. More
experience and measurement of file server joad and workstation
file dcoess behavior is required 10 decide whether file seqver
processiag is 2 significast problem in using diskiess workstations.
The V kernel hias boen in wse with the digkioss SUN wockstations,
providing locs! and remote interprocess communication, since
September 1962. 1t is cutrently 38 kilobytes including code, data

commnnication is for accessing remose files. Our file servers are
currently 6 VAX/UNIX systoms ruaning a kerael simulstor and
file server program which provides access to UNIX gystem
services over the Ethernst wiing interkeinel packets. A simple
cokuvend lmerpreter propim sllows programs 10 be loaded and
un on the wockstations using these UNIX savers. Our
experionce with this software 10 date supports the conclusions of
the perfonmence study that we can indesd build owr sext

’ mdo—mmnmmm

and the V kermel.
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