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COMMUNICATION SYSTEM o

TEST AND EVALUATION ;:

1.0 Introduction :‘3

Fc- i4e purposes of this text, we will assume a broad definition for R
the term "communication system". Spec®“dcally, we will define a

communication link as any arrangement that conveys information from ;ﬁ

one point to another. An obvious example is the two-way voice communica- ;:E

tion system commonly used in aircraft. A somewhat less obvious example -Q

{s the digital -ata link used in tactical data systems. A still less ;:é

+h. 7 -us exam.le is an airborne radar. All of these systems meet our E%

“road definition. We will, however, be concerned primarily with systems {fé

‘1? that utilize electrcaagnetic waves as the information carrier, although ;;

A ¢
)

[P

nany of the same principles apply %o communication systems using other

methods of telemetering information.

]
.. .
fagme s ',

The principal elements of a typical electronic communications system

1

are: (1) a carrier generator, which produces energy in a form suitable

ale o
wtatuXale!

Tt a

!

*

‘h.
at

for electromagnetic propagation; (2) a modulator, which impresses the

pertinent information onto the carrier; (3) a power amplifier, which

e
¥

boosts the amplitude of the modulated signal to a suitable level; (4) a

'
e e
el etanlat .

transmitting antenna, which acts as an impedance~matching device between

.

the transmitting apparatus and the propagation medium and radiates the
electromagnetic energy in the prescribed direction(s); (5) a propagation

medium, in which the infurmation carrier travels; (6) a receiving antenna, W

which acts 4s an impedance-matching device between the propagation medium
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and the receiving apparatus and selectively absorbs electromagnetic
energy propagating in the prescribed directionf{s); (7) a tuner, which
selects the desired signal and rejects unwanted signals and noise; (8)

a demodulator, which extracts the pertinent information from the carrier;
and (9) an indicator which puts the pertinent information in a form

suitable for the user,

The principles of Jperation and the operating characteristics of the
communicaticne elements listed above are the subject of this text. The
necessary information will be provided to allow the reader to design ex-
periments (tests)} which will reveal the significant characteristics of
the communication system being evaluated. Sufficient theoretic back-
ground will be provided to aliow him to analyze the design of the system
and thereby anticipate its likely performance characteristics (strengths
and weaknesses). Only in this manner can an adequate test plan bz de-
vised. The difficulties in designing an adequate test are due, in

large part, to the ever-present funding and time limitations. The tester
virtually never has enough time or funding to perform exhaustive testing.
For that reason, he must concentrate on those tests which reveal the
likely performance weaknesses of the subject system. Only by under-

standing the system design and its implications can hLe identify :he

- appropriate areas of concentration.
re
i The first section will present the necessary background theory. The

second section will discuss the pertinent characteristics of various

o
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g types of communication systems. The third section will present the —
communication system performance characteristics to be experimentally .fif
determined and the methods for their measurement. A separate text will i;g
present the non-performance (environmental, electromagnetic compatibility, ;_ﬁ

hardware viability, maintainability, reliability, and crew safety)
characteristics to be determined, the general methods for their deter- .o

mination, and the applicable specifications and references.
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COMMUNICATION SYSTEMS

2.0 Communications Theory

2.1 Basic Electronics

2.1.1 Electrical Voltages and Currents -- All matter can be considered
to consist of small particles. Some of these particles are said to
"possess poeiftive electrical charge", some to 'possess negative charge",
and some to be "electrically neutral'. In solid matter, only the
negatively charged particles (electrons) are relatively free to move.
For that reason, almost all electrical phenomena pertinent to communica-

tions systems can be explained by considering the state of the electrons

in the vicinity.

An electrically charged particle creates an electric field in the surround-
ing space. That is, it exerts a force on any other electrically charged
particle in its vicinity. Voltage is a measure of that force. An
electrically charged particle in motion constitutes an electric current.
Such a moving charged particle creates a magnetic field in the surround-
ing space. That is, it exerts a force, in addition to that due to its
electric field, on any other moving cbarged particle in its vicinity.

The field of electronics is concerned with the motions of electrons and

the fields they create.

An electrical circuit is defined as a closed path in which electrical

current flows. The current flowing in a circuit depends upon two factors:

2.1
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the power sources forcing the current to flow and the circuit elements

impeding current flow (impedances).

2.1.2 Passive Linear Circuit Elements -- In an electrical circuit, there "
_— 1
is a definitive relationship hetween the voltage drop across an element
(difference between the voltages at the two terminals) and the current {f
that is passing, or has passed, through that element. The relationships 2
;,'.:
between voltage and current define the three basic types of passive, :
linear circuit element: the resistor, the inductor, and the capacitor.
-.:
For a purely resistive element, shown in the diagram of Figure 2.1,2.1 (a).
the voltage/current relationship, known as Ohms law, is given by: j
- . o
ece) = R ¢(¥) [2.1.2.1]
where e(t) is the voltage across the resistor, in volts; i(t) is the ;::
o
current through the resisztor, in amperes; and R is the resistance, in ohms. -}
Note that the voltage across a resistor is proportional to the current ;;:
through it. N
R
For a purely inductive element, shown in the diagram of Figure 2.1.2.1 (b),
the voltage/current relationship is given by: .
@
- 4 > £6) E
est) = « Jt|€ [2.1.2,2] o
{E
where e(t) is the voltage, i(t) is the current, and L is the inductance .
2.2
1
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in henries. Thus, the voltage across an inductor is proportional to

the time rate of change of current through it.

For a purely capacitative element, shown in the diagram of Figure
2.1.2.1 (c), the voltage/current relationship is given by:

%
ew)=-L (i) dt [2,1.2.3]
o

where e(t) is the voltage, i(t) is the current, and C is the capacitance
in farads. Thus the voltage across a capacitor is proportional to the

time integral of the current passing through it. Note that:

5
Som dt = g€ (2.1.2.4]
o

where q(t) is the charge stored in the capacitor, in coulombs,

In addition to the three basic two-terminal circuit elements, there is
one other passive, linear circuit element of interest: the transformer.
The transformer is a four-terminal device as shown in the diagram of
Figure 2,1.2.1 (d). For an ideal transformer, the primary and secondary

voltages and currents are related by the equations:

Caré) =M fe) . M 2.1,2.5
-é-'—;-;-)—SM SHJ ‘ﬁlg’;-’—-w‘;: ['°-]

where Nl and N2 are the numbers of turns in the transformer primary and
gacondary windings, respectively. In some applications, the transformer

is used as an impedance changing device. That is, if an impedance of Ze

2.3
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Figure 2.1.2.1 Passive Linear Circuit Elements
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is comrected to the secondary winding of the ideal tramsformer in
Figure 2.1,2.1 (d), the impedance appearing at the primary terminals

is givern by:

3
zﬁaz(ff) Z, (ohms) [2.1.2.6]

2.1.3 Passive, Nonlinear Circuit Elements -- Although there are
numerous nonlinear circuit elements, only one is basic to the under-
standing of communication system characteristics: the diode or
rectifier, shown in Figure 2,1.3 (a). The ideal diode passes current
only in one direction. It can be considered a resistive element whose
resistance, Rd, is infinite for reversed voltage and zero for forward
voltage. The voltage/current relationship of an ideal diode fs shown

in the figure.

2.1.4 Active Circuit Elements -- An active circuit elenent is one that
adds power (energy) to that of the voltages and currents in a circuit.
0f the many active devices, two are of basic interast: the vacuum tube
and the transistor. For proper operation, beth the vacuum tube and the
transistor require that correct biasing currents and voltages be applied
to thei. terminals. The following, simplified discussion assumes proper

operating conditions and considers only the signal voltages and currents.

The vacuum tube, shown in Figure 2.1.4.1(a), generally can be considered

a voltage amplifying device. That is, for the proper operating conditions:

[2.1.4.1]
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where ep(t) is the output (plate) signal voltagpe, eg(t) is the input
(grid) signal voltage, and #is a constant multiplying factor. For
most purposes, it can be assumed that the grid current, i , is zero.

The output current, i, depends upon the total impedance of the output

circuit.

The transistor, shown in Figure 2.1.4.1 (b), generally can be considered

a current amplifying device. That is, for the proper operating con-

ditions:

Cete) = B EotP)
[2.1.4,2]

where ic(t) is the output (collector) signal current, ib(t) is the input
(base) signal current, and R i3 a constant multiplying factor. For most
purposes, the input (base-tou-emitter) junction has the characteristics

of a forward-biased diode. The output voltage, e, depends upon the

output circuit (load) impedance.
2.1.5 Voltage and Current Sources -~ In practice, there do not exist

ideal voltage or current sources. Often, however, actual circuits have

characteristics which approximate those of ideal sources. For that

reason, such sources are of practical interest.

An ideal voltage source is a device that maintains a given voltage across

its terminals, regardless of the current drawn from those terminals. A
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storage battery generally can be considered a voltage source. For

practical purposes, a voltage source can be considered ideal when the
external (load) impedance is much larger than the source internal
impedance. Note that a voltage source is a generalized short circuit, . E
That is, a short circuit holds the voltage across its terminals at a
constant value equal to zero. The symbols commonly used for AC and DC

voltage sources are shown in Figure 2.1.5,1 (a).

" y—
A

An ideal current source is a device that maintains a given current flow 2
from its terminals, regardless of the load impedance (voltage) across é
those terminals. A storage battery with a very large resistance in series :
generally can be considered a current source. For practical purposes,

a current source can be considered ideal when the external (load) impedance {n: E
is much smaller than the scurce internal impcdance. Note that a current 'Z
source is a generalized open circuit. That :.8, an open circuit holds the f;
current from its terminals at a constant value equal to zero. The symbols é

commonly used for AC and DC current sources as shown in Figure 2.1.5.1 (b).

2.1.6 Direct Current (DC) Circuits -- A DC circuit can be defined as one in

N T

whnich the voltages and currents are constant with time, Under such cir-

cumstances, tche only passive circuit element of significance is the

resistor and the only applicable voltage/current relationship is Ohm's

law. A simple, oune-loop DC circuit is shown in Figure 2.1.6,1. Also

shown in that figure are the various forms of Om's law. The impedance %

of a circuit element is defined as the ratio of the voltage across that

L E e

2.6
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(a) Voltage Source

(b) Current Source
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Figure 2.1.5.1 -~ Voltage and Current Sources
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element to the current flowing through the element. Thus, for the DC
circuit showmn in Figure 2.1.6.1, the impedance is:
Ex

. 2= =R (ohms) [2.1.6.1]

2.1.7 Alternating Current (AC) Circuits -- An AC circuit can be defined
as one in which the voltages and currents vary with time., When such is
the case, all of the circuit elements discussed in Sections 2.1.2 are
of significance and the analysis of the circuit becomes much more com~
plex than that for a DC circuit., The principal reason for this complexity
is that, whereas a non-time-varying (DC) quantity requires only a

T:é magnitude parameter to describe it, a time-varying (AC) quantity requires
twn parameters: & magnitude parameter (amplitude) and a timing parameter
(phase). In order to expedite the handling of the dual nature of AC
quantities, complex rotation (use of a 2-vector with "real" and
"imaginary" parts) is employed. Complex notation is discussed in a

later section of this text.

Fortunateiy, the analysis of an AC circuit is somewhat ziuplified when
the AC currents and voltages are sirusoidal in nature. This is the case,
of course, when only sinusoidal voltages and curreats have been applied
to the circuit. Even when the time-varying voltages and currents are

not sinusoids, however, a sinusoidal analysis still applies if the actual
waveforms are considered to be .omposed of superimposed sinusoidal com-

ponents. This approach is possible when the circuit elements are linear and,
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therefore, the principle of linear superposition applies. The circuit

analysis procedure then requires that the applied voltages and currents
be broken down into their Fourier components, the resulting individual
sinusoidal responses determined, and the actual response obtained by
superimposing (adding) the individual responses.

(An alternative pro-

cedure involves utilizing Fourier or Laplace Transforms).

2.1.8 Sinusoidal Waveforms -~ A typical sinuscidal waveform is shown
in Figure 2,1.8.1. As indicated in that figure, the waveform shown can
be represented as a sine function or as a cosine function with 90° phase

shift.

If two sinusoids of the same frequency are added, it is always possible
to represent the resulting waveform as a single sinusoid with an appro-

priate amplitude and phase angle. Conversely, it 1is always possible to

represent any sinusoid of arbitrary amplitude and phase as a sum of two

sinusoids of arm ~sriate amplitude and zero phase. For example, if:

e(s) = E, Cos (wt+e)+Ex Scu(wt+dy)

[2.i.8.1]
Then:
eLe) = E C’S(“’*"'*)
[2.1.8.2]
. 4
e s [+ B2 e 2E, By Sén($am 4]
_ [ E; Sen§,—Eales
¢="7Tan #‘E:Fgf'fz_{?‘:‘:%] [2.1.8.3]
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Figure 2.1.8.1 -~ Sinusoidal Waveforms
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3 or, given:

.
EA T L Y

ere) = £ (os(we+9)

[2.1.8.4] <
T 4
P - then: : ,4

ete)= E, Cos(wt) +E2 Jeauctws)
[2.1.8.5]
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whare:

E, - E_g CLoes é

E,z=EpSin [2.1.8.6] 2

Thus, utilizing Fourier analysis and synthesis, it is always possible

to represent an arbitrary time function with arbitrary phase angle as "1
the sum of simple sinuscidal terms of zero relative phase. -

2.1.9 Root~Mesn-Sauare Voltages and Currents -- The root mean square

vaiue of a time-varying function, f(t), is defined by the equation:

T? ‘/1
= et
Homs = [ + “’] [2.1.9.1]

e e e e et vt
I (R TOICRUPINI

whare the time aveiage f}t) is defined as:

! .
e #lltaslezall

pe
3
4
vy
“»
N
t
.-
o+
sl

E;_ [2.1,9.2]
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and T = 1/w is the period of the function. Thus, to derive the RMS
value of a periodic time function:

(1) Square the time function.

(2) Average the square over one period.
(3) Take the square root of the average.

Note that the RMS value of a time function is a constant.

The RMS value of a sinusoid of amplitude E is derived in the following

manner.

See)= E Sch(we)

[2.1,9.3]
2
Pra= EtSentat) = E [=Y) Cos “"’*’]
[2.1.9.4]
= _ L (F4-4 Tt =4 52
Yre) = F £5 [£-% Gsaws] 2 [2.1.9.5]
Frms =z [0 ] = g 7
[2.1.9.6]
éj The RMS value of the sum of two sinusoids in phase quadrature (90° out
\ of phase) is equal to the root-sum-square (RSS) of their individual RMS

values. To obtain the RSS of two such values:
¢ (1) Square the individual RMS values
= (2) Sum the squares

(3) Take the square root of the sum.
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Thus 1if:

ew) = E, Cosces) + Ep Scntere) [2.1.9,7]

then:

%
erss = |4 (B + E57)] [2.1.9.8]

2.1.10 Ohm's Law for AC Circuits -- Ohm's law is given by the equation:

et = 7 5‘*” [2.1.10.1]

where e(t) is the voltage across a circuit compoment, i(t) is the current
flowing through that component, and Z is the impedance of that component.

Accordingly, the impedance is defined by the equation:

es)
& (€) [2,1,10,2]

In Figure 2.1.10.1 are shown simple, one-loop circuits with a sinusoidal

current flowing thrcugh an impedance. The current is a sinusoid given by:

Cl$)= T Coslat) [2.1,10,3]

In accordance with the material presented in Section 2.1.2, the voltages
across the three types of impedance are those shown in the Figure, For

the resistor, the impedance is then:
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Ohm's Law
eld=r0¢) 2
r1y= 2L4)
clt)= =

. ell)
2= i

Resistance

2o =R (L) = RT sos Luwd)

Inductance

@,2, ﬁ- =Wl I sin (i)

Capacitance

¢
_ AT i
e = .é.aj c(t) o sm (wi)

Figure 2.1.10.1 -~ AC Impedances
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RTI Cosredl [
I Cos(tsd) =R

&

Zes .1,10.4]

the impedance is:

-— S Caséd
WL Schiwé o el Tha(we)
I Cosle¥) [2.1.10.5]

Rz, =
Obviously, there is a problem since Tan (wt) is time dependent and goes
to infinity periodically. The problem is that, unlike the resistor, the
inductor shifted the voltage 90° out of phase with the current as well
as affecting the amplitude of the sinusoid. Thus, if Ohm's Law is to be
universally applicable, inductive and capacitive impedances must be
defined in such a way as to account for both amplitude and phase effects.
The method by which that is accomplished is the complex impedance and the

resulting mathematical convention is called complex notation.

As gtated in Section 2.1.8, an arbitrary time-varying function can be
represented, by Fourier analysis, as the sum of a series of sine and
cosine terms. Using complex notation, these two components, 90° out of
phase, are represented as the real and imaginary parts of ejmt via the
Euler relationship. That is:

Costumt) = Rei&""’é} = Re.iCo:ruu +4 J‘éueu-e)}

Stncwe) 2hnie?t dafi, feoscuer+isin cevp} [2.1.10.6]
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@ Thus, under this convention, multiplying a sinusoid by j, (/=1 ), ¥
. = :j
shifts its phase by 90°. As a result, the three basic types of j

impedance can now be defined by the following formulas.

1
For a resistance, Pgp = R

alae b 8. bk

4

]'.'u AP

A YRR AL
SN
-

For an inductance, B, =4wiL [2.1.10.7]

L.

::?_ For a capacitance, Zo =~ ':,1;‘

atat a et

i
LS

Using complex notation, Ohm's law can now be applied to the circuits of

N Figure 2.1.10.1, taking as the current:

L]
™t
I

L]
I . .'.'.'-'.'n
A T A
N T P )

-
1

' 4|
'l

v
]

cee) = T [Coscert) +4 SonceredT] [2.1.10.8]

-t

-
»

with the understanding that only the real part of the result will have

meaning. For the resistor:

Cr$) = TR [ Costet) 44 Scncos ] ::E‘-Z:‘

i

F P ﬂ-eienl*’/e’ra} =R (2.1.10.9] 9«

For the inducter: X

: C ) mevo bl T L- Schlent) 4——1'- C'O.rtu't)j

"y

}L’; Re 2“‘“’/5(‘)} = 1‘. e b [2.1.10.10] o3

- 1
= 1
. -
=, R
- =
. g

"
~. b
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L4 g
t}: N For the capacitor:

n ) ) 4 . - Cb:f“*{] —
e.te) = g LSenct) 73 ’
Lol » ’
LS (] 2. * . °
ii It can be seen that Equations [2.1.10.9] through [2.1.10.11] are in ;%
ti agreement with Equations [2.1.10.7]. Thus, utilizing complex notation, o
- Ohm's law applies to both AC and DC circuits.

@ 0
Eja 2.1.11 Electrical Power —- The instantaneous electrical power supplied 2:
:in to a circuit component is given by the equation(l)= g;
5 Y= 2ee) ey Cwatis) "
85 pit) = 20 [2.1.11,1] e
ﬁi 3 The average power dissipated, (usually as heat), during a time interval ﬁf
e T is given by: ~L
;r e LA . 24 b
p= e ite) =k (e ccdd
n o [2.1,11.2] &
fﬂ Using Equation [2.1.11.2], the average power dissipated by the three basic ij
- types of impedance can be determined. Substituting into Equation [2,1.11.2] ;;
w , .
o the expressions derived for e(t) and i(t) derived in Figure 2.1.10.1, we -
Fﬁ have, for the instantaneous and- average powers: i?
o =
re -
;‘ (1) It is an artifact of the complex notation that instantaneous real ;i
- power in complex notation is given by: -
:‘j \* -
¥ 4’(‘):2:{6(‘)6“’} -
F: where i*(t) is the complex conjugate of i(t). The complex conjugate of o
- i(t) is obtained from i(t) by replacing all j's by (-j)'s. -
- 2.14
;! |
2 .
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---------------------

(1) For the resistor, )

2 o

'P‘*’ = @ce) cée) =RT CoS (¥ ) -

2 k4 _

P=RI® Costuw®dm LRt [2.1.11.3]

2 2 =

P:R('é) :RI}-“': ':

(2) For the inductor, ;

Pte) = oL 22 Scigurt) Coscors) "

= —wlI? SThres) Corfertdz o [2.1.11.4] 9

. (3) For the capacitor, ;S
Pre) = -‘f-c— Scnleat) Coscu€) ii

S P=-E Sinlwe Costatd= © [2.1.11,5] ;
N wiC ¥
From Equations [2.1.11.3] through [2.1.11.5], it is evident that real Dt

; power is dissipated only in the resistive portion of an impedance. ;
] The power dissipated in an arbitrary circuit depends upon the phase angle iﬁ

;; between the voltage and current. Given the voltage and current: :
N ecs) = E Costwe) :
Cce) =T Coslwttd) [2.1.11,6] 1%

:: The instantaneous power supplied to the circuit is: .;

é L

P ET Costwe) Coslivesé)

(2.1,11,7]
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or, using a trigonometric identity,

Pt = ET[Cosiens) Cosr#) ~ Sinluwt) Coslak) Séaldd

[2.1.11.8]

The average power dissipated in the circuit 1s, then:

P=EI[Costraer Cos0h)=Sinlunt) Cosrest) Sucds]
P=FT Cosr¢)

p= (j,%’) (F=) Cos (41 = Erums Liss Cos (4)
[2.1.11.9]

Thus, the average power dissipated in a circuit containing non-resistive
(reactive) components is equal to the product of the RMS voltage and

current, multiplied by the cosine of the phase angle between voltage

‘1:_.

and current. The cosine of the phase angle is called the power factor.

2.1.12 Kirchoff's Laws —— Kirchoff's voltage and current laws are the
basis for all circuit analysis. Using these principles, the currents

and voltages of even the most complex circuits can be determined.

Kirchoff's voltage law states:

"The sum of the voltages across all components around a closed

circuit (loop) is zero."

Consider the circuit shown in Figure 2.1,12.1. From Kirchoff's voltage

law, we have:

Eg ~Er)~Er2 ~Eg2~-Ers = © [2.1.12,1]
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Figure

2.1.12,1 -~ Series Resistance Circuit
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From Ohm's Law, we have:

Ee/=ER, 5 Era=TRa2 5 Ega=TKs [2.1.12.2]

Combining Equations [2.1.12.1] and [2,1.12.2], we can solve for tke
current in the circuit (I).

ﬁﬁrl"‘t" ——
R, +Ry+R3 [2.1.32.3]

Kirchoff's current law states:
"The sum of the currerts flowing into (and out of) a circuit
junction (node) is zero."

Consider the circuit shown in Figure 2.1.12.2. From Kirchofi's current

law, at Node 1, we have:

Ls = Lo - Ix: [2.1.12.4]

From Kirchoff's voltage law, we have:

Eg)~Epa= o [2.1.12,5]

From Ohm's law, we have:

= R ¢ Epz=ZIm2R:
Ear=Zu Xy 5 Fra [2.1.12.6]
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Figure 2.1.12,2 -~ Parallel Resistance Circuit




................

Combining Equations [2.1.12.4] to [2.1.12.6], we can solve for the current

:ﬁ in the resistor RI.

2 = (52—
3 g = (R,+Rz) Zs [2.1.12.7]

2.1.13 Series and Parallel Circuits -- A consequence of Kirchoff's laws

are the rules for combining circuit impedances in series and in parallel.

Combined in series, the impedances add as shown in Figure 2.1.13.1 (a).

Note, however, that combining resistors or inductors in series results

;; in a total circuit resistance or inductance equal to their sum, while
= combining capacitors in series results in a total ciicuit capacitance

smaller than that of either capacitor alone.

Combined in parallel, the reciprocals of the impedances (admittances) add
as shown in Figure 2.1.13.1 (b). Note that combining capacitors in
parallel results in a total circuit capacitance equal to their sum, while
combining resistors or inductors in parallel results in a smaller total

circuit resistance or capacitance.

2.1.14 Tuned Circuits -- An electrical circuit that contains both

capacitive and inductive components will tend to "ring" when excited.

That is, it willoffer.a low series impedance to currents or voltages
with a frequency close to its resonant frequency. The resonant frequency

is determined by the values of inductance and capacitance., In Figure
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2.1.14.1 arc shown series and parallel tuned circuits containing pure

| SR,

inductances and capacitances. .
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In Figure 2.1.14.1 (a), the current flowing through the series L-C circuit

Sl BURRNI O

is assumed to be:

; = I Cos(wt)
¢ce) [2,1,14,1]

Lol bl S
W T R M U
i Gt e et o
“.1
- .

The voltage across the circuit is, then:

o opm e e e \
P .
f Lo
L S

PP

ece) =-( L~ Zfr?) L Séatwt)

.. "m‘

[2.1.14.2]

o
i

o
Fl i
e
(AR
,
P
e wte sl A

et

and the (complex) impedance of the circuit is:

LR
i de L fantelts

ol
L

"
o oba

i femy - L
ZLc=% (“"" we [2.1.14,3]
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From Equation [2.1.14,3], it can be seen that the impedance of an ideal

2 RAAD0,

series-tuned circuit is zero at the (resonant) frequency, for which

P e e e L)

!
wih= 52

"

or [2,1.14,4]
wk=

i

(4

A series~tuned circuit is often employed as a frequency "trap". That is,
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@! a filter that ''shorts out" signals of a prescribed frequency.
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In Figure 2.1.14.1 (b), the voltage arplied across the parallel L-C circuit

is assumed to be:

el€) = E Cos ()

[2.1.14.5]
;- ) The current through the circuit is, then:
. c¥) = (z‘ﬁ.-—wc)E Seh (¢) [2.1.14.6]
U
5 and the impedance of the circuit is:
i Zie =4 %S:.-“'f—) [2.1.14.7]

From Equation [2.1,14.7], it can be seen that the impedance of an ideal parallel-

tuned circuit is infinite at the resonant frequency, given by:

[2.1.14.8]

A parallel tuned circuit is often employed as a band-pass filter. That is, a

?: filter that passes only signals of a prescribed frequency.

;-

¢

gi 2.1.15 Series R-L-C Circuits -- In Figure 2.1.15.1 is shown a series R-L-C circuit.
5{ This circuit is assumed to be excited with a current given by:

e

elé) = T Cos(wt)

[2.1.15.1]
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Figure 2.1.15.1 -- Series R-L-C Circuit
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Applying Kirchoff's voltage law, the total voltage across the R-L~C

combination is: -’

€ric = TR (05¢ed) + I (b= Sencetd

[2.1.15,2]
or, employing Equation [2.1.8.2],
oy
- 2
Cric® T SR (i Z): Coslet+¥) [2.1.15.3]
where:
2
1=-*LcC
¢=Tan [ —SRE
[2.1.15.4]

]
=
At the resonanrt frequency, &g 7:."_—2'. » the reactive portions of the
circuit impedance cancel; the phase angle, ¢, goes to zero; and the

voltage becames, simply:

Cric = TR Coslewt)
[2.1,15.,5]

Thus, at its resonant frequency, the series R-L-C jfmpedance 1s:

_ e
Zre = F =R [2.1.15.6]

This result is typical of tuned circuite, (such as antennas), operating

at their resonant frequencies. The reactive pnart of the impedance
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vanishes, the phase shift between voltage and current goes to zero, and

the real power transfer to the circuit is at a maximum. gii
2.1.16 Impedance Matching -- In Figure 2.1.16.1 is shown a simple, one- Ei
> loop circuit involving a power source and a load. A D.C. circuit is !%
chosen in order to simplify the following analysis. The subject of the Eéé
analysis is the selection of a load resistance, RL’ so as to "optimize ;E
performance"” for a given source resistance, RS. !

..
PR
NN T

e

For a source voltage equal to ES’ the current in the load is:

ks pt

I = 7o+Re [2.1.16,1] =

.
P

#-.o
£

The load voltage is, then:

. -.iF!,-,.'
e danted

U]

Ca
W
L NN NP

R. €,
E,. = i;';,‘;f’_ [2.1.16.2]

.
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N

and the power dissipated in the load is:

L]

S
., v
M LA

(3
P
Wit
Bkt

T T T P I

R, Eo
&
P. = (&,m‘)a- [2.1.16,3]
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The desired "performance", not yet defined, determines the optimum value
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for RL' If the required performance entails maximizing the load voltage,
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Equation [2.1.16.2] indicates that the optimum value for R is infinity.

If maximum load current is required, Equation [2.1.16.1] indicates that

the optimum value for RL is zero. 1In many applications, however, the

« '
A I
N TV B W .Y

‘,,l. . .

%

requirement is not to maximize voltage or current, but to maximize power

.

transfer from the source to the load. In order to determine the value

"y
P
INEIE LA W

of R required to maximize P in Equation [2,1.16,3], the calculus of

L ‘s '..-:A:.:....L N

variations requires that RL satisfy the equatidh:

S%I [P"J =@ [2.1.16.4)

-
fihoa

[
v -

i

s 4N

Performing the partial differantiation and solving the resulting equa-~

tion yields the result:

(R")(‘itae?= Rs [2.1.16.5)

Thus, for maximum power transfer from the source to the load, the load

. » L R R N L

impedance must be matched to the source impedance. In order to maximize

e
-3
the radiant output from a transmitting station, for example, the impedances f%
of the transmitter, transmission line, antenna, and the wave-propagating &j
medium must all be equal, K
2,1.,17 Distributed~Parameter Circuits -- In all of the circuits we have tj

considered thus far, the circuit impedances (resistances, inductances,
and capacitances) have been considered to be in discrete components

connected together by perfect conductors and with no time-lag from point
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to point. For many situztions, that assumption is valid. As the fre-

E?! quency of the signals increases, however, that assumption becomes in- g@
EZ, creasingly poor. Specifically, when the wavelength of the signals fﬁ
%- approaches the physical size of the circuitry, the propagation time gi
P : lags approach the period of the waveforms and interactions take place .*

betweer. the various parts of the circuit. Under those circumstances,
the discrete-parameter assumption breaks down and one must utilize

distributed-parameter methods which are concerned with traveling wave
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2.1.18 Transmission Lines -~ An example of a situaticu in which a dis- i'%

tributed-parameter analysis is necessary is that of a transmission line

. o '
Senfeatar et a

at high frequencies. The simplest type of transmission line is a pair

o
o

of wires. At relatively low frequencies, the voltages and currents at

LWl Y .

S
cla tanlel va

each end of the line are not only in phase with those at the other end

“d e

of the line, but are essentially identical to them. At sufficiently

.
FOREA

w orwe
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high frequencies (short wavelengths), however, the inherent internal
inductances and capacitances of the line and wave propagation times
become significant. One way of analyzing the operation of the line is

to employ what is known as 2 lumped-parameter model. The inherent re~
sistance, inductance, and capacitance of the line are "lumped" inté many,

small, discrete components as shown in Figure 2.1.18.1. It is then

possible to extend discrete-parameter analysis techniques to derive .

.
atata [

equations which adequately describe the characteristics of the line. -

b '-'lu%; C e
sty [
et |

’ .
wfaiaa

ol s

2.24

- .
P L . . e e ataia ea a e ates maa e
o, T S, W VAl SN VO SO AL S, St S S SR S I S S SHI NN WP S - T Sa




...................... Y .
= b - ... - - I N S S P S BC T, S i SO S S P |
A “ EERCEE, A
-! LI
. '..‘.
P - .
e

i l R
3 Lo
3 elt) z_ ::>: =L —— e ==c == .

< 2 L 2 L 2 L T
: { 2 =2 2 2 2 2
$ — — — s—Lawrnlywnnlywnnl
3 > g
.l X 9.
3 - 4
2 R = Resistance per Unit Length i
g L = Inductance per Unit Length ‘
2 C = Capacitance per Unit Length
- Z,= Characteristic Impedance o
3 i
. Figure 2.1.18.1 -~ Lumped - Parameter Model of Transmission Line

e e,
ety
tulilalale

.
¢
)

L o
;
- R
s
. e
2
.

7 SR
r moa

o

ey .
TR N
PN

. * P

® . -
4” . 1
e ata . atalale ko

.
¥

"" .
Vs ", N
PRI I V-5 S0 T VI T

Y

g ;
4 -
1 H
1 i
i L
= :
- .
~ N
.. o
N . 1
B o
- -
3 |
<
s 2.243 ;!.\-
2] - .
= !
p -
3 2
= .
- . . 3
p < . - =T - e Tl - 2
e - . e el R S S Ry ey I PN B T8 Syogiiy R S PN 0 P DNE. SNPGRS VR S PP S s |
| RN = PP




These distributed parameter equations incorporate the effects of the

’

resistance, inductance, and capacitance, per unit length, of the line,

and are partial differential equations of the form shown in Equation

[2.1.18.1].

2. 2.
»x2 "<’/“: >cr T

[2.1.18.1]

E. where x 1s distance along the line, i is the current in the line at
point x and time t, ¥ is a propagation constant incorporating the
parameters of the line, and Wy is the signal frequency. It can be shown
;;‘ that Equation [2.1.18.1] is separable into two independent equations,

one involving only the distance x and the other involving only time.

Gl A A A
.

The two equations are:

I 2% % 4 22 =0

- -y =0 an ~d

- Jx? e 7 [2.1.18.2]
where:

¥ = Propagation Constant = el +4

o = Attenuation Constant = R/2%e

@ = Phase Constant = £y e
5 ®,= Line Characteristic Impedance = Jiefe
;j The general solution to Equations [2.1.18.2] is of the form:
:"L.x - ot N .
c'('x,'é): z, e Sin(wet~p )
P +ot 3¢
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This solution represents two traveling waves, one traveling to the
right and one traveling to the left (reflected). The waves have wave-
length A and are exponentially decaying (with distance traveled) with

decay constant « . The velocity of propagation ¥p and wavelength A

are given by:

V=g /8 and 2= 2%
[2.1.18.4]

The relative phase angle between the incident and reflected waves, ¢,
depends upon the phase constant, B, and the length of the transmission
line. The amplitude, 12, of the reflected wave depends vpon the re-

flection coefficient at the end of the line.

2.1.19 Reflected Traveling Waves -- A traveling wave is always partially
reflected by any discontinuity in the characteristic impedance of the
medium in which it is propagating. If, for example, the characteristic
impedance of a transmission line, zZ,, (defined in Section 2.1.18),

changes at some point in the line, a wave traveling down the line will

be partially reflected back toward the source. The ratio of the amplitude

of the reflected wave to that of the incident wave is the reflection co-

efficient, p. That is:

P = Er/E;

[2.1.19.1]
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where Er and Ei are the voltage amplitudes of the reflected and incident

waves, respectively. The reflection coefficient depends only upon the

Lk U
P .
“atst -M e

4
v

characteristic impedances of the line, Specifically,

oS e
vy
W e
o

' '. .' >"i“‘
s

o

r——————

. Zeo2 - ol
()‘- Boat Fey [2.1,19,2]

A
b

where 201 and 202 are the characteristic impedances of the line before

and after the discontinuity, respectively.

2.1.20 Wave Interference -—- Due to the nature of electromagnetic waves,

two waves of the same frequency can combine in such a way as to add

T b A0 M el
ST L et
. Se R R}

(constructive interference) or subtract (destructive interference), de-

o e ot "
oot
PVPSIPRDY 'S SRS RE DAL . A

e A pending upon their relative phase. The incident and reflected waves
) Qi? traveling in a transmission line are of the same frequency and will,
therefore, interfere constructively or destructively, depending upon
the phase angle, ¢, the phase constant, B8, and the distance along the
line, x. If the resulting amplitude is plotted as a function of the
;; distance x, it will exhibit a form similar to that shown in Figure 2.1,20.1,
- known as a "standing wave'. In general, the standing wave "waveform"
Ei is periodic, but non-sinusoidal. The maximum and minimum values of the
}‘ amplitudes exhibited by the standing wave have special significance.
;3 Specifically, the ratio of the maximum to the minimum values shown in
i! Figure 2.1.20.1, known as the voltage standing wave ratio, VSWR, is
%. related to the magnitude of the reflection coefficient (of the discon-
i; tinuity that produced the reflected wave) by the relationship:
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el = Uswr+7 [2.1.20.1] o
where: 'ﬁ
Epa .!:

VSWR = Eprn {2.1.20,2]

1
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Also, as preyiously-indicated:

f’ . Eea = Ze; -
T ReatEes N

PO T Lt W Sy

L0 4 T

Thus, the VSWR can be measured in order to determine the degree of im-

pedance mismatch in a transmission cystem.

2.1.21 The Decibel -- In communications theory, the range of many variables
is very large. TFor that reason, many quantities are expressed in decibels
which are based on logarithus. Specifically, the amplitudes of signals

(volts, amperes, etc.) are expressed indecibels defined by:

EC8) =z 20 Log, (E/Emes) [2.1.21.1]
where ERef is ejual to unity unless otherwise stated. yuantities involving o
power, (the square of amplitude), are expressed decibels defined by: ;q
P(it)= 1o Leq, (P/Pres ) [2.1.21.2]
where PRef is equal to unity unless otherwise stated. In this text, we ;
wili almost always be concerned with the "power decibel defined by 5‘5
Equation [2.1.21.2]. l—:
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2.2 Digital Systems

.x
2.2.1 The Nature of Digital Systems —- Due to the numercus and varied :f}
forms in which digital techniques are applied, the essential ~haracter- ii;
istic of a digital system is difficult to recognize. The one character- ?!:
istic which identifies a system as digital is the use of a symbolic code
to convey information. (An analog system employs the magnitude of an -
analog quantity for that purpose.) As an example, consider the D'Arsonval 3?
meter depicted in Figure 2,2.1,1, This instrument utilizes a current- ~,:
carrying coil, placed in a magnetic field and restrained by a spring, i;i
to measure electrical current. The deflection of a pointer attached to !.:‘
the coil is proportional to the current. Clearly, the basic D'Arsonval f
movement is an analog device. The pointer deflection is the analog of %{é
the current. Even when graduations are put on the face of the meter, -rf
the instrument 7 still analog. The marks merely aid in estimating the y
pointer deflection. They quantize or discretize the deflection, but { g
they do not digitize it. Thus, a discrete or quantized-~data system is !%é
not necessarily digital, although all digital systems manipulate discrete N
quantities. When numerals (symbolic code characters) are added, however,
the meter becomes digital. The scale with numerals is , in fact, an ﬂ!;
analog~to-digital converter. ;?i
A significant characteristic of a "symbolic code" is that itsmeaning de-~ !!:
pends upon prior definition. One might infer the coil current directly EE
from the angular deflection of the peinter (given informaticn about the 4‘;
o
2.29
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meter's construction). But one wculd require prior definition of the
mcaning of vne character "5", for example. The character '5" is a
symbolic code, in the decimal system, for a count equal to the number
of fingers on a human hand. Another example of a symbolic code is the
character "101" which, in binary arithmetic, has the same meaning as
that assigned to the character "5" above. Another essential character-
istic of a digital system is the use of a pre-determined set of rules
to manipulate the symbolic codes. (Actually, the rules are part of the
definitions for the symbols). An example of these rules is the opera-

tion specified by the (decimal) symbols:

ngt gn ngn non o nygn [2 2.1, 2]

Another example is the set of operations hard-wired into a digital com-

puter arithmetic logic unit.

In recent times, the application of digital techniques has proliferated
to the extent that there remains scarcely an engineeriang discipline not
rapidly being ''digitized." The reason for this proliferation is a re-
versal of the normal relationship between the need for a technology and
the development of that technology. Digital technology has become so

advanced, and oifers such advantages in periormance, that designers are
now actively seeking applications for digital technology, rather than

seeking a technology to satisfy their applications. The result is not
always a superior, or even acceptable, design. A digital system has im-

portant weaknesses as well as strengths.

2.30
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the desired precision is obtained. Similarly, the number of iterations

in a successive-approximation process or terms in a power series expansion
can be adjusted. In most cases, an improvement in accuracy will be
accompanied by a penalty in memory required or computing time. Generally,
the accuracy of a digital system is determined by the analog-to-digital
(A/D) and digital-to-analog (D/A) converters utilized at the input and

output (I/0) ports. The excellent noise rejection characteristics of

2,31
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2.,2,2 Advantages of Digital Systems -~ The principsl advantages of %
digital systems are listed below. '
Flexibility
Accuracy F
Noise Rejection g
Long-Term Stability ﬁ
Simplicity of Binary Devices i
Physical Characteristics i
-]
The most important advantage is flexibility, The operation of a system E
controlled by digital software, (rather than hardware), can be extensively 3:
altered, in the field, merely by inputting new instructions (software). E
Furthermore, when a general purpose digi?-1 computer is employed, that ﬁ;;: ii
computer can be used for many different systems.
The advantage in accuracy derives not from an inherent accuracy of digital ii
systems, but from the fact that the precision can be improved, (at the '
expense of other system characteristics), at the discretion of the designer.
That is, the number of digits in a computer word can be increased until L
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most digital systems are primarily the result of using binary numbers.
When, due to noise, an analog voltage is in error by ten percent, the
parameter value represented by that voltage is in error by ten percent.
Such is not the case in a binary digital system. Only two digit values
are possible, zero and one. Any error in system signal levels, due to
noise or otherwise, will be totally rejected until that error reaches a
magnitude sufficient to make the machine mistake a zero for a one, ~r
vice versa. Thus, theoretically, the errors can approach fifty percent
of the signal without effect. On the other hand, digital systems are
more susceptible to short-term errors than are analog systems. A voltage
"spike" that would be ignored by a slow-moving analog system can cause a
miscount in a high-bit-rate digital system. The susceptibility of digital
systems to such ''giitiches" can be alleviated, in part, by the use of

error-correcting codes and redundant computations.

Long term drift is a severely limiting characteristic of the devices used
for analog time integration. In contrast, the output of a digital
integrator (pulse counter) remains constant as long as the input remains
below the threshold for a "one'". For that reason, the long-term stability

of digital systems incorporating integrators is excellent.

An inherent advantage of binary digital systems is the simplicity of
devices which need only recognize two states (e.g. zero and one). This

simplicity is the key to economics in the manufacture of large-scale

2,32
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digital systems. It is also responsible: -for the impressive economies ;:

in the size, weight, and power requirements of modern digital computers.

2.2.3 Disadvantages of Digital Systems -- The disadvantages of digital ) ;5
systems are as impressive as the advantages. The principal disadvan-

tages are listed below.

Susceptibility to Gross Errors

LB

Difficult Software Validation :E

Sampled-Data Effects E;

Quantization Effects %é

Analog/Digital Conversions EEE

Slow Integration ;é

Large Number of Elements ;;_ g;

The most subtle disadvantage, and perhaps the most important for man-rated ;E

systems, is the propensity of digital systems to make gross errors. The :é

errors in question are not errors in comp*z> words used to represent the i;

magnitudes of quantities (such errors are genarally not catastrophic); the ;;

. troublesome errors are errors in words used as addresses in memory or as ié
- instructions. For example, a simple one-bit error in an address word, if is
not corrected, could result in the use of the output from a pitch-axis :f

: gyro, in a digital flight control system, in place of the yaw-axis gyro ii
output. The same error in an analog flight control system would probably ;:

require the use of a wrench or a soldering iron! Another type of gross

error commonly encountered in digital systems is that known as a "jump

the track" error, in which the system begins executing an entirely unwanted




. v
a
3 o
jﬂ portion of the digital program as a result of misreading a bit in an "":
: " instruction word. For example, the flight control system of the Space
: .' Shuttle Orbiter might suddenly apply the atmospheric reentry autopilot _}_
’ . equations while in the terminal phase of landing. Of course, provisions b
:‘ are made to detect and correct such "jump the track" errors.
3 ’
E‘ From an economic standpoint, pcrhaps the most important disadvantage of '
digital systems is the difficulty in test and evaluation of the associated
software. This process, called software validation and verification, is
E! greatly complicated by the very flexibili'y of the digital system. 1In “
a complex system, there are so many alternate paths and branches in the
:': j: execution of the software program that only another digital computer can o
: s examine them all; and, even then, the time and cost may be prohibitive. !:
In the developnent of today's digital systems, more money is spent in
software V and V than in the original software design.
ii;
;i:-f. One of the more serious disadvantages of digital systems is the sampled-
:_ data nature of the siunals involved, The fact that the signals are not
r. continuously updated is not usually a problem. Techniques of interpolation L‘
and extrapolation suffice. The most important sampled-data effect is
frequency aliasing or folding, the generation of spurious signals at
Et!_ frequencies above and below the frequency of the original signal. This L
process can, for example, fold noise or other unwanted signals down into
the bandwidth of a data processing system even though the original signal “
e _ B
: 2.34
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frequencies were too high in frequency to be of concern. Frequency

aliasing is discussed in detail in Section 2.5.6 of this text,

Quantization effects (discontinuities in the available values of the
signal quantities) are not usually a serious problem only because the
bit-size of the system can usually be made small enough to prevent the
sudden changes from seriously affecting system performance. The principal
effect of an insufficiently small quantum size is the destabilization

of an otherwise stable closed-loop system.

Also related to quantization effects are the inherent problems encountered
with digital integrators. Although all physical processes are, in fact,
quantized, the quantum sizes are so infinitesimal as to be imperceptible.
Therefore, the integration of physical quantities is essentially a con-
tinuous process. Digital integration is, at best, an approximation. In
order to minimize the "jumps" inherent in digital integration, a very small
integration interval must be used, sometimes orders of magnitude smaller
than the smallest periods present in the signals being processed. For

that reason, it is sometimes impossible to achieve "real-time" digital

integration in, for example, a process-control system.

The representative signals of most mechanisms are analog. Therefore, D/A
and A/D converters are necessary as interface units between the digital
components and the physical system., It was previously noted that these

devices are usually the limiting factors in system accuracy. They also

2.35
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i are the greatest contributers to the needs for space, weight, and power. T
3 Finally, these converters are usually the components which introduce ’.
g:‘: the most troublesome quantization effects. In an analog system, there
; is, of course, no need for A/D and D/A converters.

For a required system speed-of-response, digital signal processing re-
5; quires much more hardware frequency-bandwidth capability than does analog :
E‘ processing. The bandwidth requirements for digital signal processing are ‘

discussed ir Section 2.5.5 of this text. T

5 It was previously noted that the inherent simplicity of binary devices ’:
- make for economy of prbduction. The resulting standardization also creates

high reliability (large mean-time-between-failures). The very limited

\‘? information-carrying capacity of a single binary device makes it necessary, ’:
however, to incorporate large numbers of them in a practical system. ‘
Thus, altbcugh the MTBF of a single element is large, the MTBF for the
entire gystem can be a problem. -"‘
2,2.,4 Binary Codes -- Binary codes are characterized by the designation :j";
ip-:_q_ of only two possible states; e.g. one and zero, plus and minus, orn and ’-*
off, high and low, yes and no, etc. All information can be imparted
utilizing only two such states. Mathematically, binary codes thus employ
;F_q a radix of twe. Decimal codes employ a radix of ten. For example, in —.-
E the decimal system:
: -
o e
o .
3 2,36 -
{ .
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1306, = 1x10° + 3x10° + 0x10' + 6x10®  [2.2,4.1] ‘
and, in the binary system: e
: -

3 2 1 0 .’;

10112 E 1x2 +0x2° +1x2° +1x2 = 1110 [2.2.4,2] :
Values less than unity are constructed in the same manner in the decimal ;;
.4

and binary systems. For example, in the decimal system: -
- 0 -1 -2 o

1.52,, = 1x100 + 5x10 + 2x 10 [2.2.4,3] o
10 '}q

Py

or R

1

1520 = 1 + 0.5 + .02 3
.- P

And, in the binary system: ﬁ
!

-

¥

1.0, =1x2° +0x2t +1x27? [2.2.4,4]
0

or o
1.012 = 1 + 0 + 1/4 = 1.2510 S;i

.__:‘.4

R

The "decimal point" in binary arithmetic is, of course, called a binary ;~%
point. jnﬁ
O]

B

To convert a binary number to its decimal equivalent:
(1) Convert each binary digit (bit) to its decimal equivalent.

(2) Sum the decimal equivalents.



e

;;:'. For example: _
n '
0 011, = 1x2 + 0x2® + 1x2b + 1x2° [2.2.4.5] =
- x
F- 1011, = 8 + 0 + 2 + 1 '
: 10112 = 1110 ;
-

L
E::.: To convert a decimal number to its binary equivalent: :Zj
. (1) From the decimal number, subtract th2 decimal equivalent of the -
- -
* | largest-value-possible binary digit. ‘i
:j:‘ {(2) Add that binary digit to the binary number being determined. ‘
N (3) Repeat steps (1) and (2) as required to reduce the decimal number "‘
g (v to zero., t
‘ For example, to convert 1110 to binary: -
‘_:' : // (decimal number) ,
F -8 =» | o0CO o
oy 3 -
- -2 =®> o O©/ 0 &
2 1

:“: ,.’ g) o o O ’ -
k.. LI = . k
o) (] ¢ © / / (binary equivalent) k
An examination of the table of binary numbers presented in Figure 2.2.4.1 -
@*—' reveals that, in the straight binary system, changes often occur in more L
b .
‘.f'j ." than one digit as the number changes by a single count. Due to hardware L
E:—'i tolerances, it is impossible to ensure that two or more such transitions ':
; 2
» 2.38
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Figure 2.2.4.1 -- Cyclic Binary Codes
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will occur simultaneously in practice, Depending upon the order in which
the transitions occur, large transition errors can arise. There are codes,
such a3 the Gray code shown in the figure, that allow only one bit to
change at a time, thereby limiting transition errors to a single count,
Such codes, called cyclic codes, are generally employed in digital systems

for operations, such as analog-to-digital conversions, where ambiguous

transitions are a problem.

It is possible to construct codes which provide the means for detecting

errors in reading them. The brute force approach is simple redundancy.

The value to be encoded is incorporated twice into the code word and the

two read-in values are compared. Only identical errors in reading the

two sets of bits would result in a failure to detect an error. A simpler

5 and more common error~detecting provision is the addition of a "parity
bit" to the extreme right end of the digital word. Parity in a binary
word is the state of being "odd" or "even"; that is, containing an odd
or an even quantity of '"ones". If the extra "parity" bit is set equal

E;j to zero when the number of "ones" in a word is otherwise even, and equal
Ei{j to one otherwise, the resulting word, including the parity bit, will al~
é!t ways have even parity. If a simple bit in the word is misread, a parity
;E- check wll reveal the error. An even number of such errors will escape
Ef;} detection, but multiple errors are relatively unlikely.
o,
] The sign of a binary number is designated by attaching a '"sign" bit to
; the left end of the code word. The sign bit is a "one" if, and only if,
(o _
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the designated quantity is negative. In order to expedite the handling
of negative numbers, the symbol is generally 'complemented" in addition
to having the sign bit affixed. Subtraction of a number is then per-
formed by addition of its complement. There are two types of binary word
.omplements in common use. The so-called "ones complement", is obtained
by replacing all zeros in the original word by ones in the complement,

all ones by zeros, and attaching the sign bit. Thus, for example:

Sign Bit
$, = ©]1 o I,
&= L]o 12, [2.2.4.6]

The twos complement is obtained by: replacing all zeros and ones in the

original word by ones and zeros in the couplement, adding one to the least

significant bit of the result, and attac:..ing the sign bit, Thus, for example:

SG.,;‘G;*'
So = ﬂlalz

$e = 1]0F 1, [2.2.4.7]

In Section 2.2.7 of this text, it is demonstrated that adding the twos

complement of a binary number is the equivalent of subtracting that

number.

The formuia for obtaining the complement, Nc, of a number, N, in a number

system of radix R is:

N = R - N [2'20408]
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where .: is the number of digits in N, including the sign bit.

2,2.5 Other Digital Codes -~ There are a number of digital codes, other Ei
‘ than binary, that are commonly encountered. One such cocde is binary- i
li- : coded decimal (BCD). The BCD code provides a natural interface between {
the decimal system, to which humans are accustomed, and the binary systenm,

- in which almost all digital computers operate. In BCD, the decimal digits

-

are individually expressed in four-digit binary. Thus, for example:

31210 = 0011/0001/0010BCD [2.2,5,1]

58+ SRR
Ex-Al

Another non-binary code is octal, which has a radix of eight. (The octal

x . symbols and their decimal equivalents are shown in Figure 2.2.5.1 (a).)

. == S
t! . The octal code is ecften employed in digital systems as a convenience in ,"
:a" expressing numbers which would be unwieldy if expressed directly in binary. f

For example, the binary equivalent of 31210 is given by: -

-

{i' 31210 = 1001110002 {2,2.5.2j
12 The octal equivalent is given by: L
;. : 312, = 4704 [2.2,5,3]
'@ 3

Thus, the octal number is nearly as compact as the decimal equivalent.

The convenience of the octal code is a result of the ease of conversion

-“""""T' . .'4'.1;‘1“"!‘;“
.

'l
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(a) Octal Code Symbols

2 {314 ;5|]617 Octrel

21314 {5|61]7 Decimal

Hexadecimal

14

15

Decimal

Figure

2.2.5.1 Octal and Hexadecimal Codes
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between binary and octal. In order to convert a binary number to octal:
(1) Mark off the digits in the binary wovd into groups of three to
either side of the binary point.
(2) Convert each group of three bits independently into octal.

fF+-v examnle, the prccedure for converting the binary number

11010.100012 (26.53110) to its octal equivalent, 32.42_, is shown in

8
Figure 2.2.5.2 (... To convert octal to binary, convert each octal digit
independently into binary. Another attractive feature of the octal code

is that it makes full use of the binary digits. That is, it takes exactly

three binary digits (a count of seven) to express the values of the digits

in an octal word.

A digital code frequently employed as the language of communication at the
machine/human interface is hexadecimal, which has a radix of sixteen. (The
hexadecimal symbols and their decimal equivalents are shown in Figure
2.2.3.1 (b)). The advantages of hexadecimal are exactly those of octal,
but with provision for more unique symbols (16). Note the economy of four
bits in expressing hexadecimal words. Conversions between binary and
hexadecimal are performed in a manner similar to those for octal. To con-
vert a binary numbexr to hexadecimal:

(1} Mark off the digits in the binary word into groups of four to
either side of the binary point.

(2) Convert each group of four bits independently into hexadecimal.
For example, the procedure for converting the binary number 10001111.1012

(143.62510) to its hexadecimal equivalent, 8F.A16, is shown in Figure

2.42
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(a) Conversion of 11010.1000102 to 32‘428

(Binary)

H

(Octal)

— . — —

16

(Binary)

(Hexadecimal)

Figure 2.2.5.2 Binary-to-Octal and Binary-to-Hexadecimal Conversions
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2.2.5.2 (b). To convert hexadecimal, convert each hex digit indepen-

dently into binary.

2.2.6 General Radix Conversion Procedure -~ The general procedure for
converting a digital word from one number system (radix) to another can

be considered in two parts: the procedure for integer numbers and the

procedure for non-integer numbers.

The procedure for converting integer numbers is as follows:

(1) Divide the old numher by the new radix. (All operations must be

performed in the old number system.)

(2) Record the remainder from Step (1) as the least significant digit

(LSD) in the new number.
(3) Divide the quotient from Step (1) by the new radix.

(4) Record Ehe remainder of Step (3) as the next LSD in the new number,

(5) Repeat Steps (3) and (4) until the quotient iz zero (no integral

quotient possible).

(6) Record the final remainder as the most significant digit (MSD) of

the new number.

For example, the procedure for converting the decimal number 2510 to its

binary equivalent, 110612 is shown in Figure 2.2.6.] (a).

The procedure for converting non-integer numbers is as follows.

(1) Convert integer portion of o0ld number using procedure for integer

numbers.
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(b) Conversion of 0.62510 to 0.1012 .?'

0.625 0.250 0.500

X2 X2 X2 &
1 . 250 0 . 500 1 - 000 c,-l'- - %::Z

MSD LSD 4o

Figure 2.2.6.1 Binary-to-Decimal Conversions o]
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(2) Multiply less-than-integer portion of old number by new radix,

(3} Record integer portion of product in Step (2), (the overflow),
as the most significant digit in the new number.

(4) Multiply less-than-integer portion of the product in Step (3) by
the new radix.

(5) Record the integer portion of the product in Step (4) as the next
MSD in the new number.

(6) Repeat Steps (4) and (5) until sufficient significant figures in
the new number have been obtained. .

(7) Record the final overflow as the least significaat digit in the
new number. For example, the procedure for converting the decimal number

0.625,,. to its binary equivalent, 0.1012 is shown in Figure 2.2.6.1 (b).

10
2.2.7 Binary Arithmetic -- The rules (set theory) governing the arithmetic
manipulation of binary numbers are identical to those governing arithmetic
operations with decimal numbers. Addition and subtraction are performed
exactly as with decimal numbers, keeping in mind the fact that each column
has twice the value of its neighbor to the right. Thus, when you carry to,
or borrow from, the next column, you carry or borrow two units rather than
ten as in the decimal system. Examples of binary addition anrd subtraction
are shown in Figure 2.2.7.1 (a) and (b). An example of subtraction by
addition of the twos complement is shown in Figure 2.2.7.1 (c). Note that,
after the addition, the overflow from the sign bit is discarded. Examples
of binary multiplication and division are shown in Figure 2.2.7.2, Note

that, in multiplication, you repetitively add either the multiplicand
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(a) Addition of 9m and BIQ,
Decimal Syestem Binary System
9 1001
+3 + 11
= 12 = 1100
h) Subtraction of 3,, from 9
*) 19 FT0 210
Decimal System Binary System
9 1001
- 3 - 11
= 6 = 110

(c) Subtraction of 310 from 919_Py twos Complement Addition

+3= 0] 0011 c
-3= 1] 1101 (37)

Decimal Syatem Binary System

9
-3
= 6

Figure 2.2.7.1 -- Binary Addition and Subtraction
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(a) Multiplication of 12,. and 13

10 10

e A R U R it

mE L TN,

Decimal System

(b) Division of 156

10 bY 1350

—

Decima] System
12

l 156

- 13
26
- 26

0

13

e

Figure 2,2,7.2

Binary System

11C0
X 1101
1100
0000
1100
1100
= 10011100

Binary System
1100

1101 l 10011100

- 1101
1101
1101

000

Binary Multiplication and Division
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itself oxr zero. Thus, multiplication in a computer requires oaly shift
and add operations. Division requires only shift, complement, and add
operations. Shift registers are discussed in a later section of this

text.

2.2.8 Digital Computer Functions -- The principal functions of the digital
computer are those listed below.

(1) Storage and Retrieval of Data

(2) Execution of Programmed Sequences

(3) Numerical.. Calculation

(4) Logical Manipulation

(5) Timing and Counting

The first item, storage and retrieval of data, 1s self-explanatory. Many
digital computer programs do nothing more than accept data, store it,
retrieve it, and output it on command. The execution of programmed
sequences 1is another non-computational task frequently performed by digital
computers. This task requires only the storage of an instruction sequence
and a clocking or counting operation. Digital numerical operations include
addition, subtraction, multipliication, division, exponentiation, integra-
tion, differentiation, and function generation. It is important to note
that many logical (non-numerical) operations are executed in digital com-
puters. The binary format is well suited to handle any logical manipula-
tion that requires a (two-state) yes or no conclusion., All logical re-

quirements can be formulated as a sequence of yes-or-no decisions.
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Digital computers incorporate '"clocks"; that is, devices which output
a precisely-timed series of pulses. The clock output allows timing,

sequencing, and counting operations.

All of these operations entaill the storage, interpretation, and manipula-
tion of computer words. A computer word is a symbol usually consisting
of ones and zeros (binary) that conveys one or more of three types of in-

formation. The three possible types of information represented by a com-

puter word are:
(1) a numerical quantity
(2) an instruction code

(3) a storage address

2.2.9 Computer Word Format -- Three digital computer word formats are
shown in Figure 2.2.9.1. In Figures 2.2.9.1 (a) and (b) are shown, re-
spectively, the fixed-point and floating-point formats used for represent-
ing numerical quantities. The fixed-point format has three parts: a
sign bit, a parity bic, and several bits representing the magnitude of
the quantity in straight binary form., The fixed~point format has the
advantage of simplicity in use and manipulation. It has the disadvantage
of imposing a fixed limit on the magnitude of the quantity represented.
The floating-point format represents the magnitude of the quantity in so-
called scientific notation. (Scientific notation employs one binary
number representing the mantissa of the quantity and a separate binary

number representing powers of two.) The floating-point format thus consists

2.46
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)
(a) Fixed - Point Format
}
f?x X X X X X X X X X
\ — J \
Sign Binary Number Parity
b,
(b) Floating- Point Format Y
L.
X X X X X X X X X X X X X x X -
\ /s (. y D :
h Vg --'
Exponent Mantissa Parity o
Exponent Sign E
Mantigsa Sign -
(¢) 1Instruction Format ;’ ';
X X X X X X X X X X X X X
Operation Code Operand Address LParity
Figure 2.2.9.1 —- Digital Computer Word Formats .
k.
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of two sign bits (one for mantissa and one for exponent), a parity bit,
several bits for the mantissa, and several bits for the exponent. The
number of bits required for the magnitude representation depends upon

the magnitude and precision of the quantity to be represented.

A typical format for a computer instruction word is shown in Figure
2.2.9.1 (e¢). It is common practice to specify, in one word, both the

vperation to be performed and the address of the quantity on which it is

to be performed.

An important parameter assoclated with a digital computer is the length
of (number of bits in) its computer word. The required length of the
word depends upon the following factors.

(1) Magnitude of Quantity Represented

(2) Precision (No. of Places) Required

(3) Round-O0ff Bits Required

(4) Sign Bits Required

(5) Parity Bits Required
The only rfactor not previously discussed is item (3): Round-Off Bits, If
it is desired to employ the usual decimal system round-off criterion,
(A remainder equal to or greater than one-half increases the least signifi-
cant digit by one), then two binary digits are required in the computer
word to provide the information for the round-off decision. (The value of

one bit has exactly one half the value of the next higher bit).
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tc As an example of required computer word length, consider the required —.‘
. length of the fixed-point word required to represent a quantity with

magnitude up to 100010. Such a word would allow a system precision of
p 0.1% (onc¢ part in one thousand). In order to equal (or exceed) a count . ;-
E, of 100010, a digital word requires ten bits (giving a count of 102310.)
3 In addition, the word requires a sign bit and a parity bit, and two
t‘ round-off bits, for a total of fourteen. Thus,a 0.1% fixed~point system ;,
- requires a word length of fourteen bits.
f;;' Consider, now, the word-length requirement for the same precision in "5
floating point. The floating-point word would still require ten bits
. (a count of 1023) to express the mantissa to one part in a thousand. In
F! addition, it will require four bits (a count of 15) to express the exponent ‘r E;
: (10), two sign bits {one for the mantissa, one for the exponent), two
,_7 Hits for mantissa round-off, and one bit for parity, for a total of nine-
L. teer bits, Thus, it takes five more bits to achieve 0.1% precision in ..‘
Ei floating-point than in fixed-point arithmetic. -
fm As an example of the word-length requirements for instructions, consider .;
f the length required for a reperioire of one hundred instruction codes.

The unique designation of (at least) one hundred instructions ruquires a
'N word length of seven bits (a couvnt of 128)., In addition, a parity bit - !__
E- is required, making a total of eight bits for an instruction set of one .
hundred. --::]
! . .
- -
2 2.48 ,
{ o

M S = e ke fa ? 3 P a2 & oem et oalmtataiada a3 M S f meenl e
PR R Y A r— . il : PUSRE YPNE SIE S




Pl ety ORI N i
e, -,,‘ W et

VYT TRT ree.y

¥

4

(RS N i A o
1]

q .

L e s Lk 4
. P -
. e ey,
. f

]
a

"

e i
D

P
AR

e
:

Ty

———
A T,

A
e

R TE T E T AT A& T TR TS T T & T i T e T A Ta T HNTATEEATATET T T T, T AT aT AT T m e ATAaT AT TR e o TSNS T
P R - . P N 8

AR R

E:j%

As an example of word-length requirements for words used as storage
(or input/output port) addresses, consider the requirement fur an eight
thousand (8K) word (address) memory. The unique designation of (at
least) eight thousand addresses requires a word length of thirteen bits.

In addition, a parity bit 1is required, making a total of fourteen bits.

2,2,10 Digital Computer Architecture -- In Figure 2.2.10.1 is shown the
general architecture of a typical digital computer. The "heart" of the
computer is the central processor unit (CPU), where numerical and logical
manipulations are normally performed. The control unit retrieves in-
structions and data stored in memory, decodes the instructions, and

cadses them to be executed, with the retrieved data, by issuing a sequence

of commands to the arithmetic logic unit (ALU), the memory, and the Input/

Qutput (I/0) ports.

The arithmetic logic unit executes the basic numerical and legical maniupla-
tions. Some ALU's are limited to addition and subtraction but most can

also perform multiplication and division without detailed instructions.

It should be noted that the operations performed by any digital computer

can be of two kinds: hard-wired and software programmed. The basic
operations; addition, subtraction and, sometimes, multiplication and
division; are hard-wired into the computer hardware. Other, special-~
purpose instructions can also be hard-wired in. A computer devoted to

special hard-wired opera ‘ons, with little or no general purpose capability,
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is called a special purpose computer. Generally, special purpose computers
are faster, smaller, and cheaper than general purpose machines. They

are, of course, limited to the tasks hard~.rired into the CPU.

The memory unit receives, stores, and outputs digital words as required by
the control unit. The stored information can be one of several kinds,
with information of different types and for different purposes stored in
portions of the memory reserved for tnat purpose. One portion of memory
may be reserved for temporary storage of information being inputted from

a peripheral device, another for storage of information being outputted,
and a third for storage of information being manipulated by the CPU
(working storage). Other sections of memory are used to store the program
software and data for the program being executed. Still other portions

of memory are used for storing special purpose computational routinesg,

(such as the power series expansion for computing sin (x)), or tabulated

values of functions, (such as sin (x) versus x).

Currently availeble memory units make various provisions for the reading

(inputting) and writing (outputting) of information. The most common

types of memory are:
(1) Read and Write
(2) Read Only (ROM)
(3) Destruct Read-Out (DR0D)

(4) Yon-Destruct Read-Out (NDRO)
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;t! (5) Serial Access (SAM) ;—
; (6) Random Accsss (RAM) {;
5 (7) Addressable E;
A read-and-write memory, as the name implies, is any memory that allows E:
both the inputting and outputting of data during computation. A read- :
only memory is one that requices special provision or apparatus to input 5i
information; and, thus allows only outputting data during computation. si
A destruct-read-out memory is one, such as magnetic core, for which ?i
the information is lost from memory by the act of reading it out. A ;;
non~destruct-read-out memory is one for which the information is not ;é
lost from memory in reading it out. A serial-access memory is one, such :2
as magnetic tape, that requires that the entire memory be scanned until ii
the desired item is found. A random-access memory is one, such as ~ E;
magnetic core, ihat allows any desired item to be examined independently. f;
An addressable memory is one that allows manipulation of a stored word :3
without first outpunrting it to the CPU and then returning it to memory. i
The computer input/output ports are data registers vrith provision for Ei
inputting or outputting the stored word as directed by the contrel unit ;z
or external device. The word may be transferred either serially (one -
bit at a time, in sequence} or in parallel (all bits at the same time).
Serial data handling is slower but requires only one data line. Some-~ L
times provision is made to translate information from one form to another; B
for example, from keyboard chazracter symbols to machine language binary -
code. The external devices are any devices which interface with the !;
2,51 -
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computer; such as other computers, data lines, keyboards, external

memory, display consoles, and recorders.

2.2.11 Digital System Architecture -- The block diagram of a generic
digital system is shown in Figure 2.2.11.1. The digital computer,
(described in Sections 2.2.8 to 2.2.10 of this vext), is, of course, the
principal performer in a digital system. There are, however, other
components essential to the functioning of the system; namely, the input/

output (I/0) devices and the interface units required to "translate" the

signals exchanged between the computer and the external devices.

The input devices are of two kinds: those that provide control inputs

and those that provide data inputs. Typical control input devices are
control switches, program tape readers, and other computers. Typical
data input devices are keyboards (human operator inputs), data tape

readers, sensors, and other computers.

Output devices are alsc of two kinds: those that display information to

the system operator, and those that utilize computer outputs to perform
system functions. Some computer outputs are discrete, designating the
occurrence of events. Others are continuous, representing time-varying
quantities. Typical output devices are displays, recorders, actuators,

and other computers.
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Interface units inciude A/D and D/A converters, coder/decoders, and signal

conditioners. Analog-to-digital converters are required when analog in-

y v ro¥— 1

puts are included, since the digital computer accepts only digitally-

coded signals. Similarly, digital-to-analog converters are required when

g

analog outputsare required.

k- 2,2,12 Digital Computer Hardware -- An electromechanical analog-to-digital

P |

E‘. converter is illustrated in Figure 2.2.12.1 (a). The device shown is a
- shaft position encoder, consisting of a shaft-driven disk with three brushes

- riding on segmented tracks. The tracks are divided into alternately con-

CEW Yt T.Tet. o e

EIF ducting and non-conducting segments arranged in a binary pattern. When a

brush contacts a ccenducting segment (shaded) the corresponding output

voltage, e, is V. When the brush contacts a non-conducting segment, the

output voltage is zerc. Thus, the input to the converter is analog shaft

L RIAE : i AR S

position. The output consists of three voltages, (el, €55 and e3), which

represent a three-bit, parallel-output, binary digital representation of

LA

the input. As the shaft angle increases in the direction indicated, the ﬁ
output voltages will assume the values shown in the graphs of Figure

2.2.12.1 (b). Therein, it can be seen that ey represents the least-

significant-bit and e, the most-significant-bit of a three-bit straight

Y 43

binary code.
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[
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An electrical digical-to-analog converter is illustrated in Figure -

¥

2.2.12.2 (a). The device shown is a weighted-current-summing resistive

network with input voltages el, €ys and e3, (such as the output voltages
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from the encoder shown in Figure 2.2.12.1), representing the bits in a <
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}

- 2.53

RS . - PRI [ P . A e M A Eam . fat ol
D W S I TP SE S W R Y cdkam i, maibi ke P S P Sy




a

o

AN

(a) Shaft Position Encoder Brushes

G = Shaft Position

@ = output Voltage
Disk with conducting and non-conducting segments

(b) Output Voltage Pattern
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(a) Weighted - Current Summing Circuit

I_3 R
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(b) Weighted - Current Sum
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Figure 2.2.12.1 -- Digital-to~Analog Converter
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represented by the three vecltages,

the conversion process.

straight-binary-coded word. Because of

capacitor) vemains at the last sampled value of e

between switch closures. Thus e and

out

element or "flip-flop". A bistable devi

therefore, store a binary digit. Exampl

2.5

I e T T T i T A e > -

the binary weighting of the

series resistors, the total current flowing in the summing resistor,
Ro, is a (quantized) reconstruction of the original analog quantity
Plots of the individual and total

currents versus the analog angle are shown in Figure 2.2.12.2 (b).

The input to an analog-to-digital converter must be held constant durirg

If the input signal is continuously changing,
it must bé "frozen" by a device called a sample-and-kold circuit. A
simple sample-and-hold circuit is shown in Figure 2.2.12.3 (a). The
switch, s, driven by the clock, periodically closes momentarily. During
switch closure, the capacitor, ¢, charges to the then-current value of

the input voltage, e The output voltage, € ut’ (voltage on the

in during the period

e will have a time history

similar to that shown in Figure 1.1.12.3 (b).

The basic building block of a binary digital computer is the bistable

ce has two stable states and can,

es of bistable elements are

"toggle" switches, relays, electronic multivibrators, charge-coupled
semiconductors, and magnetic cores, wires, tapes, drums, disks, and other
devices such as magnetic "bubble" memory arrays. Connected in such a
way as to be free-running (continuously alternating between the two

states), the multivibrator is used as the '"clock" in a computer. Arranged
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Figure 2.2.12.3 -- Sample - and - Hold Device
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in a string to store the bits in a "word", a number of bistable elements

comprise a "register', Registers are the devices used to store and
manijulate computer words in the arithmetic logic unit. Arrays of

registers constitute memorie-~.

A common representation for a bistable element is shovn in Figure

2.2.12.4. This type of flip-flop has three inputs. A pulse at the

" n

set" input, s, sets the ouput, Q, to a "one'". A pulse at the "reset"
input, R, sets the output, Q, to a "zero." A pulse at the "transfer"
input. T, reverses the state of the output. The complementary output,

6, is always at a state opposite that of the output, Q.

In addition to flip-flops (bistable elements), there are several other
basic devices employed in digital computers. These are the AND Gate,
the CR Gate, the Exclusive OR (EOR) Gate, the NOT Gate or inverter, the
NAND gate, anu che NOR Gate. The symbol and notation for the AND Gate
are shown in Figure 2.2.12.5 (a). The relationship between its inputs
and output, known as a "truth table" is shown in Figure 2,2.12.5 (b).
The output is a one if, and ouly 1if, both inputs are ones. A simple

diode AND circuit is shown in Figure 2.2.12.5 (¢).

The symbol and notation for the OR Gate are shown in Figure 2.2.12.6 (a).

Its truth table is shown in Figure 2,2,12.6 (b). The output is a one
if either imput is a one. A simple diode OR Gate is shown in Figure

2.2.12.6 (c).
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(b) AND Gate Truth Table
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(B) OR Gate Truth Table
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The symbol and notation for the Exclusive OR Gate are shown in Figure
2.2.12.7 (a). Its truth table is shown in Figure 2.2.12.7 (b). The

output is a one if either, but not both, input is a one.

The symbol and notation for the NOT Gate, or inverter, is shown in
Figure 2.2.12.8 (a). Its truth table is shown in Figure 2.2.12.8 (b).

The output is a one if, and only if, the input is a zero.

The symbol and notation for the NAND Gate are shown in Figure 2.2.12.9 (a).
Its truth table is shown in Figure 2.2.12,9 (b). The output is a zero
if, and only if, both inputs are ones. Note that the NAND Gate is an

AND Gate followed by an inverter.

The symbol and notation for a NCR Gate is shown in Figure 2.2,12.19 (a).
Its truth table is shown in Figure 2.2.12.10 (b). The output is a one
if, and only if, both inputs afe zeros. Note that a NOR Gate isan OR

Gate fullowed by an inverter.

Ag previously indicated, a register is a atring of bistable elements used
to store and/or manipulate a binary word. There are three principal
types of interest: the data storage register, the counter, and the shift
register. Registers can be serial or parallel input and they can be
serial or parallel output. A serial input/serial output register is shown

in Figure 2.2.12.11 (a). Note that all digits are fed into the left-hand
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< A C=4A

(b) Inverter Truth Table
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(a) NAND Gate Symbol and Notation

Symbol
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(b) NAND Gate Truth Table

Figure 2,2.12,9 — NAND Gate
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(a) NOR Gate Symbol and Notation

Symbol

(b) NOR Gate Truth Table
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s - flip~-flop and all digits are fed out of the right-hand flip-flop, in
35; a serial fashion. Note also that the bits ave first in, first ¢

;:? (FIFO). A parallel input/parallel output register is shown in Figure
o 2.2.12.11 (b). All digits are simultaneously inputted and/or outputted,

in parallel. Note the interconnecting arrows necessary for word manipula-
tion but not for input/output. A parallel input/serial output register
is shown in Figure 2.2.12.11 (c). Such a device would be a series pulse-

to-parallel pulse converter.

Typical data storage registers are shown in Figure 2.2,12.12, The serial
input/serial output register shown in Figure 2.2.12.12 (a) inputs (and
outputs) one bit for each pulse applied to the transfer terminal, T. The

parallel input/output register shown in figure 2.2,12.12 (b) inputs (and

- outputs) all bits simultaneously when a pulse is applied to transfer

terminal, T.

. A binary counter register is shown in Figure 2.2.12.13. Input pulses

g applied to the Input terminal result in a binary representation of the

X

g total count accumulating in the register. A pulse applied to the Reset

- 0: terminal resets all bits to zero. The register can be read out in

3 parallel, non-destructively, by applying a pulse to the parallel transfer
line. The register can be read out serially., and destructively, by

k

k!!‘ pulsing the serial transfer line with a pulse train.

e

2,57

S RN ERRL E 1. A b

AP LR I

24




r-—" - T e e T T T T Y SR T T ST R e e vy s i
(a) Serial Input/Serial Output Register
In Out
— FF pP——#» FF i FF p—P
(b) Paralle! Tnput/fsrallel Output Register
‘ In ‘ In ‘In
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The block diagram of a shift register is shown in Figure 2.2.12.14., Upon
application of a pulse to the shift line, the contents of each bistable
element is transferred to the right. The contents of the right-hand
element is transfecred out and the bit on the input line is transferred
into the left-hand element. Thus, as it is shown, this shift register

is serial input/serial output.

In Figure 2.2.12.15 is shown the block diagram of a full adder. A full
adder adds two binary bits, including a carry-in bit from a previous

operation and a carry-out from the current operation.

2.2.13 Digital Software ~- As previously indicated, the operation of a
digital computer is controlled by a set of instructions (software) either
inputted from a storage (memory) device or by an operator, or both.

Almost all of the systems with which we are concerned input the detailed
program from storage (tape, punched cards, etc.) with only minimal inputs
from a human operator. When inputted, the program is stored in memory
(generally magnetic core) intevnal to the machine, for use during program
operation. Essentially, the instructions contained in the software execute
.the program by setting bistable elements in the computer in the sequential

pattern specified in the program.

The instructions in a digital program must, of ccurse, be written in a code
(language) understood'by the computer. One such language is the "machine

language" for that partlicular computer. Machine language is the most
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detailed (lowest-order) language a programmer can use, Higher-order
languages -are languages which consolidate commonly encountered groups

of machine-language instructions into single instruction codes. Such
languages are easier for the programmer to use than machine language but
are less efficient for the machine, and require more execution time.

In addition, in order to understand a higher-order language, the computer

must incorporate an interpreter or compiler to "de-code" the higher-order

instructions.

Because software is less tangible and more easily altered than hardware,
it 1s more difficult to generate, control, and test. The problems
associated with software generation are not of direct interest here and
will not be discussed further. The problems associated with control can
be summed in one word: documentation. All software and software changes
must immediately be documented and appropriately reviewed before implemen-
tation. In addition, it is highly advisable for the buyer to retain con-

trol, and ownership, of the software at all stages of development.

The testing of software is commonly termed V and V: validation and verifi-
cation. Validation is the process of demonstrating that the basic system
equations and operational concepts are appropriate for the mission to be
accomplished. Validation generally takes place early in software develop-

ment and, therefore, utilizes a "scientific" language program, and a

2.59
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general-purpose computer, to examine system behavior. Verification takes ii
place only when the actual program has been writtenyand utilizes the .
final program tapes or other media, utilizing either the actual system K
computer or a general purpose computer programmed to have precisely the if

E operating characteristics of the actual computer to be employed in the
.f system. If a general purpose computer is used for verification, it must C:
%i be programmed to have the same timing, input/output, word size, underflow, ;i
% o
33 overflow,and other real-time characteristics of the actual computer. .
f. Such a computer simulation is called an :nterpretive computer simulation ??
ICS). e
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2.3 Electric and Magnetic Fields

2.3.1 The Bohr Model @f the Atom -- In Figure 2.3.1.1 is shown the Bohr
model of the (Lithium) atom. While this model should not be taken literally,
it does adequately describe the electromagnetic phenomena with which we
are here concerned. The Bohr model supposes matter to be composed of
three kinds of particles: positively-charged protons, negatively-charged
electrons, and neutrally-charged neutrons. The protons and neutrons are
located in a small, heavy cluster, called the nucleus, at the center of
the atom. The electrons are located in councentric shells around the
nucleus, each shell containing a specific number of electrons. It is the
nature of these "electrically-charged" particles that they create in the
surrounding space, an "electric field." 1If the charges are in motion,
they create, in addition, a "magnetic field." The "field" is a concept
used to explain "action at a distance'. That is, charged particles exert
forces on »ther charged particles without apparent contact. It is the
phenomena associated with these fields with which the discipline of elec-

tronics is concerned.

The electrons in shells completely filled with the prescribed number of
electrons are tightly bound to the atom. Those in sparsely populated outer
shells are loosely bound and can easily move from atom to atom. Materials
which have loosely bound electrons are conductors of electrical current.

Materials which have few, if any, loosely bound electrons are electrical

2.61
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insulators. Materials which have no loosely bound electrons but which
have some electrons not too tightly bound are called semiconductors be-
cause, under sufficient external influence, electrons can escape from the
atom and take part in electrical conduction. Transistors and semicon-
ductor diodes are devices that control these" external influences" in

such a way as to cause current to flow only as desired by the designer.

It is possible for a body to have too many, or too few, electrons for the
available "holes" in its atomic shells. When that is the case, a net
negative or positive charge, (respectively), exists on the body, with a

resulting electric field in the space surrounding the body.

2.3.2 The Electric Field -- When a net charge, q, exists on a small body,
(such as a particle or incremental portion of a large body), it creates

a radial vector field at a point, p, in the vicinity of the body, given by:

¥

,'E"I = &, = wwe r &  (Volts/Meter) [2.3.2.1]

where T is the electric field intensity, q is the charge in coulombs, ¢
is the electric permittivity of the medium in Farads per meter, and r
is the radial distance from the particle to the point, p. The direction

of the field is radially outward if the charge, q, is positive.

2.3.3 The Magnetic Field -- when a particle with charge q is in motion

with velocity v, a magnetic field is created. The magnetic field intensity,

iy

H, at a point p is given by:
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where V is the velocity vector of the particle in meters per second, T
is the radius vectcr froa the particle to the point, p, in meters, and

¥V x T is the vector or cross product.
L]

2.3.4 Maxwell's Field Equations -~ Fundamental to all electronic theory
are the equations relating electric and magnetic fields to electric
charges and currents. These equations, derived by Maxwell, can be written

in integral form as follows:

1 - - d#n 2.3.4.1
@ js,u 28 1C 50V, [2.3.4.1]
A
(2) f Mo dL =0-f£.,¢u + cf(%%) dA [2.3.4.2]
(3) efg,, A "'qP dv [2.3.4.3]
v
%) ,{f,_/n A =0 [2.3.4.4]
L
where El is the component of E in the direction of the integration path,
Hn is the normal component of Tﬂ 1 is path length, A is surface area, u
is the magnetic permeability of the medium in henries per meter, ¢ 18 the

conductivity of the medium in mhos per meter, and p is charge density.

The integrations are indicated as being sround closed contours,
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Maxwell's equations can be stated as follows.

(1) The voltage induced in a closed-path of conductor (e.g. a single
turn of transformer winding) is equal to the time rate-of-change of
magnetic flux linking (passing through) that closed path.

(2) The line integral of magnetic field intensity around a closed
path is equal to the total electric current linking that closed path.

(3) The tctal electric field flux emanating from a closed volume
is equal tn the total electric charge contained in that volume.

(4) The total magnetic fliux emanating from a closed volume is zero.

(Magnetic lines of force follow closed paths).

Employing Maxwell's equations, it is possible to derive the characteristics
of the circuit elements {inductance of a coil, capacitance of a capacitor,

etc.). It is also possible to predict the propagation characteristics of

antennas and wave propagation phenomena.
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2.4 Electromagnetic Waves

2.4.1 Schrodinger's Wave Equation -- When Maxwell's field equations,
presented in Section 2,3.3, are applied to charcge-free space and
appropriately combined, there resulc, ia cartesian coordinates, the

foilowing equations.

2 2 2" 2F

2 o H -

[2.4.1.1]

where the coefficients are as previously defined. These equations,

known as Schrodinger's wave equations, predict that time-varying electric
and magnetic fields interact in such a way as to prcopagate energy through
space. That is, the solutions of Schrodinger's equations are traveling

waves.

Typical solutions to Schrodinger's wave equations are of the form:

iE é?o ‘:"3'(‘~’t'q:fads)
Hom Mol fCos(wtFBS) [2.4.1.2)
vhere

L
ol =Re § [-/5~2+.;/«rw] 2 S
p =I,.,§[—ﬂé~‘+£/urw]y‘§ [2.4.1.3]

Equations [2.4.1.2] represent a plane wave with initial amplitude Eo

(and Ho), traveling in the direction of £ 8, with angular frequency w,
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exponential decay constant «, and phase constant 8. The velocity of

propagation of the traveling wave is: ii
v= Op [2.4.1.4]
'}
ii The wavelength of the wave is: ‘i
|
E‘ A= 27p (2.4.1.5) b
Ei It is important to note that, for a single propagating electromagnetic fi
éj wave, bcth the electric field, Ti and the magnetic field, 1?: exist, They ig
é; do, in fact, generate each other and always exist in-phase electrically, :ﬁ;
é; but in space quadrature; that is, for a wave traveling in the +z direction, }5
" W the x-component of 'E', Ex, generates a y-component of '}T, Hy’ and vice versa. ‘;
It is also important to note that, in general, solutions to Schrodinger's i?
equations exist for frand'ﬁ.components in all possible directions perpen- Ei:
dicular to the direction of travel and with all possible phases. If all ;%
such components exist, the wave 1s said to be unpolarized. ;%
The complete solution for a plane wave traveling in a non-conducting medium k;
(c = 0), in the +z direction, and plane-polarized in the x direction, (see
Figure 2.4.1.1), is: -
o = Exo Cos(wt ~2T3/) L
::: a"f', (-4
- Ez=o
EE Hy = © [2.4.1.6] "
E‘ Hy = Hyo Cos(ecop —273/x) >
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The amplitude of the wmagnetic fleld, Hyo’ is related to the amplitude of ;f
the electric field, Exo’ by the relation:
-y L
Hgo = Jeze Exo (2.4.1.7] Y
The decay constan*, a, phase constant, B, and velocity of propagaticn, v,
are givern by: ;g
d -
(3 S YME O
2.4.1.8
Y= '/<},4l£ [ ] .
L
If the medium were conducting, (o # 0), the F and H amplitudes in Figure _“
2.4.1.1 would decay exponentially in the +z direction. Thus, the velocity -
of propagation of an electromegnetic wave is dependent upon the electric ;;
and magnetic properties of the medium. The frequency, f, wavelength, ), ig
and velocity, v, are related by the equation: :5
1
= A .
v .¥ [2.4.1.9] -
The direction of polarization of an electromagnetic wave always designates i;
the direction of the electric field. (The magnetic field is always under- '
stood to be there, and always at right angles in space to the electric
field). A plane polarized wave (electric field constrained to a :ingle .:
2,67 :
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fl; N plane' is shown in Figure Z.4.i.2(a), indicating only the electric field
;Eg vector. As previously indicated, an unpolarized wave has components of

;o electric field vertor in all possible directions perpendicular to the

direction of propagation and of 2li possible phases. The mdst frequently
encountered type of polarization is plane polarization, already defined.
Anothker type of polarizacior. frequently encountered is circular pclariza-
tion. A circularly polarized wave actually consists of two plane polarized
waves, of equal amplitude, wich their planes of polarization (E vectors)

ét right angles and also ninety degrees cut of phase in time. The resultant
E vector, as shown in Figure 2.4.1.2(b) rotates about the direction of
propagation, its tip describing a helix as it propagates. An elliptically
polarized wave, as shown in Figure 2.4.1.2(c), consists of two plane polarized

waves, as for a circularly polari:zed wave, but with unequal amplitudes.

!_3:‘.!

i The phenomena associated with the propagation of electromagnetic waves are
{i. determined by the properties of the medium of propagation and by the fre-
'-B quency, or wavelength, of the waves. The reciprocal relationship between
;l; frequency and wavelength, (A = v/f), is indicated in Figure 2.4.1.3. Also
ii% indicated in that figure are the terms cormonly used to designate the
Eﬁ: various parts of the electromagnetic spectrum. The frequency designations,
; : in ascending order are: wultra low, very low, low, medium, high, very high,
% ultra high, super high, and extremely high. The designated bands are
é!! bounded on the low end by zero frequency and on the high end by infrared
E:% radiation.
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As previously indicated, the propagation of electromagunetic radiation is

a function of the electric and magnetic properties of the medium. The
most important of those properties are the electric permittivity, ¢, the
magnetic permeability, p, and the electric conductivity, 0. The electric
permittivity is a measure of the energy stored in a material by an electric
field of intensity, E. The magnetic permeability is a measure of the
energy stored in a material by 2 magnetic field of intensity, H. The
electric conductivity is a measure of the electric current produced in a
material by a given electric field of intensity, E. For a good conductor,
the conductivity, p-, is very high, the electric permittivity, e, is high,
and the magnetic permeabilitv, p, is variable. For a dielectric, the con-
ductivity i§ very low, the electric permittivity is variable, and the
magnetic permeability is low., Earth, water, and ice., the most frequently
encountered materials in nature, exhibic the properties of both conductors
and dielectrics, the dominant characteristics depending upon the frequency

of the radiation.

2.4.2 WVave Propagation Phenomena -— There are six basic phenomena associated
with electromagnetic wave propagation. They are free-~space attenuation,
absorption, reflection, refraction, diffraction, and interference. The
combined effects of these phenomena determine the direction of propagation,

the amplitude, and the phase of a propagating wave,

Free space attenuation is a result of the geometric spreading nf the wave

energy as it propagates outward and is unrelated to energy loss or

2.69
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dissipation due to absorption. When there is no provision for directing -

-y

the energy in a preferred direction, the energy from an electromagnetic
wave source spreads spherically outward, as shown in Figure 2.4.2.1(a).

If the power at the source is PT (Watts), the power density at a range

-y o, S

R (Meters) is given by:

L. - __6_7_.—- 2 -
" £y = w7 RE  (Watts/Meter”) [2.4.2.1]

That is, the power, PT’ has spread out over a spherical surface area,

AnRz. Even i1f the source has directive gain, (that is, directs the energy

S LT

in a preferred direction), the power density still falls off as the T

square of the range from the source, as shown in Figure 2.4.2.1(b). This

TTTTTTY
l’l . .

reduction in power density with (the square of) range is always present
in free-~space wave propagation and, as previously indicated, is independent

of any antenna directive gain or attenuation due to energy absorption.

Absorption represente an actual loss (dissipation) of energy to the medium

Q% of propagation. Due to absorption, the field intensity of the wave falls :
Ez: off exponentially with distance traveled as indicated in.Equation [2.4.1.2]. %
ég (Notice that Equation [2.4.1.2] is the equation for a plane wave, rather f
éja than a spherical wave, and therefore does not include a 1/R2 factor to :

account for spherical spreading). The exponential decay coefficient, a,
L - depends upon the effective conductivity of the medium and is a function of

frequency. Even the atmosphere introduces serious absorption at higher

freyuencies.
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(a) Non-Directive (Isotropic) Source -
)

Sperical Area =41T o2
Y - b

&= 2

4MR )
- ) ]
r = Power at Source -
#, = Power Density at B
Radius R. N
k
(b) Directive Source .- E
R

P =
R 4me?
61,: Directive Gain of Source |

Figure 2.4.2.1 -~ Geometric Spreading of Wave Energy
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Reflection always occurs when an electromagnetic wave encounters an

3 interface between two media with unlike electrical properties. The degree .
' to which the wave is reflected at the interface depends upon the electrical

E properties of the media and upon the frequency, polarization, and angle ;
P ) of incidence of the wave. )

7

il (S
el J

When an electromagnetic wave is reflected by the interface between a

dielectric material and a perfect conductor, as shown in Figure 2.4.2.2,

: all of the energy in the wave is reflected. That is, the reflection co-
- efficient is unity. The effect of reflection upon the phase of the wave .
tﬁ is a function of the polarization of the wave. The phase is unaffected !
E for components of the wave with vertical polarization (E vector constrained
E to a plane perpendicular to the reflecting surface as shown in Figure -
{ | (';' 2.4.2,2(a)). The phase is reversed, however, for horizontally-pclarized '{
components (E vector constrained to a plane parallel to the reflecting
surface), as shown in Figure 2.4.2.2(b). In any case, the propagation ]
_ path always obeys the basic law of reflection: the angle of reflection, Y
&®r, is equal to the angle of incidence,®¢ , as indicated in the figure.
E! When an electromagnetic wave is reflected by the interface between two d
dielectric materials of different dielectric constants, as shown in
P Figure 2.4.2.3(a), part of the energy is reflected and part enters the
g:’_ second medium. The reflection coefficient and phase reversal depend ﬁ
upon the angle of incidence as shown in Figures 2.4.2.3(b) and (c),
E respectively., For grazing incidence, (#1 = 90°), the reflection
2.71
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»?g coefficient is unity. It decreases with decreasing angle of incidence -
until, at a unique angle, known as the Brewster Angle, it becomes zero.

With further decrease of & i, it increases monotonically to a value less

v '
NCACA RN
.
f

than unity at normal incidence (#1 = 0), The reflection coefficient 7
for the horizontally-polarized component of the wave decreases monotonically
with decreasing angle cf incidence, from a value of unity at 8i=090°

to a smaller value, characteristics of the material, at &1 = o0°, 4

For angles of incidence greater than the Brewster Angle, the phase of the

9 5 =

vertically-polarized component of a wave is reversed upon reflection from

the surface of a dielectric. For angles less than the Brewster Angle,
the phasé is unaffected. The phase of the horizontally-polarized com-
Qj%: ponent of a wave is always reversed upon reflection. In any case, of

course, the path of the reflected ray obeys the basic law of reflection

@ =81).

When an electromagnetic wave is reflected by the interface between the
air and the land or sea, the reflection characteristics are strongly de-
pendent upon the frequency of the radiation. For frequencies below about
one megahertz for land and one gigahertz for water, the characteristics
of both media approximate those of a good conductor. For freguencies

above these stated, their characteristics approximate those of a dielectric,

27 In Figure 2,4.2.4, the reflection coefficient and phase shift character-

;33 istics are shown versus angle of incidence. At the frequencv illustrated,

’. 200 megahertz for land and 3 gigahertz for sea, the characteristics shown

;

;?? - can be seen to resemble those of a dielectric.
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Refraction is. the change in direction of propagation of a wave as it

crosses the interface between two media. As previously indicated, when

a propagating electromagnetic wave encounters an interface between two
media with different electrical properties, part of the wave energy is
reflected back into the first medium and part enters the second medium.
The reflection coefficient depends upon the dielectric coefficients of
the media, the frequency of the radiation, and the angle of incidence.

The portion of the wave entering the second medium is refracted, as

shown in Figure 2.4.2.5. The manner in which the wave is refracted by

the interface depends, as does that for reflection, upon the electrical

properties of the two media and upon the frequency, polarization, and

angle of incidence of the wave. When the second medium is a good con-

ductor, such as a metal, very little energy enters that medium. For that

reason, we shall be concerned mainly with refraction of a wave at the

interface between two dielectrics, as illustrated in Figure 2.4.2.5. The

refracted ray obeys the basic law of refraction, known as Snell's Law,
given by:

Sen 8,

Sénb, ~ V€ [2.4.2.2]

For small angles, a first-order approximation is often assumed for Snell's

Law. That is, for small angles:

o . [£

P, " /6o [2.4.2.3]

It should be noted that the electric permittivities, s and "ys are generally
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Figure-2.4.2.5 - Refraction of an Electromagnetic Wave by the Interface
Between Two Media
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functions of frequency. Thus, waves of different frequency will be re-
fracted at different angles. The permittivities can also be a function
of polarization; that is, one value for vertically-polarized components
and another value for horizontally-polarized components. A material with

such properties is said to be birefringent.

Diffraction is the phenomenon whereby the direction of propagation of a
wave is "bent" around an obstructing object. It is entirely unrelated to
reflection or refraction and is best understood by applying Huygen's
Principle. Huygen's Principle states that every point on the wave front
of a propagating wave is, itself, a point source of spherically propagat-
ing waves. As illustrated in Figure 2.4.2.6, the contributions from the
multitude of "point sources" on a broad wavefront add in such a way that
all non-normal contributions to the projected wavefront cancel. The
result is a projected wavefront moving in a direction perpendicular to
the original wavefront, a result in agreement with reality. When the wave-~
front encounters a wall with a pinhole, however, the "point sources" to
either side of the hole are obscured by the wall. Thus, their non-normal
contributions to the projected wavefront do not cancel those from the
sources just in front of the hole, thereby causing the wave to propagate
"around the corner'". As a result of diffraction, the "shadow" of an
obstructing object is never entirely “sharp". The diffraction effects
are, however, restricted to the portions of the wavefront near the edge
of the obstruction (where there are no adjacent point sources to cancel

the non-normal contributions). The term '"near', in this case, means

2.74
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(a) Broad Wavefront

—‘__f;—-—"’Wavefront

Projected Wavefront

(b) Wavefront at Wall with Pinhole

n.____fs;-""'wavefront
h__—S_____ Wall with Pinhole

Projected Wavefront

Figure 2.4.2.6 Huygen's Principle Applied to Wavefront Projection
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"at a distance not large with respect to the wavelength of the wave."
This restriction means that the effect of an obstructing object, (or
aperture), on the propagation of a wave is « function of the relative
size of the object and the wavelength of the wave. If the wavelength N
of the radiation falling on an object is large compared to the size of
the object, the effect on the radiation field will be significant only

in the immediate vicinity of the object. The reflected energy will be

- gy

small and scattered, and the '"shadow" behird the object will be "filled
in" at points well beyond the object. On the other hand, if the wave-
length is small in comparison with the size of the object, the reflection g

will be large and the "shadow" will be ''sharp".

Interference is the most complex, and hence most difficult to predict,
phenomenon associated with electromagnetic wave propagation. Electro-
magnetic waves are, in fact, oscillatory electromagnetic fields. It is

to be expected that two such fields, if equal in amplitude and opposite

in phase, will cancel. This phenomenon is known as destructive wave
interference. Two such waves (fields), if in-phase, will, of course,

add, creating constructive wave interference. Note that, in order to
consistently add or suotract, sinusoidal waveforms must maintain their
phase relationship. This means that they must be of exactly the same
frequency. Thus, two electromagnetic waves can interfere, (constructively

or destructively), only if they are coherent (have the same frequency).
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A demonstration of wave interference is the arrangement shown in Figure
2.4.2.7. 1In this arrangement, a monochromatic point source is placed
behind.a screen with two slits as shown. In accordance with Huygen's
Principle, the two slits, irradiated by the same source, and hence of
exactly the same frequency, become coherent line sources of radiation.
If another screen is placed in front of the first, the radiation from
the two slits will illuminate the second screen as shown. At the center
of the screen, the waves from the two slits will arrive in phase, having
traveled exactly the same distance. The waves will, therefore, add
producing a bright line down the center of the screen. At some distance
off the centerline, however, the lengths of the paths traveled by the
radiation from the two slits will be different by exactly one-half wave-~
length, producing waves exactly 180° out of phase at that point on the
screen. There, the waves will cancel, producing a dark line to either
side of the centerline as shown in the figure. Alternating bright and
dark lines will be repeated at regular intervals from the center of the
screen. This pattern, due to wave interference, is called a diffraction

pattern because the second screen is illuminated by diffracted radiation.
2.4.3 Principal Factors Limiting Communication System Range -~ The four
major factors limiting the maximum useful range of a communication system

are: free-space attenuation, land mass and atmospheric absorption,

multipath interference, and background noise.
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f] Due to free-space attenuation (spherical spreading, discussed in Section —6—
F 2.4.2), the signal power received at range R (Meters) from a transmitter -
; emitting power P, (watts) is given by:
N pes PrEzde °
9 g R [2.4.3.1] .
,‘ where GT is the transmitting antenna directive gain (N.D.)l' and AR is :
;:;: the capture area of the receiving antenna (Metersz). :
-
:; Equation [2.4,3.1], known as the communications Equation, considers only ;’;
;1 signal attenuation due to free-space attenuation. Absorption of the signal
by the medium of propagation can be a more important cause of signal loss
w than free-space attenuation. This is especially true if the propagation “'
path consists, in part, of land mass. (Land mass here includes earth, ‘
water, ice, and vegetation). Typical curves of signal strength versus
distance, for a wave at F:he surface of the earth, are shown in Figure Py
2.4.3.1. The curves clearly indicate an increase in attenuation (decrease
3 in signal strength) at higher frequencies. Atmospheric absorption becomes
E .important at high signal frequencies. In Figure 2.4.3.2(a) are shown ’.
2 typical curves of signal attenuation, due to atmospheric gases, as a
: function of wavelength. The peaks are caused by resonances of tri-atomic
,- molecules, as indicated. The curves shown in Figure 2.4.3.2(b) are typical ®
? for attenuation due to absorption by particulate moisture.
’;_c o 1. N.D. = Non-dimensional. !-r
2.77
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Electromagnetic wave interference is discussed in Section 2.4.2 of this
text. The phenomenon of interference plays a significant, often a
dominant, role in determining the signal strength at the receiver in a
communications system. The major sources of interference are reflections
from the land mass, from man-made structures and vehicles, from the
atmosphere, and from the ionosphere. The phenomenon of interference

due to multiple signal paths is called multipath. Several such paths

are illustrated in Figure 2.4.3.3. 1In that figure, the paths involved
are a direct, unreflected path, one reflected from the ground, one re-
flected from the ionosvhere, and one reflectad from an aircraft. Due to
the differences in path length, the signals may add or subtract. In the
case of the aircraft reflection, the phase is continuously changing, re-
sulting in alternately constructive and destructive interference, a
phenomenon familiar to television viewers. Perhaps the most important
instance of multipath interference is that between the direct path and
the earth-reflected path for a transmitting antenna close to the ground.
The result is a complex radiation (antenna) pattern which mz -~s extremely
difficult the prediction of communication system useful range. In Figure
2.4.3.4(a) is shown a typical radiation pattern for an antenna mounted
just above the surface of the earth. The figure is a polar plot of signal
strength, the distance from the origin to the curve representing signal
strength in that direction. The size, shape, and number of "petals" in
the pattern is a function of the distance of the antenna above the earth.
In Figure 2.4.3.4(b) is a plot of signal strength as a function of distance

from the antenna. Note the alternate constructive and destructive
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interference superimposed upon the tree-space attenuation.

In praciice, it is not the received signal strength that determines the
performance of a communications system; it is the signal-tn-noise ratio,.
Modern technology is such that it is generally possible to build an
amplifier with more gain. The problem is that the noise is amplified
along with the signal. Thus, it is, ultimately, the signal-to-noise
ratio that is important., There are significant noise sources both in~
ternal to the system and external. It is the external sources with which
we are here concerned since it is those sources that affect the choice

of propagation modes and operating freaquencies. The major external noise
sources are atmospherics (principally lightning), man-made equipment, and
galactic (principally solar) phenomena. Plots of typical noise signal
strength versus frequency are shown in Figure 2.4.3.5. Since the magnitudes
of these noise signals depend upon many factors, including location and
time of day, the absolute signal strengths are not important. The two
important features of the plots are: (1) the fact that they all decrease
in amplitude with increasing frequency, and (2) the fact that atmospheric
noise dominates at low frequencies and man-made noise dominates at high
frequencies. There are, of course, special conditions under which other
sources of noise are dominant. An important source of this nature is the
extremely large-amplitude electromagnetic pulse due to a nuclear explosion.
The main problem with respect to such a pulse is not preservation of

signal-to-noise ratio but prevention of burn-out of the receiving apparatus.
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2.,4.4 Electromagnetic Wave Propagation Modes —-- There are four basic
modes of terrestrial electromagnetic wave propagation: space wave, ground
wave, sky wave, and ducted wave., For given conditions, all four modes
will be involved, the amount of energy propagated by any one mode being
determined by a number of factors. These factors include signal frequency,
range, transmitter and receiver location, terrain, transmitting and re-
ceiving antennas, atmospheric conditions, and ilonospheric conditioms,

The principal determinants of the dominant mode of propagation are the

frequency and the range between transmitter and recelver.

At frequencies above 100 megahertz, the dominant mode of propagation is
space wave (direct, line-of-sight propagation); as illustrated in Figure
2.4.4.1(a). No intentional reflection orrefraction is involved, only
free-gpace propagation. Space wave propagation offers reliable communi-
cation, over short distances, with relatively low power. The low power
requirement results partly from the low noise prevalent at these fre-
quencies and partly from the efficient antenna designs possible at these
frequencies. The main disadvantage is the restriction to direct line-
of-sight communication. Such a system is not only restricted by the radio
horizon (farthest point visible from the transmitting antenna), but also
by objects such as buildings and, at the higher frequencies, even vegetation,
Atmospheric absorption is also a problem, at the higher frequencies, under

conditions of high atmospheric moisture content.

2.80

.
-




. uorle8edoig sAey Or3sulewoal0aTy Jo sopol TedIourag -- [°H°H°z 2andig

*doxg 3ong (p) aaeM s  (9)

LY

% 7 2 7

3 axaydsouog
]

sAep punoiy  (q) 9AeM dowdg (®)

20808



- ~—vr - W TR RW T RN L TLY LR L, FLF R Y T T T, T, T, Y. W
rd - fie et e AV 2o-th aras % T e TWTwW e WL W e W Y, O, YT T T O O TR T TR TRT TS BN -
- * - LT - - N

At frequencies below approximately 100 kilchertz, the dominant mode of

.
bl

e i i

propagation is ground or surface wave, as illustrated in Figure 2.4.4.1(b).

At these low frequencies, an electromagnetic wave tends to propagate

LR .
L

that reason, the grcund wave is able to travel beyond the radio horizon,
tnus providing long-range communication with a reliability much greater

E

Ei . along the interface between two media such as the air and the earth. For
*I than that of the alternate methods of long-range communication, (exclud-
-

L AN

ing those methods, such as satellite communication, which employ repeater

stations). The principal disadvantages of ground-wave communication are

LN

the high power required and, for airbnrne applications, the large antennas »;

T

required. The large required power is a result of two factors: the high

background noise at low frequencies and the large attenuation due to pro-—

‘1‘

pagation partly in the land mass. The requirement for a large antenna 1s »
explained in Section 2.6 of this text. For some (high data rate) applica~
tions, the relatively small bandwidth of systems employing low-frequency

carriers is another significant disadvantage. (Refer to Section 2.5 of

Y Ll L e it
« ¥ " - LA .

this text foi an explanation of the pandwiden limitacion).

LA Mt M M )
LR

e v
’ "

. BRSNS,

— e

At intermediate frequencies (between apvroximately 1 megahertz and 100

Ll L
oy

megahertz), it is possible to "bounce" an electromagnetic wave off of the

l’.i’

ilonosphere or Heavyside Layer as shown in Figure 2.4.4.1(c) and 2.4.%4.2.
;; The term 'bounce" is used because the phenomenon is the rz2sult of bendiag éf
or refraction rather than reflection. The limitation of this mode of

% communication to a frequency band is a result of the fact that, at higher
:'. frequencies, the waves escape through the ionosphere into outer space; !ﬂ

and, at lower frequencies, the waves are greatly attenuated by absorption
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in tie ionosphere. The waves will also escape into space if directed

at too steep an angle, thus limiting short-range communication. The
principai advantage of sky-wave propagation is the ability to communicate
beyond the radio horizon without the large expenditure of power involved
in ground-wave propagation, (or the use of repeaters). The principal
disadvantage is the difficulty of achieving reliable operation for any

period of time, due to fluctuations in the ionosphere.

'Under certain conditions the index of refraction of the atmosphere varys

with altitude in such a way as to bead propagation electromagnetic waves
downward, as shown in Figure 2.4.4.1(d). Uader such conditions, the

radio horizon can be greatly extended. This propagation mode is rarsaly
utilized because of the unreliability of contfinuing communicatinn. Search

radars scmetimes make use of this phenomenon to extend useful range.

The effect of various parameters on the propagation of electromagnetin
waves is summarized in Figure 2.4.4.32. Presented in this chart is the
information pertinent to the selection of propagation mode and frequency

for a given communication requirement.

In Figure 2.4.4.4 is depicted the utilization of the radio frequency

electromagnetic spectrum by some typical airborne s;stems. In general,
ground waves at low frequencies are utiliced when reliable coverage is
raquired, sky waves at intermediate frequencies are utilized when long-

range coverage at low power is required, and space waves at high frequencies

are utilized when short range coverage at low power is required.
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2.5 Signal Processing

4
2 o eow v

2.5.1 Time Domain/Frequency Domain Duality -- Fundamental to an under-~

standing of signal processing is the concept of the duality between the

time domain and the frequency domain. The principle of dualicy can be

L4
Mo e o Y TR
Wute T LA RS o . ) |
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P
o

stated as follows.

3

[N

gkl

Any time-varying quantity can be described in the frequency
domain (as a function of frequency) as well as in the time
domain (as a function of time).

y
’

"
[

f . .
. B

g

For example, the function

‘.

TN
r'-,' Ry, e
'

.

@Ce) = | + 2 Scwntg) + Sénl(2t)

™™

[2.5.1.1]

can be described by the time plot shown in Figure 2.5.1.1{(a). It can,

equally well, be described by the frecuency (spectral) plot of Figure
2.5.1.1(b). The time plot shows the magnitude of the function, e(t), as

a function of time. The frequency plot (spectrum) thows the magnitudes of

the frequency components as a functien of frequency. (For a function con-
o taining only discrete frequencies, such as this one, the spectrum consists

of impulse f(or delta) functions, as shown here.)

it e
'-'u’vvn v * .

T

ff_ ’ The frequency-domain descripiion illustrated in Figure 2.5.1.1 can be
applied to general time functions by employing a Fourier series expansion
@ of the time function. That is, an arbitrary time function can be repre~

sented, to any desired accuracy and over any desired time interval, by a

- series of purely sinusoidal terms.
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In order_to represent an arbitrary time function perfectly, or over all
time, wovld require, in general, an infinite number of terms in the
series. Fortunately, few practical applications require an impractical
number of terms. When an impractical number of discrete-frequency terms
would be required, the technique can be extended by assuming an infinite
numbey of terms, replacing the Fourier series sum by an integral, and
representing the frequency spectrum by a continuous function ( continuum)
rather than a series of impulses. Thus, the spectrum of the time function

shown in Figure 2.5.1.2(a) might be that shown in Figure 2.5.1.2(b).

As previously indicated, the design and/or analysis of a system often re-
quires the application of the principle of time/frequency duality. The
spectral distribution of the energy in a signal, (spectrum), is often
more significant than ave the temporal characteristics (waveform), of
that signal. Furthermore, it is often more convenient to process the
signal in the frequency domain, (e.g. by means of a band-pass frequency

filter). than in the time domain (e.g. by means of a time-varying gain).

When the system is linear, the response of the system to a complex wave-
form can b2 determined by: (1) breaking the input waveform down into its
Fourier components, (2) altering the amplitude and phase of each component
according to the frequency response characteristics of the system, and

(3 re-combining the altered components to obtain the overall response.
The freaquency response characteristics of a system describe the system in

the frequency domair, specifying the amplitude attenuacion and phase shift,
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imposed by the system, as functions of frequenéy. An important corollary

’
of the principle cf time/frequency duality is: R
The amplitude and phase characteristics of a system are not '
independent but are uniquely related. Consequently, it is "
impossible to alter the amplitude of a signal as a functton Y
N of frequency without altering its phase.
The analysis of a time-varying system is often vastly simplified by the _
use of Fourier and Laplace transforms. These transforms, based upon '
time/frequency duality, allow the analyst to employ algebra rather than
calculus to determine the response of a system to a given input. In _
general, the output of a linear, time-varying system is determined, in .;
the time domain, by a convolution integral. That is, the output, y (t),
is related to the input, x (t), by the integral: ,,
G€) = g‘xcﬂ 9 (&-7) dr [25.1.2] .
°
F where the Green's Fuunction, g (t - T),,represents the characteristics of ﬁ
the system. The convolution integral defined in Equation [2.5.1.2] is
integrable only for a limited number of known functions. It is impossible ”
E! to integrate in general. If, however, the Fourier Transform is employed, l'
:‘ the output ( Fourier Transform , Y (w), is related to the input ( Fourier :
Transform), X (w), by the equation: :
e b
' Y (w) = G(w) X(w) (2.5 .1.3]
:__Q - That is, Y (w), is obtained simply by multiplying X(w) by the Transfer .‘
‘ Function of the system, G (w). In system analysis, block diagraams are
-
b 2.86
I .
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o - . often employed, based upon the Fourier or Laplace Transform, as shown

L B

r~ .

in Figure 2.5.1.3. In such a block diagram, the output of a block is

.o

obtained from the input by multiplying the input by the transfer function

T Ty
.

of the block.

v
1

2,5.2 Linear and Nonlinear Systems -~ As previously indicated, the use

of operational transforms and block diagrams is valid only for linear

L _Al

systems; that is, systems for which the Principle of Linear Superposition

-

applies. This principle can be stated as follows.

For linear systems, the response of the system to the sum of
two or wore simultaneous inputs is equal to the sum of the
individual responses to the inputs applied one at a time,

g

AL I TTE T e
Pl os e .

3.

Linear operations of interest are addition, subtraction, time integration,

'.!W.', PR

time differentiation, amplification, and frequency filtering. Nonlinear
operations of interest are multiplication, division, raising to a power,

exponentiation, limiting, rectification, modulation, and demodulation.

;: In the time domain, system linearity decouples the responses to simultaneous

E; inputs, An important consequence of system linearity, in the frequency

EA domain, is: *
;; The steady-state output of a linear system will exhibit no

55 frequency components not present in the inputs,

;5 conversely: *
T! A non-linear system (or operation), in general, creates frequencies

in the output not present in the input.

E; _ 2.5.3 Spectral Filtering -- Spectral (freauency) filtering is the selective

li alteration of the amplitude and phase characteristics of a signal as a

2.87
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function of frequency. Frequency filtering is a linear operation and,

therefore, introduces no new frequency components in the signal. There
are numerous applications (and designs) for frequenny filters, some in-
tended primarily to alter signal amplitude and some to alter phase. Any

frequency-selective alteration of one will, of course, affect the other.

The filters of principal interest here are the low-pass, high-pass, and
band-pass filters. In Figure 2.5.3.1(a) are shown the amplitude and phase~-
shift characteristics of a generalized filter with'break" frequencies w,,
Wos amd Wy Note that a change in amplitude characteristics is accompanied
by a change in phase characteristics. The amplitude characteristics of
low-pass, high-pass, and band-pass filters are shown in Figures 2.5.3.1(b),
(c), and (d), respectively. The low-pass filter attenuates signal com-
ponents with frequencies above the cut-off frequency, w e The high-pass
filter attenuates signal components with frequencies below the cut-off
frequency, LA The band-pass filter attenuates signal components with

frequencies below the low cut-off frequency, Vs and above the high cut—off

frequency, Wiy
in an analog system, spectral filters can be constructed utilizing circuit
components with frequency-sensitive impedances, suchk as capacitors and
inductors., Simple, passive low-pass, high-pass, and band-pass filter
circuits are shown in Figures 2,5.3.2 (a), (b), and (c¢), respectively,
In a digital system, (which processes discrete data), cpectral filters can
be constructed using samplers and delay lines. The delay~-canceller used in

2 digital moving~target indicaztor radar is an example of a digital high-pass

filter,

"L'.'- Lt
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Figure 2.5.3.2 ~~ Spectral Filter Circuits
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The frequency range between the low and high cut-olf frequencies (that is,

g )
:gg the pass-band) of a band-pass filter is called the bandwidth of the filter. -
" The cut-off frequencies are defined as indicated in Figure 2.5.3.3(a).

The cut-off frequencies are those frequencies for which the (power)

lii ) response of the filter is one-~half of the value at the peak (3 db down

from the peak). This definition of bandwidth is applied to systems in

general, as indicated in Figure 2.5.3.3 (b).

2.5.4 Signal Amplification and Attenuation -- Perhaps the most common

signal processing operation is that of amplification or attenuation; that

?. is, multiplying the signal amplitude by a non-frequency-dependent constant. t
i}. Multiplication by a constant is, of course, a linear operation. Thus, no

%_ change is effected in the spectral content of the signal., If the gain :
E!! s (multiplying factor) of the operation varies as a function of signal ﬁ

magnitude, however, the process is nonlinear, and spectral changes occur,

Compression, clipping, limiting, and rectifying involve such nonlinear gains.

2.5.5 Modulation and Demodulation -~ Modulation is the process of alter-
ing some characteristic of one signal in accordance with another sigznal.

L The intent usually is to impress upon the first signal (the carrier) the i
information content of the other (the modulating signal). The result is
a modulated carrier incorporating the desired properties of both signals.
Demodulation is the process of extracting the modulating signal, and hence r
the information, from the mcdulated carrier. The carrier can be of many
forms; however, we wili, in this text, be almost always concerned with a u

_— pure sinusoidal carrier or a pulsed-sinusoidal carrier.
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The characteristics of the carrier that can be altered by modulation are
the amplitude and the frequency or phase. Note that frequency and phase

angle are intimately related. That is:

& = {uu—) dt

[2.5.5.1]
o= 32

where ¢ is phase angle and w is frequencyv.

Modulation is a nonlinear operation and, therefore, generates frequencies

P

in the modulated signal not present in the carrier or the modulating signal.

§* R

Thus, modulation always alters the bandwidth of the signal. As with any

process, modulation affects both the time domain and the frequency domain

T Ty
N 4 4" i . 4.
PR AR

characteristics of the signal,

As previously indicated, the basic forms of modulation are
modulation and frequency modulation. Amplitude modulation
amplitude of the carrier in proportion to the magnitude of
signal, as shown in Figure 2.5.5.1. The actual modulation
fundamentally the same for an analog and a digital signal.
digital case shown in Figure 2.5.5.1 (b), the magnitude of

carrier has only two possible values.

Figure 2.5,5.2. Let the carrier be given by:

L AL
ERE

e e (#) = E¢ Sin (wet)
- 2.90
g

.“.I

e Sl i cn

amplitude
varies the
the modulating
process is
For the binary

the modulated

As an example of amplitude modulation, consider the modulation of a pure

sinusoidal carrier with a pure sinusoidal modulating signal, as shown in

[2.5.5.2]
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and the modulating signal be given by:

Define the modulation process by the equation:

Cie L8 =[l + M esiel] Ee e [2.5.5.4]
where m is the modulation index,l The modulated carrier is, then, given
by:

@ (£) = E. Scin (02,8) + M EsE Scn(ert) S'c)nt[ﬁ;,s'ég ’

or, employing the trigonometric identity:
Sch ot Senp -..-.-é-' Cos(a-g)~ 4 Cos (%+8),

the modulated carrier is given by:

Cme ) = Ee Sen [ort] +(EEE cos [(me~ua)e]

E [2.5.5.7]
Rt E‘z £) Ce s [Cwetesdt]

The time-domain representation of the modulated carrier is shown in Figure
2.5.5.2 (2). From Equation [2.5.5.7], it can be seen that there are three
frequency components present in the modulated carrier: the carrier frequency,

Yoo the upper sidebvand frequency, (wc + ws), and the lower sideband

1. Amplitude modulation defined in this manner avoids the possibility of
overmodulation, which results in a reversal of carrier phase. In
suppresged-carcier modulation, the carrier is multiplied by the modulat-
ing signal alone. That is:

e (¢) = g (€} Cc (¥)

[2.5.5.5]
2.91
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frequency, (wc - ws), as shown in Figure 2.5.5.2 (b). The generation of
sum and difference frequencies (sidebands) in this manner is typical of

the amplitude modulation process. For a complex modulating signal, the
spectrum of the modulating signal is replicated above and below the carrier
frequency as shown in Figure 2.5.5.3. As a result of this frequency domain

replication, the bandwidth of an amplitude modulated signal is given by:

(Bandwidth) ® 2 [Highest Modulating Frequency] [2.5.5.8]

Note that all the necessary information is present in a single sideband
to reconstruct the entire modulated carrier and, hence, the modulating

signal. Single sideband systems make use of this fact to conserve system

bandwidth and transmitting power.

Amplitude modulation and demodulation arz identical processes. That is,
both involve multiplying an information-carrying signal by a purely
sinusoidal carrier signal. In Equations[2.5.5.2] through [2.5.5.7],

the multiplicative modulation process was demonstrated by deriving the
expression for a sinusoidal carrier amplitude modulated by a sinusoidal
information-carrying signal. In the following development, demodulation
(synchronous detection) will be demonstrated utilizing the same multiplica-

tive process. Starting with the modulated carrier from Equation [2.5.5.7],

we have:

Emcl#) = Ec Sen[we] + (8259 0o 5T (e, -0, 4]

..(2“__5;’_5% Cos[lwete)e] [2.5.5.9]
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E?; Multiplying by a reference (carrier) signal, e (t), given by: ;
i-i erie) = Ep Sen [ere]
i we have, for the demodulated signal, ey (t):
ejte) = EcEy S'c"-\z[k’cfj
.,.e"“ E‘f"E‘—% SciJert] Cos[les~esre] [2.5.5.10]

.(.vnf.e_fz-fé.) Sein [oket] Cos[Crus)t]

‘“Vwm‘.‘..-‘.l.- R

e PR

(R P

. P TR
.

ity

v

T
1

>
. e i
PR
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or, employing the trigonometric identities: -
Seng Cosf = L Senlatp)+ L Sontu-p)

Senld = % ~ L Loscas)

’

+

o ';W'Y'

cx ok o
[t
. ]
. "
t 5 .

we have: ﬂ

e e = ( 59_2:@‘) z | - Cos )_‘zwo-é:l:{

+ (I bekabe E’){S’iu[(zw.—_—b%)t]+S'£u[c.._v,e]} (2.5.5.11]

=~ ‘;
L (mEEBY s [(seten) ] ~Sim [T}
where:
I
Wy << (26-t3) < 26t < (2t +wyg) [2.5.5.12]
|
b Employing a low-pass filter to remove all components with frequencies '
‘::f{ much greater than ws, we have, for the demodulated signal:
b~ = (=" .
edce) = ( 3 ) [' + mEs Sent ’*’J [2.5.5.13] !
‘. which, except for an arbitrary gain and a D.C. offset, is the desired u
- modulating signal. Similar multiplicative processes are used to substitute
- 2.93
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one carrier frequency rfor another by offsetting the frequency of the
reference signal. This process is called carrier frequency conversion

and is used in the tuner and intermediate-frequency sections of communica-

tions equipment as well as in the detectors of Doppler radar equipment.

A simple, and frequently employed, type of amplitude demodulation is
simple rectification of the modulated signal. Rectification is the deletion .
®
:I of all portions of a signal that reverse sign. In order to demonstrate o

demodulation by means of rectification, we will demodulate the sinusoidally

. modulated sinusoid previously demodulated by synchronous detection, ]
o )
& | Starting with the form of the modulated carrier given in Equation [2.5.5.6], .
- we have, for the modulated carrier:

w emc(€)=[I+M S-C‘H(N:'é)] Ec_ :{:h(‘—"‘f} [2.5.5'14] A
Since the term ( / + M S¢h (w_wé)) Ec never goes negative, the rectified )
C

form of e  (t), denoted by Rect {?mc (t)}, is given by: :

]

et A i r

g“t{G,.,cté)} ‘-‘[H MI&&(«{,&}_’]EC_ Rcc‘f‘f Sen C“c*)} [2.5.5.15]

-~y

The waveform of Rectid‘o‘ﬂ C%i-)} is shown in Figure 2,5.5.4. Rect{j'dn(«if)}

can be expandad in a Fourier series to give:

- q

p—

e - * - _,L _.__2_-_ ate

: Recfz .S'cn(w‘-e)} = -7’;; + 5 Seénlert) 3775'0:(2-‘-24)* [2.5.5.16]
-
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Thus: -
’
—L + ":
¢3¢ (e)}:E {4+ mSe + 5 Scnles,e 4--_?
‘ where s << LA Employing a low-pass filter tc remove all components ’
with frequency much greater than Wy e have, for the demodulated signal,
ed (t): -—
]
€4(e) = __E_C_ [ | 4 S&‘h(“-’:*)]
” [2.5.5.18]
which, except for an arbitrary gain and a D.C. offset, is the desired @
%} modulating signal. i’
EI \Y4 Frequency modulation varies the instantaneous frequency of the carrier !
:_ in proportion to the magnitude of the modulating signal, as shown in ;
;f Figure 2.5.5.5. As in the case of amplitude modulation, the modulation E
F. process is fundamentally the same for analog and digital signals. !‘
?:: As an example of frequency modulation, consider, again, the modulation of r
E! a pure sinusoidal carrier with a pure sinusoidal modu) ‘ting signal, as q
ﬁi shown in Figure 2,5.5.6. Let the carrier be given by:
N = S Ce, )
F‘! E.te) = Eo Sénleoe) [2.5.5.19] !A
< NI
:{: 2,95
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and the modulating signal be given by: -

Cs ()= Es Cosleost) [2.5.5.20]
Define the modulation process by the equation:
Comc (&) = Eme Sih[f(w‘-f-h.e,)cl:t] [2.5.5.21]

where k is a modulation coefficient. The modulated carrier is then given

by:

em‘gce) = Eme_ S.t:b\[uc'b +(%t) Soan (u; *)]

[2.5,5.22]
where the deviation ratio, (Aw/ws), is given by:
A k E
= - -—2“"3 12.5.5,23]

Equation [2.5.5.22], which involves a trigonometric function of a trig-

onometric function, can be expanded, in terms of Bessel functions, to the

form:

Cmc (¢) = Eme ?:To Co. t] +3J, ¢Zﬁ:lkéqv+o§}£]
-3, Cos [(“‘k"‘“’:)i] +J2 Cns[(&-’c_-}-Zui.)éJ [2.5.5.24]
- 3-2 Ceo ’-[(Nc—z‘n})-e] +X.3 C’S[(%+3 “")ﬂ

ree-l

2.96
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where the J's are Bessel functions of the first kind and are functions
only of the deviation ratio. Thus, for the simple case of a sinusoidally
frequency modulated sinusoid, the spectrum of the modulated carrier con-
sists of numerous sidebands at frequencies separated by an interval equal
to LA above and below w,s as shown in Figure 2.5.5.6 (b). This result
demonstrates the fact that, for the same information content, a frequency
modulated carrier requires, in general, a much greater system bandwidth
than does an amplitude modulated carrier. A rule-of-thumb formula for

the required system bandwidth is:

Bandwidth = 2 [Highest Modulating Freauency + [2.5.5.25]
Greatest Frequency Deviation]

Obviously, this formula does not include all sidebands. (There are an
infinite number with ever-decreasing magnitudes). It does, however, in-
clude enough sidebands that the remaining ones contain only a small fraction
of the total power. The spectral complexity of a frequency modulated
carrier is responsible for its g-reatest advantage over an amplitude modulated
carrier, for radio communication. Due to its complexity, an FM signal is
difficult for natural phenomena (e.g. atmospherics) to mimic. For that

rezson, FM communication is relatively free of interfering noise.

Phase modulation varies the irstantaneous phase angle of the carrier in
proportion to the magnitude of the modulating signal, as shown in Figure

2.5.5.,7. For the digital (discrete) case, shown in Figure 2.5.5.7 (b), the

instanyaneous phase reversals are evident.
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As an example of phase modulation, consider, again, the case where both

the carrier and the modulating signal are pure sinusoids. Thus, let:

ec (€Y = Ec S C""’c*)

[2.5.5.26]
and:
e ce) = Es S Cwse) [2.5.5.27]
Define the modulation process by the equations:
Cone (€ = Emic Sen [u,_t +h C:L{')] [2.5.5.28]

vhere k is a modulation coefficient. The modulated carrier is then given by:

Come (€) T Eme Sen [0t 4 1an Scn lesye)] [2.5.5.29]

where the mrdulation index m is given by:

m=hks [2.5.5.30]

A comparison of Equations [2.5.5.22] and {[2.5.5.29] indicates that, for

the case of sinusoidal modulation of a sinusoid, the only difference be-
tween the result for phase modulation and that for frequency modulation is
in the definitions of the modulation coefficients. In frequency modulation,
the deviation ratio is inversely proportional to signal frequency. 1In

phase modulation, the modulation index is not. This result demonstrates

2,98
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the great similarity between frequency and phase modulation. The side-
bands are the same for the two cases, for the same modulation coefficient.
Identical results from frequency and phase modulation can be obtained by
phase modulating the carrier with the time derivative of the signal used
to frequency modulate the carrier. The most significant differences be-

tween frequency and phase modulation are those concerned with hardware

implementation.

Pulse modulation differs from those tynes of modulation discussed pre-
viously in that the carrier is a pulse train, (periodic bursts of sinusoid),
rather than a continuous sinusoid. The parameters of the pulse train that
can be modulated (varied) are the amplitude (PAM), width (PWM), and
position (PPM) or frequency (PFM) of the pulses., The three basic types

of pulse modulation are illustrated in Figure 2,5.5.8. It should be noted
that, in pulse modulation, the pulse amplitude, width, and position are

the analog quantities for the modulating signal magnitude. Thus, pulse

modulation is a discrete or sampled-data process but it is not a digital

process.

The pulsing of the carrier in pulse modulation greatly complicates the
spectrum of the modulated carrier. The spectrum ¢f the pulse train itself,
with no modulation, is a uniformly spaced array of frequency components at
intervals equal to the pulse repetition rate, fr’ to either side of the
sinusoidal carrier frequency, fo, as shown in Figure 2.5.5.9 (a). When

a pure sinuscidal amplitude modulation of frequency fs is applied to the

pulse train, sidebands are generated on both sides of each of the frequency

R B P

components contained in the pulse train spectrum, as shown in Figure 2.5.5.9 (b).

2.99
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(a) Spectrum of Unmodulated Pulse Train
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Pulse code modulation (PCM) employs a symbolic code. It is, therefore, a .
digital signal processing technique., Like all digital methods, it deals
with discrete (sampled) quantities. These "samples" may be pulses in
amplitude (Amplitude Shift Keying or ASK), suchk as those illustrated in

Figures [2.5.5.8], or they may be "pulses" in the frequency (Frequency

Shift Keying or FSK) or phase (Phase Shift Keying or PSK )of an other-
Vise continuous carrier. In the i1llustrations, we will assume pulses

p-

5‘! in amplitude, That is, we will assume that the carrier consists of bursts

of sinusoidal carrier.

In pulse code modulation, the magnitude of the modulating signal is

quantized as shown in Figure 2.5.5.10, Each quantum of magnitude is then

assigned a symbol consisting of a string of pulses which, if the code is
binary, are either present or absent, in their assigned position in the
symbol. In the example of Figure 2.5.5.10, a th;ee—bit straight binary
code is assigned to the quantum values zero through seven. The modulated-
carrier, shown in the figure is a train of pulses, in groups of three, in
which the absence of a pulse denotes a zero and the presence of a pulse
denotes a one. The pulse train is seen to include the sequence 000,001,100,
and 110, signifying values of the modulating signal, for successive sample

periods, of 0,1,4, and 6.

The principal advantages of pulse code modulation derive from the digital
nature of the process. They are, as stated in Section 2.2 of this text,

accuracy and excellent noise rejection capability. The most immortant

ki
o
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2.100

L l’,l' l’" b

bt R il J . "
Tt e L R
¢ . PR AR R

...... : . Al e R oA & P S, NN SR gy



aT i TR YT mArm—

LW eI e v mel mw

A a I e

- TR T oI e

T T T—_—— T B et FI ~ e T—T — —— J
...._,V _
\ 1
A R 3383 5
 ~ O o Ao o M
g eeses ¢ \ 8 _
—
S Cm ]
N 0 )
S =]
N = / .m y
~ | \ [ ¢ ~ } N h
chpy e e
- ' P _ Iy 2 S
g | | @ ~ S
- mv § ' _ _ Q 9 -
Sty _ _ ~ 5 Q o~
e ‘ - o (> O
A A A " |
NNl | _ i I 4 by g .
e -+ - ol 3 =)
S| I~ Lo r ~
. auulu_... ol.it*nun_unnrll R - T T o
U %\ ! _ { | ..../S % “
T 24 ST | e « o
,.w. lllll +H ....-_ [ | | | \m.. -
C - - e - - - —— l'J """ e A oy - e W d
3 - _ P} 3 l
o i t = L'g) ‘
2 1 ! | 1 T kS 1 o~ "
lllllllllll —_— e d e SR Sy > 3
I B A i INY o |
by _ P l | 11 &
I T BN N N o
.U.N N2 g+ o ~N Q .UN&\N
S
-
PR Ty .....l”......g....r..,-.u ...a-.;»v-p Jw ...fm.. e ‘..,.-...m, o5 ”: . ,, ‘.L...n.\a;..b‘_ L.;.L.”b w ,.l.;.b. .n...i.. .n.. “p. ..,“.M_-..... Pﬁ\.. ..- M




R e e D

disadvantage of PCM is the large required system bandwidth. An approxi- °

mate formula for the bandwidth of a PCM signal is given by: ?F

) Bandwidth = 2 [ (Highest Modulating Frequency) [2.5.5.31] L
x (Number of Quantum Levels) ] T

Other disadvantages of PCM are the sampled-~datz effects, also discussed ;;“

A

in Section 2.2 of this text.
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2,5.6 Pulsing or Time Sampling ~- In many airborne systems of interest, =

the signals are not continuously available. Digital systems are, by
nature, sampled~-data systems, Scanning sensors are also time~-sampling
devices. Tir.e~division multiplex renders output signals which are sampled -
or discrete-time quantities. 1In the :ime domain, the effects of pulsing
or sampling are reasonably obvious. The sampled signal is quantized

and/or discontinuous. In Figure 2.5.6.1 (a), a non-time-varyiag signal,

L
es(t), is shown sampled, with sampling interval (period) Tr and sampling -
duration (pulse width) Tp. Note that sampling is not necessarily
synchronous (periodic). We will not, however, consider non-periodic ;

K

(asynchroncus) sampling here.

- The frequency domain representation (spectrum) of the unsampled (D.C.)

signal, es(t), is simply a single line at zero frequency. The spectrum
*

of the sample signal, es(t), however, is quite complex., As shown in

- Figure 2.5.6.L (b), it consists of an infinite number of lines, beginning .

at zero frequency and, in general, occurring at intervals of the sampling

S frequency, Wes for all frequencies. The amplitudes of the spectral lires
o vary with frequency as shown by the dotted line in the figure. The
9 .

amplitudes decrease with increasing frequency at a rate sufficient to

e vield a finite total power in the signal spectrum.

When the unsamplec signal, es(t), is time varying as shown in Figure

2.5.6.2 (a), the corresponding spectrum is as shown in Figure 2,5.6.2 (b).

The spectrum for a time-varying es(t), like that for a constant (unmodulated)
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es(t), has components at intervals of v for all frequencies; but with

the entire spectrum of es(t) reflected above and below each line at

w=n v . Thus the spectrum of the modulating signal, es(t), is replicated,
and reflected, at intervals of v throughout the spectrum. The amplitudes
of these replicated spectra vary with frequency, as did the single lines
for the unmodulated case, decreasing rapidly with increasing frequency.
The replication of the spectrum of the modulating signal, due to time-
sampling or pulsing, is called frequency aliasing or folding because the
signal spectrum appears in the same '"shape" but at new positions on the

frequency scale.

An important criterion for time-sampling a signal can be deduced from
Figure 2.5.6.2 (b). Note that if the maximum frequency component in the
modulating signal, Voo is large enough, the lower portion of the first
folded spectrumy(at w = Wr)’ will overlap the upper portion of the primary
(unfolded) spectrum. When the folded spectra overlap, the overlapping
signal components cannot be separated by any means and modulating signal
information is irretrievably lost. In order to prevent such loss of in-
foirmation, the frequency gap between the two spectra must be greater than

zero., That is:

(wr - wsm) -w >0 [2.5.6,1]

or:
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This inequality, known as the sampling theorem, states that: As long

as the sampling rate, Wos is at least twice the highest frequency component
in the signal to be sampled, the sampled signal contains all of the infor-
mation present in the unsampled signal. Thus, in theory, if v, > 2 L
the unsampled signal, es(t), can be reconstructed from the sampled signal,
e:(t). An 1llustration of the manner in which an insufficiently high
sampling rate (insufficiently small Tr) can alias or fold frequency com-
ponents of the sampled spectrum into a different portion of the frequency
scale is shown in Figure 2.5.6.3. In that figure, the original signal,
es(t), is given by:

@sct) = E Sen («3¢) [2.5.6.2]

That signal is sampled, as shown, with period Tr‘ The sampled wave form,
*
es(t), consists, in this case, of instantaneous sampled values at t = n Tr'

The aliased waveform, eA(t), is shown faired through the sampled values

and is given by:

@4ct) = =~ F T (4 t) [2.5.6.3]

where the folded frequencies are given by:
WA_S hwrt‘u’: S h=o, 1,2)0’0 [2.5.6.4]

The particular aliased frequency illustrated in the figure is the lower

sideband frequencv for n = 1. Thus:

g T COp — s [2.5.6.5]
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Frequency folding due to time sampling is especially troublesome in a
pulse Doppler radar system where it can cause a fast-closing target to

appear (alias) as an opening target or vice versa.

When the signal to be sampled consists of a carrier with constant (un-
modulated) amplitude as shown in Figure 2.5.6.4 (a), the corresponding
spectrum of the sampled signal is that sliown in Figure 2.5.6.4 (b). Note

that this spectrum is identical to that shown in Figure 2.5.6.1 (b) for a

constant amplitude signal with no carrier, except that the entire spectrum,

with carrier, is shifted upward in frequency by Wos the carrier frequency.
There are now folded frequency components both above and below v, at in-

terva}s of Wos the sampling or pulsing frequency.

When the signal to be sampled consists of a modulated carrier as shown
in Figure 2.5.6.5 (a), the spectrum of the sampled signal is that shown
in Figure 2.5.6.5 (b). Here, the spectrum is identical to that shown in
Figure 2.5.6.2 (b) for a time-varying signal with no carrier, except that
the entire spectrum is shifted upward in frequency by Wy the carrier
frequency. Now the spectrum of the modulating signal appears aliased and

folded about frequencies above and below v the carrier frequency, at

intervals of Vs the sampling frequency. This waveform and its correspond-

ing spectrum are especially important because they represent exactly the

situation encountered in a pulse Doppler radar.

2.5.7 Signal Correlation -- The time cross-correlation function, Rel e2('r),
4

for two signals, e (t) and ez(t) is defined by the ecuation:
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-7
That is, the correlation function is the long-term time average of the
product of the two signals. For practical applicaticns, of course, the
integration limit, T, is finite. The correlation between two signals
is a measure of the coherence or functioral dependence between those
signals. The time~delay parameter, T, allows a comparisca of the two
signals as a function of a variable difference in time of observation.
A zero correlation coefficient for a particular value of r indicates no
functional dependence for the two signals, for that particular difference
in time-of-observation. A non-zero value for R(1), either positive or
negative, indicates functional dependence. Thus, for example, if el(t)
and ez(t) represented transmitted and received radar signals, respectively,
one would expect non-zero correlation for a value of 1 equal to the two-way

time of flight for a pulse to the target and back.

If el(t) and ez(t) are the same signal, R(t) is the autocorrelation

function. That is:

+
Res (T) = ;:‘-,’- (C:“‘) e, ce-r) dt [2.5.7.2]

-7
It should be noted that the correlation between two sinusoids of different
frequencies is zero., It should also be noted that the correlation between
Sin [wt] and Cos [w (t-1)] varies as Sin (t1), and is therefore zero for
T = 0, Further, it should be noted that the correlation between a random

(non~deterministic) signal and any other signal is zero. The block diagram
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for a practical signal correlation detector is shown in Figure 2.5.7.1.
The luw~pass filter approximates the function of an integrator. Its
time constant determines the integration period, T, and must be large

in comparison with the maximum periods associated with the signal.
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2.5.8 Spread Spectrum Signals -- In Section 2.5.5 of this text, it is
demonstrated that an information-carrying signal with a given bandwidth

can be conveyed by a communications system with a bandwidth capability
approximately equal to the information signal bandwidth, (e.g., by means

of single-sideband amplitude modulated transmission). Under most cir-
cumstances, conservation of system and signal bandwidth is desirable, in
order to conserve power and make efficient use of the available RF spectrum.
There are situations, however, where it is desirable to expand the bandwidth
of a signal artifically: that is, for reasons unrelated to the information

bandwidth. Such methods are called spread-spectrum techniques.

There are a number of possible reasons for the use of spread spectrum
siénals. There are also a number of methods of generating them. Some of
these reasons and methods are best considered in the time domain. Others
are best considered in the frequency domain. Always, however, it should
be noted than any signal processing in the time domain is accompanied by
effects in the frequency domain, and vice versa. In particular, all of
the processes classified as spread spectrum techniques, whether time
oriented or frequency oriented, result in an extensive, artificial

broadening of the signal bandwidth,

The principal purposes of spread spectrum processing are those listed below.

Encryption of Information

Covert (Undetected) Communication
Selective Addressing

Multiplexing of Information
Rejection of Background Ncise
Rujection of Jamming

High Resolution Radar Ranging
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‘-c All methods of spectrum spreading apply some sort of more-or-less complex ;_
modulation to the transmitted signal. The result is a time and frequency 3
"scrambling" of that signal. The original signal can be recovered only

E by reversing the process, which requires a knowledge of the original modula- . ;—

tion applied. Thus, spread spectrum processing can be employed to encrypt

information.

‘nwy
®

Covert communication refers to undetected communication rather than en-

crypted information. By spreading the signal power over a bread frequency
;“ band, spread spectrum processing reduces the power density in any given ;z
E:- region. If spread enough, the signal spectrum can be reduced below the
3: level of the background noise. When the spreading process is reversed, -
: the signal spectrum is de-spread and the signal-to-noise ratio is restored. :., ;
Other spread spectrum techniques continually change the carrier frequency
or time-of-transmission according to a complex schedule, thus making it
difficult for an unprogrammed receiver to detect the transmission. ".,;
By encoding (modulating) each message with a unique code, multiple re-
é ceivers can simultaneously be selectively addressed using a single communica- ._
tion channel. Each addressee decodes the transmission using his own code,
* thereby recovering only his intended message. The result of the "addressing"
i‘ operation, in the frequency domain, is to spread the spectrum of the signal. ) ,_'
~
; Multiple information signals can simultaneously be transmitted to a single
E‘ receiver utili Zng the same techniques employed for selective “addressing. k
:- The various information signals arc separated at the receiver by demodulating -'.:::
; 2.109 .
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the transmitted signal using multiple demodulators, each with its own

code.

An important result of spread gpectrum processing is the great improve-
ment in the signal-to-noise ratio that can be achieved by the spectrum
"de-cpreading" process. When a spread spectrum signal is de-spread
(demodulated) utilizing the unique code (signal) previously used to spread
(modulate) it, the result is to re-concentrate the signal into a relatively
narrow frequency band. Any external interference accompanying the spread
spectrum signal, however, has not been modulated by the encoding signal.
The effect of the de-spreading process on the (unspread) interference is,
then, to spread it. When thke de-gspread signal is passed through a narrow-
band-pass filter, only a small part of the (spread) interference power is
passed. The signal-to-noise ratio after spread spectrum processing to

that before processing is called the process gain. That is, the process

gain, Gp, is defined as:

- (S/N)ov‘f’
Gp - (s/w) o [2.5.8.1]

In terms of the signal bandwidths involved, the process gain is given by:

Gp= léihﬁgcx

R; (2.5.8.2]

where [BW]ss is the bandwidth cf the spread spectrum signal in Hertz and

RI is the information signal information rate {in bits per second. Spread
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spectrum techniques are commonly used in the processing of the signals

-y

from communications satellites because of the small signal-to-noise ratios

involved.

The interference referred to above can be natural background noise or it

can be intentional jamming. For the case of a jamming signal, the process

gain is defined as:

Rl

GP - (S/J>0“+_,

(s/3)in [2.5.8. 3]
!
where (S/J) is the signal-to-jamming power ratio. Spread spectrum pro- -
cessing is a powerful ECCM (Electronic Counter-Counter Measures) technique
because it does not require detailed information concerning the jamming po
signal. It is most effective against narrow band noise iamming since
wide band noise is already "spread" to some extent. (Spread spectrum
processing would be ineffective against true white noise.) ;;
Oné of the most important applications of spread spectrum signal processing -
is in radar ranging. The range resolution of a pulsed radar, (without )
spread spectrum processing), is determined by the pulse width. The pulse
width determines how closely spaced in range two targets can be and still
produce returns that can be resolved. (See Section 2.3.2 of the text on
radar systems for a discussion of radar range resclution.) By providing
"time coloring" within the pulse, spread spectrum processing allows target

echo time-of-return (and hence target range) to be determined to a finer

- 2.111
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resolution than possible with an uncolored pulse. The "time coloring"
of the pulse results in spreading the radar signal spectrum. For a

discussion of pulse time-coloring techniques, see Section 2.19 of the

text on radar systems.

The principal spread spectrum techniques are the following.
Direct Sequence Modulation
Frequency Hopping

Swept Frequency Modulation
Time Hopping

Direct sequence modulation cntails modulation of the carrier by a combina-
tion of the information signal and a pseudo-random encoding (spectrum
spreading) signal, as showa in Figure 2.5.8.1. The encoded ( spread
spectrum) carrier is then transmitted to the receiver. 1In the decoder, a
signal, at the cerrier frequency offset by the intermediate frequency, is
combined with the decoding signal (identical to the encoding signal) and
the combination is used to de-spread the received signal and reduce it

to intermediate frequency. The decoded signal plus noise is then passed
through an IF band-pass filter to remove all signal components outside the
bandwidth of the original information signal. Finally, the decoded signal,
(still at intermediate frequency), is demodulated to remove the IF carrier
and recover the original information signal. The name "direct sequence"
modulation refers to the fact that, in most modern systems, the encoding/
decuding signal is a sequence of binary digits. An analog encoding signal
can also be used. The most difficult aspect of direct sequence spread

spectrum communications is the synchronization of the decoding signal
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with the encoding signal modulating the spread spectrum carrier.,

Various

schemes employing pattern-recognition devices are used for this purpose.

The diagram in Figure 2.5.8.1 shows the information signal and encoding

signal combined by binary (modulo~2) addition. This process, of course,

assumes that the encoding signal is a binary sequence and that the infor-

mation signal has been binary encoded. In modulo-2 addition, 0 +1 = 1

and 1 +1=0.

To demonstrate that modulo-2 addition can be used for both encoding and
decoding, consider the case of a binary information signal, 101010, being
encoded (and decoded) by a binary sequence, 100110. Thus, 101010 is
modulo-2 added to 100110 to yield the enccded signal as follows,

101010 (Information Signal)

+ 100110 (Encoding Signal)
001100 (Encoded Signal)

The encoded signal is thuus the binary word (sequence) 001100. The encoded
signal, 001100, is decoded by modulo-2 adding it to the decoding (and
encoding) signal, 100110, thus:

001100 (Encoded Signal)

+ 100110 (Decoding Signal)
101010 (Decoded Signal)

The result of the second modulo-2 addition is seen to be the original infor-

mation signal, as required.

The spectrum of a direct sequence spread spectrum signal is shown in

Figure 2.5.8.2 and is seen to resemble that shown in Figure 2.5.6.5 for a

pulse modulated carrier.
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'<:' Frequency hopping is, as the name implies, a system by means of which a

-
L "

spread spectrum is attained by abruptly shifting the carrier frequencv
of the signal to one of numerous discrete values within a prescribed ;ﬂ
band, in accordance with a pseudo-random sequence similar to the encoding

signal used in direct sequence modulation, This process is shown in the

block diagram of Figure 2.5.8.3. The frequency hopping sequence and the

M .
" . o
PRI R

{f information signal are combined and the resulting digital signal is used

E. to drive a digitally controlled frequency synthesizer. The result is an '“_’:
i;j information-carrying frequency-hopping carrier. The spread spectrum

;i; carrier is transmitted to the receiver. In the decoder, the decoding

Eii signal, identical to the previously employed encoding signal, is used to

controcl a frequency synthesizer, the output of which is mixed with the

incoﬁing signal to de-hop the carrier and reduce it to intermediate fre-

quency. The IF signal is then passed through a band-pass filter and de-
modulated to recover the information signal. Ths spectrum of a frequency-
hopping spread spectrum signal is shown in Figure 2.5.8.4. The number of
discrete carrier frequencies for an actual system would be many times the

number depicted and the frequency aliasing effects of pulse modulation

would create additional frequencies.

The swept frequency spread spectrum system attains a broad spectrum by

sweeping the frequency of the carrier during the pulse interval, As shown

in Figure 2,5.8.5, the chirp progrem signal controls the frequency of a voltage

controlled oscillator, the output of which is the chirped carrier. The

F.
o
b‘. .
b

chirped carrier is then modulated by the information signal. The modulated,
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Frequency Currently in use
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E_T‘ Figure 2.5.8.4 — Spectrum of Frequency Hopping Spread Spectrum Signal
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chirped carrier is transmitted to the receiver., At the receiver,

the
transmitted signal is de-chirped, (usually by passing it through a

dispersive delay 1ine). The de-chirped carrier is then demodulated and

filtered to yield the information signal.

Considered in the frequency domain, the swept frequency yilelds the same

advantages as those offered by frequency hopping. In the time domain,

the swept frequency time colors the transmitted signal, thus allowing

high-resolution time-correlation measurements. Swept frequency modulation

is the technique employed for pulse compression radar ranging as dis-

cvssed In Section 2,10 of the text on radar systems. The same technique

is also used in other communications applications.

A time hopping spread spectrum systemn abruptly changes pulse transmission

time and period in a manner similar to that in which a frequency hopping

systen changes carrier frequency. The block diagram for a time hopping

system is shown in Figure 2.5.8.6. The information signal is combined

with a pseudo-random encoding signal and used to modulate a carrier. The

carrier is then switched on and off in a pseudo-random manner controlled

by the encoding signal. (The system as shown is both direct sequence

modulated and time hopped). The modulated, time hopped carrier is trans-

mitted to the receiver. After reception, the transmitted signal is de-

hopped by an RF switch driven by the same pseudo-random sequence used to

encode the signal. It is then reduced to IF frequency, filtered, and de~

modulated to yield the information signal.
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3 2.5.9 Communication System Noise ~- In all systems involved with the trans- i
‘ mission and processing of informacion, it is ultimately the gignal-to-noise %
221 ratio, rather than absolute signal magnitude, that limits system performance. i;
:{j Noise sources are of twc types: thcse internal to the system and those ex~ Ei
éﬁ ternal. Internal noise sources include contact noise, shot noise, generation/ :.i
Fi . recombination noise, induction noise, and thermal noise, ;j
E Contact ncise is caused by fluctuations in the contact resistance of internal :{i
ijl current-carrying interfaces. The RMS value of the contact noise voltage is EE
- given by: ;ﬁ
3 2
- Rk
2 . 'ty -
E‘i Vew =K I R [45/F] [2.5.9.1] lg
;f where K is a constant depending upon the material, I is the average current E%
; f%? flowing through the contact, R is the nominal contact resistance, £ is the ?%
frequency of the noise, and Af is the bandwidth over which the noise is g

measured. Due to the fact that contact noise power is inversely proportional ‘%

to the frequency, it is sometimes called “1/f" noise. It is also called current 35

- nolse, excess noise, and modulation noise, Contact noise is generally the :i
{ domipant noise in semiconductor circuits at very low frequencies and negligible j
Eé above about 100 hertz, .;;
@ .
5’ Shot noise is produced by fluctuations in the rate of arrival of electrons at f?
ii internal junctions and is given by: !J

A

Ven = [2 TR ge 23]

Y-

[2.5.9.2]
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where I is the average current flowire through the junction, R is the resistance

of the junction, qq is the charge on an electron, and Af is the bandwidth of

E‘ noise measurement. Shot noise is generally dominated by other noise sources. i?j
- -
t: Generation/recombination roise is a result of the random production and de- :fq
E struction of charge carriers (free electrons and holes) in semiconductor - ;-:
if materials. The RMS value of the noise voltage due to generation/recombination ';g
;: is given by: 2ié
{ V. -zrk[ 723 J/z 0
d #rn - NV rar St e?) [2:5:973] !
?’ ;Mj
‘E;! where I is the average current, R is the resistance, t is the carrier lifetime, ’:;:
ff N is the totzl number of carriers, f is the frequency of the noise voltage, ;tg
g and Af is the bandwidth of the ncise measurement, Generation/recombination égg
V noise is generally dominated by other noise sources, especially at high fre- ii: §£§

quencies. .
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Induction noise is gencrated by internal inductive and capacitive induction

- .
L
PR
R 4

At iae By ettt el te wlalule

(pickup). The induced noise voltage depends upon the degree of unwanted

coupling within the circuit and is generglly reduced by electric and magnetic

K

shielding to a value less than that due to other noise sources.

Lo

1

Thermal noise is produced by the random thermal motion of charged particles

A tala

in electronic devices, The RMS value of the thermal noise voltage is given by:

w
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where k is Boltzmann's constant; TO is the reference absolute temperature

hi-Sa il RO
! :

(usually taken as 290°, Kelvin); R is the noise source resistance; and Af is
“?g the bandwidth of noise measurement. Thermal noise, sometimes called .Johnson !
noise or resistance noise, is always present at temperatures above absolute
zerc and, for that reason, 1s dominant when a1l other noise sources have
Iia . been eliminated. Thus, thermal noise is the ultimate limiting factor in '
achieving a large signal-to-noise ratio. Because of its prevalence, thermal

noise is used as a standard against which to measure the noise levels in

?‘I systems. For example, the noise present at the output of an amplifier is !

often stated in terms of the "noise figure", Fn’ for the amplifier, defined
by the equation:

2 -

3 14
- T
:h ) Fh - —Y'L‘z-' N
- 2.5.9.4 -
Vi . [ ] .
t:u - .
r!l e where V,n is the actual noise voltage and th is the thermal noise, defined by g
Equation [2,5.9.3], for a given reference temperature and for a bandwidth
equal to the effective noise bandwidth of the amplifier. Both noise voltages
iln are equivalent values, referred to the input, Thus, a device in which all &
3 noise sources except thermal noise at the irput have been eliminated would
. have a noise figure of unity. The noise figure can be expressed in terms of
-, the output rms noise voltage, vn(out)’ by the equation: )
[ 2
L :: Fﬂ - Vh [OU+2_ f2.5.9.5]
- Ven &P
re -
' where Gp is the power gain of the device and th is piven by Equation [2.5.9.3].
L =
2 2.118
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It is also possible to express the noise figure for a device in terms of the

input and output signal-to-noise ratios. Thus:

F o= (SW)in
“ T (sv)evt

where (S/N) is the signal power-to-noise power ratio. It also is common

[2.5.9.6]

practice to specify noise sources in terms of equivalent "noise temperatures".

That is, a noise generating device with noise voltage Vn can be specified as

having an "effective noise temperature", Te’ given by:

[2.5.9.7]

where all quantities are as defined for Equations [2.5.9.3] and [2.5,9.4].

Again, all quantities are referred to the input. Effective noise temperature

is a measure of the noise generated internally by the device; that is, a

measure of the noise at the output in excess of that due to thermal noise at

the input. In terns of the noise rfigure, F, the effective noise temperature

is given by:

Te = 73 (Fu-1)

2,119

PP PR IS PU I I U0 P PRE T WS s SPE SPE S P SR o S SURE Y S Sy UL Ny SO R R W P

[2.5.9.8]




TR W

T

r.y'] L i A
4 T e

&

<

The bandwidth of a device was defined in Section 2.5.3 of this text as the

frequency span between the one-half power points on the response (gain) curve.

(See Figure 2.5.3.3). For many purposes, however, another definition of band-

width 1s more meaningful., That definition is based upon the total power
contained in the response of the device to white noise and yields the "equiva-
lent noise bandwidth". The equivalent noise bandwidth, Bn’ is defined by the

equation:

i?[c?,liaél Jdeo

Bh‘:-'

o /GP("'J/ [2.5.9.9]

where /Gp(w)/ is the magnitude of the power gain of the device as a function of
frequency, w, and/Gp(wb)/ ie the value of /Gp(w)/ at the response peak. Both

the one-half power and the equivalent noise bandwidths are illustrated in

Figure 2.5.9.1.

The term "white noise", as used in the definition of equivalent noise bandwidth,
refers to noise containing a uniform distribution of power at all frequencies.

That is, the spectrum (power spectral density), S(w) of the noise is that

shown in Figure 2.5.9.2(a). Because white ncise would require an infinite

total power, it is physically unrealizable, Often, however, band-limited

white noise, as shown in Figure 2.5.9.2(b), is employed in the communications

field.

External noise sources include atmospheric noise, galactic noise, and man-made
noise, Atmospheric noise is due to lightning, corona discharges, and

precipitation static. As shown in Figure 2,5.9.3, it is generally dominant
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at low frequencies. Galactic noise is produced by extra-terrestrial bodies,
primarily the sun. Galactic noise is not usually a problem for terrestrial
applications due to its relatively small magnitude. In the vicinity of man-
made electrical and electronic equipment, man-mode noise can be dominant,

The curve in Figure 2,5.,9.3 shows the man-made noise level in a typical urban
location. Even removed from populated areas, however, interfering signals
from other transmitting equipment can be a problem. For purposes of com-
parison, the internal noise of a typical receiver is shown in the figure. As
indicated, it becomes dominant at very high frequencies. Receiver noise is
thermal noise and increases with frequency because the internal losses in a

receiver increase with frequency, thereby raising the effective noise temperature.

As previously stated, the important measure of signal strength in a communica~
tions system is the signal-to-noise ratio., For that reason, the elimination

of noise is a major objective of communication system design. Several general
methcds of noise reduction are available, One is to avoid the low frequency end
of the spectrum, Except for internal receiver noise, all internal and external
noise levels decrease with increasing frequency, Another method of noise re-
duction is to employ fraquency modulation or spread spmetrum techniques. As
previously mentioned, the broad, complex spectra associated with those techniques
make it relatively essy to distinguish between signal and noise. Another
possibility is the use of digital signals. The natural noise resistance of
digital systems, and the use of error correcting codes affords digital systems

a high noise-rejection capability. Signal correlation techniques, as discussed
in Section 2.5.7 of this text, were specifically devised to provide signal

recognition in the presence of noise, Frequency filtering of the signal and
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electric and magnetic shielding of hardware are, of course, - standard noise
reduction techniques. Ultimately, noise reduction depends upon some difference,
in either the frequency or the time domain, between the signal and the noise.

Any technique is useful that exploits that difference.
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2.6 Antennas

2,6.,1 Antenna Performance - Antenna characteristics often limit the performance
of a communication system. This is especially true for airborne systems because
of the limited space available for mounting an efficient ancenna. Antenna
efficiency and directivity require that the physical size of the elements be,
(at least), an appreciable portion of a wave length, At the low end of the VHF
band, (30 MHz), the wavelength is ten meters. In addition, the proximity of
conducting surfaces, (creating reflected-wave interference), makes extremely

difficult the design of an airborne antenna with an acceptable radiation pattern.

The principal function of an antenna is that of providing a suitable coupling
between the transmission line (feeder) and the medium of propagation., That
function involves not only impedance matching, but also energy transduction from
electrical.power to electromagnetic radiation. (An appropriate resistor at the
end of the line would match the impedance of the line but the energy would be
dissipated as heat rather than being radiated as electr magnetic waves,) Thus,

the antenna should be considered an energy transducer as well as a device for

directing electromagnetic waves.

2.6.2 Origin of Antenna Fields -- As stated in Section 2.3 of this text, an
electrical charge creates an electric field in the surrounding space. If the
charge is in motion, (an electrical current exists), a magnetic field is also
created. When the current is time-varying, the electrical and magnetic fields
interact, in accordance with Maxwell's equations, (as discussed in Section 2.3
of this text), to produce the propagating electric and magnetic fields described

by Schrodinger's wave equations, (presented in Section 2.4 of this text). A
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sinusoidally time-varying current, i(t), flowing in a conductor of incremental
length JL, as shown in Figure 2.6.2.1, produces sinusoidal fields given by
the equations:
t¥)= T, Sen [ewt] (Amperes)
[2.6.2.1]

30 ok Lo A

€,0¢) = (~ )cosra) 2(;%) Cos [e(t-rr)]

FS

- (-E) 5“:“‘[“’(&’ ’/6_)_7—277’(%)1503[&3(6"*'/&)] [2.6.2.2]
(Volts/Meter)

1= [ €2 oL To AN .
Epi-l= ( P~ }g:_.,m)g(i{;)(.:[w/t-*/dj [2.6.2.3]

= (ﬁ) Sen [“’(é -¥re )]} (Volts/Meter)

4ot = (222N, ) (8) Sinlort -] G2

-277 (-5‘) l[.,r [«~( t""*/c)] ? (Volts/Meter)

As can be seen from Equations [2.6.2.2] through [2.6.2.4], the various terms of

the field equations, (in braces), contain factors of (1/2n), {r/A), and 27 (rlllz. The
field components due to terms containing (1/2w) factors are called the static

field; those containing (r/)A) factors the induction field; and those containing

2w (r/k)2 the radiative field. At distances small in comparison with a wavelength,
the static and induction fields are predominant, At distances large in comparison
with a wavelength, the radiative fields are predominant. Two important conclusions
can be drawn from Equations[2.6.2.2] through [2.6.2.4]:

(1) The higher the frequency (the shorter the wavelength), the more
energy is radiated.

(2) At distances large in comparison with a wavelength, the electric
and magnetic fields are transverse and vary as (1/r).
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The region dominated by the static and induction fields is called the '"near
field"; that dominated by the radiative field is called the "far field". The
boundary between the near and far fields 1s generally defined as:

2
R =2 (Meters) [2.6.2.5]

where L is the length (extent) of the conductor (antenna) and A is the wavelength,

as shown in Figure 2.6.2.2.

In the radiative (far field) region, the fields constitute spherically-spreading,
transverse waves represented by the field equations shown in Figure 2,6.2.3. The
electric field is in the plane containing the antenna element and the point of
measurement. The magnetic field is perpendicular to that plane., The direction
of propagation (energy flow) is indicated by the Poynting vector, P, as shown,
The field intensity pattern is the cos(6) pattern indicated by the equations

and shown, in polar coordinates, in the figure. The cos(6) pattern actually
represents a cross-section, in the plane of the antenna element, of a doughnut-

shaped, three~dimensional radiation pattern.

2.6,3 Fields of Finite Antennas -- The fields produced by even the most complex
antenna (cr antenna array) can be determined by integrating (summing) the fields
produced by incremental lengths of the antenna conducting elements. Expressions
for the far-field electric and magnetic fields produced by an antenna can be
derived by integrating the incremental field equations shown in Figure 2,.6.2.3.
By integrating these expressions along the paths of the antenna elements, the
total fields can be obtained in accordance with the principle of linear super-

position. In general, the amplitudes and phases of the currents in the incremental
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elements of an extended antenna will vary. The expressions for the incremental

fields must be appropriately modified to reflect these variations,

2.6.4 Antenna Impedance -- When an antenna is excited by an alternating current,
portions of the electric and magnetic fields alternately emanate from, and
collapse back upon, the antenna. The antenna thus alternately stores energy in,
and absorbs energy from, the fields; thereby exhibiting the characteristics of

a device with a complex impedance (i.e. resistance, inductance, and capacitance).
In general, the input impedance of an antenna, such as the dipole antenna shown
in Figure 2.6.4.1, can be represented by a series R-L-C circuit as shown in the

figure. The equation for the input impedance is, then:

t

Zy=Ra t1i (“ly — 52, ) (Otms) [2.6.4.1]

where RA, LA’ and CA are the effective values of resistance, inductance, and
capacitance for the antenna. It should be emphasized that these are effective

values and, in general, depend upon the frequency of the driving current.

As can be seen from Equation [2.6.4.1], an antenna possesses a resonant frequency,

given by:

(Radians/Second) [2.6.4.2]

At that frequency, the reactive portion of the input impedance vanishes and the

input impedance becomes purely resistive. That is:

Z = RA (Ohms)

The resistance, RA’ is not entirely ohmic resistance in the antenna elements.
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It is best considered as the ratio of the total input power to the square of
the input current. The input power consists of two parts; that part dissipated
by ohmic losses in the antenna elements, and that part radiated into the

surrounding medium by the antenna. Thus, the total "energy dissipating resistance"

is given by:

RA = Ro + Ry (Ohnms)

[2.6.4.3]

where Ro is the ohmic resistance and Rr is the radiation resistance of the

antenna.,

At the resonant frequency, the input impedance is at a minimum. The input
current, and, hence, the radiated power, are at a maximum. At other frequencies,
the radiated power, for a given driving voltage, is reduced. An antenna thus
has a natural bandwidth, or limited range of frequencies, over which it performs

well. The bandwidth is, as usual, bounded by the half-power points.

The effective values for the input resistance, inductance, and capacitance of

an antenmna, and hence its resonant frequency, are determined by its physical

size. To better understand the relationship btetween the dimensions of an antenna
and its electrical characteristics, consider the case of the center-fed dipole

shown in Figure 2.6.4.1., In that figure are shown the current and voltage

amplitude distributions for the special case when the dipole is one-half wave~
length long (two quarter-wavelength elements)., The voltage and current distributions
shown represent standing waves generated by interference between the incoming

waves and the reflections from the open end of the antenna elements. By definition,
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:t' the input impedance is the ratio of the voltage to the current, at the driving
. point (center). Thac is: _
{ .
-
:‘. 0 (*) [2.604.4] :-_-:
- Y
E -
o
= This ratio is minimized, as shown in the figure, when the length of the dipole -
:‘ is exactly one-half wavelength long, as shown. Thus, a one~half wavelength :f
f dipole has a natural resonant frequency just equal to the frequency corresponding ;;
®
E! to that wavelength. Similar considerations can be applied to demonstrate that o
ti dipoles of lengths equal to integral multiples of one-half wavelength are also
L resonant at that fraquency. 'ig
- i&
H o
;. There are five major factors that contribute to the wavelength limitations of an -%
1 antenna, They are: e ;;
@ <]
(1) The input impedance of an antenna increases at frequencies other T
than the resonant value. .
(2) The impedance match between the antenna and the feeder (transmission L
line) is disrupted by a change in frequency from the design value, o
B
(3) The impedance match between the antenna and the propagation medium .
- 1is disrupted by a change in frequency from the design value.
(4) The directive gain decreases with increasing wavelength (decreasing
frequency).
&
(5) The phase relationships in an array are disrupted by a change in B
frequency from the design value, '
As with any power transmission system, the characteristic impedances of all -
i‘ segments of the system must be matched to avoid reflections at the interfaces. ’___
—~ S
: Thus, the transmitter, the transmission line (antenna feeder), the antenna, and Vo
3 the transmission medium must all have the same characteristic impedance. The Z;
:‘ impedances of the various portions of the system are sufficiently matched over 9-
2 only a limited range of frequencies. The directive gain (radiation pattern) of ’ "3
3 S
3 2,128
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an antenna, or antenna array, is also frequency dependent. Directive gain is

discussed in Section 2.6.7 of this text.

2.6.5 Antenna Feeders —~ The feeder: or transmission line, for the antenna can
seriously affect the performance of a communications system. For example, even
a small dent in a waveguide can significantly degrade performance, When the
intrinsic impedances of the various segmencs of a transmission system do not
match, the arrangement shown in Figure 2.6.5.1 can be employed. The impedance-
matching transformers can be conventional inductive transformers, (at low fre-
quencies), capacitors, (at somewhat higher frequencies), or short sections of
transmission lines, (at high frequencies). Devices called baluns (BALanced/
UNbalanced) aré used when matching segments balanced with respect to ground to

segments unbalanced with respect to ground, (i.e. with a "high" side and a

"oround" side).

The four types of transmission line commonly employed are:
(1) Parallel wires
(2) Coaxial cable
(3) Stripline
(4) Waveguide

The parallel-wire transmission line, shown in Figure 2.6.5.2(a), is generally

employed in the frequency range below 30 megahertz. The characteristic impedance

of this type of line ranges from about 200 ohms to 800 ohms, and the line is
balanced; that is, neither side of the line is at ground or earth potential.

Typical of this type of transmission line is the 300 ohm twin-lead often used

for television lead-in wire. Parallel-wire line may or may not have a surrounding

shield.
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At frequencies above about 30 megahertz, unacceptable losses occur in the fields

2 - surrounding a parallel wire transmission line. In order to prevent these losses,
Séa N coaxial cable is employed in the frequency range from avout 30 megahertz to 3000
?i;: megahertz. Coaxial cable can be considered a two-wire line with one of the wires
éﬁi wrapped around the other, as shown in Figure 2.6.5.2(b), in order to constrain

the fields between them. Coaxial cables have characteristic impedances in the ]

range between 20 and 100 ohms and are unbalanced lines with the outer "shield"

normally at ground potential.

ol v v

vy CoCLER R

. v ]

A e e
2

Striplines, like coaxial cables, are designed to constrain the fields between the

L e
S

.

™ T,y A
. .”".' _-,r" AR o
PSP fpaty b
Sy e WY
(e XY

conductors. As can be seen in Figure 2.6.5.2(c), the narrow gap between the con-

E H ductors accomplishes that purpose, though not as well as does the coaxial cable.
Striplines are often used in printed-circuit board constructiun.

PR

hE s

M T At frequencies above 3000 megahertz, the losses in the conductors and leakage be-
5 tween the inner and outer conductors of coaxial cable become excessive. These

losses can be greatly reduced by eliminating the inner conductor. When the outer

yrge s r ,

- conductor is properly dimensioned, the propagating energy in a coaxial line is
Elu almost entirely in the fields and the current in the irmer conductor vanishes.

Under these conditions, the inner conductor can be eliminated, thus producing a

o hollow "pipe", called a waveguide, shown in Figure 2.6.5.2(d). A waveguide ex- .

-9: g

L hibits two unusual characteristics. The first is that it possesses a cutoff J
frequency below which it cannot propagate wave energy. The cutoff frequency is

; ) determined by the dimensions of the waveguide. The second unusual characteristic

@ -

= is that there are two wave "velocities" for a wave traveling in a waveguide. One,

3 called the group velocity, is the velocity with which energy, and also information,

;:n is propagated. The other, called the phase velocity, is the one associated with i

S SR ~

» 2,130

o b

12 .

R, e

S

g it
et

- .- .. SRS
o ] v a —— o m R e A& 2 P S e ko S ® o b mNadalad bt
FOIPE T T L . s hd Wy e U S Y PO S - -




7 T T e
N » I3 e
L 0 » . - . ] '

r
»

i Bl T}

[ [

. . .
. L

I s oy (e e
] . e x orTegy
e - o e
[ ' . e ) - .

- - s - R T e s . ORI MY T TR LR, T KL RN,
T v e AT S N e L T G E CaliE ol N LS S .

the phase of the propagating wave and for which v = f A where f is the frequency
and A is the wavelength in the waveguide. Because the wave energy is contrained
in the waveguide, the wavelength there is greater than the free-space wavelength
and, hence, the (phase) velocity is greater than the free-space velocity, c.
The phase velocity, vph, and group velocity, vg, are related by the equation:

v v, = 02 (MEterSZISecondZ) [2.6.5.1]
ph g
where ¢ 1is the free-space velocity. When the frequency of the propagating wave
is much greater than the cut-off frequency, the phase and group velocities are
nearly identical and equal to the free-space velocity. Under those conditions,
the wave propagation approaches that of free-space and the characteristic
impedance of the waveguide approaches 377 ohms, the free-space intrinsic impedance.

The power-handling capacity and voltage breakdown (arcing) characteristics of

waveguides are superior to those for the other types of transmission lines.

Single antennas and/or transmission lines are often used for both the transmitting
and receiving functions. Under such circumstances, a device, called a duplexer,
must be used to prevent the high~power transmitted signal from entering the
receiver and to prevent the low-power received signal from being '"shorted-out"

by the transmitter. Two basic approaches are commonly employed. One is the
transmit/receive (T/R) switch which automatically "switches" to route the outgoing
signal to the antenna, (and short the receiver input), during transmission; and

to route the incoming signal to the receiver during reception. The 'aternative
approach is to use a device, called a circulator, which does nut "switch" between
transmit and receive states, but simultaneously routes the transmitted and re-

ceived signals to their appropriate destinations. The transmit/receive switch

2.131
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and circulator duplexers are usually represented by the symbols shown in Figure

2.6.5.3.

2,6.6 Antenna Reciprocity --- It can be shown that, generally, the transmitting
and receiving characteristics of an antenna are the same. This fundamental
property, called reciprocity, implies that:
(1) The radiation and absorption patterns of an antenna are the same.
(2) All other antenna characteristics are the same; including gain,
beam width, effective aperture, bandwidth, input impedance, and
efficiency.
(3) If a given power into antenna A results in a certain signal level
from antenna B, then an identical power into antenna B will pro-
duce the same signal level from antemna A.

There are three circumstances in which the reciprocity theorem does not apply:

(1) in active antennas, in which unidirectional signal processing
elements are incorporated in the antenna.

(2) in communications links involving tropospheric propagation, in
which the earth's magnetic field affects propagation differently
in the two directions.
(3) in considerations of power dissipation, in which the power
capacity of an antenna might be adequate for reception but not
for transmission.
Antenna reciprocity is of great importance in the field of antenna test and evalua-
tion. Due to space and/or instrumentation requirements, it is often desirable
to test an antenna intended only for reception (such as some navigation antennas),

by incorporating it into an arrangement that evaluates its performance in the

transmitting mode.

2,6.7 Antenna Radiation Patterns -- An antenna pattern is a graphical representa-
tion of radiated field power density, (or field strength), as a function of
angular offset from a reference axis, usually the antenna bore sight axis

(direction of maximum radiation). Two presentations are commonly employed. Ome
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is a plot in carctesian (rectangular) coordinates, with the power density as

the ordinate (y-axis) and the offset angle as the abscissa (x-axis). The other

-y vy
.
".' » .

is & plot in polar coordinates, with the power density as radial distance and

the offset as the polar angle, Both presentations are shown in Figure 2.6.7.1.
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o ST,

rod
e

In actnality, these patterns are cross-sections of three-dimensional field

v
i4

patterns., An antenna pattern can be displayed in three dimensions by utilizing
several cross—sectional views., Fortunately, many antennas have axes (or planes)

of symmetry which produce corresponding symmetries in their radiation patterns.

F‘ Thus, a planar (two-dimensional) plot often suffices.

. Isotropic Antenna —- An isotropic antenna is a theoretic antenna that radiates
e

SQ in a perfectly spherical pattern; that is, equally in all directions, Its

. radiation pattern, in any plane through the source, is a circle. Although a

- truly isotropic antenna cannot be built, antennas with circular (omnidirectional)

patterns in one plane are common.

Directive Antennas -- Any non-isotropic antenna is, by definition, directive,

That 1is, it radiates more power in some directions than in others. The patterns

shown in Figure 2.6.7.1 are typical of a directional antenna,

Directive Gain -~ The directive gain, (sometimes called directivity), of an
antenna 1s a measure of the degree to which it radiates in a preferred direction.

No antenna possesses gain in the sense that more total power is radiated than is

input. A directive antenna merely re-directs the radiation, reducing the flow

- of energy in some directions in order to increase it in the preferred directions.
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The directive gain has two equivalent definitions:

. LT
NSO W Y S

(1) Directive gain is the zatio of the power density in the preferred
direction to-the average power density for all directions.

o

o
ad el utde .o

(2) Directive gain is the ratio of the power density in the preferred
direction to that which would be produced by an isotropic antenna,

s
4,

i
PR

An isotropic antenna has no directive gain., If a total power, PT’ is :j
radiated by an isotropic antenna, the power density at a distance R from the ii
antenna is given by: '5
it

Pr :

,PI(R) = —;—7;-;-;" (Watts/Meterzl

-

. e
falaialailenu a

[2.6.7.1]

That is, the power PT is distributed uniformly over the spherical area 4wR2.
If the same total power, PT’ is radiated by an antenna with directive gain,

GD’ the power density in the preferred direction is given by:

Pr &
‘Pp(k):‘-' 27%;;'5_" (Wat:ts/Heterz) . [2.6.7.2]
That is:
C - ﬁ——
f’ Ps (Non-Dimensional) 12,6.7,3]

assuming the same (or-no) internal power losses in either antenna.

. .. - e e W e g e e Aty s, . . ywy
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The direct’ve gain of an antenna that radiates uniformly into a solid angle of

Q stearadians is given by:
- 477’
G’ = ‘-Q. (N.Do) [2.6.7.4]

(The stearadian measure of a solid angle is equal to the area subtended by that

FPCPVIE TR IETY) § SRR TN N
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f solid angle, on a sphere . radius R, divided by the square of the radius). Al-
}:A _i; though Equation [2.6.7.4] applies strictly only for the case of uniform

Ezg radiation in a given solid angle, it often finds application in estimating the
C;“ gain of an antenna from its radiation pattern,

-

Fii . Power Gain ~- The power gain of an antenna is defined to include the effects

of power losses internal to the antenna, The power gain, G, is related to the

directive gain, GD’ by the equation:

& =Pr Go (..

[2.6.7.5]

e where P is the radiation efficiency. Although the radiation efficiency of some

ground installations may be as low as 0,05, many airberne antennas have

efficiencies approaching unity. For these high-efficiency antennas, the terms

f%? power gain and directive gain are often used interchangeably.

Beam Width -- The heam : "dth of a directive antenna is a measure of the polar angle

subtended by the main lobe of the antemna pattern. It is not, however, measured

to the minima on either side of the main lobe. By convention, it is measured to

the points, on aither side of the peak, where the power density has declined to

;‘, one-half the value at the peak. In terms of the decibel, the beam width is de-
i' fined as the angle between two radial lines intercepting the main lobe pattern
f at the points 3 dB down from the maximum. The beam width is illustrated in

;. Figure 2.6.7.2, Also labeled in the figure are the main and side lobes of the
1: radiation pattern. Note that a receiver just outside the "beam width" of an

;1 antenna receives a signal almost as large as one just inside the beam width.

-
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Diffraction effects, as discussed in Section 2.4.2 of this text, make antenna
pecformance dependent upon the size of the antenna, in comparison to a wave-
length, A rule of thumb relating antenna beam width to antenna aperture size

iy giveu by:

[Besw Wed] = (.3__;-,?-) ..%L; (Radians) (2.6.7.6]

where DA is the dimension of the antenna aperture in a plane perpendicular to

-

the plane in which beam width is to be determined.

- Antenna Aperture -- The aperture of an antenna is its effective capture area

L
(2 3]

=3 for electromagnetic radiation. That is, if a radiation power density, p, is
:1:, incident upon a receiving antenna with aperture of effective area, AE’ the f

- power absorbed by the antenna, (and delivered to the receiver), is given by:

PR AL

B Pr =P Ae  (vatts) [2.6.7.7]

The effective area of an antenna, though related to its physical size, is rarely
equal to its physical (profile) area. It can be either smaller or larger, de-

- pending upon antenna design., The effective area, AE’ and physical area, A, are

>

related by the equation:
- 2
- Ae =3 A (Meter) [2.6.7.8]

where @Pa is the aperture efficiency. The effective area and directive gain of

an antenna are related, through reciprocity, by the equation:

2
A G (Meterz)

ARE = — [2.6.7.9]
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where A is the wavelength of the radiation. Thus, an increase in antenna
aperture (size) generally produces an increase in directive gain and a decrease
3 in beamwidth. Aperture, or effective area, can be increased by increasing
:}, antenna size, utilizing multiple antennas (an antenna array), or by employing

- a reflector or lens.

2.6.8 Basic Radiating Elements -- Fundamentally, there are three electromagnetic-
wave-radiating zlements (antennas small in comparison with the radiation wave-

!! length). These are the dipole (a short, straight wire), the loop (a small {
closed loop of wire), and the slot (a small hole in a waveguide). The (far-

field) directional patterns of the basic antenna elements are all cos(8) patterns

as shown in Figure 2.6.8.1. The fields for the loop and the slot differ from Y
those for the dipole, however, in that the directions of the electric and

magnetic fields are interchanged. For this reason, a loop is sometimes called

s
e

Dl N
o
L}
IS

a "magnetic doublet" and the slot is considered the "dual" of the dipole..

o 2.6,9 Polarization —- As discussed in Section 2.4.1 of this text, the direction
of polarization of an electromagnetic wave is defined as the direction of the "
electric field vector, Ef . All physical antennas produce polarized radiation.
;: The basic radiating elements described in Section 2.6.8 all produce plune

'@ polarized radiation. The direction of the electric field vector for a dipole

) kool

; or doublet is in a plane containing the doublet and is perpendicular to the
direction of propagation. The direction of the electric field vector for a
*® loop is in a plane perpendicular to the central axis of the laap and is perpendicular \

to the direction of propagation. The direction of the electric field vector

Ei“ for a slot is in a plane perpendicular to the long axis of the slot and is per-

® - pendicular to the direction of propagation. -
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Radiation containing components with plane polarization of various orientations
can be produced by extended lengths, or arrays, of elements. When two such
components, with perpendicular directions of polarization (in space quadrature),
are ninety degrees out of phase electrically (in phase quadrature), elliptically
polarized radiation is produced. The turnstile antenna, shown in Figure 2.6.9.1(a)
employs that principle to produce elliptically or circularly polarized radiation
in the direction perpendicular to the plane of the antenna. Airborne systems

often employ the helical ant.enna shown in Figure 2.6.9.1(b) for the same purpose.

2,6.,10 Highly Directive Antennas -- As indicated in Section 2,6.7 of this text,
all physical antennas are directive to some extent. When a high degree of
directivity is required, however, one of four basic methods is generally employed.
These methods are:

(1) the use of an array

(2) the use of a reflector

(3) the use of a lens

(4) the use of a horn

An antenna array is an a.rangement of radiating elements situated in such a way
that the radiation from the individual elements combines, via wave interference,

to produce a directional pattern. Any antenna arrangement more extensive than

one of the three basic radiating elements described in Section 2.6.8 can be con-

sidered an antenna array. Even a single doublet (length of wire) can be considered
an end-to-end arrangement of elementary dipoles. The radiation pattern produced
by an array depends on three factors:

(1) the radiation patterns of the individual elements

(2) The ralative position and orientation of the elements

2.138
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(a) Turnstile Antenna
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Figure 2.6.9.1 ~- Circularly Polarized Antennas
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(3) the relative magnitudes and phases of the zcurrents in the
elements (or fields in waveguides).

The radiation pattern of the array can be determined by: (1) determining the
pattern (field intensity) of the individual elenents, Ee(e); (2) determining
the pattern of the array if composed of isotropic radiators, Ei(e); and (3)
taking the product of the two patterns, That is, the radiation pattern of the

array, EA(e), is given by:

2
E4(0) = E(®) £:(0) (Watts/Meter) [2.6.10.1]

where it is assumed that the individual elements are identical, in-phase
electrically, and identically oriented to produce maximum radiation in the

preferred direction. It should be noted that, in general, mutual impedance

(coupling) between the elements of an array affects the currents in the elements

and must be taken into account. This process is illustrated in Figure 2,6.10.1

for the case of a linear array of dipoles spaced one wavelength apart. The beam-

width of this type of array, called a broadside array, is given approximately
by:

Lﬁeam wf'.d-(‘\_] = T::— (1'1" (Radians) (2.6.10.2]

wherc n is the sumber of elements in the array, (assumed large), and d is the
spacing of the elements. (Note that (A/d) is the approximate beamwidth of an
antenna of dimension d, as given by Equation [2.6.7.6.]. The directive gain,
GD’ of a broadside array is given approximately by:

“+7A

(N.D.) [2.6.10.3]
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(a) Individual Dipole (b) Array with (c) Array with
Isotropic Dipoles
Radiators

£,(8) E; (8)
E )= E,(a) E;(8)

Figure 2.6.10.1 -~ Radiation Pattern for Linear Array of Dipoles
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where A is the frontal effective area of the array.

Reflectors are most effective when their dimensions are much larger than the
wavelength of the radiation, For this reason, reflectors find greatest use
at frequencies above one gigahertz (wavelength about one foot). Under these

conditions, the methods of geometrical optics (wavefront and ray tracing) apply.

The most common radiation reflector is the parabolic reflector. The parabolic
shape has the property that rays emanating from a source at its focal point

will be reflected in a collimated beam, (parallel rays), as shown in Figure
2.6.10.2, It can be shown that, theoretically, the electromagnetic waves
emanating from the aperture of a parabolic transmitting antenna are phase coherent
and constitute a planar wave front., In accordance with reciprocity, rays
incident parallel to the axis of a parabolic antenna are focused to a single
point at the focus. Because of its compact construction, the cassagrainian
antenna shown in Figure 2.6.10.3 is frequently used in airborne applications.

Also frequently employed is the offset parabolic antenna shown in Figure 2.6,10.4.
In practice, even a perfectly constructed antenna is limited by diffraction to

a finite beam width. As for the case of antenna arrays; the beamwidth and
directive gain of reflector antennas are determined by the size of the antenna

aperture, according to the equations:

A
cd+ | = 5~ (Radi
[Beam Width]= 5~ (Radiane) [2.6.10.4]
@A
. 5rA (N.D.)
G» = —xz [2.6.10.5]

where D is the linear dimension of the aperture and A is the effective area.
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At frequencies above about three gigahertz, lens antennas are often employed.
Lens antennas utilize the phenomenon of refraction to accomplish the same
functions for which reflector antennas utilize reflection, When a radiation
source 1s placed at the focal point of the lens, the rays emanate from the
lens parallel to the axis as shown in Figure 2.6,10.5. Rays entering the lens

parallel to the axis are, of course, refracted to a point at the focus.

A horn antenna is best considered an impedance matching device between a wave-
guide and free space. The characteristic impedance of a waveguide is deter-
mined by its internal dimensions in comparison with the wavelength of the
radiation., In order to provide the necessary impedance transformation from
that of the waveguide to that of free space, the waveguide is terminated in

a flared section (horn). Ideally, an infinitely long section would be required
for a perfect match to free space. In practice, a truncated section 1is used,

similar to one of the horns shown in Figure 2,6,10.6.

2.6.11 Effect of Ground Reflections -~ As dizcussed in Szction 2.4.2 of this
text, electromagnetic waves are reflected by the air-to-earth interface. For
that reason, the radiation patterns of antennas in proximity to the ground
depend upon the orientation of the antenna and its height above the ground.

fhe determination of such antenna patterns is greatly simplified >y the applica-
tion of a technique known as the Method of Images. The Method of Images makes
use of the fact that the radiation reflected by the earth is identical (above

the grouﬁd) to that which would emanate from an antenna, below ground level, that
is the image, reflected in the air-tc-ground iuterface, of the original antenna.

The configuration, orientation, and current distribution of the image antenna
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] are those of a mirror image as shown in Figure 2.6,11.1. The vertical component
of current in the image antenna flows in the same direction as that of the
i?g original antenna. The horizontal component flows in the opposite direction,
:? : as shown in thas figure, The vadiation from the real and image antennas, being
] coherent, interferes, constructively or destructively, depending on the phase |
Fia ) and relative path lengths of the direct and reflected (imaged) rays. The f

composite pattern of a vertical, quarter-wavelength doublet, shown in Figure
2.6.11.2(a), is shown ir Figure 2,6.,11.2(b). Note that, above ground, it is

the field of a half-wave dipole, as required. Since the currents in the image

LAl kit jl
¢ - . N
1

of a horizontally-polarized (oriented) antenna are reversed from those of the

real antenna, destructive interference occurs at zero elevation angle. TFor

L1

1A J

example, the original and composite radiation patterns, for a horizontally-

polerized, isotropic antenna one half wavelength above the ground, are shown

in Figure 2.6.11.3. The radiation patterns shown in Figures 2.6.11.2 and

o]

r'e

2,6,11.3 assume a perfectly reflecting earth. The patterns for a non-perfectly -

reflecting earth would be very similar with the maxima slightly reduced and the

L minima somewhat filled in.

- 2.6.12 Antenna Directional Scanning -- For many applications, it is necessary

to change the direction of maximum (or minimum) gain (boresight) of an antenna.

| AR .

E!E The principal methods of effecting the change are:

- . (1) Mechanically moving (rotating or translating) the entire antenna.

(2) Mechanically moving antenna elements, reflectors, lenses, or feeders,

A (3) Switching between fixed antennas or horms. 7

. (4) Electrically changing the phase relationships in an antenna array.

T _
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; Typical examples of airborne moving antennas are the airborne early warning ;
2 1" radar antenna that scans 360° in aziwmuth (rotation) and the radar ground mapping :'
:g; antenna that utilizes the forward motion of the aircraft to scan parallel to the 7
- flight path (translation). An example of an airborne moving-feeder antenna is
Eq the conical-scan arrangement, often used for air-to-air tracking, in which a
iii . conically moving horn illuminates a fixed parabolic reflector. An example of ;T

a moving element antenna is thr “_.can antenna in which a cylindrical array of

vertical, passive elements rotates abuut the central active radiator. Not all
:‘I directional scanning is continuous. The sequential lobing radar antenna Ef
:j generally switches between multiple horns, irradiating a fixed parabolic re-
E- flector, to move the beam successively to several discrete positions. A
éﬁi monopulse system employs multiple horns or antennas to simultaneously direct Eﬁ
; beams (or receiving lobes) to several positions. The "gcanning" is performed .
i;' electronically by mixing the signals received from the several positfons, ;
i Ly 3 This method is used in airborne radar trackers and also in missile warning systems, g;

An unscanned linear antenna array is shown in Figure 2.6.12,1(a). The elements

in the array are all excited in-phase and produce a "beam" (diréction of maximum

gain) normal to the array. If the phases of the 1ndividug1 element excitations %;

are pfogressively shifted as shown in Figure 2.6.12,1(b), the wavefront is

canted and the direction of the beam is offset from the normal. The scanning -

can be performed by changing either the phase shift, ¢, or the wavelenzth (). g.
:} Because of their reduced mechanical size, weight, and complexity, electronically :
;: scanned arrays are finding increasing airborne applicationm.
e .
L 2.6.13 Synthetic Array Antenna ~- In Section 2.6.10, the minimum attainable

beam width of an antenna array is given by: ‘;
5
,__, - I:Bcam L«Jc'J«-/’L] = -%- (Radians) (2.6.13.1]
p
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Figure 2.6.12.1 -- Scanned and Unscanned Linear Antenna Arrays
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where A is the radiation wavelength and D is the pertinent effective aperture
dimension of the array. Thus, by employing a large array, a narrvow beamwidth
?; can be attained. A linear antenna array is shown in Figure 2.6.13.1(a).
Similar results can be realized by employing what is know as a synthetic
array. A synthetic array is formed by positioning a single antenna at

E . successive points in space as shown in Figure 2.6.13.1(b). These points, for
. example, can be the positions successively occupied by a moving vehicle. In
1 “ order to achieve the effect of an arrav of antennas, the signals from the

E_. successive points must be "stored" and '"piayed back", simultaneously, with

the proper phasing. For instance, the signal processing must account for the

phase shift due to the change in distance from the successive positions of the
3

E-‘ antenna to the intended "target'. The correction of these phase differences
is known as focusing. For the case of a moving vehicle, the fact that the

Doppler shifts of the signals will differ with position of the antenna also must

\ry be accounted for in the sipgnal processing in order to achieve the coherence
necessary for proper combination of the signals. (Note that coherent processing

also assumes a coherent transmitted signal and a stztionary "target'. As with

any antenna "array", the direction of the array beam (direction of maximum gain)

can be scanned by introducing proportional phase shifts into the signals from

:\ successive positions. As for the real antenna array, the minimum attainable
:,. beamwidth of a synthetic array is given by:

:- :

Z:r‘::-' [Beam Nid.-rl\] - A (Radians)

.- B ) [2.6.13,2]
e

where D is the distance between the first and last antenna positions in the

;:-. "array". Synthetic arrays have found application in ground mapping radar and

Z. in the location of sources of radiation (electronic surveillance).
. 2.144
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(a) Real Antenna Array
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(b) Synthetic Array

r_ Synthetic Array

Last P \
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\
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1 = Range to "Target"

First

Positiom—P —-‘!

Velocity of Moving Vehicle

R
T = Observation (Build-up) Time
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Asimuth Angle

A @ = Beam Width

Figure 2.6.13.1 -- Real and Synthetic Antenna Arrays
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COMMUNICATIONS SYSTEMS

B 3.0 Communications System Characteristics i:

o

3.1 Generic Communications System 5

3.1.1 General Description -- Under the broad definition we have assumed for this i;

text, "communications systems" include all systems which convey information from !_

; one place to another. The block diagram of a generic communication system is i
; shown in Figure 3.1.1.1. The information signal, as it comes from the source, _;
5! is rarely in a form suitable for efficient transmission to a distant receiver. ?

;§ For that reason it is modified by a signal processor, (discussed later), and
- impressed upon a carrier with properties suitable for transmission. (Refer to ‘)
= 2
%‘ Section 2.5.5 of this text for a detailed discussion of the modulation process.) E

The modulated carrier is then power amplified and transmitted through an antenna

f; B into the medium of propagation. Although Figure 3.1.1.1 indicates a radio-

frequency communications link, the concepts of interest here apply equally well =)

to other forms of signal propagation. As indicated in Section 2.6 of this text, >

an antenna is primarily an impedance-matching energy transducer. When the trans-

mitted energy is in the form of electromagnetic radiation, the antenna takes one 2

of the forms discussed in Section 2.6. When the transmitted energy is acoustic, é

as for a sonar system, the "antenna" takes the form of an electromechanical trans- ﬁ
~ ducer that converts electrical current to sound waves and vice versa. The trans- g&
;Z mitted signal energy is nbsorbed from the medium by a receiving antenna (trans- ii
ZE ducer) and is selectively filtered, on the basis of frequency, and amplified, by
F! a receiver. The information signal is then recovered from the carrier by the gt
E' demodulator. (See Section 2.5.5 of this text for a detailed discussion of demodula- €€
5- tion). It is, then, further processed, (as discussed later), and presented, in {?
o 3.1 <
: b
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suitable form, to the intended recipient., The signal processors can employ any

of the processes described in Sections 2.5.3 through 2.5.8 of this text, including
amplification, attenuation, limiting, frequency filtering, modulation, demodula-
tion, time sampling (commutation), decommutation, multiplexing, demultiplexing,
digital encoding, decoding, encryption, decryption, correlation, and spread

spectrum processing.

In the foregoing discussion, the process of recovering the information signal
from the modulated carrier was treated as a single frequency conversion, Almost
all modern receivers employ at least two conversions. For example, the modulated

radio frequency (RF) carrier signal is first converted to a signal with the same

1.

information content (modulation) but with an intermediate frequency (IF) carrier.
After signal processing, the modulated IF signal is demodulated, (converted to a

zero-frequency carrier), thus recovering the information signal (audio or video

re -

signal). The frequency conversion process, called heterodyning, is identical to
the modulation process, as discussed in Section 2.5.5 of this text. The signal

to be converted is multiplied by the local oscillator signal in a device called

a mixer. The output of the mixer is then filtered to remove the unwanted side-
bands, leaving the frequency-converted carrier, s%j1ll modulated by the information
signai. The dual-conversion process described abov. is called superheterodyning.‘
The reason for employing dual conversion is that most signal processing is more
easily perfcrmed at intermediate frequencies than at either higher or lower fre~-

quencies. The block diagram for a superheterodyne receiver is shown in Figure

’_ RN
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3.1.2 Communica“:.- System Requirements -~ Signal processing and other aspects
of system desiy -v= determined by the functional and operational requirements
placed upon the communications system. The major requirements are listed below
and briefly discussed in the following paragraphs.

Range (Distance)

Transmitting Media

Carrier Constraints

Mcdulation Constraints

Information Signal Content
Information (Data) Rate
Interference Rejection

Fidelity

Acceptable Error Rate

Operational Constraints

Electronic Counter~Countermeasures
Secure Operation

Covert Operation

Reliabilicy and Maintainability
Electromagnetic Compatibility
Environmental Tolerance

Hardware Constraints

Development, Production, and Operation Costs

Range —— The required range may vary from a few feet (for a cockpit inter-

communications system) to millions of miles (for an interplanetary probe data

1ink’.

Transmitting Media ~- The transmitting media involved may be electrical con-
ductors, rzdio or optical frequency waveguides, the land or s:a masses, the

atmosphere, and the vacuum of outer space. More than one medium may be involved.

Carrier Contraints -~ Constraints on the carrier to be employed ma; arise from
functicnal or operationzl requirewents or chey may be imposed by an ontside
authority such as the Federal Communications Commission. They may include con-

straints as to type, poilarization, frequency, bandwidth, power. and time or

location of .se.
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Modulation Constraints -- Constraints on the modulation to be employed are a
result of the same factors involved in constraints on the carrier. They may »
include constraints as to type (AM, FM, PM, PCM), bandwidth, and modulation

index.

Information Signal Content —- The content o. the information signal to be

conveyed impacts nearly every aspect of system design. Equally important are )

the time domain characteristics (timing, duration, repetition interval), fre- »
quency domain characteristics (spectral content, bandwidth), information con- -

"entropy"), and dynamic range

tent (statistical information content or
(ratio of largest to smallest values). Fundamental system characteristics ;ﬁ
denend upon whether the information signal is continuous or discrete, analog

or digital, amplitude or frequency modulated, and encoded or unencoded, S

Information Rate ~—~ The information rate or data rate is defined as the rate

at which basic message symbols or units occur, TFor a binary digital signal,

the information rate is simply the bit rate. For an analog signal, there is 8
an equivalent data rate that depends upon the spectrum of the signal.

Interference Rejection -- As previously indicated, the ultimate determinant of i;
system performance 1s signal-to-noise ratio. For many communications applica-

tions, the prevalent atmospheric cr other noise dictates the e.sential character-

istics of the system. The interference may be naturcl or man-made, and incidental ' !;

or intentional (jamming).

Fidelity —- Fidelity is the ability of the communications system to exactly ®-

reprcduce the information signal. Measures of fidelity are accuracy (ability

3.4 ®
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{ to reproduce the input), repeatability (ability to repeat the same output
for the same input), and resolution (ability to distinguish between two,
L(E nearly identical, inputs). In voice communication systems, fidelity is usually

measured in terms of distortiorn. (See Section 3.2.2 of this text for a brief

discussion of distortion.)

. . Acceptable Error Rate -- The acceptable error rate is the ultimate quantita-

2

- tive specification of system performance. Measured in the same terms used R
Fll for information rate, it is the rate at which information symbol errors occur, ’

Operational Constraints —— Operational constraints are those which require

LR LN AR N

iii‘ (or preclude) operation under certain conditions -- for example, the require-

f;“ ment that the system be operable by a one-man crew.

E‘J Electronic Counter-Countermeasures -- Electronic counter-countermeasures re- bd
quirements are imposed to prevent an adversary from interfering with the
operation of the system. Electronic countermeasures are discussed in the text
on electronic warfare. 5
§}Z Secure Operation -- Secure orzration requires design features that prevent :
- .
- .
@ unintended recipilents from recovering the information contained in the signal. -
;z% Covert Operation -- Covert operation requires that the probability of intercept
;i or detection of the transmission be acceptably low. Such a r_quirement is -
¥
. often independent of a requirement for secure operation.
9. - -
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Reliability and Maintainability -- Requirements for reliability and maintain-
ability are intended to enhance operational readiness. As systems become

more complex, reliability and maintainability can be ensured only by measures

taken early in the design process.

Electromagnetic Compatibility -- Electromagnetic compatibility requires that
no electromagnetic effect produced by the equipment in question adversely

affect the operation of other equipment or vice versa.

Environmental Tolerance -- Environmental tolerance is the ability to operate
satisfactorily under specified environmental stresses including temperature,

pressure (altitude), vibration, acceleration, shock, moisture, and radiation.

bt}

Hardware Congstraints -~ Hardware constraints place restrictions on the size, L

weight, power consumption, and other physical characteristics of system

equipment.

Develonment, Production, and Operation Costs -- To an increasing extent, the

11fe-cycle costs of airborne systeins are affecting system design at all stages

of development,
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3.1.3 Communications System Design Features -—- The principal design features

available to the designer of a communications system are listed below.

Carrier Type

Carrier Frequency and Bandwidth

Carrier Power

Propagation Mode

Antenna Design

Number of Channels

Multiplexing

Redundancy

Modulation

Spectral (Frequency-Dependent) Filtering
Nonlinear (Amplitude-Dependent) Filtering
Digital Euncoding

Signal Correlation

Statistical Signal Processing

Encryption

_Spread-Spectrum Signal Processing
Operational Techniques

Carrier Type -~ Available carrier types are radio frequency waves, optical fre-
quency waves, acoustic waves, electrical currents, mechanical displacements,
and fluid pressures. The choice of carrier depends primarily upon the range
required, media involved, interference anticipated, need for covert communica-

tions, and hardware limitations.

Carrier Frequency -- The optimum carrier frequency is a function of range re-
quired, media involved, interference anticipated, electromagnetic compatibility,
external constraints,and hardware limitations. A table of electromagnetic

spectrum band designations is presented in Figure 3.1.3.1.

Carrier Bandwidth -~ The carrier bandwidth of the system depends primarily upon
the carrier frequency, information signal bandwidth, interference spectrum,

electromagnetic compatibility requirements, need for spread-spzctrum processing,

and external constraints.
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Carrier Power -- Carrier power is determined by range required, media in-
volved, interference anticipated, electromagnetic compatibility requirements,

vperational requirements, hardware limitations, and external constraints. !

Propagation Mode -- The mode of propagation is selected primarily on the basis

of the range required. Electrical conductors and waveguides provide many !

advantages but have obvious limitations with respect to range. As discussed

; in Section 2.4.4 of this text, the basic modes of unconfined electromagnetic

YT
¥
sy

wave propagation are space wave, ground wave, sky wave, and ducted wave. The

TS

rn

relative advantages and disadvantages of these propagation modes are discussed

[
'
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in that section.
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Antenna Design -- The design of the optimum antenna is a function of carrier

T
R

Ut

type, frequency, bandwidth, and power, range and directional coverage require-

ments, interference anticipated, covert communications requirements, and hard- ?

ware limitations. The impact of all of thcze factors is discussed in Section

2.6 of this text. In the selection of an antenna design, three fundamental

questions must be posed: ﬁ
i (1) Is omnidirectional coverage required, or can an antenna with ;
a directive gain be employed. g
é!! (2) Is circular polarization required or can a simpler, plane polarized <
g antenna be employed.
5‘3 (3) Is a broad-band antenna required or can a narrow-band antenna be
:L., employed. -__
E‘ The answers to these three questions lead to a selection of antenna design as
E:t indicated in Figure 3.1.3.2. Further sclection of antenna design can be made
:;; -
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System Requirements

Pattern Polarization Bandwidth Antenna Type

Dipole

Narrow Band

Linearly Polarized Loop _

Biconical
Omnidirectional Broad Band Swastika

Antenna
Narrow Band Normal Mode Helix

Biconical w/

Broad Band ...2nil.m::l.zﬁ.l:'__...._...T

Lindenblad

Circularly Polarized

4=-Arm Conical
Q!)'I ral

Narrow Band 1 Yagi

Linearly Polarized Dipole Array

Broad Band Log Periodic

Directional

orn
Antenna H

Axial Mode Hel

Circulatory Narrow Band Horns w/

larizers
Polarized Polari
Cavity Spirals

'Broad Band Conical Spirals

Figure 3.1.3.2 -~ Antenna Selection Criteria
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on the basis of the antenna characteristics presented in Figure 3.1.3.3. In

Figure 3.1.3.4 are shown typical dipole array, slot array, and parabolic re-

flector antennas.

Number of Channels -- Multiple channels are employed to increase the information-

carrying capacity of a communications system.

Multiplexing -- The information rate capability of a communications system can
be.increased by using multiple channels (carriers) or by time multiplexing or

frequency multiplexing the information signals as discussed in Section 2.5.8 of
this text. With time multiplexing. two or more information signals time share
a single carrier. With frequency multiplexing, two or more information signals
are impressed upon individual carriers (called sub-carriers). The sub-carriers
are then impressed upon a single carrier. The information signals thus occupy

different portions of the spectrum.

Redundancy -~ Redundancy is employed for reliability and for noise rejection.

Modulation -~ The choice of Modulation depends upon allowable carrier bandwidth,
information signal content, information rate, interference anticipated,
acceptable error rate, and encryption requirements. The relative advantages of

AM, FM, FM, and PCM are discussed in Section 2.5.5 of this text.
Spectral Filtering -- Frequency-dependent amplification or attenuatior. is used

to discriminate between the information signal and noise when the two signals

differ in spectral content. It is also used to demodulate a frequency-modulated

3.9
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Antenna Type

DIPOLE

Loop

BICONICAL

Radiation Pattern

e
\_N_/

Elevaticn: (Z-Y)
Azimuth: (X-Y)

Specifications A

Polarization
Vertical

Typical Half-Power -
Beamwidth 1
80° X 3600 T

Typical Gain
2 dB

Bandwidth
10%

Frecuency Limit
Lower: None
Upper: 8GHz

Elevation: (Z-Y)
Azimuth; (X-Y)

Elevation; {2-Y)
Azimuth: (X-Y)

jovation: (2-Y)
Azimuth: (X-Y)

X

Figure 3.1.3.3 ~- Antenna Characteristics

.07

A b e i o Bininie

Polarization
Horizontal

Typical Half-Power L
Beamwidth
80° X 360°

Typical Gain
-2dB

Bandwidth ¥
10% :

Frequency Limit y
Lower: 50MH,
Upper: 1 GH,

£
™

Polarization
Vertical

Typical Half-Powevr N
Beamwidth <
20° - 100° X 360° :

Typical Gain H
0 to 4 ¢B

Bandwidth

4:1

Frequency Limit
Lower: MHZ
Upper: 40 GH,

m

Polarization
Horizontal

Typical Half-Power .
Beamwidth ’ P
809 X 360° L

Typical Gain.
{7
Bandwidth
2:1

Frequency Limit
Lower: 100 MH,

Upper: 12 GH?

Y
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; Autenna Type Ra o) ern Specifications
5‘9! olarization
‘ Cirer -
- RXIAL Tyr ca! ilf-Power
- MODE _ Be: mo. o
HELIX Elevation & 502 X- :J
2 Aimuth - X,
Typical Gain
10748
- -Y Bandwidt..
Ky l\_/ 1.7:1
Frequency Limit
X Lower: 0 MH,
. Upper: 3 GH,
-
g.-,’. HDANS Z gzlarization
., . WITH % rcular
2 POLARIZER Typical Half-Power
1] = = >y Boamaldt
- O~/ 400 X 40
okl Elevation: (Z-Y) Typlcal Gain
= Azimu: (X-Y)
a0 Bandwidth
A ____() 3:1
', N »Y

N

Frequency Limit
Lower: 2 GH

SPINAL

Figure 3.1.3.3 -- Antenna Characteristics (cont'd)

Elevation &
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Anmnsth xl &

3.9h

PAPE S PT pr Jp 4

0
O

PP PP U I W S

AN v :

M Upper: 18 Gﬁz

(__3 CAYITY Polarization
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Figure 3.1.3.3 -- Antenna Characteristics (cont'd)
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ke S HELIX Y v Begmwidtho -]
‘m 2z Elevation: (Z-Y) 60~ X 360 :
. Anmuth: (X-Y) Typical Gain N
o 0 dB 3
N v .y Bandwidth 5
5% g
. —l— Frequency Limit ;
¥ Lower: 100 MHz
SRR — X Uppet': 3 GHz ]
- BICONICAL Polarization '
VITH 2 Circular
T POLARIZER 4‘2 /\1 /’\ Typical Half-Power I
{ | —_— - Beamwidth . &
= ' \_/lv 20° -100° X 360 ;
N Elevation: (Z-Y) Typical Gain )
T ; y | Admuth: (xy) 0 to 4 dB i~
= ' ' 9
X ' Bandwidth -
;" \‘f 3: 1 ’;':
N Frequercy Limit b
Lower: 2 GHz g
. X Upper: 18 GHz -]
o8 - e ——
b - z Polarization J
F Y LINDERBLAD Y —\h Circular g
: —_—r Typical Half-Power K
= W Beamwidtk ¥
L Elevation: {Z-Y) 80" X 360 :
- Azimuth: (X-Y) Typical Gain .
- -~ 1dB ¥
R Bandwidth 3
o5 z / ( —=Y 2:1 ".i
/ Frequency Limit g
25 ~Y Lower: 100 MHz :
* Upper: 12 GHz 2
y - X X t=
— R, S SR =
E.!_. Polarization ‘
_ 2z Circular
;' 4-AliM (_\1 /_\ Typical Half-Powr ‘:
-- e e e
i ™~ — 5¢° X 360
Einvalion (2-Y ]
Adimasth; (gf.-\')) Typical Gain :
0 d8
Bandwidth
Y 4:1
Frequency Limit
_ ~ Lower: 500 MHZ =
' Upper: 18 GHz :
Figure 3.1.3.3 -- Antenna Characteristics (cont'd) ‘:
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carrier. Spectral filtering is discussed in Section 2.5.3 of this text.

Amplitude Filtering -- Amplitude-dependent amplification or attenuation is
used to discriminate against, or in favor of, large variations in the amplitude
of the information-bearing signal. The effects of nonlinear signal processing

are discussed in Section 2.5.2 of this text.

Digital Encoding —- The use of digital encoding depends upon the factors con-
cerned with the use of FCM as meationed above. The characteristics of digital

systems are discussed in detail in Section 2.2 of this text.

Encryption -- Encryption of the information signal is employed when secure

(covered) communication is required.

Signal Correlation -- Time correlation and frequency or phase correlation are
employed in order to discriminate in favor of signals similar, in time history

or frequency content, tc a reference signal. Signal correlation is discussed

in Section 2.5.7 of this text.

Statistical Signal Processing -- Statistical processing is the processing of
on2 or more signals to derive some statistic of the signals. The most common
statistical process is the time averaging of a signal to remove random noise.
Another example is the use of the Kalman Filter to obtain an optimal estimate
of the signal from noisy measurements, In all such schemes, the purpose Is to

improve the signal-to-noise ratio.
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Spread Spectrum Signal Processing -- Spread spectrum processing is employed

for encryption, covert communication (low probability of intercept), selective i"
addressing, code multiplexing, noise rejection, anti-jamming, and high 2:
resolution radar. These applications, and the general advantages of spread- N

spectrum signal processing, are discussed in detail in Section 2.5.8 of this . ;"

text. by
Operational Techniques -~ The communications system designer sometimes over- S“

comes design deficlencies by requiring (or prohibiting) certainr operational '
practices. Such operational limitations and their consequences should be -
thoroughly examined in test and evaluation. ;N
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3.2 Communication System Characteristics

Y
.
.
i
3 -
-

3.2.1 Types of Airborne Communications Systems - The major types of airborne ;;

g: "communications" systems are those listed below. jﬁ%
é: Voice Communication ~
. Data Link .J

- Radio Navigation g
J Sensor 4
N Identification, Friend or Foe (IFF) L3
- Weapon Control o4
- Electronic Warfare ;f
{
:: The characteristics of airborne voice communication and data link systems will 235
é: be discussed in this section. Radio navigation and IFF systems are discussed ii

in the Navigation text. Airborne sensors (radar. infrared, acoustic, etc.) are :2

discussed in the Radar, Electro-Optical, and Undersea Warfare texts. Weapon -3
s control systems are discussed in the Integrated Weapon System text, and Electronic -
Y5

Warfare systems are discussed in the Electronic Warfare text,
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'f 3.2.2 Definitions of Communication System Characteristics -- The major
PG communication system characteristics are listed below with brief definitions. ;T

Transmitter Characteristics

Output Power -- The average power of the unmodulated carrier emitted by a

. transmitter. . M

Output Frequency Accuracy -- The accuracy with which the frequency of the

unmodulated carrier can be set and maintained.

Output Frequency Spectrum -~ The power density-versus-frequency characteristics

of the transmitter output.

Output Impedance -~ The internal impedance at the output terminals of a

transmitter.

Modulation Level -~ The degree of modulation on a carrier. Amplitude modulation

is determined by the variation in amplitude of the modulation envelope. Frequency -

modulation is determined by the frequency deviation of the modulated carrier. il
Phase modulation is determined by the shift in the phase of the modulated carrier, 'Zﬂ
. o
Modulation Bandwidth —- The allcwable frequency range of the modulating signal, eéi
as defined by the half-pcwer points in the frenuency response of the modulation !%j
- system. 'EG
S
Modulation Distortion -- The distortion present in the modulation impressed upon T

2

the carrier, due to nonlinearity, cross-modulation, etc.. Distortion is often

o determined by measuring the power contained in the harmonics gaenerated by the

.
e .
TR TR VLI W

- distortion (harmonic distortion).

Carrier Noise Level -- The amount of non-informational signal present on the
- carrier. Noise level is usually expressed as signal-to-noise or signal plus

noise~to-noise ratio.

. . - .
f? L ‘f.'"<
. . ..
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Input Impadance -- The internal impedance at the input terminals {modulation

input) of a transmitter.

Receiver Characteristics

Selectivity -- The sharpness of tuning (bandwidth) of the frequency-selective

(tunad) circuits of a receiver.

Threshold Sensitivity -— The minimum signal level detectable by a receiver.
Usually, the input signal for which the output signal-to-noise ratio is a
specified value.

Sensitivity (Gain) ~- The ratio of output level to input (modulation) level of

a receiver.

Information Signal Bandwidth -- The range of frequencies allowable in the
information signal, usually defined by the one-half power points of the allowable

spe.trum,

Output Distortion -- The distortion present in the output signal, (recovered

modulation or information signal), due to non-linearities, cross-modulation,
etc‘ .

Output Noise Level -- The amount of non-informational signal in the output

signal, usually expressed as signal-to-noise or signal plus noise-to-nsise

ratio.

Output Power —- The maximum average power supplied by the output of a receiver
Output Variation (AGC Function) —— The variaticn in the output level of a re-
ceiver, due to variations in the input level. (The purpose of the automatic
gain control (AGC) is to prevent such variations.)

Squelch Level -~ The input signal level above which the squelch circuit of a

receiver cpens (allows an output). (The squelch circuit measures the level of

the input signal and blocks the outpur if the input level is below a set value).
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Noise Limiting —- The input level above which the response of a receiver is s

deliberately reduced (limited). (Moise limiting circuits are intended to ;“
prevent high output levels due to high noise levels). oA
Input Impedance -- The internal impedance at the input.  terminals of a receiver. Lf
]
Output Impedance -~ The internal impedance at the output terminals of a receiver. -
Transmission Line and Antenna Characteristics
Voltage Standing Wavz Ratio (VSWR) -~ The ratio of the maximum to the minimum ;:
awplitudes of a standing wave on a transmission line. VSWR is a measure of g:
the ratio of reflected power to forward power. It is also a measure of impedance 3:
mismatch in the line. (See Section 2.1.20 of this text.) E
Transmission Line Loss -- The loss of power {attenuation) of a signal due to !;
transmission through a transmission line. Line loss is usually expressed, in :ﬂ
decibels, as the ratic of output power to iaput power. ;f
- i
Maximum Power Rating ~- The maximum allowable input po..r to a transmission line ot
or antenna. Limitations are due to heating (temperature rise) and avcing or ~
corona discharge. Some antennas have internal components that can be damaged -
by excessive power. e
b
Antenna Efficiency —- The ratio of the power radiated by an antenna as useful :?
carrier to the input power. The power loss i3 primarily due to interral heating. .
Antenna Polarization -- The type, degree, and direction of polarization of the !ﬁ
radfation transmitted (or received) by an antenna. (See Section 2.4.1 of this T
text.) .
Radome Transmissivity -~ The degree to which a radome transmits radiation without F7
power loss. R
R-
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Antenna Power Gain Pattern -~ A three-dimensional representation of the signal
level (power density) of the electrcmagnetic e¢nergy radiatad by an antenna,

as a function of spatial pvosicion. Also calied antenna iield pattern and
antenna gain pattern. Antenna patterns are usualiy presented in rwo-dimensional

plots, two or more belng used to provide three-dimensic:al information.

Integrated System Characteristics

Signal Strength -- The powe  level or magnitude of a signal.
Signal Clarity -- T.e intelligibility or 'readability" of a sigual.
Signal Nrise Level -- The amouat of interfering noise 11 a signal.

Maximum F.- -~tion«l Renge -- Th. maximum distance between two communication

systems ° ‘hich relialle communicatic:: can be performed.

Built-In-Te * Operati .+ «~ fhe ability ¢~ the BIT provisions to detect system
faults. Typical det- .., faults are: low output power, frequency error,

high VSWR, nho modulation, high noise level, ind power supply failure.
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3.2.3 Airborne Voice Communication Svstems -- Airborne voice communications

N TR DR DA PR

systems provide air-to-air and air-to-ground, two-way, voice commurication. U.S.

e

Naval airkorne voice communication systems are generally UHF systems employing

[P S Jp W

amplitude moduiation. (U. 5. Army and civilian aircraft generally use VHF fre-

iin quency-modulated systems.) The reasons tor the Navy's use of amplitude modulation . é
: are primarily histovical. The inherent advantages of FM systems with respect to :
signal-to-nci~ ratio makes likely increasing use of FM in future systems. The i

:‘ advantages of digital processing makes likely an increasing use of digital _3
systems. UHF systems azre limited to line-of-signt operation. At higher altitudes, E

however, power. (rather than radio horizon), sometimes limits range. :E

(Typical UHF transmitter power is ten to *wonty watts.) Many airborne UHF antennas g

are quarter-wave, skin-mounted monopoles (stubs or blades). The "image" re- -%

flectiorn in che aircrafe skin provides the other half of an effective dipole. i

Secure or covered communication is often provided by direct sequence spread - g

spectrum processing. The above remarks apply to the majority of U. §. Naval ,§
installations. Special-purpose systems exist that have quite different ?
characteristics; for example, the air-to-submarine communication systems that é

operate at much greater power, in the VLF frequency range, and utilize long, :é
trailing-wire antennas. ﬁ

4

Y

The characteristice of typical U. S. Naval voice communication systems are pre-

sented in the following tables.
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System Characteristics

Item: AN/ARC~159 Radio Set

Type: Voice Communication and Automatic Direction Finding

Maker: Collins Radio

Specification: MIL-R-81877A(AS)

Vehicles: A-4, RF-4B, A~-6E, FA-6B, A-7, F-14, F-18, K--1, LAMPS

Frequency: UHF (225 MHz to 400 MHz)

Propagation Mode: Line-of-Sight

Modulation: AM

No. of Channels: 7000 (Receives two channels simultaneously:tuned channel and
243 MHz guard channel).

Encryption: Yes (Bandwidth provided for use with KY-58)

Spread Spectrum: Yes -- direct sequence encoding for encryption.

Form Factor (Size): 5.75"(W)x4.875"(H)x9.25"(L).

Weight: 9.25 Lbs.

Input Power: 28 V.D.C. @ 4.45 Amps

Operating Life: 10,000 Hours

Mean Time Between Failures: 1000 Hours

Transmitter Characteristics

Frequency: 225.000 to 399.975 MHz

Frequency Accuracy: + 2 KHz

Power: 10 Watts

Modulation: AM, 90-1007 with standard input.
Distortion, Harmonic: <10%

Input Voltage: 0.5v, rms (Unsec.); 12v, p-p (sec).
Input Impedance: 150 Ohms (Unsec.); 2000 Ohms (Sec.)
Input {Audio) Bandwidth: 300 to 3500 Hz (Unsec.)
Input (Audio) Bandwidth: 300 to 25,000 Hz (Sec.)
Output Impedance: 50 Ohms

Receiver Characteristics

Frequency: 225.000 to 399.975 MHz

Frequency Accuracy: + 2 KHz

Selectivity (6 dB Bandwidth): 38 KHz (Unsec.); 70 KHz (Sec.)
Sensitivity: 3 Microvolts for S+N/N = 10 dB.

Threshold Sensitivity: 1.5 Microvolts

Input Impedance: 50 Ohms

Noise Figure (Equiv. Out.): S+N/N = 30 dB (with Std. Input)
Noise Peak Limiting: Limit at 50% Modulation

Audio Bandwidth (+ 1, -3 dB): 300 to 3500 Hz (Unsec.)

Audio Bandwidth (+ 2, -4 dB): 300 tc 25000 Hz (Sec.)

Output Impedance: 150 Ohms or 600 Ohms (Unsec.)

OQutput Impedance: 1000 Ohms (Sec.)

Output Power (Audio): 250 Milliwatts, Max. (Unsec.)

Output Power (Audio): 250 Millivolts (with Std. Input)
Non~-linear Signal Processing: Input Limiting, Squelch, Automatic Gain Control
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Autenna Characteristics (MIL-A-6224E)

Type: Quarter-Wave Dipole (Stub) or Broad-Band Dipole (Butterfly) (Typical)
Frequency: 225 to 400 MHz
Polarization: Linear, Vertical
Pattern: Vertical Dipole Pattern (Doughnut) 360° Az; + 30° and + 45° El.
Power Gain:
+ 45° to +20° El.: > -2 dB (wrt Isotropic)
+ 20° to -20° El.: > 0 dB (wrt Isotropic)
-20° to -45° El.: > -2 4B (wrt Isotropic)
Efficieacy: 0.85 Min. (225 to 400 MHz)
Impedance: 50 Ohms
Max. Input Power: 100 Watts
Physical Size: 9" (Stub); 18" (Butterfly) (Typical)

Transmission Line Characteristics (MIL-A-6224E)

Type: Coaxial Cable

Bandwidth: 0 to 500 MHz

Characteristic Impedance: 50 Ohms
VSWR: < 2.0 (with antenna load)

Line Loss: < 10.5 dB/100 Ft. €@ 40C MHz
Max. Power: 500 Watts
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Item: AN/ARC-182 Radio Set

Type: Voice Commurnication, Automatic Directiorn Finding, and Automatic Homing

Maker: Collins Radio

Specification: NASC AS-4579(AV)

Vehicles: A~4, A-6, A-7, F~-4, F-14, F/A-18, AV-8, E-2C, C-130, OV-10, H-1,
H-3, H-46, H-53 :

System Characteristics

. Frequency: VHF, 30 to 88, MHz; 108 to 156 MHz; 156 to 174 MHz

UHF, 225 to 400 MHz

Propagation Mode: VHF--Line-of-Sight (come ground wave)
UHF--Line-of-Sight

Modulation: FM--VHF (Lo), VHF (Hi), and UHF

AM--VHF (Mid) and UHF
Number of Channels: 7000 (UHF); 4640 (VHF); (Guard channels for each range)
Encryption: Provides wide-band channels for encrypted signals from KY-58
Spread Spectrum Processing: (Future) Frequency Hopping
Form Factor: 5.75"(W) x 4.875"(H) x 10.00"(L).
Weight: 10 Lbsa.
Input Power: 28 VDC @ 100 Watts (Transmit), 20 Watts (Receive) o
Operating Life: 20,000 Hours i:
Mean Time Between Failures: 1000 Hours )

(2 2 IR
| I

g c_..‘

Transmitter Characteristics

Frequency: VHF, 30 to 87.975 MHz; 118 to 155.975 MHz; 156 to 173.975 MHz “-
UHF, 225 to 399,975 MHz P

Frequency Accuracy: +1 part per million ¥

Power: 10 Watts (AM); 15 Watts (FM)

Modulation: AM, 80 to 100% (with standard input)

3.

FM, +5.6 KHz Deviation (with standard input) -]

Distortion: <57 (In demodulated audio) -
Input Voltage: 0.5v, rms (Unsec.); 12 v, p-p (Sec.) iﬁ
Input Impedance: 150 Ohms (Unsec.); 2000 Ohms (Sec.) R
Input Bandwidth: 500 to 3500 Hz (Unsec.) o
10 to 20,000 Hz (Sec.) -

Output Impedance: 50 Ohms 2]
Receiver Characteristics i;

Frequency: Same as Transmitter plus 108 to 117.975 MHz (AM) &}

Selectivity (6 dB Bandwidth): 37 Kz {(Unsec); 69 KHz (Sec); 28 KHz (Guard)
Demodulation: See transmitter characteristics.
Sensitivity (Threshold): VHF (Lo) = ~ii7 dBm; VHF (Mid) =-103 dEm; o
VHF (Hi) = -113 dBm; UHF (AM) =~103 dBm; UHF (¥M) =-113 dBm L
Sensitivity: S+N/N > 10 dB for threshold inputs .
Noise Figure: AM, -53 dBm Std. Input produces S+N/N
FM, -70 dBm Std. Input produces S+N/N
Input Impedance: 50 Ohms
Audio Bandwidth: (41, -3dB), 500 to 3500 Hz (Unsec.) .
(+2, -4dB), 10 to 25,000 Hz (Sec.) t:
Output Impedance: 150 Ohms or 600 Ohms (Unsec.) -
20,000 Ohms (Sec.)
Output Power: O to 250 mw (600 Q); 200 mw (150 ©)

OQutput (Audio) Di.tortion: < 5% (with standard input)

3.20
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3.2.4 Airborne Tactical Data Links -- Tactical data links provide for the
transmission of digitized information. Both analog and digital quantities are
conveyed, the analog quantities being digitized before transmission. (Anzlog
data telemetry systems are sometimes used in airborre test and evaluation., These
systems utilize FM, PWM, PPM, and other analog forms of modulation.} The ad-
vantages of digital systems are discussed in Sections 2.5.5 and 2.6 of this text.
The Joint Tactical Information Distribution System (JTIDS) also orovides digitized

voice communication.

Current applications of tactical data links are various command, control, and
communications (C3) functions: intercept vectoring, automatic targeting and
bombing, exchange of sensor data, automatic carrier landing (ACLS), and CAINS
inertial navigation system alignment. Current U. S. Naval airborne tactical data
links employ UHF (Link 4 and Lirk 11) and HF (Link 11). The UHF systems are
restricted in range to line-of-~sight operation but have lower probability of
intercept and relative freedom from interference. The HF systems have ranges
well beyond line-of-sight, But are mcre subject to interference and interception.
To gain the greater range, the HF systems utilize much greater transmitted power
(1000 watts) than do the UYF systems (100 watts). The Link 11 system provides
fo; encrypted transmission, thus somewhat alleviaiing the security problem. There
is no provision for secure communications with the Link 4 system., Neither gystem

has special provision for anti-jamming protection.

U. 8. Naval aircraft utiljizing the Link 4 system include the EA~-6, A-7, F-4, F-14,
F-18, S-3, and E~-2C. Aircraft utilizing the Link 11 system include the P-3, S§-3,

and E-2C. Special purpose data links are employed in a few other aireraft, The

F-14 has a Link~4A two-way data link system designated the AN/ASW~27. No

3.21
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rotary-wing U. S. Naval aircraft employs either the Link 4 or the Link 11 system.

;z! The LAMPS, Mark III utilizes a special purpose tactical data link from the air-
k-

craft to the ship.

The information (data) rates for the Link 4 and Link 11 systems are quite low —
(5 KHz). This data rate limits, for example, the maximum number of aircraft

with which an E-2C can simultaneously communicate. Commonality requirements

:4
are an obstacle to upgrading the data rate. =

il e i G e T Lk
R P v !
R " L T
. .
~
S b

F “
e : ~d
5: The antennas and tranemission lines employed with data links are those commonly

F,

é; used for the appropriate frequency bands.

The characteristics of typical U. S. Naval tactical data link systems are pre-

- sented ir the following tables.
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Item: AN/ASW-25B Receiver

Type: Link 4A Tactical Data Link Receiver
Maker: Harris Corp.

Specification No.: MIL-D-81124B(AS)
Vehicles: A-6, A-7, F-4, F-18, 5-3

System Characteristics

Frequency: UHF (300 to 325 MHz)

Modulatfon: PCM (70 - Bit word); FSK (+ 20 KHz)
Data Rate: 5 KHz

No. of Channels: 249

Eacryption: No

Spread Spectrum Provision: No. (Planned for fucture).
Multiplexing: No

Error Correcting Code: No. (Parity checks only).
Anti-Jamming Code: No

Receiver Characteristics

T TS

[ B T T ST It B !

. PY L INEI I I
I Yl

;; Frequency: 300.000 to 324.900 MHz

- Bandwidth (3 dB): 70 KHz .
.. Demodulation: PCM -
s Sensitivity: None specified. ~
. Threshold Sensitivity: 5.6 Microvolts N
- Input Impedance: 50 Ohms s I
Noise Figure (Eq. Input): None specified. . [

Digital Outputs: Open Collector (10 ma sink).
Analog Outputs: 0 tc 26 V, rms; 400 cycles; 250 Ohms -
0 to +2.2 V, dec; 1000 Ohms f
3
L
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Item: Joint Tactical Information Distribution System (JTIDS)

Currently under development is a multi-purpose system for all U. S. military
platforms called the Joint Tactical Information Distribution System (JTIDS).
JTIDS is an integrated, communications, navigation, and identification (CNI)
network utilizing a single, wide-band (960 to 1215 MHZ) channel with time

division multiple access (TDMA) multiplexing.

The use of a pseudo-random encoding signal to control the time multiplexing
process provides secure communication and spread-spectrum signal processing.
In addition, provision is made for direct sequence encoding for encryption
and frequency hopping to further spread the spectrum of the transmitted
signal. Error detecting codes are employed to provide for noise rejection
and error correction. The result is a secure, noise-rejecting, jam~protected,
digital, error correcting, high-data-rate communications system that provides
air~to-air, air-to-surface, and surface~-to-surface data link and voice
communication. Transmission beyond the line-of-sight is achieved by providing

for each member of the net to act as a relay repeater.

JTIDS provides a relative navigation (ranging) capability by virtue of the
precise time synchronization required for the time multiplexing process. In
addition, the system also provides standard TACAN navigation. An identification-
Friend or Foe (IFF) capability is provided by the address codes assigned to
members of the net. In addition to manned aircraft operations, JTIDS will be
used as a data link for ground and amphibious operations and for guidance and

control of RPV's and tactical missiles.
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4,0 Communication System Performance Test and Evaluation
4.1 Levels of Testing

4,1.1 Stages of Testing —- Testing can be categorized as developmental,
functional, or operational, depending upon the stage of development of the
test 1tem, Developmental testing is concerned with the evaluation of design
features for the purpose of desigr development. The end result of develop-
mental testing is the proposed final design. Functional testing is concerned
with the performance evaluation of the final design as a whole. The principal
method of evaluation is the quantitative measurement of the ability of the
test item to perform its intended functions. The end result of functional
testing is final design acceptance or rejection. Operational testing is con-
cerned with the evaluation of the final design and production implementation
of the test item. Of primary interest is the ability of the test item to
accomplish its intended operational mission. The end result of operational
testing is acceptance or rejection of the test item for service use and the

recommendation of operational procedures.

4.1.2 Testing Criteria -~ The basic purpose of any stage of testing determines

the criteria used to evaluate the test results. The testing criteria, in turn,

are reflected in the tests to be performed and the test methods employed. Test-
ing criteria derive from one of three objectives: data acquisition, determina-

tion of specification compliance, and evaluation of mission performance. 1In

developmental testing the intent is to acquire comprehensive information on the
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characteristics of the item under test. Usually, no a-priori criteria are
imposed for performance acceptance or rejection. Functional testing, however,
is primarily intended to evaluate the performance of the test item against
specific criteria -- that is, for specification compliance. As previously
indicated, operational testing is primarily concerned with mission performance.

While some specific, quantitative requirements are imposed, test criteria for

operational testing often are of a qualitative nature.

It should be recognized that the three stages of testing; developmental,
functional, and operational; are not mutually exclusive. That is, the differences
are primarily ones of emphasis. For example, functional testing often produces
data that result in a design change. Thus, functional testing often takes on
some aspects of developmental testing. For that reason, it is necessary, in
functionai testing, to test to a depth sufficient to allow engineering analysis
of the problem. A "go" or "no-go" answer often is not sufficient. On the other
hand, functional testing cannot ignore mission suitability in evaluating a new
design. Compliance with published specifications is not sufficient if functional
testing reveals an operational problem. Thus, while the following sections of
this text will be concerned primarily with quantitative tests for specification
compliance, it should be noted that functional testing should reflect mission

requirements, including non-quantitative considerations when appropriate.

4.1.3 Test Regimes -- Functional airborne system tests are performed in the
laboratory, in the aircraft on the ground, and in flight. For various reasons,
testing is usually performed in that order. Tests performed on the bench in

the laboratory are most convenient, quickest, cheapest, and safest. Flight

4.2
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tests are least convenient, take the longest time, are most costly, and pre-
sent the greatest danger to personnel and equipment. They also are most
susceptible to uncertainties in the weather and availability of equipment.
For the abéve reasons, tests should be performed in the laboratory, before
installation in the aircraft, when feasible. Tests that can only be per-
formed installed in the aircraft should be performed on the ground when
feasible. Flight tests should be performed only when necessary and only when
laboratory and ground tests have reduced the uncertainties to the greatest
extent feasible, Of course, some tests can be performed only in flight; and,

in any event, flight performance eventually must be demonstrated.

In the following sections, brief descriptions will be given of the methods employed

to determine system compliance with the major communication system functional

gpecifications. General testing, such as environmental, electromagnetic com-

patibility, reliability, and maintainability testing, is discussed in a separate

text devoted to tests common to all airborne systems.

4.2 Communications Transmitter Testing

4.,2.1 Transmitter Test Setup -- In Figure 4.2.1.1 is shown the block diagram
for a typical communications transmitter test setup. The Information Signal

Generator supplies the input (modulating) signal to the transmitter. A power
meter with integral load is used to measure the output signal power level. A
signal coupler is inserted in the transmission line to extract a small amount

of the modulated carrier power for use as inputs to the various measurement

devices shown in the figure. A frequency meter, (generally a digital counter),
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is used to determine the dominant frequency of the carrier. A spectrum
analyzer is used to determine its spectral content (power density as a

function of frequency). The modulation level of an amplitude modulated

carrier is determined by viewing the modulation envelope on an oscillsscope.

A frequency converter is used to shift the carrier frequency to a range suitzble
for oscilloscope input. The modulation level of a frequency modulated carrier
is determined by demodulating the carrier, using a frequency discriminator,

and measuring the frequency deviation. A distortion analyzer is used to de-
termine the distortion present in the modulation signal recovered from the

modulated carrier by a demodulator or detector.

4,2.2 Transmitter Test Methods —— The major transmitter characteristics are

listed below, with brief descriptions of relevant test procedures.

1. Output Power

a. Set modulation to zero.

b. Set load to specified value.

c. Set carrier frequency to specified value.
d. Key transmitter.

e. Record power.

2. Frequency Accuracy

a. Set modulation to zero.

b. Set load to specified value.

c. Set carrier frequency to specified value.
d. Key transmitter.

e. Record frequency.

f. Repeat steps c¢ through e as required,

3. Output Frequency Spectrum

a. Set modulation as specified.

b. Set Joad to specified value.

¢. Set carrier frequency to specified value.
d. Key transmitter.

e. Record spectral data.

f. Repeat steps ¢ through e as required.
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Qutput lmpedance

a.
b.
c.
d.
e,
f.

Set modulation to zero.

Set carrier frequency to specified value,
Set load to specified value,

Key transmitter.

Adjust lcad to maximize output power,
Record load impedance (Max. power).

Modulation Level

a.
b.
c.
d.

Set load to specified value.

Set carrier frequency as specified.

Set modulation as specified.

Key transmitter.

Measure modulation envelope values and calculate percentage of
modulation (AM): or, measure frequency deviatioa (FTM).

Record modulation level.

Repeat steps c through f as required.

Modulation Bandwidth

a.
b.
c.
d.
e.
f.

g.

Set load to specified value,
Set carrier frequency to specified value,

.Set modulativen voltage to specified value,

Set modulation frequency as specified,

Key transmitter.

Measure and record modulation signal level.
Repeat steps d through f as required.

Modulation Distortion

Set lcad to specified value.

Set carrier frequency to specified value.

Set modulation as specified.

Key transmitter.

Measure and record distortion in demodulated output.

Carrier Noise Level

a.
b.
c.
d.
e.

Set load to specified value.

Set carrier frequency to specifiad value.

Set modulation to zero.

Key transmitter.

Measure and record level of demodulated output (noise).

Input Impedance

a.
b.
c.
d.
e.

Set load to specified value.

Set carrier frequency to specified value,

Set modulation to specified value.

Key transmitter.

ticasure and record iuput impedance or voltage and current,
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4,3 Communications Receiver Testing

4,3.1 Receiver Test S:tup ~- In Figure 4.3.1.1 is shoun the block diagram

for a typical communications receiver test setup. The signal geunerator supplies
the input signal (modulated carrier) to the recelver under test. A passive
padding network is included in the input circuit to ensure impedance matching
and provide standard attenuation. A voltmeter and a power meter are used to
measure the output vultage and power, respectively. 4n oscilloscope is used

to view output voltage waveforms and a distortion aunalyzer is used to measure

output (modulation or informarion signal) distortion.

4,3.2 Receilver Test Methods -- The major receiver characteristics are listed

telow, with brief descriptions of relevant test procedures.

\o
1. Selectivity
8. Set modulation as specified.
b. Set carrier level to specified value.
c. Set carrier frequency as specified.
d. Measure output power level.
e. Vary carrier frequency to determine frequencies corresnonding to
output half-power points.
£. Kecord dandwidtl.
g. Repeat steps d through f as required.
2. Threshold Sensitivity
a. Set modulation as specified.
b. Set carrier frequency as specified.
c. Set carrier level to zero.
d. Measure output (noise) power.
e. Increase carrier level until output rower increases by specified
amount (typically 10 dB).
f. Record carrier level.
5 g. Repeat steps b through f as required.
,_! -
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3. Sensitivity {(Gainj ;

.
N

a. Set carrier frequency as specificd,

b. Set carrier level as specified. D
c. Set modulation to zero. B
d. Measure output pover. ~
e. Set nodulation as specified (below AGC level). oo
f. Measure output power. "é
g. Determine and revord sensitivity as ratioc of increase in output i
power to input level. »

Caidos

4, Information Sigral Bandwidth

I.’ LRSI
e . W
bt .

a. Set carrier frequeacy as specified.

b. Set carrier level as specified. 7

c. Set modulation level to specified value. LD

d. Set modulation frequency as specified. 3

e. Measure and record output level at half-power points. o

f. Repeat steps d and e as required. -

.'_‘it

5. Output Distortion o
ol

a. Set carrier frequency as specified. fj

b. Uet carrier level as specified, -

c. Set modulation as specified. ;55

d, Measure and record output distortion. =

6. OQutput Noise Level !%
a. Set carrier frequency as specified. l?d

b. Set carrier level as specified. T

c. Set modulation to zero. -

d. Measure and record output (noise) power. A

by

7. OQutput Pover

a. Set carriler frequency as specified.
b. Set carrier level as specified.

c. Set modulation as specified.

d. Measure and record output power.

;;I,' :
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8. Output Variation (AGC Function)

0

)

W UNA AP

a. Set modulation as specified.

b. Set carrier freauency as specified.
c. Set carrier level as specified.

d. Measure and reccrd output power.

e. Repeat steps c and d as required.

9. Squelch Level Adjustment .

*

.
PR

~
i
Ly
N

PP v

a. Set modulation as specified.

b. Set carrier frequency as specified.

¢. Set carrier level as specified.

d. Verify thar squelch control can be set to just open at specified
carrier level,
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- 10. Noise Limiter Operation o
_'-a a. Set carrier frequency as specified. ’—"
AR b. Set carrier level as specified. -
¢. Increase modulation level until output saturation occurs. =
. - d. Verify specified saturation level. .
11. Input Impedance _:';
) a. Set carrier frequency as specified. .’
s b. Set carrier level well below point where AGC activates. o
- c. Set moduiation as specified. g
d. Measure and record input impedance or input voltage and current. ﬂ
L—‘ 12. OQutput Impedance ;"‘
o
2 T
- a. Set carrier frequency as specifiied. -3
R b. Set carrier level as specified.
o c. Set modulation as specified. -
- d. Measure output power. -
» e. Vary output load resistance to msximize output power. o
e f. Record load impedance (Max. power). 2
. - &
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4.4 Antenna and Transmission Line Testing

4.4.1 Transmissioa Line and Antenna Electrical Test Setup -- The block diagram
for a typical transmission line and antenna electrical test setup is s?own in
Figure 4.4.1.1. The power oscillator supplies an ummodulsted carrier, through
the tramnsmission line, to the test antenna. Directional couplers are inserted
into the oscillator-transmission linz-antenna path to tap off a small, knowm
fraction of the forward and reflected powers. In this manner, the incident

and reflected powers are determined at the inputs to the transmission iine and
the antenna. It should be noted that VSWR and line loss testing is often per-
formed during integrated system testing, utilizing the test transmitter, rather

than a signal generator, to supply the unmodulated carrier.

4.4.2 Transmission Line and Antenna Electrical Test Methods -- The major trans-
mission line 2nd antenna electrica? characteristics are listed below, with brief

descriptions of relevant test procedures.

1. Voltage Standing Wave Ratio (VSWR) for Transmission Line/Antenna
Combination

a. Set carrier frequency as specified,
b. Measure and record forward and reflected powers at coupler A,
c. Repeat steps a and b as required.

d. Calculate reflection coefficient and VSWR, and record versus
{requency.

2. Voltage Standing Wave Ratio (VSWR) for Antenna Only

a. Set carrier frequency as specified.
b. Measure and record forward and reflected powers at coupler B.
c. Repeat steps a and b as required.

d. Calculate reflection coefficient and VSWR, and record versus
frequency.
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Transmission Line Loss

a.
b.
c.
d.

Set carrier frequency as specified.

Measure and record forward powers at couplers A and B.
Repeat steps a and b as required.

Calculate power loss in line, and record versus frequency.

. 4, Maximum Power Rating
a. Apply specified maximum power to transmission line and antenna. .
- b. Monitor line and antenna for excessive temperature rise. ik
L ¢. Monitor line and antenna for arc~over. .
- 5. Antenna Efficiency 5
a. Set carrier frequency. T
b. Measure forward and reflected power at coupler B.
c. Calculate input power to antenna and record.
d. Measure and record total radisted power using special antenna "hat".
e. Repeat steps a through d as required. R
k
g ‘
k
o :
::.:-’ :
e :
e ;
o
e _ :
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Ei ‘;n 4.4,3 Antenna Radiation Test Setup -~ The block diagram for a typical antenna
ia radiation test setup is shown in Figure 4.4.3.1, The power oscillator supplies »
B " -
. an unmodulated carrier to the test antenna. A directional coupler is inserted
" -

at the input to the antenna in order to extract a small, known fraction of

. the forward and reflected powers. These power samples are measured o determine D
the power delivered to the antenna. The transmitted carrier is received by a ?E
calibrated antenna and receiver, thus allowing measurements to be made of the
radiated field power density at the point in space at which the receiving ;i
antenna is located. Utilizing the communications (range) equation, calcula- i;
tions can be made of the field power density that an isotropic radiating ?E
antenna would produce at that point in space, thus allowing determination of Tg
the absolute power gain of the test antenna as a function of space position. if
An alternate method of obtaining absolute calibration of the system is to i?
iﬁﬁ substitute another calibrated antenna for the test antenna, thus providing for ;:
comparison of the test antenna characteristics to those of the (known) calibrated :;
é; antenna, and hence to those of an isotropic antenna. i%
gf Measurements of alrborne antenna gain patterns are often performed on the 25
i’ ground. The test antenna can be installed on the aircraft or mounted on a :ﬁ
Ej text fixture with a ground plane, if required. The effects of radome trans- i:
. missivity and other structural effects can be evaluated by measuring the field Eé
ii both with and without the accompanying structures. 'i:
# 3
E: In order to reduce the size of the required antenna test range, ground or _:f
E: laboratory measureuments of antenna field patterns can be made utilizing reduced-
?; _ scale models of the test antenna, surrounding structure, and test range. In é:
§§ " -7 order to nreserve the required ratio of antenna dimensions to wavelength, the
.-
%é 4,11 !;
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frequency of the radiation must be scaled up by the same ratio by which the

model is scaled down.

Another method of reducing the dimensions of the required test range is that
of employing nesar-field test techniques. This method makes use of the fact
that, 1f the characteristics of the field in the immediate vicinity of an
antenna (near field) are known, the characteristics of the far field can be

calculated using mathematical transform techniques.

The most reliable method of determining the radiant field pattern of an air-
borne anterna is to measure it with the antenna inctalled as intended, on

the proper aircraft, and in flight. The spatial position of the test antenna
i8 then best determined by ground tracking equipment and test antenna orienta-
tion is best determined by instrumentation on the test aircraft. By virtue of

the reciprocity principle, an antenna can be tested in either the transmitting

or the receiving mode.
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= 4.4.4 Antenna Radlation Test Methods -- The major antenna radiation character- .
;ii istics are listed below, with brief descriptions of relevant test procedures. ;?
e '3
B!
i 1
1. Polarization -
:J.i

a. Set carrier frequency as specified. . ‘

b. Properly orient a plane-polarized receiving antenna.

I VRRD P

c¢. Measure and record the received signal strength (power).
d. Repeat steps b and c, varying the orientation of the receiving

antenna to determine the type, degree, and direction of polarization
of the test antenna.

Nl

4
ail iy B

Radome Transmissivity

YT i’“"’ LCLICA L e’
.

a. Set carrier frequency as specified.
b. Position test antenna as specified.
c. Position receiving antenna as specified.

TTYTY
.

FYR all T
v
Lo
bt

v

o d. Measure and record received power. ig
4 e. Install radome as specified. .
. f. Measure and record received power. .
- g. Remove radome.

- h. Repeat steps a through g as required.

b 3. Antenna Power Gain Pattern iﬁ'

a. Set carrier frequency and power level as specified.

b. Position and orient the test antenna, with respect to the
receiving antenna, as specified.

¢c. Measure received signal strength and record.

d. Measure space position of test antenna.

e. Repeat steps a through d as required.
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4.5 Integrated Communications System (Transmitter/Receiver) Testing

4.,5.1 System (Transmitter/Receiver) Test Setup ~— In Figure 4.5.1.1 is
shown the block diagram for a typical communications transmitter/receiver
test setup. The system under test is installed in the test aircraft and
evaluated as an integral unit. Two-way communication is conducted with the
calibrated ground station in order to evaluate functional performance and
the quality of communications, including such factors as signal strength,
clarity, and noise level. The calibrated ground station and power meter
provide quantitative measurement of signal strength. Two-way communication
tests are conducted both on the ground and in flight. Maximum functional
range is deétermined by continuously conducting communications while increasing
the range between the ground station and the test aircraft, Maximum range is
that range, for a given altitude, at which communication becomes unreliable.
Tests are also performed during various aircraft operational maneuvers and

flight configurations, (landing gear, flaps, etc.), to determine the effects

of these factors.

The operation of the built~in-test provisions of the system are tested by
"injecting" faults into the system and noting the success or failure of the
BIT to detect the fault. When such tests require access to the internal com-
ponents of the system, they are normally performed in the laboratory. When
"faults" can be injected externally, they can be performed installed in the
aircraft. The specific "faults" to be injected depend upon the BIT design

of the system under test. Typical "faults" are antenna or transmission line

impedance mismatch, low output power, no modulation, and power supply failure.
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4.5.2 System (Transmitter/Receiver) Test Methods -- The major characteristics

of an integrated communication system (transmitter, receiver, transmission

line, and antenna) are listad belew, with brief descriptions of the relevant

test procedures.

1. Two-Way Communication (Ground)

a.
b.
c.
d.
e.

Set T/R frequency and mode.

Establish and maintain two-way communications.
Operate appropriate system controls.

Observe and record system funzstion.

Repeat steps a through d as required.

2. Two-Way Communication (Flight)
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a. Set T/R frequency and mode. -

% | b. Establish and maintain two-way communications. 1

- c. Fly prescribed £flight path (direction and altitude). 11

- d. Perform prescribed maneuvers at specified points in flight path. -

e. Note and record quality of communications (signal strength, clarity, Ex

noise level, etc.). f%

f. Repeat steps a through e as required. >

4

3. Maximum Functional Range :%

ki

a. Set T/R frequency and mode. t{

b. Establish and maintain two-way communications. j

c. Fly prescribed flight path (specified direction at constant altitude) é;

to systematically increase range between test system and ground i

station. e

d. Perform banking and turning maneuvers at specified ranges. {j

e. Note and record qualicy of communications. b

f. Repeat steps a through e as required. i

g

4, Built-In-Test Operation -

” a. Estadlish proper system operation. B

.. b. Inject "fault" as specified. -1

= c. Note and record success or failure of the BIT to detect 'fault", !

i d. Repeat steps a through c as required. 'j
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