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ABSTRkCr

The SPLICE systell is lesiLgta to integrate a variety of

current and projectal NAVSUP? processing and t16elecommunica-

tions applications. The operation of the more than twenty

new applications systems currently under development will
increase the Navy's lepemdence on automated support, and

Wv*11 require that the risk of operatinig the SPLICE data

processing environzealt be evaaited and managed at an accep-

table level. This thesi-s ldeatifias the require-men-ts fo:

'Implementing a Risk 11anagement Program, provides a form&'

model for the quant-Ifica-tion aa-d managemient of risk, and

examines c-ontemporary technicaL and managerial countermea-

sures which could be effective ina reducing the operational

risk of SPLICE.
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1. BACKGROUND

A. INTRODUCTION TO RISK HANAGERENT

Computers have bazome an integral part of the business

and government world by perforaing many of the cperations

and applications that, ia the past, were either done manu-

ally or not at all. In addition to spending vast, sums of

money to acquire and operate zomputer hardware, Navy activi-

development , communization liaks for remote termi nals and
networks, site construction aad daily ooer ating expenses,

and the admiistrative overhead of a data processing depart-

ment staff. More importantly, the proliferation ol

computers has affectedl the day-to-day operations at a number

of avaciv iti es. many aztivities depand so hsavily -:n

their zomputers that if t-he c:mpa'srs ceased operation,

e- her he ac' _4v it eas wo ul d f ail t4o accompish term-~c
or they would suffer a severe Jagraato A.:er ~so

ef fect iven ess.

The -n troductio2 of autou'ation h4a s resulte-d i a
substantial increase in the risk an activity faces. For

example, the centralization of data and services is often

associated with a remote access capability. This added

capability permits i nterrogati-on and alteration of date

*~ .fles with little or no chec-k on the authenticity if the
source. AdWit iona 11 y there is often a reductin i h

accessibility of visaal records accompanying the shift- to

automated support. In a nanal system, sales ledgers,

*.payment books, and invoices are maintai.Lned by various

internal departments to managB and monito an activity's

business. In a compateri zed system, these same records are

10



ret-a~n-d on- magnetic i-torage aa-,a and4 are ipdat-3 7

cally by a software program. rha accuraaf and authenticity

of these records his become the joint responsibillty -)f the

data processing department and the user, which of-en results

in uncertainty about the rezspoasibi lt fo)r data inteagrity.

The question is who is responsible for the data -- the user

who ori-ginates the input and ases the result, or the data

processing department, which aas day-to-day respon.sibility

for the automated prozessing. :hese new ctsks have isnsr-

ated an obligation of management to protect thi;s sign:::iCant
investment andt prvefo cortinuity zof cpsrat-ons

shou~a a catlast rophe- r a: ient o ccur. CRaf. 1: pp. 1-8]

Prtectin can be accomplishad by designing, developi3-4ng

and implameinting -:ouat9ermeasa:as. These c oant ar T:a su rss ,

which can be ei6thar commerically procured or develop-d

in-house by the activity, must orevent, mi*nimize, or assis-t

the data processing environment to recover from any acci-

dental or intsitional iaauthoriAz=ei modiLficat ion,
detrctcn dscos9, or den-i*l of cervicze. This process

ofsfguar ding datl pro:3SS-:-~ast srie uoa~

data processing (ADPI security.

Perfect securi-ty is generally regarded as unattainable.
Therefore, the objective of a good ADP security program Is

to reduce, for a reaso)nable cost, the probabilit4y of loss to

an acceptable level aad to provide adequate recovery 'n case

of l.oss [Ref. 2: p. 2]. & good program can only be achieved

by having -tcp management ult--i a t 1y responsible for the ADP
security program and by applyiag quantitative techniques to

determine how much Protection is needed to reduce the risk

4of operating to an a : eptabl:? la v;l.

There are many approaches to) help top management deter-

MaIne the appropriate &DP security policy. r~he most endorsed

approach uses risk anagament as the toDol to develop and

implement that policy. Risk aaaaggmen't I.s a methodology fcr



ana'yzing an env._ron .ent and i rmining the ptima. --

countermeasures needed to proviie sifficint protection for

chat environment.

The General Azcountiag Office (GAO) reports that "

risk management is an element Df managerial science tha- is

concerned with the i.ntificati)a, measurement, control, and

minimization of inpact of uncertain events upon organiza-

tions that depend apon automated operations" (Ref. 2: p.35].

Robert H. Courtney, Jr., a pi.neer of risk analysis tech-
niques, says:

Most management iacisions -:volve h h assumption of
risk--the chance that things. my not turn out the way we
hope Ir want theR to. Decisio s made _a spite of uncar-
-a.n.es and, in I eed, in :-coqniti of th .m are
generally accepted as ass-atia1 _o dyn.a2ic successf.1l
management. Most frequent! however, the key to
success lies not te will ness tD accept un:=:-
tainty, or to assume risk gut- the aoli_.y to
-ecognze and quantify the elements of that risk so as
to deal with them ;a a fully Dbjective wiy. [Ref. 3: p.
4]

B. REQUIREMENTS FOR RISK MANAGEMENT

1. Federal, DepEtmen_ 2t 2afense and DeEartmen- of the

The first federal regulation that addressed lata

security and risk analysis was the Privacy Act of 1974. Two

major concerns precipitated this law: the total amount of

personal information zaintainsd by Federal agencies, a n the

potential risk posed by the increasing use of computers and

sophisticated information systems. The Act defines specific

responsibilities to guarantee that personal information

about individuals collected by Fc-deral agencies is limited

to that which is legally authorized and necessary and is

mairntained in a manner wtiioh precludes unwarranted

12
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inr:usions upon inlividual priv -y. T z Act rs-1 -

agency to astablish appro priat_ 3dministrative, techni ca ,

and physical safeguards to ensare the intgrity and confi--o, -.' ga n

dentiality of personal infornation and to protect against

any anticipated threats or hazards which could result in

harm, embarrassment, inconven.ec=e, or unfairness. [Ref. 4:

p. 133]

When the Act became law on 31 December 1974, virtu-

ally every agency 'a the Fed--al government was impacted.

Because of its implementation responsibility, the Office of

Manacement and Bu4gst (OMB) was oarticularlv affected. OMB

* responded to the Act by issuiNg OMB Circular No. A-108,

"Responsibilit ies for the aintanance of Records About

Individuals by Federal Agencies," dated 1 July 1975.

Specific taskings associated with this circular are:

The National Buresa of Standards (NBS) is responsible for

-ssuing standards and guidslines on zomputer and data~security.

* he Senera. Services A4minist:aion (GSA) I soo.ibl

f for revising conpater and telecommunications procurement

policies to ensurz- compliaa a with applicable provisions

of the Act.

" The (White House) Office of ralecommunizations Policy is

* responsible for reviewing Fed-ral agency policy on inter-

connection and operational control of networks and

communication security deviz.s. CRef. 4: p. 19]

* .The Privacy A.ct of 1974 was the first in a seris of

events during the 197)'s that focused national level itten-
E tion on the value and vulalerability of Federal lata

processing. Followiag the Act, in the spring of 1976, three

GAO reports were published that brought congressional atten-

ticn to this growing concern and increased awareness of the

potential risks faziag the Fed.ral ADP community. Shortly

13



thereafter, Senator Abran am fric AL ret- ed th a -- S-

on Government Operations to conduct a preliminary inquiry
into the problems oE computer securi-y. The Comma-tee

subsequently issued two studies addressing the subject. The

first report reviewel some of thel major tachnoloaical issues

and problems identified by GA) and provided an extensive

collection of articles written by experts in the fiell of

computer security [Ref. 51. rhe follow-up report recom-

mended that OMB dir.zt Federal agencies to put into effect

appropriate computer security co.ntrols and safeguards, that

NBS prepare physical and personnel standards for protec-ing
Federa ADP systems according to their sensitivity, and t-ha-

Federal agencies imorove coordination of compu-er resource

prctection efforts [Ref. 6: p. 276].

In response to these :oagressional recommendations,

OMB issued Transmittal .eaorandan No. 1 to Circular A-71 in
-7 July 1978 [Ref. 71. in anaouncing this comprehensive

Federal computer security program, OMB Director Jams T.
McIntyre, Jr., said,

Ccmputer technology now impa:-s almost every facet ofAmerican life. Ih. pra ectloa of the technology agains.
unwarranted, unauthorized aad illegal users :s a ma or
challenge. This program addr-sses that challenge in -he
Federal Community. [Ref. 8]

The Transmittal Memorandum requires each agency

computer security program : satisfy the following

requirement s:

* Conduct a periodic risk analysis for erach computer

installation operated either in-house or commercially.

* Assign responsibility for security to a management offi-

cial kncwledgeabla in data processing and security

matters.

14



* Establis h a manaement o'itrol orocess -to ensuzu_- zha-

appropriate administrative, technical, -and physical. sfs-

guards are incorporcate".

*Ensure that appropriate security requirements are

:.ncluded in spe--ificati-ons for the acgaisition or opera-

tior~ of computer resources.

*Establish persorael security policies for screening all

:ndividuals participating in the design, operation, or

maintenance of or having access to Federal computer

systems.

*Conduct periodic atidits or awaluations and recertify the

adequacy of the security safeguards cf each opera: ona~

sensitive application.

*Ensure that approoriatea contingency plans are dev-4loped,

maintained, and tasted to provid for continuity of ope:-

ations should eveats disrupt normal operations. (Raf. 7:

p. 3]

Also in 1978, PrasiLdential Directive Number 2~4 was

:sudwhich t6ransfe:red t-he finctions of t1he White= iouse

Office of Telecommuaications Policy tc the Department of

Def ense (DO0D) and Dapartment ) f Commerce. DOD was tasked

ith telecommunicati ons policy relating to n at o n a
security. All other teleco~nanications policy functions
were assigned t-o the National Tele=camunications and

Infomaton Admnist*:atiori undec the Department of Commerce.

Because DOD is the largest Federal agency in terams

of personnel strength, budget S..ze, and number of compaters,

it is the most affezted by the Federal policies discussed

V -above. DOD reacted to OMB Circular A-108 by publishing DOD

Directive 5400.11 (Raf. 3]. rhis directive establi4shqd a

DOD Privacy Board with oversight review authority, and

included guidelines for safeguarding personal data in ADP
systems as an appeadix. DOD approached Circular 1±-71

15



sorn~what less aecisliray. Siri: 30JD hd been inavc~ie1 4_i*:1

the protection of clissified iita for years, Z :Ur to

apply the f ramework _)f A-71 - - 'xs~n c ss:e :,- e

and integrate the alditional protection requir-ements for
uncasiilAytes ris objective of DOD was t

develop an overall systemati: zoncept tD secur'ty that

applied safeguards t3 each ADP system commen~surate with the

sensitivity of the data being processed. DOD forwarled the

approach to OMB in a memo ranluz dated 30 January 1993 and

appropriately entit.191 "A Comprshensive Information Sertirity

Program." By the is3.iance of thi's memorarium, all m-;-- ary

departments were zasked to estiolish formil rist manasmnt

and computer security programs is delineatead in Re-f. 7.

In re-action to the ocrposed comprehensive DO AD :
Security Prcgram, tlha Departmieat of the Nivy (D0111) proDMul-

gated OPNAV INST 5239. 1, whiich a ssi gned snazi fic UDP secu :46y

respnsiblitis wi~in-he Navy and established Des-,~te

Approving Authorities3 (DolA) . h E current version o) -4-

instructimon [Ref. 101 directs Bach 3avy aztivity :n -o:

ADF security responsib4ilit-;es, eSt a lsi h :- Act V - AJ

security Program, imp-1ement I formal Risk Mna- er-

Program, and be accredited by t-i? appropr-iate DAA.

OPNAVINST 5239.1A, to)gether with the Naval iate:4ial
Command (NAVMAT) iad the Naval. Supply Systems CDMm2arn

(NAVSUP) Iiplementati1ons, shoull after a period f I :m e

substantially increase the .6tcto afforded to DON ADP

Systems. The zequircients f3r a Ri-sk Management Pr.:grA-m are

summarized in Table I, whiczh lists tas regulations andQ

reports published in the last deadae.

42. Op ----r ----

in crder to establish and manage an Activity ADP

Security Pregram, it is encumbeat on activity top manage~aent

*(Commader, Commnaling )fficac, Officer in Charge, or

16



2
TABLE I

,.Federal/DOD/03N Regulations on ADP Security

-1974 Privacy Act of 1974 (Public Law 93-579)

1915 - OMB Circular No. A-108, "Resoonsibilities for the
Maintenance of Records ab6ut Individuals by
Federal Agenzies," 1 JuLy 1975

- DODD 5400. 11, ,"Personal Privacy and Rights of
Individuals Regarding their Persoaal Records," 1
August 1975

- AVMATINST 5211.2 "?=_sonal Privacy Act and
Rights of ridiviauals R- a-ding hei. Personal-Records," 26 Sept-zmbsz 1379

NAVSUPINST 5211.1 "Prsonal Privacy Act anr
Rights cf ladiviauals Re arding their Personal
Records (Privic Act of 194, Pu lic Law 93-5791,"
18 November 1975

1976 GAO Report, "I proyen at Needed in !Mana ing I
Automated Dezisionmakinj by Computers Throughout
the Federal ;3vernment, ril 197

- GAO Report, "Com u-er-Related Crimes in Federal
Programs," April 1976

- GAO Reportt "Managers Need to Provide Ber t
Protectlon r3: Federal Automatic Data Processi:ngI

_aitis" Aay 1976

Senate Committee on Government Operations ,
"Computer Aolises - Problems Asociated W -tnComputer '"azhnology q Federal Programs a.nd
Private Industry,' une 1976

197 - Senate Committee on 3overnment Operations, "CoM-
puter Security in Feder3l Programs," February 1977

NAVMATINST 5510.17, "S.ecurity of ADP Systems," 22--- March 1977

1978 - OMB Circular go. A-71, r=ansmittal Memorandum No.
1. "Securit of Federal Automated Information
Systems," 27 uly 1973

1979 SECNAVINST 521 1.1C ,arsonal Privacy and Rights
of Indiviluals 6erta-ning to rheir Personal

1190 -Records," 4 December 1991

1980 DOD Memorandum, "A Zomprehensive information
Security Program," 30 January 1983

- NAVSUPINST 5510.6A. "5z-urity Requirements for ADP
Systems," 28 lay 1§80

1982 - OPNAVINST 5239.1A, "Department of -he Navy
Automatic Data Procssing Security Pr'g3ra,"3
August 1982

17



Diractor) to inp : lm -,1t a Ri sk ianaaement Proaraf. e

process of formalizing this p'0gram, top managemr:n-n~ ust

establish AD? secur.ity Policy with eScPlicit :BgIri to
OPNAVINST 5239.1A and the unique require erts ad

*constraints ofL the ac;tivit-y AD? systems. :Ref. 10: p. 1-2]

Since activi'ties have -invested heavily ir. computer

resources, they often desire t3 maximize the utilization of

ther resources by sharing them among users, both intearal

and ex+era' tc the -activity. Each user has a diffeen

need-to-know and need1-to-utilize criteria fo-r accessing h's

in~formation. This requi'res that individual user data

integrity be assured, Whil~e concurrently providing shared

access to the ADP system. Forc example, an ADP activity

might furnish servizes to both fi-scal and log'istic use-rs,

each of which expects its assets to be protect-ed and avail-

able upon demand. rhe task of simultaneously sharing and

protecting an AD? system is the respoasibility of the
ac'vty providina aatomated suoo:t.

Ref. 10 regaires that each Navy ADP activ zy be

*accredit-ed for opera:i-onal use. By accrediting an activity,

the DAA, which In some cases Is the activity CommandiIng

Officer, acknowlelges that the risk of operating the data

processing environment is acceptable, in light of the activ-

it y Is miss ion and the usar5' dependence on automateQ

support, and approves the systan for operational use. To

obtain accredi-tation, top management must quantify the Doer-

ational risk and im:)1ement an Activity UD? Sscurity Plan.

The Risk Management Program described in Re3f. 10 and further

explained by this tliasis is the t-ool used by top mangement

4- to quantify the risk preseat, evaluate the cost:-

effectiveness of proposed countermeasures, and provide for

recurring review of the activit-y's ADP securit osue



C. INTRODUCTION TO SPLICE

The t ock Poit L~s:: g SB I:"Sgr!tsa CrMrMu~ n

En-vi-ronment (SPLICE) is a NAVSJP Project desi-gned to inte.

grate all interaztjve procas~ing and telecommunications

required by current and projectel applications systems

operating withIn the Uniform Automated Data Processing

System for Stock Poiats (JADPS/SP) . The SPLICE Project will

use standard minicomputers and modular software components.

A "foreground/backgr~ind" coacept wi'll be implemented with

SPLICE minicomputers, which w1_ll serve a s a front:-=end-

processor for the ax s~g stock poin::s msd-u ~e

Burroughs systems. R ef . 11: p. 1]

M'ore than twenty .iqw applications systems unrdar dav-slcp-

ment and the current UADPS/S2 system comprise the "SPLICE

Umbrella." These systems will reguire considerable intsrac-

tieand elecommun- ca-tions support at-6 more than fi-fty
UADPS/SP ac4tivities. SPL 1-E w-;* 1 provide a respcisivs and

ecoromical support ci;)abl.Lit dithout saturatIng the curren.t

Burroughs mainframes, and will si-mplif'y --he evenrtual 2ai-41

frame replacemert "Ref. 11: p. I) SPLICE will pr-eszent a

user orientned environment which will provide many standard

operating functions such is tacainal managasent, communica-

tions management, database anagemenz, and peripheral

management. Additionally, tt3,1hece will be any support func-

tions such as standard software tools (zompilers, etc.),

reccvery management, and security. The eacisting Burroughs

mainframes will provide large file processing functions and

repcrt generation.

As seen in Figure 1.1, the evolution of computer tech-

K nology has resulted in the design and implementation of very
ccmplex and sophisticated automited environments. The ri-sk

of operating these new environaeats is directly proportional

to their overall =ouDleXity As a point of reference, the

operational SPLICE Network will fall at the very high end of
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the technol.gy and conpiexity s-ales. The Navy's inc_:.sed
S-operat ional 1,-pendE~nies in a a a ma te a yst-aws d=_Zd..1 ik-

the risk in SPLICE be evaluated and managed at an acceotable

level.

D. OBJECTIVES OF RESEARCH

Research by Naval Postgraduate School faculty and

students on the SPLIZE Project is concerned with systems

analysis and preliminary design proposals for many of the

functional areas of SPLI.E. rhis thesis defines a Risk

Management Program to evaluate and manage the k ass ci-

ated with the operation of SPLI. The methodology proposed

draws upon current government and industry techniques and

conforms to existing DON and RAVSUP guidanzc.
Ref. 11 tasked NAVSUP 3415 and the Fleet M atrial

Support Office (FMSO 94 witi zDnducting a risk analysis of

the SPLICE system. It is intended that the Risk Management

Program proposed in this thesis be used as a tool to juan-

tify the sk in SPLICE. Together with information about

and simulation of t3e eventual opera-tional SPLICE activi-
ties, this tool can o. used to ;dentify those initial d-sign

specifications needed to reduce the risk in SPLICE.

E. LIHITATIONS AND ASSUMPTIONS

1. Defense Data Network

The original SPLICE specificatiDns required the

Network Interface Subsystem to provide access to the AG-ODIN

Ii Network (Ref. 13: p. 57]. On 2 April 1982 Deputy

Secretary of Defense Carlucci lirected the termination of

the AUTODIN II prograx and the immediate development of the

Defense Data Network (DDN) "Ref. 14]. It is current DOD

policy that all data zommunications users will be integrated

into the DDN.

21
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It is assume!. tn--t the SPLICE Netw:: will ;.:

a "Commin 0 Ili &7: St. In~t" 'i- I '-he DDN. A b rie

t Ior. cf t-h e DDN ani a summary of the security f =at irs

provi-ded by the DDN 4.s inaluded as Appendix C.

2. Level 11 Data

It s ssmeItht -he data processed within the

SPLICE Network is Level II data, which is lefined in Rqf. 10

*as unclassified data requiring special protection. since

the SPLICE application Systems will be pro)cessing fin-ancial

and other management lata which is by definition "Sensitive

Bus-iness Dat:a,"1 it -reT es D:,)t e(--6J for :asons o h? r

tharn being classified or personal. datla. it is judged t:hat-

the potential impact of modification or destruction of the

data& is severe enough to justify a greater degree of prot1:ec-

tion than required fo)r other unclassified inaformation.

3. &g+ i! yD 3 ecur it Y PL ar

The majority of SPLIZE configurations will be

locat6ed at N4avy ADP ic-tivitis which are sublect t: the

Department of the NIavy ADP Sezu:ity Program (Ref. 10: p. 3].

Although the proposals setk- forth in -this thesis follow the

guidance of Ref. 10, they are concerned only with the risk

management of the SP LICE configuration(s) and will not

constitute an Activity ADP Sec:u:iyPa. h civt D

Security Plan must be much more comprehensive in order to

implement the overall Activity ADP Security Program. In

particular, Appendi[- J of Ref. 10 outlines the mandat.ory

mJ n- mum requirements for DON 10P activitiss. Addliioal

minimum security requi6rements for SPLICE are given in Refs.

11 and 15.
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4. A2plica-ions S of-ware S3o::u-;v

Each appli'zations software system must p r.--viJ its

own unique internal securit1-y arA data integrity, adhez=.:an :o

a c t Ivity scftware development policy. Examples of such

app'lications softwirB -Lntagrity c: r.s derat -ons are computa-
ti-ons of money figucas (such as what -to d.o with rema-Lnlng

fractions of cents, if any) and mainrtenar-ce of appli-cation-

unique audit trails (such as tae Transaction Reconstruction

File in UADPS/SP). Nt a minizua, appli-cations software must

inccrporate security and audit :ontrols listed in Appendix I

of Ref. 10. Appli=itions pro-.:z.ing --inancia data shiould
adhere to IAVCOMPTINST 700D.36, Financr a~n

ay~tems; aandard :r~i for kD internal contr:ol of.
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II. OVERVIEW OF RI SK MANAGEMENT

A. RISK MANAGEmEyr rERINIOLOGY

Before proceeding with a 14scussion :)f the functic nal

phases of risk management, it is essential that the terms

risk, threat valnerability, and zountermeasure be

ex p1 ained.

1. Rs

In Webster's Zollegate Dictioary, r~sk sd~~e

*as the possibility of loss or injury; a dangerous element;

or the degree of probabili.ty of a loss. 3nfortunat-ely, -:he

term risk is not a universalLy de-fined term. Risk i

perceived di f ferently , depending o n the circumstancs or

* community.

The insurance industry uses -.he ilea of an 11"insur-

able risk." A =oapany ;.der,--if ies both the kn own and

uncertai.n elements Of operatiag a business and n~ame-s

thc-I r Potential loss by buying Insurance. The 2.surng

agent, using empiricacl and statistical aata, sells protec-
*tior to the company in the forcm of financial compensation

should its. assets be lost. 1') letermine how much risk is

involved, the agent celies on historical data, predizti-or.

models, and business experieance. Unfortunately, the

computer industry is rslitiva17 new and little analytical

data is available fo)r assessiag the are-as -and extent of

potential security risks.

d In business ezonomics, therea are two types of risk:
speculative and pure. When a bisiness invests, and there is

adegree of uncertainaty as towhethe thtivstetw.

result in a gain, the risk is speculative. If the only

24



'osble outcome is e~e oso oce h

class- f 'ed as pure.

Ia the contextr c ADP euiy cn'ty a pare rihcan
exist. Risk wi"thin the data processing coamunity 's defined

as the likelihood of a loss and the expected amount of --hat

loss with respect to the assets o)f an activity.

2. Threat

H. Stephen MEose of the System Development

Corporation defines a threat as any action, event, or

circumstance, the occurrence of which iAs likely to adversely

affect the assets of in activitf. Threats exist :_n ganeral

because of the anpr-edictability of th B real world and

people. The presencea of a. threat does nor- squate to har-m or

loss. For that to happen, there must be a successful attack

by a threat agent asirg a spscific tachnigae, methodolgy, or

spontaneous occurrence.

Thr:ea t agznts are cla3sified as nataral environ-

merta. factors (tornado, fl.o od fire, atc. , author ized

usrs (progr-ammers, operators, et., orhsie crt

(anyone not6' an authorized useri * A threat agent causes a
threat to be realized by attackinq the assets. The att!ack

can impact these assets ina at m:)--6 four areais: modifi.cation,

destruction, disclosure, or deniail of service. Whethsr the

attack renders harm :)z loss t:) the activity is dependent

upon the threat agent successfally penetratin.g the existing

countermeasures and exploiting weaknesses (vulnerabiltis

in the data processing environasat.
The hreas facing an activity can be a function of

its geographic location, personnel wo.ktorce, processing

mode, physical facilit6ies, or =conputer system configuration.

Since these elements are constantly changing, threats are

considered dynamic aad should be continually monitored.
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the weaknesses in the f-cility. The weakness, in -his T.sqe,

is the lack of fire prev-ntica measures. Figure -. 1 _nCws

some typicaI threats and their asual defense .

-3. Vul rerabi li ty

OPNAVINST 5239.11 defines a vulnerability of a

computer system as a weakness i its physical layout, organ-

ization, procedures, hardware, or software that may be

exploited to inflit harm. As with a threat, the presence

of vulnerability does not in itself cause harm; a vulner-

ability is merely t a conditioa or set of circumstances of

* which -:he -areat agen, can take idvantag .- afic- i iQe.

(Ref. 10: p. k-17]

The vulnerabil "ties . 1 computer system increase

directly with its coiplexity; remotely accessed resource-

sharing compute: systems that allow remote job entry are

siqificantly more likely to have weaknesses than a Isdi-

cated, batc h-process'ng, stand-ilone system with no remotely

located terminals. Figure 2.2 illustrates some potential

vulnerabili-ies of a computer sys-em.

One purpose )f evaluatiig a data processing environ-
ment is to identify all vuln-rabilities existing in the

facility, system, or oparatiol. By conducting a thorough

analysis of identified weaknesses and weighing each of the
probabilities of a sacc-.ssful attack by a threat agent, the

vulnerabili-ies of the data processing environment can be

measured. Vulnerabilities, alike threats, are generally

under the control Dr influenz of the data processing

management, and can be modified to reduce the severity of an

attack.
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4. Courter"asi:_

The words countermeasures, safeguards, p:otect-i cr

backup measures, and control mezchani;sms are oftsn viswed as

beirnq synonymous. A countercmeasure is any protective

*action, device, procalure, tec9hnique, or machanism that: when

*.implemented reduces the activi-ty's vulneranilitv to

*successful attacks. These -orcective features are designed

and developed to pr:tect the assets of an activity. The

purpose of a countecaeasure is to ei-ther reduce the prob-

ability of a successful attack 3r mlnimize the Impact of an

cur. term? aF: a :2s ar; t-~~cet~chn:ca i-7i
-4 ia! mechzanisms for controlling -the ri.sk t o which an1

*acltlvity is exposed. some examples are con-tingerncy plans,

backup copies of softiiare, a:: ess control proce'dures, and

audittais

As shown by Figure 2.3, risk management is concerned

with the interactio':n among the terms just dafined. Risk is

the extent and probaolit-_1y of lo)ss due to the manife-sstations

o-, thIrsats (att4acks) at Pzi.,ts ofv'!e~ab'itv i'n iht:f

-nstal led countermeasures.

B. RISK IIANAGELIENr: & FUNCTIONNL APPROACH

Ris mngenwih reaspect to computers is a new

discipline t h at pro vides aiantifiable techniques fo r

assessing the risk of operating a computer system in light

of exi-sti--ng protection measu:es, and determining the

requirement for additional countermeasures to protect --hat

system. Leadi.ng autaorities ia the data 'processing industry

*are using various techniques f.or analyzing risks. However,

most agree on a formal, four-phased approach to risk manage-

ment: risk analysis, management deci.sion, risk control, and

operational continuity.
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For a r-Isk managaer-1: progri 3 to ef fecti v,:?y rrze -:h

ADP sPo::; : poc _5s aia -hnt~.~ e A D? sacu: I-y 3_

of an activity, a total comaitment is rneedqd froa to P
management. High level attentio ilipoetecoea

ti-on across inter-departmental lines and will fostsr arn

increased security awireness. rop management commits i__self

to a risk management program by making resource allocations
intrs- oh ski lled manpowier and budgetary allotments

and y itegatig scurty objectives into the ex-s~n

managerial responsibilities at all levels.

Top management is ~loresponsible for promuigazing

f lCy )n zHe :=_=qU= cy a:~ Z:)1 O:ncr

*.ris-k analysis phase. Accordi.ng to Ref. 10, a risk analysis

1 :: be conducted at least svery Pive3 years, or whensvsr

the Judgement cf top management a system configuration or

c :aclity change has been effeztad that warrants a requant:-
-iaion ofO the risk.

1 1. R- ;ials .-*

The guantif =3itior. of :sk is not a=ew. is eazlv as

the seventeeth and eighteenth =?nturies, no-ted men such., as

Pascal, Bernoulli,1 and Bayes applied risk analys.is

techniques to "games of cihance."1 Risk analysis has recently

been applied to the data processing environment, expanding

the "game of chance" from computing the o)dds for a w, n to

quantifying the probability of loss or harm for a computer.z-

system.

The purpose of conductiag a risk analysis of a data

processing environment is to quantify the damage and opera-

tional impact resulting fron the successful attack by a

t-hreat agent and the likelihood of such an attack occurring

(Ref. 17: p. 8]. The analysis produces an annual loss

expectancy (ALE) val~ie, which is a quantitative estimat-a of

the potential average yearly flaancial loss resulting from
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any acideta :' :-. :zc

de z -:uct ic n dLscicsurz, c: ofi-cie A

value is a baseline for isssei'-ig the ADP securi4,v 'ur

of an activity.
As ~ ~ ~ - shw-y~gr ., the risk in activity faces

is directly proportional to the complexity of its data

processing environment. Because of this, top management

bases the scope -and depth of the risk analysis on the

complexity of the particular environrment bei.nQ evaluate,!.

Some factors that !ice partiae~it to the decision ire the

value of the physical facility, the value of the data (both

Z i.rnal o h :: t ana xeznially -:3 C -
configuraticn of the NDP system, and the critclt of the

data processing secrvice t o '-he activit-ys an da rs'

missions.

The risk aaalysis tzchnique attempts to pridict
u fuure r~sk exposure of an atvt baz on, v, thorough

* evaluation of its assets, threats, vula erabilitie" s, anda

ex*isting countermeasures. This 4valuation relies h;eavily on

ths profssi~onal ?xparica an! technical knowledge ~th e

risk analysis team. For this reason, it is vital that the

team be drawn from both the dati processing department and

the users' departments -1a order to take advantage of their

diverse backgrounds and technical expertise. :he t:eam
members should be highly skill91 professionals, whose selec-

tion will substantially influence the quality of the f inal

ri-sk analysis product. Additionally, the risk analysis team

must be supported at ill levels if the analysis is to accu-

rately reflect the securfty posture of the activity.

*2. Ma6aj~ Dec ision

In this phase top management decides, based on the
rik nlyi -he activity's mission, and the users' degiree

of dependence on automation, if the existing countermeasures
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prcvide sufficienrt p: t,_cti-on. aefo!e aakin.ag t Is d-i c Din,

top management revi ews the risk analysis to de-ermina if

appropriate assumptions w_:-  made and opeLao0na.L

constraints were considered. rhe risk analysis quantified

the "current level" of risk associated with opzrang the

existing computer system and dozumented the activitY's ADP

security posture. rhe risk analysis should be presented tc

top management in suzh a manser that decisions can be made

in relation to the documented threats, vulnerabilities, and

countermea sures.

At this Junction, the Risk Management Program can

follow one cf two liractions, :on-ingpn . on the dc _si~o of

top management. rf top managanst judges the current level

of risk as acceptable, then th- 3perational Continuity Phase

is en-terea. By pro;ressing directly to that phase, top

management is explicitly acknowledging that exis-ing con-rol

practices and prozeiares are sufficient and the aurrent

security level is to be mainr:aaie. On tle other hand, if

top management dezides that the current level of risk is
uracceotable, then the Risk :on-trol ?hase is 4n'1--ed.

Th-s means that toD ianagement is not willina to tolerate

the risk. Before the Risk Z)ntroi Phase is begun, top

management should assign a risk control team and provide

guidance abouts those deficiencies of greatest concern. The

risk control team should be composed of a greater proportion

of data processing t.chnizians :han the risk analysis team.

3. Risk Control

The function of this phase is to propose to top

management an optimal set of countermeasures that have

proven cost-effactive and technizally feasible. The coun-

termeasures needed to bring the risk of operating to an

acceptable level are selected from a combination of risk

avoidance and reduction technijes.
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Within the 1:1ta procqsS~rn:'T envir~flirrnt,-s

a voi d ed by determintig that a ?articular ADP spci-i--irn

should be abandoned, redesignai, or deferred becau-sez the

potential harm is to3 great tD be controlled with =sx-:.stng

technology. Counr-ecaeasures t:) r-3duce risk fall 'n to three

basic categories:

* Protective measures which reduce the damaging effects of

external events.

* C ont4,ro01 measures which zeare the likelihood of unac-
tected errors or fraudulent modifications and

*Back-up (co nItinqen y) measures whi-ch orovide alternative

means for car---rn on the mission of in activity sabss-

quent to an event which lisrupts normal operations.

(Ref. 18: p. 22!41

After top management 3elects and approves those

measures that have the greatest potential of minimizing --%e

overall losses, the :.is-k contro:l team prioritizes them for

impleamentation. ThIs phase is zomolsts when top manaazient

accepts the set of ooosed additional countermeasures and

approves thelr implementation plan.

4. OperatiLonal Co)ntiauitZ

The Oeratinal C nnu:y Phase is initiated eit-her

after completiJon of the Risk :ontrol Phase or iLmmediately

following the Maaa;9ment Decisi-on Phase. If the Risk

Control Phase was executed, resources are dedicated iwn t his

phase to ca rrying out the action plan developed for impie-

* menting the approved idditional coantermeiaures.

During this, 3hase, the DAA makes the technical and

managerial policy decision regarding the accreditation of

the activity. That lecision is miade immediately if no Risk

*Control Phase was execzuted, or after the implementati-on of
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add tional co'ii eraiaasu:ss. :1is f hhe

additional countermeasures ar being implemented, mzia

prccass oE: ris k managemerit zontitnues. 11is --; 'crt

is conside red esse t ial to preserving the ADP s ec u rity

post ur e of thacivt nd inicludes zontin~ eiw

audit, an d evaluati.,n of the lata processing environment.

This phase is termiaated vhe3n it is daemed necessary to

reinitiate the Risk Inalysis Phase because either a five

year time interval has passed Dr the polir-y of top manage-

ment so d"_ctates.
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III. RISK HA~kgEAENT PROGRAM

The pro posed Risk Managemeat Program furnishes a frame-
wk which is tailored to the unique aset fthe data

processing envimonneat. The foundation of this program --s

taken from Refs. 2 and 10 and the recent experiences of
inuty unitat ive techrniques are used in t he Risk

Analysis and Risk :on trol Phases. These= techniques do not

utilize exact values; instead, values are scaled by orders

date the lack of empirical data, incomplete knowledge on the

future lik elih ood ofattacks, !.nd inccnclus-vs proof )f -:he

eff ectivene ss of cout er mea sacres.

As a first step in establisaing a formal Risk Management
Program, it is recommended thiat activity tlop man aq sme nt

iplement a managarial structure which includes an ADP

Securit--y Staff as described inz, Ref. 10. The activit y is
dc::ct+d to t-he Commandec, JiTaa Data I ut c ma tion C o m man d

(COMNAVDAC) for technical assistance .n zonducting a r:sk

analys-s. Within the D3N, ZDMNAVDAC is responsible for

providing assistance as requested and with ensuring -,hat

ri-sk management eXD ertiS9 is shared across act v ity

boundaries.
This chapter is broken into thepae faRs

gMarnagement Program and is intended to meat two objectives.
Th -ist is to describe in a co)hesive manner thepisoy

of each phase. The second is to give, where necessary,

specific isplementation zonsiderations inadependent of the

ph-ilosophy.
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A. RISK ANALYSIS

According to Ref. 10, -her? are three sisinc t-.s in

a risk analysis. These steps, as shown i Figure 3. 1, must

_ _ _ _ _I

I I P sset Loss I

I _

D I

I I
V Uinerabilii y valuation

:onputation Do the To ta .
I IAa-xual Loss ?'xpectancyI

I i I
I II

" ----------..----..---..-- __
'-.________ _______________

Figure 3.1 rhe Major Steps of Risk Analysis.

be completed in sequeatial orl.ez. The purpose of the Risk

Analysis Phase- is to quantify Ln accordance with the policy

guidelines from top nanag.ment the risks of a soecific data

processing environne.t in relt.on tois hea vulner-

abilities, and existing coin:ermeasures. The foillowing

conceptual model and implementation considerations elaborate

on how this quantifization is performed.

3

~37

I



The =risk analysis model i an brctc-- th

risk analysis process oresentei In Appendix E o f aef. 10.

It takes into account the work of Robs~t H. CoUrtnqv
(Ref. 3], NBS (Ref. 17], and Jerry Fitgrl _Rf 19]

The model allows one to systematically quantify asset losses

and attack frequenciesB oa an aanualized basis and to calcu-

late fErom these the total annuaL loss expectancy (ALE) off an

acti-vit-y.

a. Asset Loss Determmiat-or,

Th-s SteD idenrtifies -all of t-hS asset-s withi an

*act vi y and quantifias the a::ivity' loss sculd -- yv he

-harmed. The degree: to ihlch assets should be sevara-ney

idcntified is addressed in t-aa implementation considzra-

tiors. in a ddition to naMinrg an asset, a textual

C s cr::,: O :.aIs Wr2.:en to iocament hcw zhat named~ se7

CCU!! be impacte d by threat -La general. Next, f or sach

named asset 'cur '.:ss values z-:e dat~r2Iiaed, rn zr-c

threat impact area. The four threat 4moact areas are mod-

fication, destruction, isclosure, and denial of serv-ce.

Each loss value is an estiza:icr. in dollars of whart anr

activi-ty wifll lcse one attact is Completely successful in

causing harm in that impact area to the asset. Put ano-ther

way, given that thee is a one hundred percent probability

of one successful attaLck, how much is ar activity willing to
pay to prevent thtatc? This step is complete b

*transforming each loss deterainati on into a loss =an ng

[Ref. 17: p. 10]. The model component representing .hi-s

step is summarized ia Table II.
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TABLE II

Asset Loss Deteraination Model

The loss determination fuaztion, L(i A), is an
empirical estimation of Ioss _n dollars, or asset
A in impact area J, rounlea to the nearest expo-
nential value of ten.

The function is expressed as:

L(i,A) = functio. (D(A), N(A)], rounded

Where:

- the threat impact a- a (modification, des-

A = the unigia name of in asset

D(A) = the desc-i.tion- or i:w asset A could be af-
fected by hr 4 z

R(A) = the number of identical assets A subject to
the same threats

I The loss rating function i a logarithmic mapping
f- fo m L (i, A o a -o=n o r -1 rl ir.teer ale rI _Za nIfrom 0 to b. Tie zero ratLni indicates asset Isnot affected in a particular impact area I.

The functior. -s xpressed a=:

LOSS(iA) = log,[L(i,A) ]

b. Threat and Vulnerablity Evaluation

This stao identifis each threat which could
possibly affect the assets of .n activity, provides pe -ti-

nent textual descriptions, and expresses the probability of

an attack with an acnualized frequency rating. The first

description defines the threat and enamerates specific

threat agents. The seconl description discusses the vulner-

abilities which are susceptible to attacks by threat agents.
The last descriptiD describeas existing countermeasures

39

0 lf "1 1 ll ' ~ l illl " I lillm' l-% ii l ll~ ~ .. .



_nstalied -.c count er thosce att%_zks. EXIMPI.es 0~ t 1. -

commom to the current eiioot r eviroament are flati-

* fied in the implementation consi Irations.

Since the realization of a threat car h av -a n

impact assets in four areas, foair frequency occurrences must
be estimated. The frequency o)ccurrence represents, on an

annualized basis, howi often a threat aga can be expected

*to penetrate the defenses of ia activity and successfulll y
at t:a ck ass ets. This step :oncj.udes by transformi.ng the

frequency occurrencea for each I pact area into a frequency

of successful attac:k ratinq; rRef. 17: p. 101. T he- ~ode 1
component for this step is summari.zed inrable III.

C. CM puta ti on of: ,he rotal Annual L:Oss Expectancy

(AL E)

The final step of the risk iaalysis calculates

the ac ti"vity's Total kLE by a ser~es of computations. T he

To-tal ALE quantifies th=e awecage= yearly risk expcsu=e :n

doll-ars resulting fromu modifizcation, destruction, d i_clo0-

sure ordeni"al of se~rvice. rhe activity's ris epour

reval te dgre o whi.ch the exist n; vulnerabilze

permit threats to be realized agaiLnst the -assets of the data
* ~processing environment. The firtcmuair.ue l,~

of all assets and t.hreats for each impact area. An al

(uncapitalized) is zomputed forz each combination of loss

rating (of a single asset) arid frequency of successful
attack ratiJng (of a single theaits paired by the same imoact

area (Ref. 17: p. 10. This ale is the ri;sk exposure for
that specific asset ind -threat intersection. The second

*computation computes the ALE foc impact area i as the sum of

all. ale's in impact area i. rh=- last computatiJon totals the
four impact area ALE3. The zolsl component for this last

step is presented in Table IV.
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rABLE II. Threat and Valnerability Evaluation Model
The frequency occurrence function, F (i,T) , is
astochastic estimate of the frequeacy per year
of successful attack by th:eat T in izpact area i.

The function is expressed is:
F (i,T) = function D(T) , V(T), C(T) ]
W here:

i = the threat impac-t a.ea (modification, Ies-truction, diszlosura , or -"~a of s- vie

T = the uniquaely named threat

D(T) = the definition of threat T aad listing of
of specific -hreat an..ts

V(T) = the discassion of ta . vulnerabilities which
allow threat r to miterialize

C (T) = the description of :he existing countermea-
sures to :ounter threat T

I The f-eguenqy of succes=fal attack rating is .
mathem atcal mgaping frM F ( T) onto an ordinal
in'tege- scale ngn f : to 3. The zero
ra-ir.g indicate _. -tr-s ao t aff _ . .c a -..
of the act viZ' s assats a a Daticular impac

-. area a. Aft-3. the ratia: is csmputed, _t is
rounded to the nearest ing.r.
The function is expressed is:

ATTACK (i,T) = 1o 10(3300 x P (i,T)], rounded

2. Im lementation Consi ertions

Top manageme.t begins this .phase by selecting the

risk analysis team aad providi.g them policy guidance on the

scope and depth of the risk iaalysis. The members are

assigned in writing and the;i accompaay ing duties and

responsibilities are documental. Team selection is based

not only on individaal diversity of specialized technical

.4



TABLE IV

Activity Total ALE Computation

The individual "ale" funztion is a mathematical

mapping from LOSS (i,A) and ATTACK(i,T) onto the
the annual loss expectancy, in dollars associated
with each combinationo o asset A aal threat T,
having the same impac-t are Je .
The function is expressed i.:

ale(i,A,T) =

1/3 * 10 .xp "LOSS(i,A) + ATTACK(i,T) - 3]

-he ALE fuiction bv i--,ra:t area " a " ISUTm84ion

of the "ale"s zomputed ab:)v and is expressed is:

"L _i) ~ ale(i, AT)
' ( l T

The activity T:tal ALE faaztion is a total of thlF,

four impact ea ALEs and is expressed as:

6Activity Total ALE T.LE(i)

talents, but also oa familarity with the activity's mission

and knowledge of the data processing servi=.s provided.

The scope and depth of the risk analysis depends on
the complexity of the data processing environment. The

SPLICE Network, as previously described in Section I.C.,

will be a decentralized, iat.zactive, telecommunications

environment. Risk increases in direct proportion to the

complexity of the data processing environaent. The SPLICE

falls on the high end of the zomplexity scale as seen if
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F:u ..a:~ b ec ias e h ths ;o4-tantia' 1v 7- :sk

exposure t hat thea p oli-cy g ai Ia n ce conzernirng h e r4:s k

ana.,ysis should at the least ailress the following.

The risk analysis condu--ted during the developmental

phase of SPLICE wil e difrntfo the anal ysis

conducted after the system is ooe-rational. The risk In the

developmental phase is quantifiedl either by simulating the

operational enviroame~t or by zomparing the eventual opera-

tion. to one already in existmenae. The analysis of the

developmental phase 19a.s with aducated estimates and dssign

t cns-e a 4c while tz analys-s Df the rin=

system deals with zoncrete data and missior.-sssen:.-a.

recruirement s. Since a zisk aalysis is raguired early In a

system's life cycle, hardwara aal software count.ermeasures

can be included in tie final specifications and implemspnted

*at a reasonable cost. if the risk is no t evaluated unti;l

the operational stage, many Itachni.cally feasible ccuntermaa-

sures are no longzer ?=actiJcabl-3 and less -efIfecti.ve con rcro
measurzes areS used to nanage the risk.

*As stated earle:, a :_-sk analysis IS re-Jiitia-tsd

either after fi-ve years or whenever --he data procsssing

environment has been affezted by a signific:ant change. Due

*to this recurring cycle, policy guidance is needed on the
appicailiy of a pre3vious zist analysis. Miost of industry

agrees that if five years has passed, then the risk should

be thoroughly reexiained and docunsntsd. )n the other hand,

if only one area has reali zed a major change and less -tha.

five years has passed, then onaLy that portion of the anvi-

ronment should be reevaluated. During the reevaluation, the

risk analysis team -_s cautioned not to overlook those areas

indizectly impacted by the chanje.

The final area reguiriaig poli*cy guidance concerns

the level of detail required tD document the estimated loss

expectancies and frequency )ccurrences. The degreea of
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aru -a:I g -a aer °::iy cor- z -

the time and resources required to conduct an ac-ivitv risk

analysis. The leveL of detail should be sufffici-n- eough

for the risk analysis to be judged credible and defensible.

Having discassed the 3olicy areas req'iing the

attention of top management, it is now tize to focus on the

practical considerations of actually conducting a risk

analysis. The guidelines provided in the next two sections

are general rules of thumb syniosized from Refs. 10, 33, 20,

and 21. Rsf. 10, Appendix E =cntains the forms required by
the DON for documeating an activity's risk analysis.

a. Asset Identification and Loss Expectancy

Assets waich function as a single ani-: o-

cation are identified, as a wh Le asset, since all 3f its

components must be working for the asset t be servizeable.

Likewise, if any conponent is damaged, the ant're asset
should be equally is likely to saffer the same damage a= -:e

componen-.. Asset identi:icatiDn proceeds by re-viewing -he
broad resource car.e gries iisted in Table V and b- i2.1ing

additional assets :,hit are unigue to the activity. The

current DON guidance states:

For each asset defined, all components of this asset
should be in the same phyiscal area, protected in the
same manner, and s.bjezt to laaqe b the same threats.
For example, consider six identical computers as six
separate assets bezause damage to one of ?hem would not
imply damage to all of them. On the other hand, do not
tre a ingle computer as a collection of subparts
because if one of these comDonents were to fail the
e ntr:e computer woild be datiged to a similar level.
(Ref. 10: p. E-2]

The level of disag~regation and the method for

determining the loss associated with each asset are two

areas which must be standardized to minimize individual

interpretations and double counting of losses. Some general
I



I TABLE V
Asset Exasples Identifiel by Resource Category

The Seven z:ategocies of Assets

_qoj Rg2E~sttative Smln

Information Sytm(audit trails, bootsta fles,
pecformangeI sttptc ..I31cation

hle3s) , and backup copiesI

IHardware Central pco=93singa system, storage melia
(disk packs, tapes, cardsh , special in-
:erface ?quI.oRsnrt (front-end-brocessors,I

aa!:i ase mfazh n =is) , a--J /0O - ve~s
(pritrtererai, disk~ drive s)

Software System (o~qrat, ing syst=m, compilers,
I~~~. .ui ao~e~ appla-on programs,

and backup zooies

Icommunication Telephone cir~uits commaunication11 pro--
e3sso)rs, modems, ana multiplexors-

IPersonnel C on out er (ooeCatOrS, programmers),
building (janitors, *guarls) , support
(aJilitors, se::atarial, mnageiuent-,
.Lbrarian) , nai.ntenance, and users

IAdmin st rati -ve Dozamntation, operationaal Procedures Idse giies, r/ proceduces and r=coA3
Ihs'a Environmental Sys;tems, bulIings, office

equipmen, 3a. p12.es and, a ux.liary power

guidelines cn the appropriate level of disaggregat-or. --hat

can serve as standarls are as fo)llows.

All inf ormati ot caqui&red to) perform a single funztion

should be grouped accordingly at that functional level.

*This is because only partial Information is riot suffi-

cient or performiag the appLicati. reape h

master and transiaction files of a payroll system must

both be available to Lssue paychecks. This same

4reasoning applies to the other soft asset categories of
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software and adminast=a -4v= locuments ani p-cc ad,-::.X

operating system aas many conponents sach as a job :~c

ular, main memozy maziae, 1/0 supervi s o : ~a :t ! rs,

*which must all be operable to perform the t-ask of

managing tbe overal~l system. To consider each component

as a separate asset would be incorrect because they all

act as a single unit.

The unique identification 3f fixed assets is somewhat

easier as their pthysical bouadaries are visually recogni-

zable. Fixed assets include the categories of hardware,

ccmmunication, and physical assets of an activit-y, and

are usually cont:Dllad by serial numoers and c-ustocdy

cards. As w.ith s of t assets, fixed assets are grouped

according to whether they act as a singla un: . For-

example, the opecitor console of a computer system must
be fuctionng, oherwi.se the comue sytem is inoper-

able. on the other hand, if one tape drive in an

nvcentcry of s-kA starts to nalfuction, only t ha: --ape

drive is affected, not all1 of Ithem.

* or teremai a-i asset zategory c f personnel, n::

universal grouping method exists. Each ac-ti.vit-,y must

decide based apoa thei:r particular situation which

gr-ouping alternative is best. Some Potential alterna-

tives are by skills, expeciance, salary, department

assigned, or job classifica-tion

6Determiniag the 13ss of an asset requires

careful attention to how essantial it is in supporting the

Mission and how much an activ:.t will lose if i*t is damaged.

The user expresses how essential an asset is by assi-gning it

a c. , 4,ia t 1 that reflects the importance g--vgn to

the utilization of that asset. As expected, it s not in

easy decision, and once made should be reviewad and appoved

by all levels of management :9ljing on that asset.
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For fixea_ 4L s, aa. S tS=ss value for Toa-::ca-

tion and destruction damage is 4etermined by -he _-roair

cost, orJiinai cost, Dr _-piacenent cost. Addi icnav. for

destruction, the loss value includes the cost of doing

without that asset. For disclosure damage, the user quanti-

fies the loss by determining the worth of the asset to

someone else, suzh as a hostile agent (any unauthorized

user). The remaining area of denial of service is much

harder to quantify. One must envision a izyical timeframe
during which the asset would be unavailable to satisfy the

user's demand for processing and estimate the maximum time
peziod that is tolerble f"o the user t) be without the

service of that asset. rhen, using these two timeframes,

one determines the estimated cost of getting -hat service
from a commerical tiiesharing company, realizing that the

user with the shortest tolerable time period has the most

critical need for secvice.

The soft a ssets of information, sofware, and
administrative docume.s and p:oceduzes are subject :0 the

same four areas of damage (modification, destruction,

disclosure, and denial of sarvice) as fixed assets.

However, in determining their loss values for mcdification

and destruction, a different aoproach is taken. Some soft

assets of an activity are generated by an internal project

team or created uniquely for a particular function of the

activity. This means that if such an asset is destroyed,

the loss value is estimated by the cost of recreating the

asset and of doing without it. For modification damage, the

loss value is determined by -it'her revalidating all the

files or recertifying the aIainistrative documents and

procedures. To quantify the lamage resulting from disclo-

sure or denial of service, the guidelines given for fixed

assets are appropriate.
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The is--1e o quaItifying -he loss valae Of
assets for wdich taare are repl-cement spaces c- du _ _ _ate

cc.ies needs cla-ifiatio.1. If a mina! is fdst:oY
which there is a spare, then the loss due to destruction is

only the terminal's replacement and installation cost and

does not include the cost of not having the service avail-
able. If no spare is available, then the loss from

destruction includes all three zosts. Likewise, some soft

assets, such as centrally desigaed software or off-the-shelf
documentation, are easily replaced from another activity or

commerical vendor. For example, if an application system

fcr which t here 's a dupi.=ate copy is o d:: i z

destroyed, then the loss value only includes the overhead

and computer running time ne e19 to install the backup. Thp

point is that the lDss value of assets for which ther are

rep-acements must oaly reflect the cost to install "he
backup and replace it. That :ost miaht include the addi-

ticnal costs c brin;g --h backap version into ope-nai

use.

When quantifying 1ie loss value of personnel,
one takes into consideration the availability of qualified

personnel, whether uaique traiaing c: knowledge is requied,

and the activity's aoility to ibsorb the loss based on the

, current number of skilled personnel.

In summary, the importance of this step cannot

,0 be overemphasized since the lata collected dramatizally

affects the analysis. The implementation considerations

presented should be viewed as a baseline for the :isk

analysis team. Many additional constrai.ts and guidelines

. are unique to each pirticulac activity and must be igenti-

*- fied and documentel.
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b. Threat and 7un ab lity !v aua.ticn

In the . ev- oas section, guidance was given on

quantifying the loss expectancy of assets. This section

addresses the opposite sile of that -ask: how an activity

* identifies the potential problems and hazards of running a

data processing environmeat.

The risk analysis team begins by marking those

assets critical to the activity's mission and adding those

additional ones which might be very attractive to someone

external to the activity. Someone may want the asset

because of wna: could be gainci by cor:upting i-:s

contents, learning its function or meaning, or denying the

activity possession.
With the assets just marked in mind, the team

- . then considers all the potental threats that, if realized,

- could inflict damage. One starts by considering the

possible adversaries that would take advantage cf any 3ppor-

tunity to at-tack the activitf. Basically, this means
Sst~n the mnost likely thzza g-nts (natural =envion.inta

factors, authorized isers, and hostile agents) and specu-

lating on how they could urt the activity.

To complete this review, it is prudent to ask

where might each attack occur, such as at the computer main-

frame, remote terminal, programming office, or tape library.

Additionally, one should ask when might it happen: during

normal working hours, on holidays, just after a shift

change, or during an emergency ;Lch as a system crash, power

* failure, or fire. 3y doing this additional review, poten-

* tial threat scenarios can be doz:aimnted and evaluated.

Having listed every plausible threat scanario,

the team determines how the pote ntial attacks could harm the

*activity. This refers back to the four treat impact areas

* of modification, destructon, disclosure, and denial of

49
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serv Ice. In a6,iio -7o 1--t~ the impac-: a

evaluati on is made concerning aow often a threat mighl~t be
perpsetrated . This eva.Lkuatioa izcounts f D: the probabi _:tv

of each scenario ozcairrir4, given the existing ADP security

posture of the activity.

In summary, oae ilentifies threats by consid-

erir.g those threats that:

*have been known t3 ozcur at the activity inthe past:

machine failrtefssemcahs information loss

and vandalism;
* ncheoccr w:x zcm= reas-onable orb-6,7it J_

geographic area: fire, earthguake, and flood; and

*could r es ulI fr:)a azcidental or Ineta eros o

humans. (Ref. 22: p. 32]

As a stair ting pD iat, some threats which are

common to the current data procssi.ng environment have bepn

j.:stad in Table VI. Additionally, the impact area(s) asso-

ciated w it h the realization of.! each threat Is (are) m a -kead

accc r din q y . The Sicamoi=es ara a revresanta::4v= s a mD noli

which the risk analysis team can use as a checklist o-f

potential threat areas. For a more exhaustive threat zevalu-

at--on the reader is encouraged to read Martin (1973), NBS

FIPS 31 (1974) , R;?f. 20, and Raf 22.
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B. NANAGEMENT DECISt2N

In this phase of the Risk .anagement Program, activity

* - top management judges whether the level of risk attributed

to the data processing environment is acceptable.

Before making that judgement, top management appraises

the risk analysis. This Eppraisal includes conducting a

sensitivity analysis on the data used to substantiate the

Total ALE and evaluating the t.zhnical merits of the overall

analysis effort. Th_ sensitivity analysis determines what

effects changes in the estimatel data can have on the Total
ALE. The technical merits zaa be evaluated by asking the

following types of questions.

• Did the users participate ii estimating the loss expec-

tancy of assets?

. Was the risk analysis team alequately skilled and experi-

enced to make the appropriate assumptions?

* Are the results realistic and defensible?

* Can the results be replicated by another team?

* .- * Were the calculations performed correctly?

. Were the existing :ountermeasares suffiziently considered
In the analysis?

. Did the risk analysis team alequately consider the autiv-t' isir and
iysmsinadusers' dependence on automated support?

If the results of the risk analysis are not accep'able,

top management identifies the deficienciss in the analysis

and rein it iates the Risk Analysis Phase. If the results are

acceDtable, top management approves the risk analysis.

After the risk inalysis -s approved, top management

determines whether al.l mandatD:y counteraeasures have been

implemented. This is done y zomparing the list of manda-

tory countermeasures with the existing ones documented

during step 2 of the risk analysis.
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Top management next evaluates the Total ALE. The dec-

sion of whether the Total ALE is acceptable depndvs

exclusively on the amount of risk that top management is

willing to assume, given the aCtivity's mission and users'

dependence on automated support. Many judge t-he level 6f

risk as acceptable when the loss per year is so small that

the acti-vity's overall mission Is not significantly degraded
ifthreats are realized. Sirc eah 'tvit" aauiu

combirnation of assets, vulnerabiliLties, personnel, and

security policies that establishes its data processing env-

ronment, no universally accepted ALE is appropriate for all

activities. (Ref. 23: p.2]

The pertinent decisi"ons relat i ve to this phase are

modeled by the decision tab.Le In Table VI1. rhe table is

-;divi*ded i n tc -two bl o:;cs (zon dition-s and act iors). The deci-

sior. table is read by 1F condition 1 AND condition 2 AN

condition 3 are true, TEN tate the action mnaked. When

evaluating each condition listed, note that the =coJumn

en t ri-es iidic*ate the conditional states of satisfied (T) ,

not sat;,isfied (F) , or has r- bearing (-.The acti-:: blc-k
lists each decision relevant to the various condit-io.il

states. T h ac tion coDlumn ent-rf 11Xt, indicates the action ro

be taken while a blank implies no action rsguired.

C. RISK CONTROL

01. Model

VThe Risk Control Phase is concerned with sel:ecnin
additional countermasuras to Improve the overall AD?

security posturp of the a ct iJ w-it y. Countermeasures are

selected which zeduce the f:agiency of particular threats,

minimize the loss expectancy associated with particular

assets, or provi.ds an alta:native mans of automated

support. Countermahsures are selected by an iterative
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tABLE VII

management D-Zision Model

0 Risk Analysis -redl
n ani Dfensible I I
i andatory Counternei- jT r F -

0 o Total ALE Accptabl -  T F -I I' n tI ,--- --- --- ------ ....
II -"Reinitiate RiskI" A An alysis ?hase I I X I

- Initiate Risk Control 1H hsePh s Ixx

n I Initiate*)prationl
IContauty Phise

I I

prccess, in which st-ps 2 anl 3 of the Risk Analysis Model

are repeated until the projectl Total ALE is reduced to an
acceptable level. This process Ls executed iteratively in

order to ensure that the set oE selected zountermeasuras is

the optimal set.

There are several constraints affecting the process

of countermeasure selection. The most sianificant

constraint is the required selection of countermeasures

which are designated mandatory by higher !athority and must

I be implemented regarless of any other zriteria. Higher

authority is defined as the Designatel Approving Authority

and the organizational chain of command in the DON.
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The second constraint is that each countermeasure

should provide a positive return on investment. That is,
the reduction in Total ALE (in annualized figure) as a

result of the implenentation of a countermeasure must be

greater than the annualized cost of the countermeasure. The

ammortized cost of the countermeasure 5s computed as the

annual operating cost pls the annual portion of the one-

time costs associated with that countermeasure. The annual

portion of the one-time costs is the sum of the development,

implementation, and/or installation costs, divided by the

number of years In the anticipated life of the

countermea s ure.

The four step model oE the risk con-rol phase is

presented in Table VEII, and described in more detail in

Appendix E of Ref. 1). Step :n. is the examination of those

countermeasures mandated by higher authority. Those coun-

termeasures are placed at the top of the priority list for

implementation. If the projected Total ALE with the manda-

tory countermeasures, is less than or equal to the maximum

acceptable Total ALE, the Risk Zontrol Phase is completed.

If the projected Total ALE after implementation of

mandatory countermeasures is still not acceptable, addi-

tional countermeasures must be selected fr implementation.

The selection begins by finding the countermeasure which has

the qreatest potential of lowering the projected Total ALE.

The process of selecting the aaxt best countermeasurre is

repeated until the projected rotal ALE is reduced to an

acceptable level. The process is iterative because the

amount of reduction asscziated with each countermeasure is
4 dependent on the other countermeasures previously evaluated.

This anomaly Is similar to the "law of dininishing returns"
when two countermeasures affect the same threat frequencies

or loss expectancies.
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tABLE VIII

Risk Control Model

Objective:

Choose C1 through :j so that

TALE(E + M + :1 +...+ Zj) < MATALE
" By: 1. Survey all maniatory zountermeasures.

2.If TALE(E + M) < MAr?%LE, go to step 5.

2. Choose countermeasure C1 such that:

TALE (E + 4 + Cl) is 3inimized, and

- TALE(E + Is - rALE( E + M + C1) > Cost(Cl).

If TALE(E + M :1) S .1ArALE, go to step 5.

3. Choose another countermeasure, Zj, such that:

TALE(E + ' + C1 +...+ Cj) is minimize., and

TALE(E + I + C1 +...* i) -
rALE (E + M + 1 ... + Cj) > Cost (Cj).

If TALE(E + M + C1 +...+ Cj) _< 4ATALE,
go to step 5.

4. Repeat st p 3 until:

TALE (E + .1 + C1 +...# Cj) < MATALE.

5. Develop Plan of Action for implementation of
necessary* countermeasures.

Where:

TALE (E + M) = Projectea rotal ALE with existing
and mindatory countermeasures (annual?

MATALE = Iximum acceptable Total ALE

Cost Cj) = hmmortizal zost of countermeasure Cj

TALE(E + M + 1 +,..+ Cj) = Projected Total ALE
with existng cout mrmeasures, mandatory
countermeasures, and proposed countermea-
sures 1 through j

* Necessary means nandatory and additional
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Finally, the optimal set of cDuntermeasures is

pricritized and schelaled for implementation. Top manage-

ment is responsible for approving that recommended st of
additional countermeasures and their implementation

schedule. Those consideratioas addressiag prioritization

are provided in the following saction.

2. Imlementation Considerations

The objective of the Risk Control Phase is to

prcvidc an approved, prioritized optimal set of countermea-

sures which, when implemented, lower the Total ALE of an

activity to an acceptable level. The task is not a simple

one, and requires that management devote adequate resources
in both expert manpower and time to accomplish it. Several

considerations must be made during the selection of counter-

measures for presentation to naaagement.

The first zonsideration, as discussed above, is the

selection of those c ountermeasures which are designated

mandatory by high authority. r a SPLICE network and iniivi-

dual SPLICE locatioas are required to implement those

countermeasures listed in Appendix J of OPNAVINST 5239.1A

(Ref. 101 and NAVSUPINST 5510.6A (Ref. 15]. Additional

mandatory countermeasures may be identifid .n future dcvi-

sions of the SPLIZE Security and Risk Analysis PlanK" [Ref. 11].

The second zonsideration concerns the Zost-

effectiveness of eac2 counterieasure. To be a candidate for

selection, a countermeasure must have a postive return on

investment. That is, the benefit realized by implem4nting

the countermeasure must be greater than the ammortized cost

of the countermeasure.

The final consideration in compiling a set of candi-

date countermeasures concerns the feasibility of each

countermeasure. Those coultirmeasures which the risk
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control team judges infeasible due to such things as

geographic location or technical limitations should be docu-

merted as "considered, but judged infesible." thorough

documentation and aaaigement participation is crucial during

this feasibility review to adequately address activity

budgetary constraint3. For those countermeasures judged

feasible and practical, top management initiates the appro-

priate planning and budgeting support needed for their

implementat ion.

To ensure thit the optiaal set of cour.termeasures is

proposed, the risk control tean analyzes the results of the

risk analysis fros several perspectives. The matrix of

assets and threats is examined to identify those threats

with the greatest potential for harm, in terms of their

threat frequencies. Specifi: countermeasures should be

considered which reLice the likelihood of those thr sats

occurring.

Additionally, the team reviews the matrix to iden-

tify those assets with high loss expectancies. It is

impcrtant to recall at this point that the loss associated

with an asset is not limitel to the replacement value of

that asset, but is often compounded with the value of the

service that the asset proviles. Those countermeasures

which minimize the loss expectancies associated with assets

should be considered for impl-nirtation.

Finally, a global insoection of the risk analysis

must be taken. During this inspection, top manaqeaent

relies on the technical expertise of the risk control team

to "read between the lines" of the asset/threat matrix and
to identify those valnerabilitles that allow a variety of

threats to materialize. The forms required for the evalua-

tion of countermeasures are provided in Ref. 10.

58

,4



• As explained in the Risk Control Model, proposed

countermeasures are selected in an iterative process.
*Countermeasures are normally targeted to reduce the vulner-

abilities of an activity and, when implemented, usually

affect multiple vulnerabilities simultaneously. Due to this

overlapping result, the effectiveness of a countermeasure

must be evaluated with respect to the entice data processing

environment before determining the total benefit that could

- be realized. Additionally, the implementation of a counter-

measure could in soie situations generate a more serious

vulnerability than that which the countermeasure was
intended to correct. In this situation, activity top

management must decide if the o=nefit gained outweighs the

weakness created. For example, a re-ommended software coun-

termeasure might require multiple, lergthy passwords to

improve access control. Unforturately, passwords of this

nature are often written down and taped to terminals,

thereby negating the effectiveness of passwords and creating

a greater vulnerability.

When the projected rotal ALE with the additional

countermeasures considered is less than the maximum rotal

ALE acceptable, :ae selection of countermeasures is

completed. The next task of the risk control team is to

develop a plan of action fo: implementing the set of

selected countermeasures. The development of this plan will

be guided by the availability and timing of those resources

required for countarm.asure implementation. When the set of

proposed counterseasares and the implementation plan is

approved by top management, the Risk :ontrol Phase is
*completed.

Recent ADP security literature provides documenta-

tion on a variety of countermeasures. A discuss.cn of many

of those countermeasures is provided in the next chapter.

59

:a



74

D. OPERATIONAL CONTINUITY

1. Mo d el

Like the Management Decision Phase, the Operational

Continuity Phase is modeled by a decision table. The table

is applicable at any time during the phase, which can be as

long as five years. Since the Risk Management Program

requires continual review of the ADP security posture of the

activity, the decision table should be consulted on a

continual basis.

Some elements of the decision table, which is given

in Table IX, deserve amplification. When an activity enters

the Operational Continuity Phase, a request for accredita-

tion is immediately forwacded t3 the DAA. If the activity

has no countermeasures which must implemented, this initial

request can also be considered a final request. If neces-

sary countermeasures are to be implemented, then a final

accreditation request will be sibmitted when their implemen-

tation is completed.

According to Ref. 13, an activity must conduct a
. risk analysis and be accredited every five years or whenever

there is a significant change in the system configuration or

facility. Therefore, a "Not satisfied" (F) in either of

these conditions reiiires initiation of the Risk Analysis

Phase, regardless of any other conditions. Finally, since

the Operational Continuity Phase can be entered from either

the Management Decision Phase or the Risk Control Phase, a

likelihood exists that the imp aaentation of countermeasures

is happening simultaneously wit2 the daily operation of the

4 activity. The respoasibilit--s and authorizations needed to

implement the necessary counterneasures is addressed in the

Implementation Considerations. When the Plan of Action for

implementing the necessary countermeasures is completed, a

4 request for final ac-rcditation is submitted to the DAA.
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TABLE IX

Operational Continuity Decision Model

C No.signif~cant. orhaTn I F

C os n cntt. an ofgura i or, or T T T T T F F
0 facility

dl < 5 years since last -

i risk analysis T T r F F -
iit Final accreditation I

I I
0 has been reqa.stel T T F F IT F iT F

I ermeasures have F F - - - -
been implemented

N Reuest Final .............. ---

A Withdraw Accrelita- x X X
c I tion request 2  lxI
" Continue Operational I I
0 Continuity Phase X X I
n I Peinitiate Risk I

Analysis PhaseI XjXIX3 X3

New mandatory =3untermeasures required by higher
authority.

2 Notify DAA aboat action initiated.

3 The scope of the risk analysis would depend on the
degree of chaage in configuration or facility.

-- _ __ _ -- - - - - - -• -

2. Imlementat i:n CoIsiderations

When this phase is entered, activity top management

has approved the results of the Risk Analysis Phase, and, if

the Risk Control Phase was execited, has approved a list of

necessary countermeisures and their "mplmentation plan.

This review and appcgval do ciuntation is submitted to the
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DAA in support of &a initial request for accreditation.

Upon receipt of the request, the DAA will issue an activity

accreditation that assigns e-a, ADP system of the activity

to one of the following three citegories:

_ ADP systems for which all cost-effective countermeasures

have been implemented,

* ADP systems with in acceptable projected level of risk,

but with some countermeasures not yet implemented (these

systems will be granted an interim authority to operate

pending implementation completion), and

- ADP systems with a unacceptable level of risk which

requires that operations cease until corrective measures

have been implemented. (Ref. 10: pp 3-2, 3-3]

As previously stated, the Operational Continuity

Phase includes implementing tie counterzeasures approved

during the Risk Control Phase (if any) and conducting an

ongoing audit and security inspection of the activity ADP

security posture. 3ne individual must be assigned these

responsibilities and given appropriate authority and

resources to execute them. T it person is designated the

Activity ADP Security Officer and is the head of the ADP

Security Staff. The responsibilities of both the ADP

Security Officer and the staff are presented in detail in

Chapter 2 of Ref. 10.
During the implementation of necessary countermea-

sures, the Plan of Aztion may raguire adjustments. To allow

for this, there must be a resoonsive two-way communication

between the ADP Security Officer and top management about

real world considerations and constraints. Some reasons for

fl modification might be unforeseen budgetary changes or

required implementation of a aei directed mandatory counter-
K measure. Additionally, the plan should be "tweaked" to

minimize the disruption of daily operations.
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When all necessary countermeasures have been imple-

mented and a request for fi.al accreditation has been

submitted, the DAA evaliates the effectiveness of the new

countermeasures by means of a Security Test and Evaluation

(ST&E) [Ref. 10: p. 3-6]. After the ST&E, the DAA responds

to the accreditation request b assigning each ADP systems

to one of the three :ategories liscussed above.

The Operational Continuity Phase is terminated when

policy dictates that another risk analysis is required. At

a minimum, the Risk Analysis P.ase will be reirnitiated when

in the opinion of top managezeit there has been a signifi-

cant change to the configuration (hardware or software) or

facility, or when there has beea a lapse of five years since

the last approved risk anilysis.

..-
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IV. TECHNICAL AND MANAGERIAL COUNTERMEASURES

As stated previously, the zurrent data processing envi-

rorment is viewed as a collection of assets. To protect

these assets, variouas technizal and managerial security

mechanisms are impleuente. rechnical countermeasures are

those internal hardware, software, and communication po-.ec-

tion mechanisms that ire peculiar to the &DP system and are

best addressed in the overall system design specifications.

Managerial, also called convent'onal, countermeasures are

those administrative, personnel, and physical mechanisms

that are commonly raguired for the protection of any envi-

ronment, automated DC not. .anageria! countermeasures are

implemented throughout the system's life cycle and are often

used to enhance the effectiveness of technical

countermea sures.

The ADP securit7 policie3 which industry enfLorces

through the implementation of technical anl managerial coun-

termeasures are:

m all users and devices require positive unique identifica-

K. tion and verification (authe-tication).
0 all interactions invclving isers, devices, and other

named system elgments will b- controllel by an authoriza-

tion strategy (access control.

• all activity within the AD? system should be observed so

" that users (authorized or not) can be detected and held

accountable for their actions (surveillance).

* all elements of the ADP system will function in a cohe-

sive, identifiable, predictible, and reliable manner so

-V that malfunctions are det-zted and reported within a

known time (integrity).
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The countermeasures discussed in this chapter are organ-

ized by the four ADP security policies presented above. The

countermeasures are iot ilentified specifically as techrical

or managerial because a :ombination of botd is reguired to

enforce an adequate ADP security policy. For example, the

authentication polizy is oftea achieved by implementing

passwords. For passwords to be effective, they reguire a

software mechanism to accept ani recognize passwords and an

administrative control to properly dist:ibute and audit
their usage.

A. AUTHENTICATION

Authentication zounte rm-3Sures prohibit the use cf

system resources by unauthorized users or devices b y
verifying the unique identity of the user or device before

servicing a request.

1. User Authenti: ation

User authentication is essentially a two-step proce-

dure of identity deffinition and identity verification. In

* the first step, the user provides his or her user identifi-

cation number and oassword du.ing initial log-on to the

system. In the sezond step, the system performs a table
lookup and verifies that the password provided correctly

* maps to the user identification number. Additionally,

administrattive coatrols ensire that each identification

number/password combination is assigned to only one user,

and that the user has not provided his or her unique number

i4  and password combination to someone else.

User authenticatiorn can be Performed to some extent

at the physical security level by such controls as: guards
stationed at p Ysical .try points, personnel

* sign-in/sign-out lo:books, and closed-circuit monitors.
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These physical security countermeasures ace not suffie-irnt

at the ADP system level, particalarly if the system supports

remote terminals or network comnunications. As an example,

when a user submits a batch job to the data processing

center in person, his or her ide.ntity can be verified. When

that same batch job is submitted from a remote terminal, the

user's identity is nD longer assured.

There are three methods for verifying a user's iden-

tity. These methods, which zan be applied singly or in

combination, are based on:

something the persen knows (e.g., a password, a combina-

tion to a lock, or a fact about the user's personal

background) ;

• something the person has (e.g., a badge, a key to a lock,

or a card with ma:hine readable information) ; or

* somethinq the person is (e.g., his or her signature,

speech, hand geometry, or fiagerprints). [Ref. 24: pp.

8-101

Several commercially d-veloped devices for rcoa-
nizing personal attributes such as firgerprints or hand

geometry are available. However, the cost of implementing

such countermeasures make them inpractica! for most Jecen-

tralized data processing env-ronmen-.s like the SPLICE

Network. The practicality of their implementation depends

on the cost of the countermeasure in relation to the amount

of protection needed to lessen the activity's potential

losses.

The most widely aczepted coaatermeasure for

, enforcing an authentication policy is the assignment of a

unique user identification numoer and password. The user

number is entered vii a badge or card, Dr entered from a

keyboard, whereas the password is generally enterel only

from a keyboard. Ia addition to its use in authertication,
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the user's identification number is also used in maintaining

a journal of his or her activities. Passwords, unf~rtu-

nately, have many potentially damaging vulnerabilit ies.

Some technical and managerial zountermeasures that have been

recommended by Courtneay (ef. 3: pp. 40 -43,], N3S [Ref. 24:

pp. 9 - 12], and Shaiker 'Ref. 25: p. 30,] as appropriate to

counteract the vulnerabilities of passwords are as follows.

* Password GeneratiDn and Selection - Passwords should be

comprised of a sufficint nunber of characters and jener-

ated in such a manaer as to assure a degree of proteCtion

commmensurate with the value of the assets. They should

be generated randomly, so that no associa:ion with a

particular user :in be detartad. Berian has suggested

that password geaeration be based on the concept of a

"virtual password" (Ref. 26: pp. 97-104]. The password

Is created at the time the user idertifis himstelf or

herself to the system and is based on the user's idanti-

fication number, social s =r:ity number, and, in some

cases, the user's departi-=at number. Ref. 26 also

provides a sample algorithm that is suitable for gener-

ating a "virtual password."

* Password Distribution - Passwords for accessing the ADP

system should be distributed only to users meeting the

ADP system's need-to-know ad need-t--utilize criteria.

The use of a unique password by a user to access the the

ADP system, the iplication system, and the network is

endorsed by industry and is used by several commani and

control ADP systeus within thea Navy. This hierarchy of

* access requires that the user be authenticated at the

system, application, and network levels. Each password

should be personally delivered to a user with instruc-

tions to memorize it, or it should be transmitted over a

* secured communication path t) the user. If the password
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*s transmitted, then either the user should immedi aely

initiate a password change or, if implem2ented, an auto-

matic password change routine should be invoked after

initial log-on.

Password Storale PrDtection - Passwords are usually

stored in a file located in main memory. The fi1e is

therefore vulnerable to tampering. To protect the pass-

word file, an appropriate rountermeasure is to ei-her

encrypt the file asing the Data Encryption Standard (see

Ref. 27) or pass the file through a hard-tc-i-,,et trans-

formation algorithm. TIe algorithm should be

sufficiently difficult to prevent a zode breaker from

successfully breaking the zole with a reasonable amount

of time and resourzes.

Password Usage Protection - Passwords entered via CRT or

printing terminals should be prevented from display by

masking the keyboard respoasa. Additionally, a securiy

alarm or a terminal lozkout should be generated automati-

cally after a specific number of unsuccessful arcess

attempts or a sperifir time delay has =lapsed since the

last access attemot. In order to uncover possible unau-

thorized usage of a password, it is suggested that each

user be shown a razord of the most recent accesses under

* his or her password upon lo;-on. To protect passwords

during a communirations transmission, an appropriate

V countermeasure is to use either an enrryption technique

or a protected coumunications distribution system

(Ref. 10: p. F-39]. The Bystem should also respond in

the same manner to a valil identifiration number and

invalid password, is it does to an invalid identification

number and invalid password. Ihis prevents a user, who is

attempting an uniathorized izess, to know whether the

identification number is valid or not.
I
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Password Lifetime - Passwords should be changed pariodi-

cally, since the likelihoci DE them being surrept-tioisly

discovered increases with tize. Also, if a password is

compromised or a aser's access right is revoked, then the

password should be immediately invalidated.

2. Device Authentication

Besides autheanticiting in authorized user, the ADP

system should be able to uniquely recognize devices that are

requesting services. This is particularly important when

evaluating the threats posed by remote or portable termi-

nals. An appropriate technical countermeasure is to raguire

each device to be eqiipped with circuitry which will respond

automatically to an interrogation command and traasmit an
identification cole. rhis handshaking between the ADP
system and the remote device is accomplished either by an

exchanae of identification codes o r by the successful execu-

tion of a particular algorithm. The ilentification code,

also called a security code, sh~uld identify the particular

device and be unigu. within the system. This permits a

system-wide journal to mainzain a log of accesses by device.

The device's circuitry should be protected in tamper-

resistant housing, and, i f the amount o f pr ott-io r.
warrants, the transmission shoull be protected by encryption
or a protected commu nication s distribution system.

(Ref. 24: p.22]
If the system services devices which are not

directly connected, it should be capable of initiating a

call-back procedure that verifies the device's identity.

This call-back procelre makes ise of a remote access list,
which must include device identification codes and a set of

authorized logical aldresses or telephone numbers from which
4 each device can originate a _agaest. Impl-menting rither of
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these countermeasures will enable the ADP system to guard

against an unauthorized device nasqueradin; as an authocized
one.

B. ACCESS CONTROL

Access control countermeasi.es enable properly identi-

fied users to access only those system Zrsources for which

authorization has besa granted. Traditionally, authoriza-

tion in conventional systems his meant that every system

element is automati ally graated access to every other

system element, ainless spezifically prohibited. In

*contrast, ADP systaas base authorization on -she "least

privilege" principle, which states that a system element As

expressly prohibited from accessing another element, unless

authorization has bea explicitly granted. This principle

limits the damage that can result from error or malicious

*attack and restricts the access of system elements to a

protective domain.

Before discussing the design considerations foz access

control mechanisms, an explaaation is required of what

constitutes a subject and an obj ct. A subject is an active

entity in the ADP system that corresponds to a process or

task acting on behalf of a user or the operating system. An

object is either a s~ftware created entity which reprasents

a collection of information (e.g., file, directory, or

program or a hardware recognizable entity like a terminal

or special-Furpose register. kn access matrix conceptaally

represents what subjects can iczess what objects and speci-

fies what access rights (read, write, delete, e4c.) the

subjects have to the obje-ts.
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1. ccess Control Desig~ C2,;siderati ons

The design of access control mechanisms i'S bassd on

*three considerations: (Raf. 28: pp. 192-217]

* - .Access Hierarchies, which automatically give prilvile ged

subjects a superset of the arce=ss rights of nonprivileqge

subjects. Privileged subj?:ts are -those active sntiniAes

of a two-state machine that o)perate .L the supervisor

domain. A subject operating in this domain has accss- to

all objects in the system, zar. create and delete objects,
*ntiate and terminate ussr processes, an*xct rvi-

leged instructions not available to subjects operalting in

the user domain (nonprivile9gal subjects) . For e Xaiplq,

processes in the supervisor domain can change process

status wcrds and execute i/o instructions, while those in

the user domain can only request those services be

provided on their behalf.

*Authorization L--sts, whicht associate with each object

those subjects which have azcess rights to it. Theas e

I.sts are- typically used to) o)rotect owned objec-s such as

f J 1 s and data.
*Capabili.ties, which are like "ti-ckets" for objects;
possession of a cip ability uodtionally aurhorizns -the

holder access for: all ass)ciated objects. In o The r
words, associated with each subject, is a capabili ties

li:st which speci--fies the si bj ect s access rights to a

"st of objiects.

Access control can be segregated :n to sev eral

4levels: system, subsystem, file, record, or field, where- the

subject's access rigats are delineated at each level. With

an access control miechanism designed to mediate accesses

dewn to the field level, a greater likelihood exists of
detecting a vi-olation or misase of system resources.
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However, such a design significantly increases the number

and types of accesses to be verified and generally leads to

a deqradation of system performance.

Access control countarmaasures are mplemented by

software routines which execatB in the supervisor domain,

and are invoked by the file manaqer to grant or deny access

when symbolic references are made between subjects and

objects. As shown in Figure 4. 1, the access control matrix

identifies all subjects and objects in the system and

defines their relationship. If the matrix were directly

implemented, the time required to validate an access request

could be unreasonable due to the potentially large number of

empty spaces in the matrix.

Depending on the system software design, the access

control countermeasure, which enforces the r:?lationships

depicted in the matrix, can be implemented in different

ways. One approach is to organize and store the access

relationship from the subject's perspectIve, thereby elimi-,--..n reainshp frm the majetrix histvteeyei

nating empty spaces in the matrix. This perspective, which

is called a capability-list orientation, taintains a zapa-

bility list for each subject giving both the subject's

access rights and its related objects. The advantage of

this approach is that once the subject's capability list is

retrieved, the time required to validate subsequent access

requests is minimal. [Ref. 28: pp. 207-218, Ref. 29: p.

169 1
A second approach is to organize and s-ore the rals-

tionship frcm the obje3ct's perspective, where once again the

4 empty spaces are eliminated. rhis perspective, which is
called an authorization-list )rientation, maintains with

each object a list of authorized subjects and their re-spec-

tive access rights. The advantage of this approach is -hat

72

"o



DBJECTSfFIile A Fie BDevice C

User R, 11 E W

Process 1

U" User I R,U I I
B Process 2 11

I - ---- ---------- I-----------
C User E i

C E
r-"User D2

Process 4

R - Read W - Write E - Execute
U - Update D - Delete I

Figure 4.1 Access Control Matrix.

once an object has been request-l, further requests for the

same object can be readily processed. (Ref. 29: p. 169]

Each of the ipproachas liscussed above has a serious

maintenance problem. For example, when an object is removed

or a subject's aczess rights ire changed, an exhaustive

search is needed to update all affected entries. This is

very t6ime consuming when usin; a list based strictly or

either capabilities ). authorizLtions. Ref . 29 recommends

an authority-item approach to overcome this deficiency. The

approach is explained as a methDd for

organizing the access control information into authority
items, each of which zorresponds to a user (sub ect).
Furthermore, everr resource (Dbject) in an autho::*ty
item is linked wi-.h the sam-- resources (objects) In
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other authority items. Thus, the authority it 4m
approach supports -apability lists direztly and access
(authorization) lists indirectly through linkages. In
this way, search Df authority items Iue to removal,
changes, and suspensions aged not be exhaustive.
Ref 29 p. 170]

Regardless of the approached pursued, the overriding

consideration is to reduce the time needed to grant or deny

an access request and to provide a flexible mechanism that

car readily adapt to the dynamic interaction between

subjects and objects. For additional information on
different iplementations of ac=cess control countermeasuzes,

the works by Stiegl.r (1979), Buttar (1990) and Gladney

(1975) are recommended.

The implementation approaches presented above were

directed towards alternative design proposals for the azcess

control function. rhese same considerations apply equally

as well to the desiga of a data base management system since

it also is concerned with ensuring that only authorized

users gain access to resources "Ref. 30: pp. 229-252].

C. SURVEILLANCE

The su rveiiiance countermeasure detects and reacts

appropriately to any internal system activity that it has

determined may constitute a sezrity threat. In order to

determine the source of this th.eat, the system must have a

means of achieving strict personal accountability for all

users (unique assignuent of identification numbers). A

surveillance countermeasure needs the capability to concur-

rently perform two functions: threat monitorin; and

security auditing. For the cointermeasu:- to be effective,

the events to be ionitored aai logged must be approved

during the design DE the ADP system aad the capability

implemented prior to its operational use. The surveillance

countermeasure is usually implemented to operate in the
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privileged domain and, like all other system sof-wa =,

requires protection from unauthorized modification, dest-uc-

tion, disclosure, or denial of service.

Threat monitoring is the real-time detection o- a

successful or attempted penetration of the DP system. The

threat monitor observes all user and system interactions to

ensure that the prDoer actions and responses are being

exchanged. If the monitor detects a security violation

(penetration attack), it must r.cord the event and take some

automatic action, depending upon the severity and effect of

the violation. This action zould range from printing a

security alert message on the operator's console to sounding

an alarm in the ADP Security Officer's location. In

designing the monitor, one must address what information, if

any, should be returaed to the iser attempting to compromise

the system and what the disposition of the user's program

should be if execution had been initiated.

Security auditing concerns the logging, analyzing, and

reporting of security-related events, in particular, any

* attempted or successful security violation. The logging

* function collects aad records in a historical file such

things as the user's identification number and time of

log-on, the devices from w ich the user has entered

commands, programs, and files, and any other system data

unique to the particalar user session (e.g., general r-gis-

ters, memory bounds, location of virtal memory table)

[Ref. 29: p. 166]. The logs are used to provide an audit

trail of system activity and to assist in the investigation

of recorded security violations.

Analyzing and reporting of security-related events is a

Joint responsibility of the sur-veillance software counter-

measure and the ADP Security 3fficer. The countermeasure is

normally designed to naintain sr-atistics on security-related

events and to prepare standardize reports on such events,
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while it is the ADP Security Officer that interprets these

products and takes appropriate iztions to zorrect the docu-

mented vulnerabiliti.-s. It is intended that a surveillance

countermeasure will izt as an effective psychclogical deter-

rent to the user who tight otherwise consider abusing his or

her privileges.

D. INTEGRITY

Integrity is t.xe quality of protection that assures that

the ADP system works in a cohesive and predictable manner

regardless cf the operating conditions, that technical coun-

termeasures are effective ii maintaining the desired

security level, and that the ADP system is adequately

protected from the ozzurrence aad impact of errors (Ref. 31:

pp. 15-17]. Countermeasures for enforcing a system

inteqrity policy inclade zontrols for the internal (hardware

and software) system, prDcessia;, and system errors. The

technical countermeasures presented in the following

sections have been synopsized from Refs. 29, 32 and 33. The

listing is by no means exhaustive, rather it repesents

industry's judgement of the most effective countermeasures

for today's hardware and software. These countermeasures

are not usually identified explicitly as security meschan-

isms, but are oftea present for assurin-g a high degree of

system reliability.

I. Internal ~Syam Controls

In today's multiprogramaing and aultiprocessin; ADP

-* systems, many users are concurrently sharing systsm

resources (memory, CPU, aad I/0 devices) and programs. The

multiplexing of these elements imong many users has created

a need to isolate (self-prote-ct) user programs from one

another, the system software, and the other system
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resources. This isolation of elements is achisved by

implementing various technical countermeasres that provide

for main memory protection, lTal execution states, and

virtual machine monitors.

a. Main Memory Protection

Main memory protection concerns the ability to

protect partitions Dr portions of main memory from unwar-

ranted access by user pcograms. Main memory is usually

divided into mutually exclusive areas that are managed by

the system software. The systsa software ioals these areas

:with as many user programs as n be efficiently serviced.

In previous generations, this meant bringing in a user

program, executing it for a pe.iod of time, suspending its

execution, and loading in another user program. This swap-

ping continued usually via a round robin servicing scheme

until the user program had finished execution. This is no

longer judged as an efficient use of main memory.

To overcome this inefficiency, a new architec-

ture developed which supports a virtual a emory capability.
The important characteristic of a virtual memory architec-

ture is that the address spize of a user program is

partitioned into a set of inlapendently allocated units,

some of which are main memory rsident during program axecu-

tion, and some of which are not. With this new approach,

the system software loads only units needed for execution,

hence a greater num.er of users can -, serviced and memory

usage is more efficient. [Ref. 32: pp. 32-33]

When the ADP system does not permit concurrent
A sharing of system resourc.s or processes by multiple users,

the traditional main memory protection countermeasures of

base and bound registrs or locks and keys are sufficient to

enforce an isolation policy. i.mory base and bcund regis-
ters are s et by the system software to specify the valid
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upper and lower main memory addresses for the currently

executing process. Nny attempt by the process to fetch from

or store to an address outside these boands generates an

interrrupt to the system software. When a different process

is brought in, the base and bound registers are changed to

describe the new pro-.ess' memory area. A lock and key coun-

termeasure is implemented by harking each location in main

memcry with a lock and each program with a key. When the

user program is brought into main memory for execution, the

system software compares the kef with the locks and unlocks

only those areas matched by the program's key. Each fetch

and store is automatically eaamined by the ha-dwa-e -o

confirm that the key and lock match.

When the ADP systen permits resource sharing,

these traditional countermeasures are not adequate because

they allow programs with diffecent protectiorn attributes to

concurrently access the same area of main memory. Ref. 29

recommends a solutioa to this problem that incorporates the

protection attribu.tes and size contraints in the address

translation table. rhis table is used by the system soft-

ware to map the virtaal addresses of a user program into the

physical addresses needed in main memory. [Ref. 29: pp.

108-1141

Some additional couatermeasures tha- are needed

to protect ADP systems which process sensitive business data

are as follows.

Ability to scrub (zero outl residue from main and secon-

dary memory before reallocation to another user process.

. A memory write protection fsature that prevents one

program from overoriting another. Any attempt to write

generates a system interrupt.
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b. Dual Execution Stte

The dual execution states of Privileged and

nonprivileged allow the CPU to maintain the two execution

domains of supervi.sor and user. The system software

-- executes in the supervisor 1da ain, thus it i s permitted

iwmediate access to all systea resources, including the

ability to execute privileged :Cian /Oisruton. O

the other hand, the user's process executes in the user

domain and any attempts to execu-te a privile ged instruzction

is automatically trapped by the CPU. Basically, this a=-ricr.

*generates an interrapt whiLcf signials the CPU to change to

*the privileged state and allows the system software to

execute the instruction on behalf of- the user process. This

countermea sure Is available o n almost all current ADP

systems.

C. Virtual 4achine Moaitors

The implaaentation of virtual machine monil:ors

allows each user program to have its owa v~r-tual machine

uniquely configured for It needs. The virtual mon-'-:or is

considered to be a .9anctionalli q2cMplelte machine with Its

own virtual CPU, memory, 1/3 channels, davi-ces, and any

*other virtual resources requested. The only thina it lacks

to execute a user program is the physical CPU. The physical.

CPU is -allocated between virtual monitors, working a

specific amount of time for each v-irtual CPU according to a

specified strategy. This allows for the t-ime-multi plexing

of each virtual moaitor on tq'e actual hardware and the

*dynamic reconfiAguration off the system to satisfy the needs

of a user program. Since each uiser process is contained in

*a specifically configured virtua environment, any att empt

to access a systen resource oatside that environment auto-

*matically generates i system int rr upt. Therefore virt,-ual
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machine monitors also -ortribute to an isolation (self

protection) security poliry.

2. Processi Con tros

Processing controls are mainly linited to adminis-

trative countermeasures suzh as standard operating

procedures and softiare engineering practices that indi-

rectly protect the ADP system and enhance the effectiveness

-of the technical couatermeasures. Some of the controls that

should be considered as possible candidates are as foll)ws.

* . Users should be restricted to programming only in

higher-level languages.

* Modifications to system aad ipplication software should

be implemented by a two-person control strategy. Two

persons must sign off on all changes tD the system soft-

ware before the changes a:9 made in the operational

version.

* A Configuration 11a.agement Plan which addresses software

- development and maintenance procedures should be
[ " mplemented.

* A Contingency Plan which lescribes -ha security proce-

dures for responling to abnormal operating conditions

should be established, pablished, and periodically

tested.

3. System Error :ontrols

System errors, also called failares, result in a

deqraded or unknown performance level and can be caused by

hardware malfunctions, software errors, or opera,o: errors.

Hardware malfunctions are causal by such things as the CPU,

memory parity, 1/o tnerfacr and communication lin, or

power failure. Software ezrrrs are con:erned with both

operating and application systems deficiencies and ar-
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attributed to incomplete design specifications and/or imple-

mentation. And lastly, operator errors result from i-her

badly defined operating procedires or simple human error.

[Ref. 33: pp. 104-105]

In developing countermeasures to protect against

these three types of errors, the designer must consider

error prevention, letection and recovery. Errcr prevention

is usually satisfied by providing sufficient redundancy so

that a component failure does not degrade performance.

Error detection req ires the 4DP system to be capable of

recognizing potential hardware and software malfunctions
before the entire system 3alts. Error recovery rela-es to

continuation of system functions after an error has occured.

Reccvery can be affected at several levels, depending upon

the severity and impact of the error. For example, if n

error could crash the system, tas recovery would be a system

restart; or if a program attempted to read past the end-of-

file, the recovery would entail an error message to the

user. Some countermeasares that have been suggested by

Carroll (Ref. 20: pp. 265-287] and IRW Systems, Inc.

(Ref. 33: pp. 129-173 ] as effective in counteracting system
errors are:

. hierarchically designed fault-tolerant ADP systems

* redundancy of hardwa-e and software components

* automatic backup hardware switchover

4 transfer of critical systen fanctions from software to

firmware or hardware

* dynamic checking of the syst-m's operating state with

appropriate recovery actions specified should an illegal

state be detected

* capability for logical consistency checks (e.g., simulta-

nious interrupt prevention, device address and existence

Ki check, and time cieck on propagation of signals between
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devices) with appropriate recovery actions initi--ated

should an inconsisten-cy be realized
*capability for selective ts:minPation, graceful degrada-

tion, automatic mnitiation of diagnostics, and graded

(warm/cold) restarts

*memory parity and addIress validation

*replication of Critical system files iancludinPg data bases

and audit logs

*employment of data integrity controls such as: checks
-fo r reasonableness , c;onsist ancy, and range, use of

checksum totals aid parity during data transfers, and

maintenance of a transaction journal

*timing and segaence checks D=ertinent to 1/0 operati4ons

(e.g., 1/0~ instruzt ion execution and I/0 transmission)
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V. RECOMILNDATIONS

A. RECONNEUDED SPLICE FUNCTIN&L SECURITY NODULE

This section provides recommended design specifications

for a software Security iodule to be incorporated into the

functional des:ign of th_ SPLICE Local Area Network (LAN).

The specificaticns ace based upon the assumption that all

data handled iithin the 3PLICE LANs will be classified no

higher than Sensitive Business Data. The design specifica-

" - tions recommended ii this section satisfy the protection

requirements set forth in Refs. 10 and 11.

As discussed earlier, a complex data processing environ-

ment like SPLICE is usually protected by enforcing the four

ADP security policies of authentication, access control,

. surveillance, and integrity. e SPLICE Security Module has

been designed as a collection of submodules, with a recom-

. mended software submodule fo: each policy area except

in-egrity. The integrity r.quirements of SPLICE have

already been addressed in Ref. 13 and, if implemented, will

be adequate. The integrity requirements address such things

as memory protection features, change control procedures,

memory parity, data integrity controls, and system consis-

tency checks. The recommended security mcdule is

* specifically ta'loced to satisfy the security requirements

of the SPLICE LAN and should not be construed as being

endorsed for all such e.vironnents. The terms used to

describe the Security Module a.d its intractions with the

* other functional modaLes of the SPLICE LAN have been taken

from Ref. 34.

4
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The functions of tha SPLICE Security Module are as

follows:

*Authentication of the user when accessing the SPLICE

C on f igu rat io n.

*Authenticati;on Df terminals and peripheral devices when

requesting or perfo)rm-i a service.

*Maintenance of an access control mechanism which enforces

the access rights as prescribed for subjects and objects

of the local SPLI:E Configuration and validazes reques-ts

for access to t~e SPLICE LAN and the Defence Data

Network.

*Maintenance of an o)nlin*e sacarity auditing mechanism t:hat

logs appropriate security related iLnformation required to

support subsequent analysis .Efforts.

1. Au thenaticat -:a

In order to enf orce an authenticati on policy,

authorized use of SPLICE resources must be controlled by

both an administrative and a software countermeasure. The
admnistrative ccuategrmeasuire requi-res that chu:an

device be uniquely identifiablea within the SPLICE LAN. The

software countermeasure necesstae th design of; softwar

submodules which fun~tion to ietify users, term~nals, and

* - peripherals.

.0 Chapter IV presented in detail numerous mechanisms

cons der-ad ef fectie Jn protec:ting a password authen~tication

countermea sure. it is racommealed that those mechanlsms be

evaluated for their a~plicability to the detailed design of

the authentication submodule.
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a. Authentication of Terminals and Users

The software submodule for authenticating termi-

nals and users should be invoked by the Front End Processor

(FEP) Module when the user initially attempts to log on to

the local SPLICE CZnfiguration (local system). It is

assumed that the FEP Module can recognize when a user is

logging on to the loal system and that it can invoke the

submodule when appropriate.

The terminal's identity should be chcecked by

requiring the terminal to transmit a security code in

response to an interrogation command. The code is then

matched against a table of authorized terminal security

codes. if a match is found, the logon procedure continues.

Otherwise, the security auditiag submodule (to be addressed

later) is invoked and appropriate actions for responding to

a security violation are taken. After the terminal's iden-

tity is verified, the use.'3 identification number and

password are checked in a similar manner. If a match is

found, the logon procedure is completed and control passed

* back to the FEP Module. If no match is found, the security

auditing submodule is invoked as before and control is

passed back to the FEP Module after appropriate actions have

L-en taken.

It is c ecom mende that the authentication

submodule fcr terminals and users be located in thq same

physical machine as the FEP lo.ule for each local system.

This recommendation is based on the need to restrct a

nonverified terminal and user to as little o the local

system as feasible. This subDodule will only be invoked

when a user (local, remote or satellite) initially logs on

to the local system.
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b. Authentication of Peripherais

The authentication submodule for ve:_fying the

identity of a peripheral device has not been examined due to

the lack of detailed design spacifications concerning how

the Peripheral Management (PI) Module interacts with the

local system. Once the desiga has been completed, iz is

recommended that the countermeasures presented in Chapter IV

Section A.2 be reviewed for their applicability.

2. Access Control

After the user's identity is verified, the FEP

Module forwards all subseguent aser messages to the Terminal

Management (TM) Module. T .e TM Module responds by

requesting that the Session Se:vices (SS) Module establish

and maintain a user session. After a session has been

established, the SS Module examines each user request and

invokes the appropriate generalized functional module nesded

for accomplishing the task requested. It is recommended

that the SS Module iavoke ths access control submodule to

validate the user's authorization rights before it invokes

any other functional module on behalf of the user.

The access control submodule should perform two

types of authorization control. First, if the user task

requests access to the SPLICE LAN cr the Defense Data

Network, the access control submolule should ensure that the

user has been authorized such an access. rhe second type of

ccntrol involves granting or denying a user (either local,

remote or satellite) access to a local system object such as

a file, directory, or periph-ral device to perform some

O action such as read, write or execute on that particular

object. f. the raguest is not allowed, the security

auditing submodule is invoked and appropriate action is

* taken.
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The design oE the access control submodule should be

based on the authority item technique presented in Ref. 29.

This design specification redaices the time required to grant

a user authorization request and allows authority items to

be easily modified when zhange; are made to the authoriza-
* tion rights of a user (subjecti or the access capabilities

of an object. The implementation of this countermeasure

requires that the authorizatioa rights of users and access

capabilities of objects be explicitly defi.ed and maintained

online for use by the access control submodule. It is

reccmmended that the access co2trol submodule be colocated

with the SS Module to minimize the time reguired to validate

a user's authorization.

3. Surveillance

In order to enforce a surveillance policy, It is

reccmmended that a security auliting submodule be incorpo-

rated in the design of the SPLICE Security Module. No

particular locatioa f)r this subiodule is recommended, as it

could be a candidate for relocating from one physical

machine to another as necessary to improve the overall

performance of the SPLICE Configuration. This submodule

will be invoked by the TK Module, the SS Module, the PM

Module, and any other module which can recognize a security

violation or system error. rhe appropriate actions for the

submodule to take when invoked are to log the event, to

notify the central system operator that in error or viola-
* tion has occurred, and if the error or violation is severe

enough, the user's log-on or session should be tezminated.

The security-related informatioa recorded by this submodule

should include at a minimum tria following.

. A system access log which identifies who accessed the

system, what terminal the !c--ess was made from, whether
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the access attempt was succ.ssful, and the date and -ime

it occurred.

An input/output log which identifies who requested the

service, what function (read, write, enter, print) was
provided, whether the funton was san theun. .n ssacessful,anth

date and time it occurred.

* A processing log whic.h records appropriate security-

related information about 3ystem errors and security

violations.

B. OTHER RECOBENDED SPLICE SECURITY MEASURES

It is recommended that NAVSJPINST 5513.6A bp revise.d and

reissued to accomodat. the miniaum mandatory countermeasures

listed in Appendix J of Ref. 13, which was issued subseguert

to NAVSUPINST 5510.6A. This woild allow the mandatory coun-

termeasures to be included by reference in the next ve rsior.

of the SPLICE Securit and Risk Analysis Plan rRef. 11].
The "SPLICE umbrellam contains many software products

which are being dev-loped by cntral Design Activities for

distribution to multiple activities. It is recommended that

the SPLICE Project Officer insare that each software product

is certified in accordance with OPNAVINST 5239.1A prior to

distribution [Ref. 1D: p. 3-1].

In the design of software products, the software

controls listed in Appendix I Df Ref. 10 must be incorpo-

rated. It should ilso be not-- that contractor developed

software and count rmasures are also subject to the

requirements of Ref. 10.

It is recommeded that the following actions be taken to

* help insure that the risk in SPLICE is quantified and

managed at an acceptable level.

- A Network ADP Security Officer should be designated early

in the lifecycle of the SPLICE Project. The ind.vidual
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so designated should be given a position high enough in

the project organization anl appropriate authority and

resources to manage the SPLI:E Risk Analysis Program and

effect the necessary design changes and operational

requirements.

* The Network ADP Security officer shouli develop and main-

tain a comprehensive checklist of threats which are

potentially present at any SPLICE activity. The reader

's invited to review the worcs of Martin (1973) , NBS FIPS

31 (1974), Ref. 23, and Ref. 22 for recommended lists of

threats. The checklist siould be made available to

activity risk analysis teams.

* The Network ADP Security )fficer should be given cogni-

zance of all activity security incident reports (Ref. 10:

p. 8-2] in order to ilentiff and monitor vulnerabilities

which potentially exist in the SPLICE Network.

* A risk management training program should be es-.ablished

to provide a consistent Risk Management Program

throughout the SPLICE Network. A list of responsibili-

ties for ADP security trainiag is provided in Chapter 10

of Ref. 10.

The appropriate Inspector 3-neral review pzogram for

every SPLICE activity should incorporate a security

review, as defiad in OPNkVINST 5239.1A (Ref. 10: p.
*. 8-1].

C. FUTURE RESEARCH 2IESTIONS

1. Validation of Socurit'y 192ule Specifcations

This thesis provides a formal program for risk

management, but does not attempt to quantify the risk in any

particular activity. Additional research should be accom-

plished in at least one of several ways. The risk of

operating can be estimated by simulating a "typical SPLICE
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K activity." This would require complete enumeration of all

assets in the seven resource zitegories, and a listing of

all "potential" threats facing a SPLICE activity.

Another rese-arch method would be to examine an

existing Navy activity that is designated to become a SPLICE

activity. By evaluating the changes in the data processing

environment due to the SPLICE :Dnfiguration, their impact on

the ADP security posture of tiq activity can be properly

examined.

By using one of these cesearch methods, the recom-

mended Security Functional Module can be validated and, if

needed, additional zountermeasmres can be specified for in

* the design of the SPLICE sDftware or implemented at the

operational SPLICE aztivities.

-2. £C.jtiq!f of Risk Marnale ent Prga

The Risk Manageaent P:gram models presentsd in

Chapter 3 formalize the conzepts proposed by Courtney

(Ref. 3], NBS (Ref. 17], and Fitzgerald (Ref. 19], and

adopted by the Navy in the DON ADP Security Program

(Ref. 10]. Although the model3 presented here reflect the

established concepts of tie various references, no attempt

has been made to analyze the validity of the concepts.

Both the Asset Loss Determination Model and the

Threat and Vulnerability Evaluation Model are essentially

exponential utility functioas, which eKhibit decreasing

* marginal utility. With respect to asset losses, this

impies tha . an asset loss of $1,000 with a total asset loss

l-vel of $10,000 is aot -s sigaificant as an asset loss of

$1,000 when the asset loss leveL is at $100,000. A simple

ri question arises it this ceasonLng. To a computer system

user, is the tenth lay of doia; without service less inpor-
tant than the first or second? Likewise, is losi:q the use

of a tape drive less significaat if you have already lost
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five tape drives thaa it is whei you have lost none? rhere

may exist an argum.nt that the marginal utility should

increase with increasing asset losses.

In threat ani vulnerability evaluation, less signi-

ficance is similarly placed on narginal risk as the activity

becomes more vulnerable or more threats are present. Is the

risk of a fourth or fifth atta-k not as significant as the

second or third?

Finally, thea gavy's risk management decision

problem should be more fully modeled. :urrently explicit

constraints are pla:ed on the aztivity ainager by the DAA

who sets a maximum azzeptable rotal ALE. Although not iocu-

mented in the Navy program, the settin; of the maximum

acceptable Total ALE is done by use of the DAA's utility

function. Certainly this choiza is made in light of o .her

investment alternatii.as, and with regard to the Navy system

of incentives, rewarls, and pen3lties.
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APPENIDIX A

LIST OF P:RONYIIS

ADP ha'tomatic Dita Processing (See EDP)

ADPSO katowatiLc Data Pro=cessin.g Security

3f ficar

ADPSSO katomatic Data Processing Syste m

Security :)ffi:ear

ALE Anjnual Loss Expectancy

ARPANET hIvan:ed Research Projects Agency

9-3twork

CPU :antral Proceassing Unit

CRC :yclizal Redundancy Chec:k

CRT :3.thode Ray rube

DAA Designated koproving A.athority-

DDN Defense Dati Network

DES Data Encryption Standard

FIPS Federal Iaf~rzation Processing Standard

(N1ational Bi:eau of Standards)

GAO 39neza. Accounting Offic=e

I/O Iaput/Output

4IP Internet Protocol

IPL1 Internet PrIvate Line Interface

4LC % Local Computer Ne~twork
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MC lonitoring Zenter

NBS National Buceau of Stanaads

NSO Network Secarity Office.-

0MB )f fce of 4anagement and Budgst

SPLICE Stock PoiLnt. Logi;stics Integ--ated

:ommunicatio.:ns Env!ioniisnt

ST&E Sacuri.ty rzest and Evaluation

TASO rarminal krea Securit61Y Officsr

TCP rransmiissioi~ Control Protocol

VMM Virtual Mac~ine Monto)r,

93



APPENDIX Bl

DEFINiriONS

The majority of the def ia;tions contained herein are

taken from the Department oE the Navy AutomatIc Data

Processing Security Program lanual, JPNAVINIST 5239.1A

(Ref. 10]. All definitions not from O?NAVINST 5239.1k~ are

referenced.

ACCEPTABLE LEVEL OF RISK. A judicious and carefully consid-

ered assessment by the approariate Designatel Approving

Author-,ty (D AA) that an autoiatic data procress-'ng (ADP)

acti-vi-*ty or network meets the minimum requirements of -appli-

cable security directives and ths provisions of OPNAVINST

5239.1A. The assessmert should take into acccunt '-he value

of ADP assets; threats and vulnerabilities; countermeasures

and their efficacy ia com:pensating for vulaerabilitiles; -and

* operatiAonal require-ments.

ACCESS. The a bi6lity and the mean-s to approach, communicate

with (i;nput to or rezeivB outpat from) , or otherwise make

use of any material or c:onponent in an ADP system.

Personnel only rece n computr ouptprdcs froa the

ADP system and not inputtin to or otherwiseiteain

*with the system (i. e. , n o 01ha adIs on" or other direct input

or inquiry capabilityi are not considered to have ADP system

access and are accordingly a.t subject to .he personnel

security requi.rements of OPN&VNST 5239.1A. Such output

products, however, shaill either be reviewed prior to dissem-

iniation or otherwise determined to be properly identified as

to coutent and classifi-cati-or. :Ret. 35]



ACCESS AUTHORIZATION. Password and/or user id recuired to

meet security restrictions for the resource being accsssed.

(Ref. 13]

ACCREDITATION. A policy decision by the responsible DAA

resulting in a formal declaration that appropriate secairJty

countermeasures have been properly implemented for th- ADP

activity or network, so that the activity or network is

operating at an acceotable level of risk. The accreditation

should state the mode of operation and any operating li-ita-

tions applicable to the ADP activity or network.

ADMINISTRATIVE SECURIrY. The management constraints; opera-

tional, administrative, and accountability procedures; and

supplemental controls established to provide an acceptable

level of protection for data. Synonymous with procedural

security. (Ref. 36]

ADP ACTIVITY. Any organizational entity with responsibili-

ties for developing, operating, or maintaining an ADP system

or network.

ADP SECURITY. Maasires reguicad to prctect against unau-

thorized (accidental or intentional) disclosure,

modification, or destruction )f ADP systems and data, and

denial of service to process dita. ADP security includes

consideration of all .ardwars/so)ftware functions, characte-

istics, and/or features; operatioial procedures,

acccuntabil ity procaures, a access controls at the

central computer fazility, remote comput.r, and terminal

facilities; management const--ints; physical struc-ures and

devices; and personael and comnunication controls needed to

provide an acceptabl- level of risk for the ADP system and

for the data or info-zation contained in the system.
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ADP SECURITY STAFF. Individuals assigned and functioning -as

action officials for ADP security within their respactive

organization:

.ADP Security Offi;er JADPS31
ADP Systems Security Officer (ADPSSO)
Network Security )f zier (453))
Terminal Area Security Officer (TASO)
Office Information Systsa Security Officer (OISSO)

ADP SYSTEM. An assembly of zonputer equipment, facilities,

personnel, software, and procedures configured for the

purpose of classifyin4g, sorting, calculating, computing,

summarizing, storing and retrieving data and information

with a minimum of aiman int.rcvntion. An ADP systsm as

defined for purposes of OPNAVINsr 5239.1A is the totality of

automatic data processing equipment (ADPE) and includes:

a. General and special purpose computers (e.g., digital,

analog, or hybrid computer equipment);

b. Commercially available cono)nents, those produced as a

result of research 3nd devlopment, and the equivalent

systems created from them, regacdlass of size, capacity, or

price, which are utilized in the creation, collection,

storage, Drocessing, communication, display, or disssmina-

ticn of data;
c. Auxiliary or acssorial equipment, such as data commu-

nications t-erminals, source data automation recording

equipment (e.g., optical character recognition equipment,

paper tape typewriters, magnetiz tape cartridge typewriters,

and other data acquisition devices), data output equipment

(e.g. digital plotters and coaputer output microfilmers),
etc., to be? used in support of digital, analog, or hybrid

computer equipment, either cable-connected, wire-connected,

or self-standing;

d. Electrical accounting machi.nes used in conjunction with

or independently of ligital, analog or hybrid computers; and

i,
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e. Computer equipment which sapports or is integral to a

weapons system. [ReE. 35]

ANNUAL LOSS EXPENTANCT (ALE). The ALE of an ADP system or

activity is the expected yearly dollar value loss from the

harm to the system or activity by attacks against its

assets.

ASSET. Any software, data, hacdware, administrative, phys-

* ical, communicatins, or personnel resoucce within an ADP

system or activity. See ADP RESDURCES.

ATTACK. The realization of a tareat. How often a threat is

realized depends on such faczors as the location, type, and

value of information being processed. Thus, short of moving

the system or facility or radically changing its mission,

* there is usually no way that tae level of protection can

- affect the frequency of attack. The exceptions to this are

certain human threats where effecive security measures can

have a deterrent effect. The fact that an attack is made

does not necessarily nean that it will succeed. The degree

of success depends on the vulnerability of the system or

activity and the effeztiveness )f existig -ountermeasures.

AUDIT. To conduct the indepenieat review and examination of

system records and a-tivities ia order -o test for adequacy

of system controls, to ensure compliance with established

policy and operational procedires, and to recommend any

indicated changes in controls, policy, or procedures.

a. Internal Security Audit. An audit conducted by
V personnel responsible to the management of the orgainzation

being audited.

b. Oxternal Security Audit. An audit conducted by an

organization independent of the one being audited.

[Ref. 36]
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BROWSING. The act of searching through storage to locate or

acquire information oithout neessarily knowing the exis-

tence or the format of the information being sought.

CENTRAL COMPUTER FACtLITY. One .;r more computers with their

peripheral and storage units, czntral processing units, and

communications equipient in a siagle controlled area. This

does not include remote comptiter facilities, peripheral

devices, or terminals which are located outside the single

controlled area, even though they are connected to the

central computer facility by approved coumunication links.

(Ref. 37]

CENTRAL SYSTEM OPERAfOR. A system user who by virtue of

security access control authorization has access to the user

mode and the central system operator mole of the command

interpreter. (Ref. 13]

COMMUNICATIONS SECURIrY. The protection resulting from all
measures designed to deny unauthorized persons information

of value which might be derived from the possession and
study of telecommunications, or to mislead unauthirize!

persons in their iaterpretatioa of the results of such

possesion and study. Also called COMSEC. Communications

security includes cryptosecurity, transmission security,

emission security, and physical security of communications

security materials and information.

CONFIGURATION MANAGEMENT. The use of procedures appropriate

for controlling changes to a system's hardware and software

structure for the purpose of insxring that such changes will

not lead to decreased dati security.

CONTINGENCY PLANS. A plan for emergency response, backup

operations, and post-disaster recovery maintained by an ADP

activity as a part of its security program. A comprehensive
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consistent statement of all the actions (plan) to be taken

before, during, and after a disaster (emergency condition)

along with documented, tested procedures which, if followed,

will ensure the availability of critical ADP resources and

. which will facilitate maintaining the contimuity of opera-

tions in an emergency situation.

COUNTERMEASURE. See section II.A.4.

DATA INTEGRITY. The state that exists when computsrized

.* data is the same as that in the source docaments and has not

beer. exposed to aczidental or intention al modificat ion,

disclosure, or destriction. :Ra.f. 36]

DATA LEVEL.

Level I. classified data.

Level II. Unclassified data :e9uiring special protection;

for example, Privazy ict, For 3fficial Use Only, tschnical

documents restricted to limite. distribution.

Level III. All other unclassified data.

DATA SECURITY. rh- protectioa of data from unauthorized

(accidental or intentional) zolificaiton, destruction, or

disclosure. [Ref. 36]

. DESIGNATED APPROVING AUTHORITY (DAA). An official assigned

responsibility to accredit ADP elements, activitiss, and

'. networks under the official's jurisdiction.

ESCORT(S). Duly designated personnel who have appropriate

clearances and access authorizations for the mate rial

contained in the system and are sufficiently knowledgeable

- to understand the sezurity inplications of and to conlrol

the activities and a:ess of the individual being escorted.

* [Ref. 37]
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HARDWARE SECURITY. :omputer eguipment features or devices

used in an ADP system to preclule unauthorized accidental or

intentional modification, disclosure, or destruction of ADP

resources.

MATERIAL. "Material" refers to data processed, storel, or

used in and information generated by an ADP system regard-

less of form or medium, e.g., programs, reports, data sets

or files, records, and data elenents. (Ref. 35]

NEED-TO-KNOV. The necessity for access to, knowledge of, or

possession of certain information required to carry out

official duties. Responsibility for determining whether a

person's duties require that possession of or access to such

infcrmation and whether the individual is authorized to

receive it rests upon the individual having current posses-

sion, knowledge, or control of the information involved and

not upon the prospective recipient(s)

NETWORK. The inte.zonnection if two or more ADP central

computer facilities that provides for the transfer or

sharing of ADP resourzes. The ADP network consists of the

central computer fazilities, the remote terminals, the

interconnecting communication links, the front-end prices-

sors, and the telecoamunications systems.

OPERATING SYSTEM (3/$S. An integrated collection of service

routines for supervising the sequencing and processing of

programs by a computer. )perati g systems =ontrol the allo-

cation of resources to a user and their programs and play a

central role in ensuring the secure operation of a computer

system. Operating systems may perform debugging, input-

output, accounting, resource allocation, compilation,

storage assignment tasks, and other "system" related func-

tions. Synonymous with terms such as "Mcnitor,"

"Executive," "Control Program," and "Supervisor." (Ref. 35]
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PASSWORD. A protected word or string Df characters that

identifies cr authenticates a user for access to a specific

resource such as a data set, file, or record.

PERSONAL DATA. Data aboit an individual including, but not

limited to, education, financial transactions, medical

histcry, qualifications, servize data, criminal or employ-

ment history which ties the data to the individual's name,

or an identifying nimber, synbol, or other identifying

particular assigned t3 the individual, such as a finger or

voice print or a photograph.

PERSONNEL SECURITY. The procedures established to ensure

that each individual has a background which indicates a

level of assurance of trustworthiness which is commensurate

with the value of ADP resources which the individual will be

able to access.

PHYSICAL SECURITY. Paysical security is the protection of a

material entity (property fr disruptioa of its safe and

secure state and is concerned with physical measures

designee to safeguac personiel, to prevent unauthorized

access to equipment, facilities, material, and documents,

and to safeguard then against espionage, sabotage, damage,

and theft.

a. The use of locks, badges, and similar measures to

control access to the central computer facility.

b. The measures regiired for the protection of the struc-

tures housing the central computer facility from damage by

accident, fire, environmental hazards, loss of utilities,

and unauthorized access.

REVIEW AND APPROVAL. The process whereby information

pertaining to the security and integrity of an ADP activity

or network is colle-cted, analyzed, and submitted to the

appropriate DAA for accreditation of tne activity or

network.



RESOURCE-SHARING CONPUTER SYSrE3. A computer system which

uses its resources, incluling input/output (I/O) devices,

stcrage, central processor (a:ithmetic and logic units),

control units, and software processing zapabilities, to

enable one cr more users to miaipulate data and to process

co-resident programs in an apparently simultaneous manner.

The term includes systems wit one or more capabilities
commonly referred to as timesharing, multiprogramming,

multi-accessing, multi-processiag, or concurrent processing.

[Ref. 35]

RISK. See section II.A.1.

RISK ANALYSIS (ASSESS HENr). &a analysis of syszem assets

and vulnerabilities to esta.blish an exp.cted lcss from

certain events based oa estimated probabilities of the

occurrence of those events. Ta_ purpose of a risk assess-

ment is to determise if countermeasures are adequate tc

reduce the probability of loss or the impact of loss to an

acceptable level.

SECURITY ACCESS CONSfRAINTS. rhe process and file access

restrictions impose by th a security requiremr.nts.

[Ref. 13]

SECURITY FILE. File containing user ids and associated

access constrairts. :Ref. 13]

SECURITY LOG. Data file onotaining violations of the

security requirements. [Ref. 13]

SECURITY OFFICER. Designatel individual who is responsible

* for maintaining the security procedures for the

installation. [Ref. 13]

SECURITY INSPECTION. An examlnat.on of an AD? system to

determine compliance with ADP security policy, procedures,

and practices.
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SECURITY SPECIFICkTI3NS. A letailed description of the

countermeasures required to protect an ADP activity or

network from unaut horized (accidental or inten~tional)
disclosure, modifiaton ad destruction of data, or denial

* of service.

SECURITY TEST AND EVkLUArI0E (SISE). An examzination and

analysis of the sezarity featares of an ADP activity or

network as they have been appliedl in an operational env-ron-

* ment to determine the securi4ty posture of the acti-vityo

network upon which an accreditati.on can be based.

SECURITY VIOLATION. Any attempt to gain access to the oper-

ating system, the operating system files and executablse

modules, or system user files and executable modules.

[Ref. 13]

SENSITIVE BUSINESS DATA. Data which reguires protection

under Title 18, USO 1905, and other data which by its nature

requires co ntrolled distributioa or access for reasons other

* . than the fact that it is z1a~sified or personal data.

Sensitive Business Data is recognized in the follocoing

categories:

a. For official Use Otly--Reg-ui;ring confidentiality of

irnformation derived from inspector General, authority, or

other Investigative activit.

b. FinPancial--Re;giiring protaection to ensure the Integrity

of funds or other fi-sc:al assets.

C. S ensit ive Managauent--RegUiring protection t o defend

against the loss of property, material, or supplie-s or to

defend against the disruption of operations or normal

managemient practices, etc.

d. Proprietary-Rgrn poctn to protect data or

infc:rmat-ion in conformance with a limited rights agreement

or which is the exclusive property of a civilian Corporitior.
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*or Individual and vw±ich is on loar, to the Government for

evaluation or for its proper us=- rn adjudicating contracts.

e. Privileged--Reguicing protaction for conformance with

*business standards or as reguired by law. (Example:

Government-developed information involving the award of a

contract.)

SPLICE CONFIGURATION. An integrated set of six hardware/

software systems reguired t: achieve the functional,

performance and capacity reguiLrements of the SPLICE

speci ficat ions. (Ref. 13]

SPLICE LOCATION. One or more SPLICE configurations in the

same geographical area (on the same Local Zomputer Network)

connected to Government-furni-shed equipment and in-terfaces.

(Ref. 13]

SPLICE NETWORK. Provides the zonnectivity between gr-ograph-

ically distant SPLrCE locations. Government furnished da-a

comuniatins lines shall coanect- the locations th~ough

common carrier lines and/or through a Goverr.ment-furnished

network. (Ref . 13]

THREAT. S ee s ectio r I I.A. 2.

USER. A person Dr organization receiving products or

services prcduced by a ADP system either by access zo the

system or by other meins.

USER ID. Data element input t) identify a system user and

to Label processing products resulting from the user-

iniiaedprocessing. (Ref. 13]

VULNERABILITY See sezction II.A.3.
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DEFENSE DArk NETWORK

This Appendix provides a short summary of the Defense

Data Network (DDN). The source document used is the Defense

Data Network Procram Plan revised May 1982 [Ref. 38].

A. GENERAL DESCRIPTI3N

The DDN will b- an integrated packet-switching data

network designed to satisfy all DOD data netwo~ks require-

ments projecticns tirough th- 1990's. The DDN will take

advantage of existing networks, notably the WWSiCCS

Intercomputer Network (WIN) and the Advanced Research

Projects Aqency Network (ARPhNET) , and will be based

primarily on ARPANET technology. Table X lists the standard

TABLE X

Standard DDN :omponents

Switching nodI hardware
Switching node software

rypto~ph~ devicesMi-T Z."s
Host front-e-ni devices
Host interface devices
multiplexors

1::: ccmponents to be used in the DDN.
There will be 171 switching nodes located at about 65

widely distributed sites. The switching node is a Bolt

Baranek and 'Newman (BBN) C/30, a microprogrammed
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m~nlcomputer c-osti-ng about $45,300 (inclading TEMPEST/HEMP

protection) . The Z/30 is designed f~.: unattended opera-

tiors. All. switching nodes will be located cn miitary

facil--lies and secured to at least the SECRET level. The

* network will have a principle System Monitoring center

(SHC), an alternate SMC, regi~nal Monitorin~g Centers (MCs)

in Europe and the Pacific, and MCs for each separate

community.

The DDN provides for increased survivability In sezverl.

ways. The 171 fixed switch;ing nodes and 9 fi-xed mCs willA

have HEMP protectio3 (EM shielding, ' :.r isolation, and

surge arresting protection) . Sites with no backup power

* will be provided ininterruptible power supplies (ups).

There will be five prepositionel mobile reconstruction nodes

equipped with MC capability. A dynamically adaptive routing

algor-.ihm wi automaically roite traffic around congested,

damaged, or destroyed swiJtches an4" trunks. Additionally, a

dense trunking grid will provide redundancy at all possible

points in the network.

There will be at least 999 availability between any ?:air

of single-hcmed users. Zritizal subscribers wi-ll be dua--

homed (a single azzess 1i- .je to two switching no! as) ,
providing at least 99.5% availability. Dual access lines mo

a single node can also be used.

Precedence lev9ls caa be asgned by oiianghosts

and terminals, and will be used in the allocation cf net-work

resources. Switchling nodes ?rovide for fou: levels ofA

preceder ce, wit-h preemption of lower przcedance cormu2:ca-

tiors. Category I (FLASH and FL&SH-OVERPRIDE) communijcati&ons

* will be processed In non-blocking mode exclusive of all

other traffic modes ind volumes.

Communications errors wllb minimized by the use of

error detection and correctio-n mechanisms. A Cyclical

*Redundancy Check (ZRZ of 15 bits is associated with host



messages on the access lines aad packets on trunks. A 32

bit CRC is used with SIP-compatLble hosts. Additi-onally, 16

bit checksums are provided on aa end-to-end basi.s within the

switch subnetwork and on a user-to-user basis via the

Transmission C-ontrol Protoccol (ICP). Error detection and

correction hardware i1s used in the switches for protectinra

a gain st memory failures and f:)r checksuiming of crit .ical

data structures and portions of, code.

B. SPECIFIC DDN HARDWARE/SOFTW&RE

1. SwItching N~ode

The BBM C/30 oackat switc -hing processor is a mulT-

board, microprogranmed mni:conputer, with 64k wordS of

rarndo~ access memory (RAMs whi ch supports a full rang;- of

syrnchronous and asyn::hrono)us I/) riterfaces. The C/30 sof -

ware is t he ARPANEr Interfaze Message Processcr (I-M?)

prcgram which can be loaded locally (fron a cassette) or

dowtline loaded frox a MC. rhe software provide:s the

following functional c apabilitias:

0Sr-or= and forward t4raffic proc-essing.

0 Host access and end-to-end traffic processing (with a

Kvariety of host acc;ess prot-ocols, see p. 33 of Eef. 38).
*Dynam-ic, adapti4ve, distributed routing which measuss

actual packet delays and routes individual packe-ts along

the least delay path.

*Monit-oring and control servi.

2. Internet Private Line Iaterface

The Internet Private Line Interlace (IPLI) is a

* security device, zcrently under developneat as part of the

Gray Tree program, w.lich will be used for end-to-end encr.:yp-

:4tio.. It is composal of three functional units: a KG 84
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cryptographic device and two H058000 based packet orocssors

(one on each side of the K3 34). Figure C.1 shows the

placement of the IPLI with eaca host for end-to-end encryp-

tion on the DDN. rhe software -n each processor wi1l be

based on the CMOS operating system, with the basic fuctions

nec essar y for the D:)D stanla:d internet ernv -onment and

monit-oring and control functions. The protocol interfaces

conform to the DOD Standard Internet Protjcol (1p). Sin-ce

the packet processing occurs at the lower level of the IP,

the TCP and other protocols which exist above the IP Can b .

supported.

Exclusive of the KG 84J, the estimated unit cost for

productiJon IPLIs (after FY84) in lots Of 100 or more is

$15,000.

3. Mini TAC

A mi4ni;-TAC is a terminal access device that allows a

cluster of up to 16 synchronous and asynchronous termina-ls

access to the network. it is logically equivalent to a

network host and will use the samie host-host protocols. The

ARPANET-based mini-TIZ software allows a terminal to connect

to hosts on the network. The- nini-TAC software multiplaxes

all the terminal-host connectioas over a single link betweer

it and the switching node. Sinrce .1i ai- TACs will.1 not

in'tially provide dial-up access, access will be over hard-

w.1red lines and controlled bv physical access control

mea sures.

The m6n i-TAC will be constructed around a Motorola

MC68000 microprocessor with aemory, 16 synchronous or

4asynchronous -terminal ports, and multiple network i-nt:race

ports (to allow dial-homing). The miai-TAC will meet

TEMPEST and HEMP requairements. m ini-TA--s will communicate

w ith other network hosts usin; DOD standard TCP and IP.

4 Terminal level support ijs provilel via the relnet protocol.

-- -- -- - - - - - - -
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Figure C.1 End-to-end Encryption.
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The mini-TAC will be designed for unattended opera-

tions. Control functions and hardware and software fault

diagnosis can be loa_ r=motely from a Monitoring Center.

Repair will be by board swapping. In quantities of 100, the

production cost per a.it is stim ated at $7500 plus $250 per

port.

C. SECURITY FEATURES

1. link Encrypti on

The K3 84 crypto devi e will be used on all back

bone trunks, on all access lines to classified hosts, and on

access lines to sites that act as MCs for the unclassifie

community. Because all hosts will use the IPLI described

above, co mmunicatin s on the trunks will be "super

encrypted." The link encryption wil! conceal traffic

patterns and monitoriag reports, which might yield traffic

analysis information. It also protects .C-swirch control

traffic, which is important 3ince this traffic includes

downline loading of sensitive switch software.

2. S-cur it Level Se:aration

Separation of subscribers operati.Yg at diffaent

system high levels is providel by the use of IPLIs (at least

one IPLI key for each different system high level), crea-ing

at least one logical subnet for each security level. Since

IP and subnet headers must b_ i n the clear for packet
processing within the s"itch, all switches are TEMPEST

enclosed and in military facilities secured to at least the

SECRET level. Establishment Df logical sabnets will guar-

antee against delivery of ccmmanications to any subscriber

outside the subnet. rhis guaraatee against misdelivery will

be used to protect statistical reports fro being delivered

to any hosts other than an MC. Each MC and the fake host in
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each switch that commuanicates with the MC will be members of

the logical subnet. Additionally, only the SMC can retrieve

and accumulate traffic statistizs.

3. ge1aration of Communiti-es of Interest

Communities of interest are subscriber groups which

present an acceptable level )r risk to each other and

require a high level of interoperability. Separation of

communities of interst is accDiplished through the cr=ation

of logical subnets by zryptographic means, by software

control, or both. For unclassified subscribers, the

switches provide the ability to efine logical subnets which

restrict traffic to flow only among the members of that

logical subnet. The number of subnets provided by the

switches is currently limitei to 16, but can be increased to

32 or 64.

Classified aser commaai.is will be separated by

" IPLI subnets (like- keyed IPLIs) Current policy limits IPLI

separated communities of int:et to 128 subscribers.
4 - 4. Individual A:ess Control

* .Access control to subscriber facilities is the

responsibility of the subscribers themselves. The network
will assure that a-ess of one subscriber to another is

controlled with respect to authorized security level and
community of interest, but will not verify that an indivi-

dual user (person or processi has valid access rights to

that subscriber.
5. krsonne Cleirances an_ Keys

All personnel with a:css to =witches must be

cleared to the SECRET level lue to the traffic analysis

potential. This clearance level also applies to all

personnel at the MZs. Personnel manning in MC for a secure

"" 111
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subnet must be cleared to the level of the subnet subscr4-

bers. Crypto technicians will be required for keying the

IPLIs for each commiinity ani for link K:3S. The keying

materi-al for each IPLI community is available only at the

IPLI sites. The keying 2aterial for the link KGs is ava-

able on a pairwise basis at the switch sites based or swtc

connectivity.
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