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current and projec<21 NAVSUP/processing and telescommunica-
tions applications. The operatison of +he more than =Zwenty
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increase the Navy's iepeadenzes on automata2d support, and
vill require that the risk of operatingy the SPLICE data
processing environaent be evaliited and managed 2= an accep-
table level, This thesis identifiszs the requiremen=s for
impiementing a Risk Managemant Program, provides 2 formal
model for +he quantification aid manageaznt of «risk, and
examines contemporary technical and managerial countsrmea-
sures which could b2 effactive in reducing <he operational
risk of SPLICE.
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A. INTRODUCTION TO RIS

Computers have baco

and government worli b
and applications that,
ally or not at all.

money *o acquire and operate computer hardware, Navy activi-

tics havy2 fgnia2

development, communica

ne+works, site constru

and the adminis*rativas
ment staff. More i
computers has affecta3
of Navy activities.
their computers that
either ~he activitiass w
or they would suffer a
effectiveness.

The in+roductioa

substantial increase in the risk an activity faces. For

example, the centraliz
associated with 2 rc2m
capability permits in
files with 1lit+le or

source. Additionally,
accessibility of visaa
automated support. I
paymen* books, anj

internal departmen+s ¢t
business. In a comput

- - om0

I. BACKGROUND

K MANAGENENT

me an int=2gral part 5£ +the business
y perforaing many of the cperations
in the past, were 2ither done manu-
In addition to speniing vast sums of

1

- m 2
T [t -

~3
7]
N
W

3 apol
tion 1liaks for rem
ction aal daily o
ovearhesaji 5£ a data orocassing dspart-
mportantly, the proliferation of
the day-to-day operations at 2 number
Many 2ctivities depsnd so hzavily =n
{f <+hs ccapu*ters czased operatiorn,
ould f2il +to zaccomplish ¢
ev

h cn
ers i=agradation in thei: mission
of autdnation has resulted <ia a

a*ion of 3ata and services is 2f+en
ote acs2ss capability. This added
+*errogation and "altsration of data
no chack sn <+the authenticity of the
ther2 1is ofter a reduction in +he
1 records accempanying the shift +
n a manual system, sales ledjers,
invoices are maintained by wvarious
o mana3y2 and monitor an activity's
erized system, thes2 same recoris are

10
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retainad or magnetic s=orage 123la

3 a
ai cally by a softwars progran. Ph2 accuracy and zauthen+icisy
n

> of these records has become th2 joint responsibility 2£ <h
data processing department and the user, which ofzen r2suits
Y

in uncertainty about the responsibility for data inzegricx

l“ Ul

()]

I. The question is who is responsi' for ths data -- the user

w
n

who originates the inpu+« and us the result, or the data

o processing departmant, which 21as day-to-3ay responsibili+y
- 1‘

for “he autcmated praocessing.

s

hese new risks havs azner-
ated an obligation of managemsn:- to protect this significant
investment and to provide for continuicy of <cperations

shoula a ca+tastrophe >r azciisn:t osccur. [R2f. 1: pp. 1-8]
p

Protection can b2 accomplisi=d by designing, developing
and implem2nting couatermeasicas These countsarm=2asures

[ 4
which can be eithar comme---ally procurzd or developed
in-house by the activity, must orzvent, minimize, or assist
+he da*ta processing 2nvironm2n: to <rCacovar from any acci-
dental or int=2a%ional ., 1nauthorizz3 modification,
des*ructicn, disclosure, or d2nial of secvice. This orocess
of safeqguarding dJdat2 processizy assets is called zu=omazic
data processing (ADP) security.

Perfect security is gsnesrally regardsd as una*:airable.
Therefore, the objective of 2 good ADP s2cucity program is
to reduce, for a r=2asonable cost, “he probability of 1loss %o
an acceptable level aa1d +5> provide adequatz recovery in case
of loss [(Ref. 2: p. 2]. A good program can only be achieved
by having tcp managem2nt uitimacsly <responsible for %the ADP
securi+y prcgram and by applyiag quantitative tachniquss to
determine how much protaction 15 needed > redﬁce “he risk
of cperating to an acceptabls laval.

There are many aporoaches t> help top manag2ment dster
mine the appropriate ADP security poliicy. The most endo:c-sed
approach uses risk ninagsment 2s “he t551 to develdp and
impiement that policy. Risk nazagsment is a methodology feor

11
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nalyzing an environma2at and ds-2rmining <he opitimal s2: of

countermeasures ne2d:3 to proviis sunfficiant pro=ection £or

tha+ environment.
The Ganeral Accounting 0ffice (GAO) report

.-hat "...

Tisk management is ac element 3£ managerial scizacs tha=z is

concerna2d with the ilantificatis>a, measur=msnt, con+trol, ard

minimization of inpact of wuncsrctain events

upcn organiza-

tions that depend uapd>a automated opera+ions" [Ref. 2: p.35].
Robert H. Cour<tney, Jr., a pidoneer of risk analysis t=ach-

niques, says:

Mcst management 3zcisions iivolve <“hz assumpeicn oF
risk--the chance that <hings nay no* <ura ou< the way we

hcpe or want them t). Dec*s')ns made o spite of uncar-
taintles 1and, intdee ia czcogri«is TTaf <ham ace

gereral.y accepbai as asszatial 2o dyr2aic successfial
managemen+ Host fre uen;’z, howaver, the k2 £0
sugcess lies not ! the willingnass t> accept_  upczc-
ba-n*y, or *o assume isk ut in the apili«y <co
zecognzz2 and guan, Lfy the eieqents of that _ctisxk so as
< ia 2 fully >bjective way. ([Ref. 3: p.

<0 d¢al with
4

B. REQUIREMENTS FOR RISK MANAGEMENT

1.

(1]
I
1

eral, Depaciment of J2£2nse ani Depi

X

=
w
i<

The first fa2ieral r23
securi+y and risk analysis was th2 Privacy Act o
major concerns precipi tated :hi w: ths to*

pe-sonal informatisn naintaina2d4 by Federal agenc

uilition that addressed Adata

£ 1974. TwO
al amount of

isg, 2ani the

poten+tial risk posad by the 1iacc=2asing us2z of computers ard

~sophisticated information systeas. The Act Jefi

responsibilities to guarantsze <“hat personal
about individuals collected by Pederal agancies

nes spec;fi
informatien
is limited

to that which is 1a23ally autho>rized and necaessacy and is

mairtained in a aannsr “hiz precluies

12
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in=zusicons uwpon Zndividual privacy. Thz Act raequicaes 3z2ch
agency to 2stablish appropriat: adminis+trativs, <+echaic
A
-

and physical safeguaris <o esnsa

[a)
a

the intagrity an
den+iality of personal Znforamation and to pro%tect 23ainst
any an*ticipated thr2ats or hazards which could result in
harm, 2mbarrassment, inconvenizice, or unfairness. ([Ref. 4:
p. 133]

When the Act became law 5n 31 Dec=2aber 1974, vir+u-

ally every agency ia the Fa2iscal governmant was impac+ed.
Because of its implsma2ntation rasponsibility, +he Office of
Maragemant arnd Budjg=2t (OMB) was oar+ticularly affzc+=4. oMB

responded to <*he Act by issuina 0M8 Circular No. A-108,
"Regponsibilities for the Maintzrance >f Records Abou+
Individuals by Fa2d2cal Agenciss," dat2d 1 July 197S.
Specific taskings associated with this circular are:

e The National Bur=ai of S*andards (NBS) is responsibls for
o

Issuing standards and guid=slines on <ccmpu*3r =20 da*3
security.
e The General Serviczs Aiministrazicon (G53) is zsspsasitle

for revising compiter and ta2lzcommunicitions procura2ment
policies *o ensurs complianc2 with applicable provisions
cf the Act.

e The (White Housa) Office of T2lecommuniczations Policy is
responsible for raviewing Fei=ral agency policy on inter-
connecticn and operational control >f networks and
communication sacurity devizss. [Ref. 4: p. 19]

The Privacy Azt of 1974 was the first in a seriszs of
events during the 197)*'s that focused national level at+ten-
tion on ¢the value and vula=2rability of Federal Adatz
processing. Followiagy ¢h2 Act, in the spring of 1976, three
GAO reports were published that brought congyressioral at-<en-
ticr to this growing concsrn 2an3l increas=i awaraness of the
potential risks faciag “he F242ral ADP coamunity. Shortly

13




thereafter, Senatdr abranam RioicofI dicescied +hs Coaniztss
or Government Operations to <conduct a pra2liminary iajuiry
into +the problems >f co>aputsr securizy. The Commiztes
subsequently issued two studies addressing the subject. The
first repor* review2l somz of th=s major tachnclogiczl is
and problems identified by 340 and provided an exten
collection of articlas written by experts in the fizli of
computer security [R2f. 5]. rhes follow-up -eport racom-
mended that OMB dira2ct Federal agencies t> pu% into =2ffect
appropriate computsr security csatrols and safeguards, <hat
NBS prepare physical and persoanzl standards for pr-otsc-ing
Federal ADP sys%tems aceceriing t> their sensitivity, and thaz
Federal agencies improve cooriination of compu<ter ressurce
prctec+ion efforts [R2f. 6: p. 276].

In respons2 t> these Coagressional recommendations,
OMB issuei Transmittal Memorandam No. 1 %5 Circular A-71 in

July 1978 [Ref. 7]. In anaouncing +*his comprensansive
Pederal computer sescurity prograam, OMB Director Jamas T.
McIntyre, Jr., saii,

Ccmpyter <%schnolagy now impacts almost esvery facet of
American life. Th2 protegtiog f_the_ <achrology agains=+
urnwarranted, unantaorized _2ai :1legal users is a major
challenge. This program addr:zsses that challenge in the
Federal Community. Ref. 8]

The Transmittal Memorandum requires each 2agancy
computer security orogram ) satisfy +*he following
requirement s

e Corduct a perioiic risk 1analysis <f>r each computer
Installation operated eithsr in-house or commercially.

e Assign responsibility for sscurity <*“o i management 95fi-
cial kncwledgeablz ipn data processiang and security
matters.

14
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s Tstablish a managszment <coatrol orocess %0 ensucts  that
appropriate administratives, tachnical, and prhysical s3f=-
guards are incorporatei,

e Ensure that appropriats security raquirements are
included in specifications for <the acguisition or cpera-
tior of computer ra2sources.

e Establish perso>na=2l sscurity policies f£for screening all
individuals participating in tke2 design, opesra%ion, or
maintenance of or having access +to Federal computer
systenms.

e cConduct periodic 2udits or 2valuations and recer+ify <«he
adequacy of +tha szcurity safaguards ¢f each operazional
sensitive applization.

e ZEnsure that approoriats conitingency plans are devaloped,
maintained, and tasted to provide for continuiiy of >per-
ations should aveats disrupt normal operations. ([R2f. 7:
p. 3]

Also in 1978, ©2rasidsatial Directive Number 24 was

issued which transft k actions ¢f the Whi+s qouse

Office o0f Telecommuni t

Deferse (DOD) and Dz>
i

wi<h “elecommunizat

he Depar+men:t of
>f Commerce. DOD was tasked
ns policy relating to national
security. All othar +zlecomnunications policy functiomns
were assigned to the National Teleco>amunications and
Infcrmation Administ-ation under the Department of Commzrcs.

Because DOD is the largest Pederal agency in terms
of personnel strengyth, buiget size, and nunber of computers,
i* is the most affected by th2 Faderal policies discussed
above. DOD react2d to OMB Cirsular A-108 by publishing DOD
Directive 5400.11 [R2f. 3]. This directive established a
DOD Privacy Board with oversight review authoriy, and
inciuded gu idelines for safaguarding personal data in ADP

systems as an appeadix. D30 approached Circular 13i-71

15
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somewhat less decisivaly. Sinz2 DCD had been faveclivel itk
the protection of claissified i2ta for years, it sournz O
apply the framework >f a-71 <> “hz existing classiflizd zz=zna

hz exis

and integrate the 2iditional protection requirements for
unclassifi=s3 ADD systens. Taz objectiva of DOD was ¢
develop an overall systematis concept t> security that
applied safeguards t> each ADP system comnensurate with the
sersitivity of the data being processed. DOD forwardizsd the
approach to OMB in a memd>raniun dated 30 Januacy 1980 an
appropriately entitlzl "A Comprzhansive Information Securi‘y
Program." By *he issianc2 of this memoranium, all miii-=ary
depar+ments were <task2d t2 =2stiplish formal risx manajzazn*
and computer security programs 31s Jelineat=z3 in Rz€. 7.

In reac*ion to “he oprip>sed comprahensive D22 ADF
Security Prcegram, +h2 Depar<aea: of +the Navy (DON) proaul-
gated OPNAVINST 5239.1, which assigned spzcific ADE secuczi-
responsibilities witain the Navy and established Desijna=zed
Avproving Authoriziss (DAA). Th= curzeatc varsion 2¢ -ais
instruction [Ref. 10] directs =zach Yavy activi<y =35 3s5s53u

b

ADF security —responsibilities, =s*tablish 3z Ac=iviev AlF

W

Securi<ty Pmdgram, implament 2 fermal ERisk Manzgy2mer-s
Program, and be accr2dited by ta2 appropriate DAA.
OPNAVINST 5239.%1A, to532ther with the ¥aval "Yat

Coamand (NAVMAT) aad the ¥aval Supply Systems Coaaand

-ial

W

(NAVSUP) Isplementations, sho>uid afte:r 1 pericd I <ime
substantially incr2as2 <+the pro:action €forded %o DIN ADP
systems. The zequirzaents £5r 13 Risk Managyamen* Progrinm are
summarized in Table I, whi:z lists <“a2 regula*ions arnd
reports published in the last daz2ie.

2. QOperatiopal Ragquiresments

In crder to 2astablish arnd manage an Activity ADP
Security Pregram, i« is encumbsnt on activity top manag2ment
(Commander, Commaniing Jdfficer, Of£ficer in Charge, or

16
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1974
1975

1976

1977

1978

1979

1980

1982

TABLE I
Federal/DOD/DIN Ragulations on ADP Securi-y

Privacy Act of 1974 (Public Law 93-579)

OMB Circular No. -108, "Responsibilities €for the
Maintenanca 2f Recoris about Individuals by
Federal Agencies," 1 July 1975

DODD S5400.11, "personal

T

D . = _Privacy and Righ%ts of
Individuals R2garding *hszir Persdanal Records,”" 4
August 1975
NAVMATINST 35211.2 "oarsonal Privacy Act and
Rights of [1d:viduals Rega:dlng theil Personal
Records," 26 Septszmber 137
NAVSOPINST 5211.1, "pzrsonal Privagcy Ac% arnd
Rights c¢cf£ Iadivicduals Regardlng _their Pperscnal
Recoris (Pthng Act >f 1974, Public Law 93-579) ,"
18 November 197
GAD Report, "Improvanant Negd23d in Managing
Automated Dezlslonmaklng by_ComButers Throughout
*he Federal 3overnment,™ April 1976
GAO Report, ?Comgute:-Related Crimes in Federal
Programs," April 1976
GAO Report, "Manpagers Need 4o Provide Betiz=c
Protection fo>r redefal Automatic Datz Preccessiag
Facilities," fay 1276
Senate Commi ttes on Governmsn“ JperatioLs,
"Computer _Aouses - Problams Associa+ted wi=za
Computer Tschnolog in Federal Programs z2nd

Private Industry," Jun2 1976

Senate Committee on _5overnment Op2rations, "Conm-
putéer Security in Fedsral Programs," February 1977

NAVMATINST 5510.17, "S=a2curity of ADP Systems," 22
March 1977

OMB Circular VYo. A-71, Transmit+tal Memorarndum ¥o.
1, "Secur:tg of F2i=2ral Automated Information
Systems," 27 July 1978

SECNAVINST 5211.1C "parsonal Privacy and Righ<*s
¢f Indiviiaals ﬁerta;n;ng to Their Persdnal
Records," 4 Dacember 1981 .

DOD Memorandun, "y Zomprehensive Information
Sacurity Proyram," 30 Jznuary 19890

NAVSOPINST 55310.6A, "S2curity Requirements €£or ADP
Systeas," 28 Yay 1880

OPNAVINST 5239.1a, "Dapartment of ~he Navw
Automatic Data Proca2ssing Securit Program,"

August 1982

PR G Ly Vg VU S G WUl S S i S



a

A AEIEE b Al A o

hahl IS bt A SLR RN £

T

T

Jdirector) to implam2at & Risk Yanagement Progran. In tae
process of formalizing this program, <tcp managemanst Must
es<ablish ADP securi+ty polic with explicit =z=2g93ri *o
OPNAVINST 5239.12a and ths unique raquirements and
constraints of the activity ADP systems. Ref. 10: p. 1-2]

Since activities hava invested he2avily 3ir computer
rescurces, +they oftan desire t> maximize the utilization of
their resources by shariny thsm among usacs, bo*h interpal
ard ex*erral +*c the activity, Each us2r has a 4if

need-to-know and n2=23-to-utilizz criteria cr accessing his
irfermation. This requirss that individual us=sr 3da<xa
integrity be assurei, whilzs concurren<ly proviiing shaced
access to the ADP system. For example, 2an ADP activit

might furnish servicss %o bo:*h £fiscal ani 1logis+tic uasars,
sach of which expests i%s assazts to be protscted &rd avail-

2

able upon demand. Phe task of simul%anssusly sharingy ax

prctec+ing an ADP sys*em is the respoansibility of h

«t
[{1]

activity providing aatomated suppdrCt.

Ref. 10 r=23aires that =zach Navy AaDP activicy be
accredited for operational us2. By accre=diting an ac*ivi<y,
+he DAA, which in some cases Is the ctivity Comm2n iing
Officer, acknowl=2igss that thz risk of opsrating +h= Ja%2
processing environmeant is accaptable, in light of the activ-
iy's wmission ani the usa2rs' dependence on automazed
support, and approvas *hs systza for oparatisnal use. o]
cbtain accreditatisn, top managzm=at must guantify +the sper-
aticnal risk and implement an Ac*ivity ADP Security Plan.
The Risk Management Program dascribed in R2f. 10 ard further
explained by this tha2sis is ths %“20l used by top mang2ment
to quantify the risk prasant, avaluace the

)

ost-
effectiveness of props>sed countarmeasures, and provids for
recurring review of the activity's ADP security pcsture.

18
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C. INTRODUCTION TO 3SPLICE

The Stock Point Lcgyiszics Inte
Ervironment (SPLICE) is a NAVSJP Proje
grat2 2all interactive procsssing and ta2lecommunica
required by current and projscted applicaticens systeams
operating within th2 Uniforaz Automatei Data Proc2 n
System for Stock Poiats (JADPS/SP). The SPLICE Proj=ct will
use s*tandard minicomputers and addular softwace compon=n<s.
A "foreground/backgro>and" concapt will b2 impleomented with
SPLICE minicomputers, which will sezcve as a front-=snd-
prccessor for +th3s =2xisting 3toCck points m=dium s:ized
Burroughs systems. _Ref. 11: p. 1]

Mozre *than twenty aew applications svsta2ms undar davaicp-
men* and *h2 currsn% UADPS/SP? systa2m coaprise +he “SPLICE
Umbrella.” These systems will ra2quire considerable int=zrac-
tive and <elecommunications support a:t more *han £if+y
UADES/SP ac*ivities, SPLICE will provids a respensivz and
eccrnomical support capability #ithout sa*urating the curran+
Burroughs mainframes, &and wili siaplify the evan<tual nzain-
frame raplacemert [R2f. 11: p. 1]. SPLICE will pressnt =z
user oriented environmert which will provide many standard
operating functicns such as tarninal manag2aent, commuanica-
tions management, jatabase 1nanagemenc, and perinharal
management. Additis>nally, th=r2 will be many support func-

h
ticns such as standard softwac2 tools (zompilers, 2tc.),
u

0w

reccvery management, and security. The =xisting Burroughs
mainframes will proviie largs file processing functions and
repcrt genarmation.

As seen in Figur= 1.1, th2 svoluticn of computer “ech-
nolegy has resulted in the design and implamenta<ion of ver
ccmplex and sophistizatsd automated environments. Ths =isk
of operating these naw environa2nts is dira2ctly proporzicnzl
to their owverall complexit+y. As a point of -eferencs, *the

operational SPLICE N2twecrk will f£all at th: very hich 2nd of

19
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operaticnal Ja2perdenzies og ad:idaated sys
the risk in SPLICE b2 evaluat=d and managzd at an accaotable
level.

D. OBJECTIVES OF RESEARCH

Research by Naval Postyraduate School faculty and
students on +*he SPLICE Proj2ct is concerned with systems
analysis and preliaminary design proposals for many of the
func*icnal areas of SPLICE. This thesis defines a Risk
Management Program t> ev2luats and manage the <cisk associ-
ated with the operatison of SPLIZE. The mechodology proposad
draws upon current government and industry techniguss and
cenforms to existing DON and NAVSUP guidancs.

Ref. 11 taskad NAVSOUP J415 and tha Flest Maz=arial
Suppor* Office (FMSO) 94 with conducting a risk aralysis of
the SPLICE system. It is intsnded tha* ths Risk Managsment
Prcgram proposed in this thesis be used as a tool to zguan-
tify *he risk in SPLICE. To53zth2r with informa+ion abou*
and simula+*ion cf %Za2 eventual opera=ionzl SPLICE acxivi-
ties, this tool can 92 us2d to iisntify those initial 3i=zsiagn
specificatiocns neeiel to reducsz the risk in SELICE.

E. LIMITATIONS AND A5 SUMPTIONS
t. Defense Data Netwdrk

The original SPLICE spacificatisns required the
Network Interface Subsystem to provide accsss to the AUTODIN
II Network [Ref. 13: Pe 57]. On 2 April 1982 D=aputy
Secretary of Defens2 Carlucci 131irected tha terminatiosn of
the AUTODIN II prograz and +h2 immediate 32velopment of the
Defense Data Network (DDN) “R2f. 14]. It is current DOD
policy that all data communicatiosns users will b2 in+egrated
into the DDN,

21
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It is assumei <*hat *hz S3SPLICZ Wetwdrx will cunpziss
a "community of inrterast"™ 4ithia the DDV, A brizf l:sscio-
tiorn c¢f <he DDN ani a summary of the sscurity f£=a+71rses

provided by the DDN is iIncluded as Appendix C.

2. Level II D

W
It
(11

It is assum=2i *that th2 data procsssed within +the
SPLICE Network is Leval II data, which is iefined in Ref. 10
as unclassified da+«a requiringy special protection. Sincs
the SPLICE application systems will be processing firancial
and other management lata which is by definition "Sensitive
Business Dakta," i% reguires protzacvicn for reaseons o+her
thar being classifiel or personal data. It is judged <hat
the potential impact of modifization or izstruction of <tke
daza is severe enough +o justify a greatsr degree of prozac-

tion than required f>r o*hsr unclassified informatiorn.
3. Aciivity ADP 3ecurity Plia

The majorit of SPLICE configurations will be

(9]
1’
o
®

loceted at VYavy ADP activitiss which ars subisct =
Depar+ment of the Navy ADP Security Prograa [Ref. 10: p. 3].

Al-hough the proposals szt £orth in this thesis follow the

guidanc2 of Ref. 10, <*ha2y ars concerned ornly with +hs cisk
maragement of +the SPLICE configuration(s) and will npot

cons+itut2 an Activi:-y ADP S=2curcity Plan. The Ac+ivity ADP
Securi+y Plan must b2 much md7e comprehensive in ordsr *o
implement “he overall Activity ADP Security Program. In
particular, Apperiix J o5f R2f. 10 outlinass the mandatory
minimum requirements for DON ADP activitizs. Additiornal
pipimum security requireman*s f>r SPLICE are given Zia Refs.
11 and 1S.

22
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II. QVERVIEY QOF RISK MANAGEMENT

A. RISK MANAGEMENT TERMINOLOGY

Befors proceediny with a 3Iiscussion 2f the functicnal

phases of risk managysment, it is essential tha* %“he terms

risk, threat, valnerability, and sountermeasura be
explained.
1. BRisk
In Webster's Zollagiats Dictiorary, risk is d=finszd
as the possibility of loss or ianjury; a dangarous csl2maent;
or the degree of probaibility of 3 loss. Jnforc+urnatzly, <h2
term risk is not 1 universally defipned term. Risk is

perceived differently, depending on +hs circumstancz or
community.

The insurancz in ~he id22 o an "iasur-
s both +*he krnown 2and

d
able risk." A company id
atiag a Dbusinsss ard minimizes

uncertain ela2ments 2f oper 1

<heir potertial loss by buyingy insurancs. The insuczing
ager*, using empirical and statistical data, s=21ls pro
ticr. to the company in the form of £inancial compensaticn
should its assets b2 lost. T> determin2 how much risk is
involved, the agent reliss on historical datz, prazdiz+<ion
mcdels, and businsss sxperisnce. Unfortunately, the
computer industry is relativaly new and lit:le analy<ical
data is available fo5r assessiay the arszas and extent of
potential security risks.

In tusiness 2conomics, *hare are two types of risk:
speculative and pur2. Whan a bisiness invaesits, and %here is
a degree of uncertainty as ¢o5 wh2ther <that investmasn: will

e

result in a gain, the zisk 1is speculative. If <hs only
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sifiesd as pure.

In the contsxc 2f ad?P szcurity, cniy a pufe -iszk ca:n

exist., Risk within the data procassing coamunity is defined
as the likelihood 2f 3 loss and tha expecta2d amount of =zhat
loss with respect to the assets >f an activity.
2. Threat
He Stephan Morse of the Systenm Development
Ccrporation definss a threat as any action, event, oTr

circums+ance, *he osccurrence of which is likely *o zdvsrsely
affect the assets >f an activity. Threats exis% In gsn=3ral
because of the unpredictabiliity of +thz real world and
peorle. The prs=sencs of a *hrea*t Joes nct =quate “¢ hara »r
loss., For +that to hippen, thar: must be a successZul at+ack
by a threat agent usirg a spscific tachnigue, me*hocdolay, cr
spontaneous occurrencsa,

Threat agants ars c¢lassified as zatural =nvircon-
men+al factors (tornaio, Zloo0i, ire, =stc.), au=zh>d

users (programmers, operators, 2tc.), >Sr  hestil

{7
13
8] o}
Ww
[l
ot
[ (I e T

(anyone nct an authorized uszri. A threat agent causss
threat to be realizei by attacking the assets. The a

[}

t
can impact these ass2ts in at mdst four arzas: modification
des+ruction, discliosure, or d=nial of service. Whe+her the
attack renders harm >r 1loss t> <*“he activity 4is dependent
upcern the threat agent successfully pene+rating the existing
countermeasures aniy 2¢ploitiny weaknesses (vulinerabilities)
in +he data processing environmsnt.

The *hreats facing an acztivity <can be a function of
its geographic 1loca+tion, personrel wcrktorce, prIocessing
mode, physical facilities, or z>aputer system configuration.
Since these elements are constantly chanying, +*hreats are
considered dynamic ani should b2 continually wmoni%ored.
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[{Ref. 16: p. 174]

Pigure 2.1 Some Typical Threats and Their Usual Defense.

Perhaps ths =2asiest way to understand *threat is by
an example. Al*though the existance of thrsats is beyondi our
contzol, a threat will not nsc2ssarily matarialize or cause
harnm. There is always the thr2at of a fire, but that Joes
not mean there will b2 a fire. The occurasnce of a firs and
the extent of damags a fire wd>1ld cause 3szpends 3in par< on

25
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3. JYulrerability

OPNAVINST 5239.14 dJ=fines a vulnerability of a
computer system as a weakness 11 its physical layout, organ-
ization, procedurss, hardwar2, or software *hat may be

expioitzd to infiiz+ harm. As with a thrsa*, +he praserce

of vulnerability does not in its2l1lf cause harm; a vulner-

ability is merely +¢a12 coanditioa or set of circums+ances of
which =ne tareat agent can taks advantags ¢ ilaflict dzaags.

fRef. 10: p. A-17]

The vulnerabili«izs of a2 compu*sr system incresase
directly wi+h i%*s conplexity; r=2motely accessed resource-
sharing computer systems that 31llow remots Jjob entry are

sigrificantly mors 1likely t5 have weaknesses than a 3=43i-

cated, batch-processing, stand-alone sys+tem with no ramotely
lcceted terminals. Figure 2.2 illus*vatss some potsniial
vuinerabili<ties of 2 -cmputer system.

i

Onz2 purposz >f evaluatiig a data processing envi-on-
ment is to identify all vulnsrabilities existing in the
facili+y, system, oOr op=aratini. By coniuc*ting a thorcugh
ana’ysis of identifi=2d wesaknssszs and weighing =zach 2£f the
probabilities of a successful attack by a threat agent, the
vulrerabili<ies of +he data processing anvironment carn be

nezsurad. Valnerabilitiss, ualike *hreats, are gensrally

under the control or influ2rns2 of <hs data processing
g managerxent, and can b2 modifi2d to> reduce :-he severity of ar
attack.
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The words countermsasuras, safeqguards, pr-otec+iv

Wi
O
L]

backup measures, 2nd control mzcharnisms are oftzn v
beirg syronymous. A coun%erm2asure is any »pr

0
action, device, proc2iure, technigue, cr m2chanism “hat when

implemented reducas the activity's valnerapility o
successful a*tacks. Thase corractive features are designed
and developed *o protect the assets of an activicy. The

s a
purpose of a countermeasure is to either reduce +he prob-

ability of a successful attack >r minimizz the Impact of an
atrzck. Ccoun+~erm23zyc=s arz +thsosfcre =echniczl o7 manarsz-
rial meckanisms Zfor controlling <the risk +o whic an
ac=ivi+ty is sxposel. Some =2xaaples are contingency polars,
backup copies of s>ftware, azzass control procedurss, and
audit trailis.

As shown by Figurs 2.3, risk managsaent is concsrn24
with the interactiosn among th2 taras just i=fined. Risk is
the ex*ent and probaniiity of loss due %5 thes manifsstations

2
of =hreats (attacks) 2%t points 2fF vulnezabilisy in ligh=s of

irstalled countermsasursese.

Be RISK MANAGEMENT: A FUNCTIONAL APPROACH

Risk management with rsspsst *o coaputers is 3  new
iscipline that provides Ji1antifiable *“echniques for
assessing the risk of opsratiny 2 computer sys=em in 1ight
of existing protaction measu:ss, and Jdetermining <he
requirement for additioral countarm2asuras to protect that
system. Leading autidrities ia the data Processing industry
are using various techniques for analyzing risks. Howaver,
most agree on a formal, four-ohased approach to risk manage-
ment: risk analysis, maragemant decision, risk control, and
cperational continuity.
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For a risk managsment progran o effectively ernforce =<he
ADP s=cucity policizs ani coat-sl the ADP? secusizy poscuz:
of an activity, a toral comnitment is needed from %op
managem2nt, High l2vel attention will improve “he coopara-
ticn across interdszpac-tmental 1lines and will fost=sr an
increased security awireness. TIo2p maragem2at commits izself
to a risk management program by making rssource allocatiorns
in terms o9f both skilled manpowar and buigetary allotments
ard by integrating security objsctives 1into ths existing
managerial responsibilitias at 1ll levels.

Tcp management is 2lso rasponsible for promulgazing
po;'cy on  the Zfzszgusacy and sonxdiifigns fxr Lniniz-iz

sk aralysis phass o)
i1 be conduc*ted at least zvary fiva years, or whens
the judgement <f top managem=nt a system configuration or
facili*y change has b2en 2ffect2d that warrants a3 requan%i-
fication of the risk.

1. Risk aApalysis

The guantifizaition o cisk is nc% azw. is e2:ly =s
the seventeeth and eighteenth c2nturies, roted amer such as
Pascal, Bernoulli, and Bayss applied risk analysis
teckniques to "games of chanc2." Risk analysis has ra2cantly
been applied to tha 3Jata procsssing environment, eoxpacding
the "game of chance" from computing the >dds for a win to
quantifying the probability of lcss or harm for a computer
systen.

The purposz >f conductiiy a risk analysis of 3 data
processing environment is to quantify the damage and opera-
tional impact resulting froa thsz successful attack by a
+hreat agent and the likelihood 9of such an attack occurring
{Ref. 17: p. 8]. The analysis produces an annual loss
expectancy (ALE) valu2, which is a guan+“itative es*imate of
the potential averajy2 yearly flaancial loss rcesulting from
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any accidental ot in%ennicnal  gnaiuvhozizid mcedifizzaicn,
desmzucticn, disclecsars, ¢z 1:z:3i3zl 0oFf sarvice. ToLils alZ
s ne £

of an activity.

As shown by Pigurs 1.1, the risk a2p ac+ivity faces
is dirsctly proportisral ¢5 *-he <ccmplexity of its data
prccessing environment. Bezausz of this, top manag2aent
bases the scope an3 depth >f the =:sisk analysis on the
complexity of <the particular 2nvirornment being evalua=el.
Some factors that are partian=at to +the decision are <the
value of the physical facility, the valuz of +h2 data (both
internally o the activity 3ni 2x
configura<icn of the ADP systan,
data processing service %>
aissions.

The risk analysis tzchnique a*tempts t¢ pra2dic:
future risk exposur2 of an activity bas2d on a thorough
evaluation of i+ts assets, *thrzats, vulaerabili+iss, aréd
existing countermeasures. This 2valuation relies heoavily on

a
prcfessional =2xp

the arizsnce and t2chnical know_.=sdge 272 zhs
risk analysis <“ean. Por this zsason, iz is vital +thzt the

team be drawn from bo>th the iata processing depar+ment ard
the users' departmsnts in ordsr <o *take advantage of their
diverse backgrounds and technical expertise. “he <ean
members should be highly skiilzi professionals, whose s2lec-
tion will substantially ianflusnce the quality of <+he €inal
risk analysis product. Aiditisnally, *he risk analysis +tean
mus+ be supported at 1ll levels <if the analysis is %0 accu-
rately reflect the s2curity posturz of the activity.

2. Management D=2

In this phas2 tcp manag2ment decides, based on the
isk analysis, the activity's mission, and the users' degree
of Jdependsnce on autd>aation, if the existiag countermeasurss
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prcvide sufficien+t pratecticn.

8
top management Teviaws the risk a.a;ysis
appropriate assumptions
constraints were considerzd.
thLe

existing computer

"curren+t level®" >f risk associated wi+th

o}
syst2m and 3documented ths ac*ivity*s ADP
i te

can be made

security posture. The risk analysis should be presents

top marnagement in such a manoer “hat decisions

in relation to5 the d>czumented thresats, vulnsrabilities, and
cour“ermeasures.
At

follow one of

tha Risk
+wo 1irac*ions,

¢

*his dJurctiorn, Managzm2nt rogram can

sonzingent o5an the Jecision of

top management. I[f top manag=sn2nt judges the current lavel

of risk as accep+*abl2, ther <hs Jperational Continuity Phase

is en=erel. By pro3ressing directly %o that phase, <oD

maragement is explicitly acknowlz3ging that existing con=rol

practices and procsiares ar2 sufficient ard %he

curcz

D
=]
(ol

secuci=y lavel is £o be maintaiaizi. On *he othsr hani,

decilas that th2 curren:t 1level of risk is
“he Risk ~rol

tha+t %>p nranajsment is

oD management

uracceptable, then 2hase is

This

the

2on
to tolszrcate
<op
provide
The
risk contzol team should be compdsed of 3 Jrsater proportion

means not wiliing

Befor2 zthe &isk Zontrol Phass is

should

guidance abouts thosz deficienciss of g:-

-isk. bequn,

maragement assign a risk control team arnd

eatest concern.

of data processing t2chnicians than the risk analysis ¢zam.
3. Bisk Confral
The <function of this phase 1is to propose to <+op
management an optimal setr 2f zsountermsasurss +that have
proven cost-effective and technizally £=sasible. The coun-
termeasures needed to bring the risk of operating > an
acceptable level 2r2 selacted from a coabination of risk

avoidance and reduction tachniguss.

33

- [OTVRP SN X




W T e AT IV TEETYY TR R TR TR AT W W T T W e T W e W W W W e W ey v i S D A .v.—-1

»
[N
ll
al

Y
Il
t}

Within the 132 roczssing enviroanaent,

T2 p

avoi 324 by determiniag that 3 par<icular ADP specifica<icrn
shculd be abandonzd, =redssignz2d, or defarred becauszz *he
potential harm is t35> gr2at t> bz con%rolled with sxis=ing
technoloegy. Councermeasures t> p2duce risk fall in=o thoee

basic categories:

e Protective measurss which reiuce <+=he damaging effects of
€ex*ernal events.
e Control measur2s which <=23ac2 the 1lik=1iax00d of unde-

a2

p

]

r‘ tected 2rrors or fraujulent modifications and
F unautacrized &isclosuzs.

L ¢ Back-up (contingeacy) measurss which provide alternitive
. means for carryiny on thz mission of an zckivity z1hse-

T! quent ¢to an =2vant which 11isrup®s normal opera:ions,
- {Ref. 18: p. 224)

Af“er <+op 1anagsment s2lects 2and approves those
"' measures that have th2 graatest potential 5f minimizing <he
i overall loss2s, th=2 rcisk centrd>l team priosritizes %hem for
impigmenzztion, This phasa is zompl2%e whsn top manadsasnt

accepts the set of oroposed additioral coun+termeasurss arnd

approves ~heir implsm2n%ation plan.

4. Operational Cantzauity
The Operational Continui<-y Phase is ini+iated sizher
after completion of the Risk Zontrol Phasz or immediacely
following +the Manay2ment Dzcision Phase. If <+he Risk

Ccntrol Phase was 2x2cutel, =resources are desdicated in <his
phase *o carrying out *“he acti>n plan developed for imple-
zenting the approvad additional courn“ermeasures.

During +his shase, th2 DPAA makes “he technical angd
managerial policy d2cision rsyariing thes accraditation of
the activity. That decision is made immediately if no Risk
Control Phase was a2x2cuted, or 3if+er ths implementatiosn of
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adédi+ional coun*erm2z3ur:s. R2gacdiless 3£ Wizther <7 n2*
addi*icnal <counterma2asurss ar2 being 1implemented, ths
prccaess of -isk managament <cSontinues. This cngoing =Zfcz+
is considered esseatial to preserving the ADP sscuri+y
posture of <the activity 3and 3includes <cdontinual raview,
audi+t, and evaluatisn of the jata ©procassing environment.
This phase is terminated whan it is d:z2med necessary +to

reinitiate the Risk Anralysis Phase because ei+ther a five
year time interval has passed >r the polic cf top manage
ment so dictates.
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The proposed Risk Ranagement Program furnishes 2 frame-
work which is tailorazd to th2 uniqgue aspects of <ths data
processing envi-onaeat. Th= f>andation o5f this program is
taken from Refs. 2 and 10 anl the recsa* =experisnces of
industry. Quantitative technijues are used in the Risk
Analysis and Risk Control Phases. Thes: technigues 35 not

tilize exact valus=s; instead, values ar2 scalad by orders

S magnizuii=,. Taz 15s ¢f cziative aagnizaiiz Is <o accoac-
date *he lack of empirical data, izcomplets knowledge on ths
future likelihood 2f a%*acks, 121 incenclusive proof »f =h2

effectiveness of couiterm2asurss.

As a first step in establis ning 3 formal Risk Managemen+
Program, it is recommended that activity +op managsamen
impiement a maragsrial s%zucture which includes an ADP

n

Securi+y s+taff as dascribed Inp R2£. 10. The ac<ivity i
dizectad =5 zhe Commanier, Yavzl Da*a 3Autcma+ion To1mand
(COMNAVDAC) for teschnical assistance i1a conducting 2 zisk
aralysis. Within the DIVN, COMNAVDAC is —r=svonsiblzs for
providing assis+ancz as requastsd and ith ensuring ~hat
risk managemen+* expertise 1is shared across activity
boundaries.

This chapter is Dbroken 1into the phases of a Risk
Maragement Program anil is intsnl=d to mest +wo objectives.
The first is to describe in a cohesive manner “h=s philosophy
of each phase. Ths second 1is to give, whare necessarty,
specific implementation considsra+tions independent of <the
philosophy.
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;4 A. RISK ANALYSIS

b,

i! According to Rzf. 10, =zhars are thres distinct stzps in
- :

. a risk analysis. Th2se steps, 3s shown ia1 Figure 3.1, aust

Asset Loss
Determination

t an .
v Bvalua+ion

‘vx_rrr'r-' rfz
, R L . .
. P .

Conpu+tation 5f the Total
Ardual Loss Pxpectancy

Figure 3.1

PThe Major Staps of Risk Analysis.

guidelines from

pIOCGSSlng environmeat in

abili+iss, and existing

P W W D YR W W

be completed in segu2ntial criar.
Analysis Phase is %o guantify
+cp nanag2ment the

on how this quantifiza+ion

The pa
in accordaz
risks

<8

telation +o

cld1a:t&ermeasures

cornceptual model and implamentation consiis

is parformed.
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The cisk zanalysis modsl
risk analysis process prazentai
I+ *akes into account the w3
{(Ref. 3], NBS ([Ref. 17)], and

The model allows one to systeomat
and attack frequencizs
late fr

acti

ca an aa
om these th2 to+tal arnuzl

vity.

A. Asset Loss

This
activity and quantifiss
The deg:ea
is addressed

addition

steo

harmed.

be Impacted 'by throszats
é asse=z, Ifcur liss v

a* impact area. The £
+*icn, Jdestruction,
ioss wvalue is an s2s
activi<y will lcse iI ones a

causing harm In +that impact araa

way, given that therz2 is a ona

of one successful a+tick,
pay +hat a*ttack?

trarsforming each loss detarai
(Ref. 17: p. 10]. The moizl

stsp is summarized ia Table II.

to preven*
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b it S hatin ERE

ig an apgetric=icn =7  =he
in Appendix E of zef. 10.
rk of Recbzrt H. Cour<ney
Jerry Fitzgerald (Ref. 19].
ically quantify asset losses
nualized basis and “o zalcu-
loss expazstancy (ALE) o€ an
“ion

all of *hs asse=s withia arn
Ivity's 1255 shculd thesy he
assets should be separa=ely
2 implementation consiisra-
nyg an asset, a ta2x+<ual
ma2n+t hew <that nzmed 2sse-
Jeneral, Nex+, £or =zach
-z da*=sraia=d, ocne Io- 2ach
hreat impac+t arsas are modi-
urs, and 32nial of service.
icr 1in dollars of whaz an
is completzly successful in
to the assat. Put ano<=her

handred percent probabiliity

h is an <y willing to
by

ca=ing

is comple‘=d

nation into> a loss

component representing <his
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TABLE II
Asset Loss Detaraination Moiel

The loss_detarmination funztion, L(i,4),_ is an
empirical est’mat-on of 1>ss, in dollars, of asset
A in impact area i rouniad To the n2arest expo-

nential value of ten.

The function is 2xpressed as:

L(i,2) = furction [D(2), N(A) ], round=id
Where:

b = the *hreat impac% ac=2 (modifica<ion, des-
cTucticn, disciosurcsz, oo denial oI s=Ivics)

A = the unigi2 nane 5f an asset

D() = the.descrigtio“ 5f acw asset A could be af-
fected by thrazts

N(A) = the numbsr of identical asse*s A subject t2
the same threats

The loss rating function is a logarlchm mapping

£-om L(;,Ag ontd 3n crdiral integer scals :ang;gg

from 0 to 8, Ti2 zero rating indicats s asset is

not affected in 3 particular impact arc i.

The fuaznction is 2

b Threat and Vulnerabili<+y Evaluation

This st2p identifi2s each threat which couli
possibly affect tha assets of 2an activizy, provides pe:ti-
nent textual Jescriptions, 213 zxpresses the probability of
an attack with an apnualized fraquency rating. The first
description definss the thrzat and eramerates specific
threat agents. Th2 s2conl description discusses the vulner-
abilities which are susceptiblz %5 at*acks by %“hrea+ agents.
The last descriptisa desc-ibss exis*iny countecmeasurss
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ins*alled ¢ counter these z+t3icks, Ixaaples of +thIsa+ts
ccrmom to the curcsat minicoapilt=zr environment z2re i3anti-

2
fied in the implementa+tion consii

Since th2 realization ¢f a threat can havs an
impact assets in four areas, four frequency occurrences aust
be estimated. The frequency »>ccurrence represents, 90 an
annualized basis, how often a threat agsat can be expsc+ed
to penetrate +the 3i2fanses of a1 activity and successfully
attack assets. This step =onciudes by transfcrming <the
frequency occurrencz for each impac* area into a frequeacy

a

of successful attzack ra<ing [Resf. 17: pe 10]. Th2 model

componsnt for this sta2p is summirized in Taible III.
c. Ccmputatisn of £hs To%al Annual Loss Exnectancy

(ALE)

The final <step of the risk analysis calculat=ss
the activity's Total ALE by 3 s2ries of zomputasions. The
Tctal ALE quantifies th=s as Je y=ariy risk expcsurz in
tion

v
dollars resulting f-om modific 1, destruction, diszclo-
Th: ac+tivity's risk exposurs
which *h2 existingy wvulnzrabilizies
a

permit threats inst the assets of the 4jat

processing environment. The firs% compu*atiorn uses a matrix
h

of all assets ard threats for s2ach impact area. An al

m

(uncapitalized) is computed f>r each combination of loss
rating (0f a sin3gl2 assat) and frequency ¢f succsssful
atteck rating (of a singls thr=21a*) paired by the same impact
area [(Ref. 17: p. 101]. This ale is +hs -isk expcsurz for
that specific asset and <hr=2at intersectisn. The s=cond
computation computes the ALE for impact arza i as the sum of
all ale's in impact area i. Th:z last computation “o%als the
four impact area ALEs. The 1>3=1 component for +his last
step is presented in Trabla IV.
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TABLE III
Threat and Vulnerability Evaluation Model

The fregquency oc¢currencz €functior, F(i,T), is

a _stochastic estimate 5f +the frequsacy per year

0f successful attack by thr=a« T in iapact arez i.

The function is 2xpraessej 2as:

F(i,T) = function [(D(T), V(T), C(T) ]

Wwhere:

i = the threat impac< arsa (modificatiorn, des-
tzuction, disclosursz, cor denial of ssrvice)

T = +he unigu2ly named thresat

D(T) = the definiticn of thresat T 2a21d listing of
0f specific thr-esat 23snts

V(T) = the discassicn 0of ta2 vulnerabilities which
allow thr2at T to matsrialize

C(T) = the descrip*ion of -he existing countermea-
sures to counter thrszas T

The f-equengy d2£ succes=fal attack rating is 2

pmathamatical naoping £roa 7 (L,T) o2t> an ordinal

integarz scale r2nging zom b _to 3. The zerd

ratifg indigatas tRat '+hc=zat T drss 10t 2ffsct anv

oI the activity's asssts ia a particular Iapac:

arsa i. Afc2c the ratiiz is ccmputed, i+ is

rcunded to the n2arest ipta3Jer.

The function is =2xprass=d as:

ATTACK (1,T) = 13310{3000 x P(i,7) ], rounded

Tisk

assi

2. Implementation Considarations

Top managem2at ba2gins “his .phas2 by selecting
analysis team aai providingy them policy guidance on
scope and depth of th2 risk analysis. The members

gned in writiny and th2ir accompanying duties

41
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responsibilities are document21. Team s2lection 1is based
not only on individaal diversity of specialized technical
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TABLE IV
Activity Total ALE Computation

The irndividual "ale" funstion is a mathematical
mapping from LOSS (£,A) 2and _ATTACK(i,T) on<to ths
~he annual loss gxpegtan:z, in dollars, associatad
with each <combination >f asset A an +hreat 7T,
having the same impact ar=a i,

The furction is =2xpressed as:

ale(i,A,T) =
/3 * 10 2xp _LOSS(i,A) + ATTACK(i,T) - 3]

Mhe ALFE functinn bv

v imp
0f the "ale"s <coaputad

aZe r
abovs a

{ -
ALE(i) = E |l al2(i,4,7) {
¥A T ¥T

The ac+tivity Total ALE

G £ n is 3 _to+tal of +he
four impact area ALEs and

a3 o}
i xpressei as:

Ac+ivity Total ALE = E JALE (1)

talents, but also o1 familarity with the activiiy's mission
ard knowledge of the lata procsssing servicas provided.

The scope anil depth of *he risk apnalysis dzpenis on
the <complexity of the data processing snvironment. The
SPLICE Network, as previously described in Section I.C.,
i be a3 dacentralized, int2rcactive, tzlecommunications

=
‘.J
< b
[

ironment. Risk incrsasss in direct propertion %o zhe
complexity of the Jata procassingy environaent. The SPLICE
falls on +*he high enl of th2 ccmplexisy scale as s22n if
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Filauze 1.1, I+ is because >Z =his potapntially largs z—isk
expesure that +th2 policy gJuidanc
analilysis should at th2 least aiirsss
The risk analysis cornductad
phase of SPLICE will be difg

conducted a fter ths system is 222rati

the analysis
o hs zisk in the
developmental phass is quantifi=3d either by simulating the
operational environm2at or by somparing th2 av

4
Yol
(

tion *o0 one already in existance. The analysis cf +he

developmental phas=z iz2als with zjucated estimates and 4

[{}]
]
e}
Vel

“ime considara+tions, whilz %hs 2analvsis 2¢ +thz npoera*iosnal
system d=2als with concrets data and aission-essanzial
requirement s. Sinc2 a risk apnilysis is ra2guired early in a
system's life cycle, hardwarz 2and sof+wars countermeasurss
can be included in *a2 final spacifications ard Zmplemsnted
at a reasonable cost,. If the risk is not evaluated until
+he operational stag2, many “2chnically f=zasibls ccuntzrasa-
sures are nc¢ longsr practicabl:s and less =2£fec+tive conzrcl

b
measurss are used *o nanage th2 risk.

As stated earler, 3 =:c-isk analysis is reinixfa<zd
i+ther after five y2ars or whenever <h2 data procsssing
environment has been 1ffected by 3 signifizant change. Due
to this recurring c¢ycle, policy quidance is needed on the
applicabili+y of a pra2vious risk analysis. Most of indusiry

agreses that if five y2ars has passed, th2n the risk should
be thoroughly reexnaiied and d>cumented. IJIn *the oth=2r hangd,
if only one area has realiz23d 1 major change and less <harn
five years has passed, =hen 2aly that portiomn of “he 2nvi-
ronmen+ should be rssvaluated. During “he reevaluation, the
risk analysis team i5 cautionzd not to ovarlook *hose areas
indir-ectly impacted by “he chanjz.

The final ar2a rzguiriag policy Juidance conzarns
the level of detail ra2quired t> document the 2s%imated loss
expectancies and fra2quency sccurrences. The degrs2 of
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grarulazi-y impossl Sty =20 ninagj2aenst diTemcos
the “ime and resourcas requirzid &2 co
arnalysis. The level c¢I ieta u
for the risk analy513 to be J
Having discissed ths 3

attention of top manayement, it is now =iae o
practical <considerations of actually <conducting 2 risk
anralysis. The quidzlires proviied ir ths next *wo sections
are general rules 2f thumb synorsized from Refs. 10, 33, 29,
and 21. Ref, 10, Appendix E contains +he forms requirzd by
*he DON for documen+tiag an activity's risk analysis.

a. Asset Idzn*ification and Loss Z2xpectancy

Assets waich func

tis
catlon are identifi=1 as a whal2 asse:, siace

components must be working for +hz a

Likewise, if any coaponant is damaged, *“he =2ntize 2sset
saould be equallz as likely %o saffer *he samz Jamages 23 <:s
comgonen<. Asset i3antificatiosn proceeds by rzviewing <he
brcad resource catsjyories 1ist=z3 ir Tabl:z Vv and by 213ing
additicnal assets <that are unigus %o *“hz ac+tivity. The

cu-rent DON guidance statas:

For each asset 1sfined, 211 _components of <this assat
should be in <he same phy-scal ar ea rotacted in the
same manner, and subject t> lamage ¥ ¢ same threats.
Fcr example, consider six id=zntical -3mgu;e IS as six
sepa*a+e assets besause damag= to cne hem woulld no+
Zmopl Y damage %o all of thenm. Jn the othar hand, do a0+
tr3a*t 2 =1ngle con uter as i collec iosn of subpa:ts

because if one of thes componen*s wers to, _£ai]l t he
entirze computer wd>1ld be danaged to a similar eval,
(Ref. 10: p. E=-2] .

The level o0f disagjregation and the me+hoi for
determining the loss associat2i with each asset are +%wo
areas which must b2 standardizzd4 <“o minimize :indiviiual
irntecpretations ani ioubls counting of loss2s. Some g=2n=2ral
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TABLE V
Asset Examples Identifi2i by Resource Category
The Sa2ven Zategories of Assats

Categories Repcesentativ: sSampling

Information System (audit trails, bootstrap files,
performance statzstzcs%, apgllcatlon
émaster filss, transaction da+ta, outpu<+
il2s), and backup copies

Hardwars Cepntral procsssing system, storage msiia
(disk packs, tapes, caris), _spacial in-
tarface 2gquionant (front-znd-processors,
datipass ma:nL;esi, and /0 devices
(prin+er, t2rainals, disk drivas)

Softwara Systenm (ogecating systsm, compilers,
auii* routicss), applicaction pr-ograns,
and backup zopises

Communication Telaphone circuits, communication proc-
2ss>rs, modaas, and multiplexors

Personnel Conputer icpe;ators, programmers),
buiidirng (janitors, guards), support
(2ad3i%¢rs, s=25c2wariidl, managemen<,
librarian), maintenance, and users

Administrative Dozcumentation, operatiognal procedurcss
as3c guides, [/D procadurss and c=cocis

Physical Zavironaental Sistems, buiidings, office
aquipment, su’plies and auxiliary pows=:

guidelines c¢cn the appropriats lavel of disaggregation zhat
can serve as standaris are as £>llows.

All informa+ion r2quirsd ¢t> perform 2 siangla func+ion

should be group2i accordingly at tha*t functional lavel.

"his is because only partial information is nct suffi-

cient Zor performiag the applization. For example, +he

master and <+<ransaction filas of a payroll sys*2m nmust

both be availabla ¢t> issue paychecks. This same
ar

reasoning applies to the oth sof+ assst categories cf

P Betmbeemeematle———— Sl i i P U Y VU S SO Bl aa




sof+ware and admianistza<ivz 1ocuments and proc=durac

L]
-
He |

(8]
Ly
(1)
o1
'

cperating systsa 1as many <$Oupo>nents siuch as a job s
a

&

o o

- -
oTa 23T

uler, wmain memory maznager, I/0 supervisoo, a:n

n
-

which must all be »>perabls to perform the <task of

managing the overall systeam. To consijsr each compdonent

as a separate 2ass2t would b2 incorrect because thz2y all
act as a single unit.

e The urique identificatior »>f fixed assets is som2what
easier as their physical bouadarias ars visually recogni-
zabls, Fixed ass2ts includs the categaries of hardwars,
ccmmunication, ani physical assets of an activity, and
are usually coatcdylled by sesr numpers and cus=tedy

2

1
xed assets are group

cards. As wit soft asssts, fi
according *o whather they 2azct &as 2 singls unicz. For
example, <%<he opara+tor consols 2f a computer systam nust
be functioning, oStherwise the computer system is insper-
able. On the other hani, if one tape drive in arn

aventery of six starts +5 nalfunction, oanly =ha: =zaps

Grive is affecta2d, not all of +them.
e Tfor <the remaiiiay asset <csategory ¢ personnsl, nc
uriversal groupingy method 2xis<s. Bach ac+tivity aust

decide based apda their par+icular si*uation which

grouping alternative is bast, Some potential altecrna-
- tives are by skills, expariance, salary, deparctment
[ assigned, or job slassification.

%! Determiniag the 1ldss of an asset <requires

ﬂf careful attention to how esssntial it is in supporting +he

mission and how much an activity will lose if i+ is dama

The user expresses how essential an asse< is by 2a

a criticalisy valus that reflacts the importance given <o
n

vv
il
N o, .
- RIS

the utiliza+tion of that asse“. As expected, i% is no+% a

MIB A P S & (th /A A

easy decision, and once made should be revizwed and aporoved
by all levels of management c-=2lying on “hat asse+.

r
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Por f£igxsi asssz4s, +“a2 los
+ion and destruction damags is 3deter
cost, original cost, >T rc=placsnsnt cos

the loss valuz includes
without that asset.

destruction,
Por disclosure danm
fies the loss by dztermining ths wo
someone else, such as a hostile age
user). The remaining area of 3jenial

harder to quantify. One must =2nvisio
during which the ass2t wdould b2 unavai
user's demand for processing and sstinm
peciod that is z ble £or thsz use

Then,

one Jetermines the 23timated zost of

18]
-
"w
"
o

service of *hat asset. using
from a commerical tiaeshariag company,
user with the shorta2st tolerabls time
critical need for servic

The SOttt 2sssts of informe

(l)

administrative docum2ats and pracedur

same four areas of damage (aodific
disclosure, ard d=21ial of service)
However in determining their 1leoss va

and destruc+ion, 1 1i fferent aoproach

assets of an activity ars gsnsraited by
team or created uniguely for i par:tic
that if such an

value is estimated by

activity. This m2ans

the loss the co
asset and of doing without it For mod
sither

aiainis+r

lcss value is determired by

£iles or recertifying the

procedures. To quantify ths 3amags T

sure or denial of sarvice, ¢th2 guideli

assets are apprcpriata

47

es are subject

s vaiue for 2ciifilca-
minsd by =hke =c=zvair
t. Additicraily Zo:=

a
the cost of doing
age, the user guan+i-
rth of
nt (any

the asset ¢o

unauthorized
of service is much
n a typical timsframe
lable + +

ate tne maximum <i

'
=]
(]

T t> be without <the
+hese two timafranmes,

get:ing <hat sarvice

lizing that <%he
psciod has the most
tion, softwarce, and
to the
ation, dastruction,

as fix=d4 asse:s.
luss for mcdificazion
is taken. Some soft
an internal project
2f the

asset is destroyad,
st of

ification damage, <he

ular function

recreating the

revalidating all +the
a*ive documents and
esulting from disclo-

ines given for fixed
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The Issas ¢ quaatifying <hz lcss  valaz  of
assets for wnich th2re are c2placsment spares oI Qaplicate
ccpies nesds clarcification. If£ = %2rminal is dss*royzd fo:

which there is a spare, then th2 loss du2 to destructisn is
orly the termiral's replacem2nt and irstalla=ion cost and
does no* include th2 cost of nd>t having the service avail-
able. If no spara 1is available, then the loss <£from
destruction includes 21l thre2 =zosts. Likewise, some soft
assets, such as centrally desigisd software or off-the-shelf
documentation, are 2asily repliced from azothsr activity or

commerical vendor. For =xampls, if an application sys+em
fcr wialch <there i3 a dupircate copy 1s podifi2i cr

destroysd, then *he loss valu2 only includes <the overhead
install ths backup. Thae

s
e+s for which thersz are

n
and computer rurning time ne=2i231 to
point is that the liyss valus o>f 2as

-

S
replacements must oaly reflact he «cest to install <hs
backup and replace it. That z3st migh* 1include the 23idi-

S
ticral costs +¢ briay zwhz backip versicon into cperaziocnal

»

Us<.

When quaatifying ‘i1z loss valiue ¢of personnael,
one takes into consijeration th=2 availabili=zy 2% qu
personnel, whether uaique traianing c- knowledge is requic-a4,
and the activity's 20ility to absorb “he loss based
cuzrent number of skilled persosanel.

In summary, the importance of this step cannot
be overemphasized since the 3Jata collected dramatizally
affects the analysis. The implementatisn considerations
present2d should bz viewed as a bascesline for <the =zisk
analysis teanm. Many additional <constraiacts and guidelines
are uniqus *o each particular activity and must be idsnti-
fied and documented.
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be Threat 3nl Tulnzrability Zvaluacicn

In *the pravious sschio

W
Q

o]

’ guidance was g

' ]
<
1L
=}
a
=]

quantifyinrg the 1loss expeétan:y f assets. This

o s
adjresses the opposit=2 sile >f that <ask: how an activ
identifies the potzntial problzms and hazards of <cunning a
data procsssing environmeat.

The risk analysis t=2am begins by marking %hocse
assets critical to the activity's mission and adding those
addi+ional ones which might bs very attractive +o somsone

external tc the activity. Someone may want the assst

W
[

because of what could Dpe dgain2i by corcupting its Lgazs

=

i

conten*s, learniny its functisa or meaning, o5r denying the
activi+ty possession.

¥ith the assets just marked in mirngd, the team
+her considers all th2 potental threats that, if cealized,
cuid inflict damayz. Onz starts by coansideriang ths

el
O
n
mn
'

ple advarsaries tha+t wculil take azdvantage cf any osppor-

tunity to attack +tha activity, Basically, <his m=sans

(ol
w

1is%ing tne mos%t liksly =hrsa Jznts (razurial snvironmszn=zl
ctors, authorizz3d isers, 2ani hostile agents) and spzacu-

a
lating on how they could aurt thz activity.

(4

T> complate this raview, it is prudernt +o5 ask
a

ot

where migh%* each attack occur, such as the compu%er main-
frame, remote terminal, programming offics, or tape library.
Additionally, cne should ask wh2n might it happen: juring
normal working hours, on holiiays, just af+tser a cshift
change, or during an 2mergency suach as a system cracsh, pcwer
failure, or fire. 3y doing this additional raview, DpO<%en-
tizl threat scenarios can be 3>zumented and evaluated.
Having listed evary plausible threa< scenario,
the team determines how the potazntial attacks could hara <+he
activity, This raf2rs back t> the four “Zrea+t impact areas
of modification, da2structon, disclosurs, and dernial of
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service. In addizior =2 dstzcaiaing +he impact 2r:z3, ar

evaiuazion is madz concerniny aow often a threat aig
perpetrated. This =valuation accournts £5r¢ the probabiliisy
of each scemario occarring, gJiven the existing ADP sec
posture of the activity.

In sumaacy, one ijentifies threats by consid-
erir.g those threats that:

e hLave b2en known t> occur at the activity in the past:
machine failure, theft, syst:zm crashes, information loss
end vandalism;

. igh% ccour wish scns r©2&32n2ble orohabilisy in &ha
geog:aphic area: fire, earthjuake, and flocd; and
e could resul+t fron azcidantal or intantial errors of

humans. [Ref. 22: p. 32]

As a starting poiat, some threats which are
common to *he currsnt data procsssing environment have heen
Listed in Tab%e vVI. dddi=ionally, %he impact area(s) zs3so0-
ciazed with the rsalization cf 2ach threat is(are) marcked
accerdingly. T

',3‘
(1]
[ ]
[+ Y]
2
el
’_

w
[1]]

ar a representative sampling
which the risk analysis egam <can use as a checklist of
poten+ial threat areas. For a a>re exhaustive +threa%t 2valu-
ation *he reader is 2ncouragsd to read Marctin (1$73), NBS
FIPS 31 (1974), R=2f. 20, and R=2f 22.
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B. HANAGEMENT DECISION

In this phase of the Risk ¥Yanagement Program, activity
top management judges wha2ther ths level of risk attributed
to the data processingy environmant is accaptable.

Before making that Jjudgement, “op management appraises
the risk analysis. This =2ppraisal includes conducting a
sensitivity aralysis on the jata used *5 substantiat= ¢the
Total ALE and evaluating the tachnical merits of the ovarall
aralysis sffort. Th2 sensitivity analysis de*ermines what
effects changes in th2 estimata2] Jdata can have on the Total
ALE. The technical merits zaax be evaluated by asking the
following types of guastions.

e Did the users participate ii =2stimztiny the loss 2xpec-
tancy >f assets?

e Was *he risk anaiysis team aisquately skillsd and experi-
enced to make tha appropriac2 assumptions?

e Are the resul+ts r2alistic ani Jefznsibla?

e Can the rassults b2 replicatsil by arother tesam?

e Were the calculations perfornzd correctly?

e Were the 2xisting counterm2asirces sufficisntly considaceld

in the analysis?

e Did +#h2 risk analysis team alajuately consider the aztiv-

Zty's missicr and users!'! dspsndence on automatsd support?

If the results of the «risk analysis are not accep*able,
top management idsntifies the i2ficienciss in <+he analysis
ard reinitiates ths Risk Analysis Phase. If the results ace
accentabls, top managament approves the risk aralysis,

After the risk analysis is approvei, +top manaj:zaent
determines whether 1all mandatscy counterm2asures have been
implemanted. This is done “y comparing the list of nmanda-
tory countermeasurass with +th2 exis*ing ones documsnted
during step 2 of the risk 2na2lysis.
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Top management n2xt evaluatas tlke To=zl ALE. The d=ci-
sion of whether *+th2 Total ALE is tz2ble d=zpends
exclusively on +th2 amount of risk tha*t top meanagsam=n% is

willing to assume, 3Jiven the ac*ivity's mission and users!
dependerce on automatzd support. Many judge the 1level of
risk as acceptable when the 1loss per year is so small +<hat
the activity's overall mission is not significantly degraded

if threats are realiza4d. Sincz each activity has 2 unignue
combiration of assats, vulnerabilities, nparsonnel, ard

securi+y policies that establish2s its data processing =nvi-
ronment, no universally accspt2d ALZ is appropriate for all
activities., [Ref. 23: p. 2]

The pertinent J2cisions r=2lative t5> this phassz acs
modeled by *he deczision tabiz in Table VII. The =abl
divided intc two blocks (conditisns anrd actiors). The Jeci-
sior table is read by IF conditicen 1 AND condition 2
condi*ion 3 are tru2, THEN tacz the actiorn macked. dhern
evalua*ing each conilition 1list=4, not that the <column
tz2tes >f zatisfied (T),

-). The ac*icz hleczk

(
lis+s each decision reiavant %5 the various condi<ioral

entries iudicate th2 coniitisnil s
not satisfied (F), or has n2 ba2aring

states. Ths action =>lumn entry "X" Indicates the actizn =o
be taken while a blank impliss ro action r=aguirei,
C. RISK CONTROL

1. Model

The Risk Control Phase is concerr2d with selac=in

\Q

additional counterm2asuras %> improve the overall AD>?

security posture of the ac Coantermeasures 3are

ct
.—

<
. y ]
r
2
.

selected which <reduces +the fragiency cf particular thr-sats,
socia

mirimize the 1loss =2xpectancy associated with par+<icular
assets, or providz an altzcnative m2aas £ automated
suppert. Coun<term=za surss 2ar2 selscted by an i%terative




TABLE VII
Management D2cision Model

T'E’T """"""""""""" T 1777777717777
o Risk Analysis Creidible T T T F
3 ani D2 fensible
i Mandatory Counterasi- T T F -
t sur:: Implemertal
o | Total ALE Accaptabls T|{F| -] -
n
s

Reinitiata Risk
A Analysis 2has2 X
c
t Ini+iate Risk Control
z Phasse b¢ X
o
n Initiate Jperational
s ontinuity Phzs2 X

prccess, 1in which st2ps 2 and 3 of the Risk Analysis Model
are repea*ed un*il th2 project23 Total ALE is reduced to
acceptable level. S process is executad i+t=2ratively in
order to ensure that the set d>f selected countermeasuras is
the optimal set.

Thers are sevaral constcaints affectirng the process
of countermeasure selaction. The mos+t significant
corstraint is <th2 raquired s2zlection of coun“ermeasurss
which are desigrat=d nandatory by higher aathority and nust
be Zmplemented regariless of 1ny other =criteria. Higher
authority is defined as the Designated Approving Authorisy

ard the organizational chain >f commard in the DON.




The second constraint is that each countermzasure
should provide a positive return on investment. That is,
the reduction in Total ALE (an annualized figure) as a
result of the implensntatiorn >5f a countarmeasure mus% be
greater *than the anrualizad cost of the countermeasure. The
ammcrtized cos* of the countermzasure is computed as the
arnual op2rating cost plis the annual portion of the one-
time costs associatel with that countermeasure. The annual
pertion of +he one-time costs is the sum 2f the developaent,
implementation, aands>r installation costs, divided by the
number 5f years in the anticipated 1life of the
countermeasure.

The four st2p model of the risk zontrol ©phase is
presen*2d in Teablz VIII, 2nl1 3J=2scribed in more detail in
Appendix E of Ref. 1). Step 2n2 is the examination of “hose
courtermeasures mandated by high2r authority. Those zoun-
termeasures are plac21 at th2 :to5p of the priority list for
implementz+ion. If the proj2ct24 Total ALE with *he manda-
tory countermeasurss, is less than or equal to the maximum
acceptable Total ALE, the Risk Zontrol Phass is comple*zd.

If <he projszcted Total ALE after implementation of
mardatory countermsasures is still not acceptable, 2 44i-
tioral countermeasur2s must be selected f>r iamplementartion.
The selection begins by finding “he countsrmeasure which has
the greatest potential cof lowering the projected Total ALE.
The preocess of selecting +th2 12x% best Zountermeasurs is
repeated until the projected I'stal ALE is reduced %> arn
acceptable level. The ©procsss is iterativs becausz the
amount of reduc*isn asscciat=2d with each countermeasure is
dependent on the othar countsrm2asur=s praviously evalua<ed.
This aromaly is similar tw ¢th

L]

"law of dininishing returns"
when two countermeasures affect *he same threa* frequencies
Or loss expectancizs.

55




TABLE VIIIX
Risk Control Model
Objective:
Choose C1 thr>ugh 23 s> that
TALE(E + M + 21 +...+ T3) < MATALE
By:
1. Survey 311l maniatory countermeasures.
If TALE(E ¢ M) < MATALE, go to step S.
2. Choose countermeasurs 1 such *hat:
TALE(E ¢« % + C1) is ainimized, and
TALE(E ¢+ 4) - TALE( E + M + C1) > Cos=(C1).
If TALE(E ¢ M C1) < MATALE, go to> step S.
3. Choose an>ther countarmeasure, Cj, such “ha%:
TALE(E + ¥4 + C1 +,..+ Cj) is minimized, and
TALE(E + 1 + C1 +...¢ Ci) =- .
TALE(E + M + 1 +...+ Cj) > Cost(Cj).
If TALE(E + M + C1_+4...+ Cj) < MATALE,
Jo to step 3.
4. Repeat s=2p 3 until:
TALE(E + 1 + C1 +...¢+ C3j) < MATALE.
S. Develcp Plan of Action for implamentaticr of
recessary¥ counterm2asures.
Wher=:
TALE(E + M) = Projected Total ALE with existin
and mandatory countermeasursas (annual?
MATALE = Maximum accaptable Total ALE
Cost (CJ) = Ammortized cost of <countermeasurz Cj
TALE(E + M + C1 +,..+ C3) = Projected Total ALE
with existing coultsrmeasdrss, mandatory
counteraeasurfes, ind proposz23 countermea-
sures 1 through
S * Necessary means nandatory and additionzl
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Finally, th2 optimal s=2t of <countermeasursas s

pricritized and scheiiled for implementation. Top manage
ment is responsible for approving <that racommended s2t o

f
additional countarasasures and their implemen*ation
schedule. Those considerations addressing prioritiza<ion

are provided in ths following szction.

2. Implementation Considsrations

The objective of +the Risk Control Phase 3is to
prcvide an approved, priorit*iz=3 optimal s=2t of countermea-
sures which, when implement23, 1lower +hs Total ALE of an
activity to an accaptable leval. The task is not a simple
one, anrd requires that managam2nt devote a2dequate rasources
ir both expert manpow=r and tims to accomplish it. Saveral
consideraticns must b2 made during the selsction of counter-
measures for presentation +o naragement.

The first consideration, as discussz2d above, is the
selection of those countermsasures which are designated
mandatory by high authority. Taz SPLICE n2twork and indivi-
dual SPLICE 1locatisas are rajuired ¢o implement <+hose
courtermeasures lista23 in Appendix J of OJPNAVINST 5239.1a
{Ref. 10] and NAVSUPINST 5510.6A4 [Ref. 15]. Addi<ional
mandatory ccuntermsasures may bz identifizd in future revi-
sions of the SPLICE S=acurity and Risk Aralysis Plan
[Ref. 11].

The second consideration COncerns the zost~
effectiveness of eaca countarmszisure. To b2 a candidats for
selection, a counterneasure must have a postive return orn
investment. That i3, the besnzfi% realizzd by implemsn=<ing
the countermeasure must bz greatar than th2 ammortized cost
of the countermeasurs2,

The final consideration in compiling a set of canii-
date countermeasures concerns *“he feasibility o
cour.~ermeasure. Those court:zramsasurss which +he =cisk
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control +*eam judges infeasibls due t5> such +things as
geographic loca*ion o>r technical limitations should be 3ocu-
mer+ed as "considerai, but juiged infesible.™ Thorough
documentation and maiagemant participation is crucial duczing
this feasibility raview to 23i=squately address activity
budgetary constraints. For those countarmeasures Jjudged
feasible and practical, top management initiates the appro-
priate planning anil budgetingy support needed for <their
implementation.

To ensure thit th2 optinal set of courntermeasurzss is
proposed, +the risk control *san analyzes the results of the
risk =2nalysis from several pesrspectives. The matrix of
assets and threats is examin2il to iderntify those threats
with the greatest potential €£f>r harm, in terms of their
threat frequencies. Specifiz zountermszasures should be
considered which reiice +the 1likelihood of those thr=ats
occurring.

Additionally, +hs team reviews the matrix to iden-
tify +hose assets with high 1loss expeccancies. It is
impcrtant to recall a%t this point that ths loss associa+ed
with an asset is not limitel to the replacement valuz of
that asset, but 1is often compd>urded with the value of +he
service that *he asset proviiss, Thos2 countermeasures
wvhich minimize the l>ss =zxpectiancies associated with assets
should be considerz1 for impla2m=ntation.

Finally, 2 3lobal inspasction of the risk 2nalysis
must be taken. During this inspection, +top manag=aent
relies on the technical =xpertise of the risk control <=2anm
to Yread between th2 lines" of the asset/threa%t ma+<rix and
o Zdentify those vulnerabilities that allcw a varisty of
threa*ts to materializa. The forms requir=3d for *he evalua-
tion of countermeasur2s are provided in Ref. 10.




As explained in the Risk Control Model, bproposed
counrtermeasures are selsctsd 1in an iterative process.
Countermeasures are normally targysted +to rzduce the vulner-
abilities of an activity and, when implemented, usually
affect multiple vulnsrabilitiss simultaneously. Due to this
overlapping result, the efiactiveness of a countermeasure
must be evaluated with respect t> the entire data procsssing
environment before dztermining the total benefit +hat could
be realized. Additionally, th2 implementation of a coun<er-
measure could in sonz2 situatioes gesneratsz a more ssrious
vuinerabili4y <than that whizh the countermeasurs was
intended to correct. In this situation, activity <*op
management must deciis if th2 o3n2fit gainsd outweighs <he
weakness created. PF>r exampls, a re_ommended software coun-
termeasure might rejuire amultiple, lerngythy passwords o
improve access control. Unforturately, passwords of *his
nature are often writtszn dowa and <+ap2d to terminals,
thereby negating the 2ffectiverass of passwords and cr=2atirg
a grea*er vulnerability.

When the projectzd To-al ALE with *he additional
courtermeasures consijderel is l2ss than the maxiamum Total
ALE acceptable, cae selection of countermeasurss is
completed. The next task of the <risk zontrol team is to
develop a plan »>f action f5- implementing <+he sat of
selected countermeasures. Thz 12velopment of this plan will
be guided by the availability and *iming >f tkose resources
required for countarm2asure impl2mentation. When the se% of
proposed countermsasares ard the implemsntation plan 1is
approved by top manigement, the Risk Control Phase is
completed.

Recent ADP security litsrature provides documenta-
tion on a variety of countermsasures. A discussicn of many
of those countermeasures is proviied in th2 nex* chapter.
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D. OPERATIOCONAL CONTINOITY

1. Model

Like the Maragement D2cision Phase, the Operational
Ccntinuity Phase is modeisd by 3 decision table. The table
is applicable at any time duriny the phase, which can b2 as
long as five years. Since thea Risk Management Progranm
requires continual rzview of tha ADP security posture of the
actlivisy, the decision table should b2 consulted on a
continual basis.

Some elements of the iacision table, which is givern
ir Table IX, deserve amplificatisn. When an activity enters
the Operational Continuity Phass, a requast for accra2iita-
tion is immediately £orwarded t> the DAA. If *he activity
has no countermeasurss which must implement=d, +this ini<%ial
request can also be considersd a final reques+. If nsces-
sary countermeasur2s are to bs Iimplement23d, thern 2 final
accreditation requasst will be sibaitted when their implzmen-
tation is completed.

According to Ref. 1), an activity must conduct a
risk aralysis and be accreditsd a2very f£ivs years or whanever
there is a significaat change ia the systea configuration or
facili+y. Therefors, a "Not satisfied" (F) in either of
these conditions rejiires initiation o¢f the Risk Analysis
Phase, regardless of any other zonditions. Finally, since
the Operational Contiauity Phasz can be entered from either
the Management Decision Phase or the Risk Control Phase, =
likelihood exists that ths implanentation of countermeasures
is happening simultansously wita the daily operation o2f <¢he
activity. The respoisibilitiss and authorizations neei=d to
implement the necessary countara2asures 1is addressed in the
Implemantation Consiiarations. When the Plan of Ac%ion for
implementing the necassary counta2rmeasures is completsi, a
request for final accreditation is submittad to the DAA.
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TABLE IX
Operational Continuity Decision Hodel

T =T R T

No signifjcant ghanjye
in configquration or{ T T T T T T F F
facility

< 5 years sinc¢z last
risk analysis T T T T F F - -

Final accreditation
has been requastel T

0o 300
+3
"
e |
-3
o
=]
ry

All necessary count-
ermeasures have T F1| T F - - - -
been implemented

Reguest Final |
ccreditation X

Withdraw Accreiita- X X X
tion request?

Continue Qperational
Continuity Phase X X X X

Reinitiate Risk
Analysis Phas2 X X X3t Xx3

/R Nel 2ls Jo ko

1 New mandatory countarmeasures requir2i by higher
authority.

2 Notify DAA aboat action initiated.

3 The scope of th2 risk analysis would 3depend on the
degree of chaage in confijuration or facility.

2. Implemepntatipn Considerations

[

When this phase is entar2d, activity top managsment
has approved the results of th2 Risk Analysis Phase, and, if
the Risk Control Phase was execitesd, has approved a list of
necessary coun*ermeasures and their <Implsmentation plan.
This reviaw and approval docanzatation is submitted =0 the
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DAA in support of an initial request for accreditatior.
Upor receipt of the raquest, th2 DAA will issue arn activity
accreditation that assigns e3ich ADP system of the activit
to one of the following three citegories:

e ADP systems fer which all cost-effective countermeasures
have been implemented,

e ADP systems with 2an acceptable projected level of risk,
but with some countermsasurss not yet implemented (these
systems will be grant=d an interim authority to operate
perding implementation compl2tion), and

e ADP systems with a unacc2ptable 1leval of tisk which
Tequires that operations c2as2 un%til corrective measures

have been implemented. [Re 10: pp 3-2, 3-3]

As previously stated, the Operational Continuilty
Phase includes implamenting tis counterasasures approved
during the Risk Control Phass (if any) and conducting an
orgoing audit and s2curity inspaction of the activizy ADP
security posture. dne indiviiual must bz assigned these
responsibilities and given appropriate authority and
resources to execute then. Taa+ person is desigrated the
Activity ADE Security Officer and is “he head of ths ADP
Security Staff. The responsibilities 2f both <+=he ADP
Security Officer 2ani the staff are presented in detail irn
Chapter 2 of Ref. 10.

During the implementatiosn of necsssary countermea-
sures, the Plan of Action may rajuire adjustments. To allow
for this, there must be a r2s’>>nsive two-way communication
between the ADP Security Officar and top management about
real world considerations and co>nstraints. Some reasons for
nodification might be unforss=2en budgatary changss cr
requirel implementation of a ns¢ directed nandatory counter-
measure. Additionally, th2 plan should be M"tweak2d" to
minimize the disruptison of daily operations.
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When all pecazssary countarmeasures have been imple-
mented and a requ=sst for fiial accrejitation has been
submitted, the DAA 2valuates the effectiveness of +ths new
countermeasures by m2ans of a 3=curity Test 2and Evaluation
(STEE) [Ref. 10: p. 3-6]. Aftar “he STEE, the DAA responds
to the accreditation request by assigning each ADP sys<tens
to one of the thres categories jiscussed z2bove.

The Operational Continuity Phase 1is terminated when
policy dictates that another risk analysis is required. At
a minimum, +the Risk Analysis Phasz will bz reiritiated when
irn the opinion of t>0 managem21t there has been a signifi-
cant change to the configuration (hardwarz or software) or
facility, or when thare has basn a lapse of five years sirnce
the last approved risk anilysis.
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IV. TECHNICAL AND MANAGEKIAL COUNTERMEASURES

As stated previously, <thz current data processing envi-
rorment is viewed as a collection of assats. To proztect
these assets, varisas techni=zal and maanagerial security
mechanisms are implena2n+ei. Pachnical countermeasusss are
those internal hardware, sof*wars, and coamurnication p-o-ec-
tion mechanisms that are peculiar to the ADP sys*em and are
best addrzssed in th2 overall system design specifications.
Hanéqerial, also zalled conveational, countermeasurss are
those administrative, parsoan2l, and physical mechanisams
that are commonly r=sjuired for thes protection o¢f any envi-
ronment, awuvtomated sr not. Managerial coun“*ermeasurss are
implemented throughouat the syst2a's life cycle and are often
used to enhance *he sffectiveness of tachnical
countermea sures.

The ADP security policiss which industry =2nforces
through “he implementation of tachnical anil managerial coun-

termeasures are:

e all users and devices requir2 positive unique identifica-
tion and verification (auth2atication).

e all interactions 1invclvingy isz2rs, devices, and o+her
ramed system el2m2nts will bz cortrollsi by an au+thoriza-
tion strategy (acc2ss contrdol).

e all activity within thz ADP system should be observz43 sc
that users (authorcized or ast) car be Jde+*ected ani hneld
accountable for thair actions (surveillance).

¢ zll elements of t“he ADP systesm will function in a cohe-
sive, identifiabls, predictable, and r=liable mannsr so
+hat malfunc*ions are detact2ad and rea2ported within a
known time (intagrity).
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The countermeasur2s discuss2d in this chapter are organ-
=
[

a
ized by the four ADP security policies prsssnted above. The
countermeasuras ars 1>* ilentifia2d specifically as *echrnical
or managerial becaus2 a zombination of both is reguirszd to
enforce an adequate ADP sacurity policy. For example, the
authkentication policy is oft=2a achieved by Implemsncting
passwords. For passwords to b2 effectiva, <hey require a
software mechanism +> acca2pt ani recognizz passwords ard zan
administrative contral to proparly distribute ard audi+
their usage.

A. AUTHENTICATION

Authentication <countermeasurcss prohibit the use
system resources by unauthorizagd users or de
verifying the uniqus identi+ty >f the user or dev

servicing a request.
1. User Authentization

User authentication is 2ssen+tially a two-step proce-
dure of idertity dafinitior 2nd identity verification. In
the first s*tep, <the user proviiss his or hsr user ident ifi-
cation number and password during 3initial log-on to> <+he
systen. In the s2c52nd step, the systam performs a table
lookup and verifiass that ths password provided «corrsc+ly
maps *5 the user 1iientification number. Addi+ionally,
administrativs coatrsls =esnsirs that each identification
rumber/password combina*ion 1is assigned t> only one user,
and +hat the user has not proviisd his or her uniqu2 nuaber
and password combination to som25n2 else.

User authenticzatisn can be perfornzd “o some 2xtent
at the physical security lsvel by such controls as: .gua:ds

stationed at prysical 21ty points, persoanel
sign-in/sign-ou*t 1lo:books, 211 closesd-zircui+ monitors.
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These physical security countarmzasures acrz2 no* sufficient
at the ADP system lev2l, particalarly if the system suppor%s
remote terminals or n2twork comnunications. As an esxample,

when a user submits a batch Jjob tc the data procassing
center in person, his or her id2ntity can bz verified. When
that same batch job is submitt2l from a reaote terminal, the
user's idsntity is n> longer assuréd.

There are thrse methods for verifying a user's iden-
tity. These methois, which -an be applied siagly oz in
comkipation, are bas=31 on:

e something the psrs>n knows (2.9., a password, a combina-
tion to a lock, or a £fact about +the user's personal
background) ;

e something the ps2rson has (2.3., a badge, a key *o a lock,
or a card with nazhine readasle information); or

e something the person is (2.9., his o>r her signatuce,
speech, hand geomatry, or fiagsrprints). [Ref. 24: pp.
8-10]}

Several comn2rcially dzveloped 3J2vices for r2coaq-
rizing personal attrcibutas sach as fingsrprints or hand
geometry are availabiz. Howevar, +he cost of implam=2n<iing
suct countermeasur2s make tham iampracticzal for most 3zcen-
tralized data procassing envirconmenczs like +*he SPLICE
Network. The practicalicy 2f their impl2merta“ion depends
or the cost of *he countermeasur2 in relation t¢ the amount
of protection neeiel <+o liess2n <the activity's potan=zial
losses.

The most widely ccapted coantermeasure for
enforcing an authantication policy is +h2 assignmeat of a
unique user identifization nuamdar and password. The user
number is entered via a badgs o>r card, or enteced from 2
keyboard, whereas the passworl is generally enterei only
from a k=2yboard. In addition %5 its us2 in authertizatiorn,
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the usert's identification numbsr is also us=d in main%*zining

a journal of his or her activitizs, Passwords, urforc<tu-

ct
'.4
1]
n
[ ]

?1 nately, have many potentially damaging wvulinerabili
. Some techrical and managerial countermeasures tha+ have been
E . recommended by Cour<n2y [Ref. 3: pp. 40 -43,]1, N3S [Ref. 24:
i!g PP 9 - 12], and Shaiaker [ Ref. 25: p. 30,] as apprcpriate to
‘ counteract the vulnerabilities >f passworis are as follows.

= e Password Generation and S2lsc*ion - Passwords should be
comprised of a sufficiant nunber of charactars and g3sner-
;‘. eated in such a manier as t> assure a degree of prot=ac+io
ul

3

commmensurate witn the value 9f the assats. They sh

[ et}

o]
g“’ be generated raniomly, s> +that rno associa<zion with

C ar use z n = T T - 1 as su 23Ted

that password geazration b2 bas=2d on <tkLe concept of
"yirtual password" [Ref. 26: pp. 97-104]. The passwor
h

2 user identifiss hims=21lf or

(Y

is created at thz time =
herself +o the system and is bas=d on the user's idsnti-
fication number, social s2cuci%4y numbsr, and, in some

cases, the usar*s d=zpartuzat number. ref. 26 also

(1]

provides a sampls algorithm that is suitable for gsner-

ating a "virtual password."

e Password Distribution - Passwords <for accessing thes ADP

- system should obe 1istributsl only <+«o users meetin

. ADP system's n22i-to-know 2323 n2ed-¢t>-utilizz cri<szrcisa.
The use ¢f a unigu2 password by 2 user to access the the

ADP system, <+h2 aoplicatisa systenm, and “he network is
endorsed by industry aand is used by saveral commani z2n3d
control ADP systems within ta=s Navy. This hierarchy of
access requires that the user be authenticgted a= <he

systea, applicatiosan, 2nd n2twork levels. Each password
should be personaily Jelivar=2d to a as2r wi+th instruc-

M e St Ba Mid JEE o e i aat i Saime aSLuh ghu 14 ae o e oe o

tions to memorize i+, or it should be tranrsmitted over a
F4

secured communicatien path t> the user. If£ the password

T

¥
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is transmitted, then eithar the user should immediazely

ini+tiate a passwori changs o5r, if implamented, ar auto-
matic password change rcutianz should be invocked 1afzer
initial 1log-on.

Password Storaje Protectisn - Passwords ace usually
stored in a file located in 1main memory. The £i1l s
therefore vulrerable to tampariag. T> pro*ect the pass-
word file, an appropriats countermeasure is +o eiczher
encrypt the fils asing the Data Ercryption Standard (see
Rkef, 27) or pass the file through a hari-tc-i-vert trans-
formation algorithm. Ta=2 algorithm should be
sufficiently difficult to prevent a <code breaker <fronm
successfully br2aking the =532 with a r=2asonabl2 anount
of time and resources.

Password Usage Protection - Passwords sntered via CRT or
printing terminals should bz preventzi from displav by
masking the keyboard rsspoas:z. Additionally, a security
alarm or a termiznal lockout should be gsnerated automati-

cally after a so2cific nuwnber of unsuccessful access

a*tempts or a spacific time 3z2lay has =slapsed since the

last azcess attzmot. In orisr to uncover possible unau-
thorized usage o9f a passwori, it is suggested that =2ach
user be shown a r2cord of thes most recszn* accesses und=r
kis or her password upcn lo23-on. To protect passwords
during a commuanications transmissiorn, an appropriae
countermeasure is to use 2ithsr an encryptiorn technique
or a protectad conmunications distribution systenm
(Ref. 10: p. PF-33]. Th2 system shouli also respond in
the same manner to a valil identifization number and
invalid password, as it doess to> an invalid idsntifica+ion
number and invalil passwori. This prevsn*s a user, who is
attempting an unauthorizel access, to know whether the

ldentification nunber is valii or not.
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e DPassword Lifetims - Passwords should b2 chznged perindi-
cally, since the likelihoci >f them being surrzeptitiously
discovered incr2asas with *ins. Also, if a password is
compromised or 3 user's access right is revoked, then the

password should b2 immediately invalidated.

2. Device Authentication

——

Besides auth2aticitingy an authoriz2d wuser, thsz ADE
system should be ablz to unigqu2ly recognizs devices that are
requesting services. This is particularly impor*ant when
evaluating the thra2ats posed by remote or portable tz2rmi-
nals. An appropriats technical countermeasure2 is to raguirce
each device to be sqiipped with circuitry which will raspond
automatically to an interrogatisn commard and +ransait an
identification cdia. I'his handshaking between +thz ADP
system and the remot2 davice is accomplished eithe- by 2an
exchange of identifization coias 2r by the successful sxecu-

tion of =a particular algorithnm. The 1identification code,

n

also called a security codse, hould identify the pacticular

]

device and b2 unigjuz within *h2 systen. This psrari<s a3
system-wide journal to maintain a log of accesses by device.
The device!s circuitry should be protacted In <tamper-
resistant housing, ang, if <the amount of proatsz<ion
warrants, the transmission shd>ull be protzscted by encryption
or a protected communications distrcibution system

(Ref. 24: p.22)]

If the systam services devicas which ars not
directly cornected, i+ should be capables of initiating a
call-back procedurs that wverifiss <the davice's i1dentixy.
This call-back proceinre makss 1

(]

] of a remot2 access list,
which must include davice identification 2o5des and a sa<+ of
hich

authorized 1logical aj3dresses or telephone numbers from w
each device can originate a r23asst. Implamenting either o

H
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these countermeasures will enable the ADP system to guard
against an unauthoriz=d devic: nasqueradiny as an au“horized
one.

B. ACCESS CONTROL

Access control <countermeasictes enable properly idsnti-
fied users *o access only thos2z system <czsources for which
authorization has be2a granted. Tradi+ionally, authoriza-
tion in conventional systems 4is meant <*“hat every systen
element is automatically graated access to every other
system element, unless spscifically prohibited. In
contrast, ADP syst2as bass2 3iuthorization on the "l=aast
privilege" principle, which states that a system elesment is
expressly prohibit=d from acc2ssing anothzr elema2nt, unless
au*horization has be2n explicitly granted. Trtis principle
limits the damage that can result from 2rcor or malizcious
attack and restricts the access of systzm elements to a
protective domairn.

Before discussiny the desigyn consideratiorns for access
control mechanisms, an =sxplanaticn is required of what
corsti<utes a subject and an objzct. A subject 1s an active
ertity in the ADP system that <corresponds to a procsss or
task acting on behalf of a ussr or the opsrating system. AR
object is either a s>ftware <cr=2ated entity which reprasents
a collection of information 2.9., file, directory, or
program) or a hardwace r=2cognizable wentity lik2 a terminal
or special-purpose r=3ister. An access natrix concepraally
represents what subjscts can acs2ss what dbjects and spaci-
fies what access rights (read, write, delete, e*c.) <the
subjects have to the objects.
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The design of access control mechanisms is basz=d on

three considerations: [R2f. 28: pp. 192-217]

e Access Hierarchies, which automatically give privilzged
subjects a supersst of the accsss rights of nconprivilaged
subjects. Privilaged subj2:cts are thoss active =ntizies
of a two-statsz machine that operate it toe upervisor
domain. A subject operating in this domain has accsss ¢
all objects in th2 system, car cr=2a<e and delste obijzcts,
initiate and terminate us2r procssses, and sxszcute privi-
leged instructions not available to subjects operating ir
the user domain (nonprivilzgz3l subjects). For =2x2mple
processes in thes supsrvisor 3omain can change process

i

be

ot
o
)
V7]
i

sta*us wcrds and 2xecut2 I/J instructisas, while

.
Ha

’..J.

the user domain can only raquest those sarv

~
~

1
w

provided on their behealf.

e Authorization Lists, whizh associate with each object
those subjec:s which have azcess rights to i%. These
lis*s are typically used %> osro%ect owned objec*s such as

fil=s 2nd da+a.

e Capabili+ies, which are liks ‘Miickets" for obijects;
possession of a capability unconditionally authorizss <he
toldez access for all associated objects, In o=zher
words, associatedl with each subject is a capabili<ies

iist which spscifies the sibject's access rights to

w

list of chjects.

Access con=r>l <can b= segregated into s2varal
levels: system, subsystem, fils, rscord, or field, wherz +the
subject's accass rigats are dzlinsated a:t 2ach level. dith

ar access control =nschanism d2sigrned <+o mediate acceasses
wn to *the field 1lavel, 2 gresater lik2lihocd exists of
tecting a violatisn ot nisuse of s3ys“em Trasources.
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However, such a design significantly increases +<he nun
and types of accesses to be verified and ysnerally l=ads *

a degradation of systa2m parformance.
2. Access Contral Implem2atation

Access coantrosl countsra2asures 2ars implemented by

software routines which =2xecatz in the supervisor domain,
and are invoked by thz file manager to gran%t or deny access
wher symbolic referances ars made betwesn subjects and
objects. As shown in PFigure 4.1, the accsss control macrix
idertifies all subjscts and sbjects in the system and
defines their relationship. If the matrix were dirsctly
implemented, the tim2 required to validats an access request
could be unreasonapbls due to thz potentially large numbzr of
empty spaces in thz naatrix.

Depending on the systam software d2sign, <%he access
control countermeasure, which enforces the r=2lationships
depicted in the ma+rix, can b2 implemented in diff=srent
ways. One approach is <to orjyanize and store the access
relationship from *h2 subject's perspective, <*hereby =2limi-
nating empty spaces in th2 matrix. This perspective, which
is called a capability-list orisntation, maintains a capa-
bility 1list for =ach subject giving both *the subjec:'s
access rights and its related objects. The =a2dvantage cf
this approach is that once +th2 subject's zapabili<y lis< is
retrieved, the time required t> validate subsequen* azcess
reques+ts is minimal. (R2f. 28: pp. 207-218, Ref. 29: p.
169 ]

A second approach is to> organize 3ind szcre the rala-
tionship frem the objact's persosctive, whare once again the
empty spaces are sliainated. This perspactive, whizh is
called anr authorization-list »>rientation, maintains w
eaclk object a list of authorizz3l subjects and their rsspec-
tive access rights. The advantage of this approach is =hat
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once an object has b2sn rsquest21, further resquests for the
same object can be r=2adily procsssed. (R2f. 29: p. 169]
Bach of thes approachss 1iscussed above has 2 s2rious
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maintenance problem. For example, when an object is removed
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or 2 subject's access rights are changed, an exhaustivs
search is needed ¢to update all affected =ntries. This is
very +ime consuming when usiny a2 list based strictly on
either capabilities >r authorizatiorns. R2f. 29 recommends
an authority-item approach to overcome this deficiercy. The

&

- approach is explained as a meth>3 for

.-

o organizing the accass control informaticn into 2u*thority

L items, edadch of which corresponds to a user (subject).

b 4 Furthermore, every resourcs (object) % an authosity
item is 1linked with the saa: résourcss (objects) in
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other author;tg items, . Thus, the authority it-enm
approach supports_  capability lists directly and access
(authorization) lists ipdirectly, through linkages. In
this way, search 2f authority items “jue to "removal,
changes suspensions nsad not be exhaustivsa,

and
(Ref. 28: p. 170}

Regardless of the approached pursu=zd, the overriding
consideration is to> ra=duce th2 time needsl to grant or deny
an access request and to proviia2 a flexible mechanism that
can readily adapt ¢to the Jyramic dint=sraction between
subjects and objscts. For additioral infcrmation on
different imlementations of azzess control countermeasuces,
the works by Stieglar (1379), But+tar (1580) and Gladrney
(1975) are recommend=13.

The implemzntation approaches presented above were
directed towards alt=rnative design proposals for “he access
control function. These sam2 considerations apply egually
as well to> the desiga of a data base managzmen%t system since
it also is concernal with =nsuring +hat orly authosrized
users gain access to resources _Ref. 30: pp. 229-252].

C. SURVEILLANCE

The surveillancs counterms2asurs dsta2cts arnd rzacts
appropriately *o any intarnal system activity that it has
determined my constitu%e a szcurity thrsat. In orde:- to
determire the sourcs 5f this threat, the system must have 2
mears of achievingy strict psrsonal accountability €£or all
users (unique assignaent of 1identification numbers). A
surveillance countsra=2asure nz2is the capability to concur-
reptly perform two functions: +hreat monitoring arnd
securi+y auditing. For the cointermeasiu-cz tc ba effective,
the events to be =ad>nitored 223 1logged must be approved
durirg the design >f the AP system aad the capabilitv
implemented prior to its operational use. The surveillance
countermeasure is usually implamented t> opera*te in the
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privileged domain ani, like 2ll other system sof=wacse,
requires protection from unauthsrized modification, des:icuc-
tion, disclosure, or jenial of service.

Threat monitoringy is the real-time detection 3§ a
successful or attempt2d panetration of tha ADP systenm. The
threat monitor observas all ussr and systzm interactions to
ensure that the praoer actis>as and responses are being
exchanged., If the monitor 1stscts & s=acurity vi
(penetration attack), it must rzcord the 2vant and taks some
automatic action, dspending upon the sevarity and effs
the violatiecn. This action <could rangs from printing a
security alert messag2 on the operator's console to sounding
an alarm 3in the ADP Sa2curity Officert's location. In
designing the monitor, ons must address what information, if
any, should be returazd t> th2 aser at+tempting +*o compromise
the system and what the disposition of the wuser's progranm
should be if executisa had be=n initiated.

Security auditing concerns thes logging, analyzing, and
reporting of securi%y-related =vents, in particular, any
at+tempted or succassful security violation. The 1o5gging
function <collects 2aad re2cordis in a historical file such
things as *he user's ijentification number and tima2 of
log=-orn, the devicss from waic the user has 2n:ered
commands, programs, anrd filss, and any other system dJata
unique to the particilar user s2ssion (e.3J., 4general rsgis-
ters, memory bounds, location of wvirtual memory table)
(Ref. 29: p. 166]. Ths logs are used to provide an audit
trail of system activity and t> assist in the investigation
of recorded security violations.

Analyzing and reporting of s=2curity-related events is a
joirt responsibility of the survesillance software couner-
measure and the ADP 52curity Jfficer. Th2 countermeasur=2 is
normally designed to naiptain scatistics on security-related
events and to preparz standardize reports on such 2vants,
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while it is the ADP 3ecurity Jfficer that interprets these
products and takes appropriats ictions +o correct the docu-
mented vulnerabilitiss, It is intended that 3 surveillance
countermeasure will act as an 2ffective psychclogicz2l d=ter-
rent to the user who aight otherwise consiizr abusing his or
her privileges.

D. INTEGRITY

Integrity is the juality of protection that assures that
[‘ the ADP system works in a coh2sive and predictable manner
;f regardless cf the oparating coniitions, that tschnical coun-
termeasurss are affective 11 maintaining the dssired
security level, 2and +*hat ths ADP systzm 1is adeguately
prctected from the occurrence ai1d impact of errors [Ref. 31:
pPP. 15-171. Couatermz2asucrss for enforcing a2 systenm
irtegrity policy iaclude controls for the internal (hardware

and software) systam, processiay, and system errors. The
techknical counterm=asuras prasented in the following
sections have been syaopsized from Refs. 29, 32 and 33. The
listing is by ro means exhaustive, rather i%* repesen‘s
industry's judgement of the mdst effectivs countermeasures
for today's hardwars and software. Thesz countermeasures
are no* usually idsntified 2xplicitly as security mechar-
isms, bu%t are often present for assuringy a high dagrz2e of
system reliability.

- 1. Internal Syst2p Cantrals

= ; - .. .

o In today's multiprograaaning 2and nultiprocessing ADP
fi systeuns, many us2rcsS are cosncurrently sharirg systenm
- resources (memory, CPU, and I/J devices) and progranms. The
;i nultiplexing of thss: elements amdng many users has cre2atesld
S; a need %o isolate (s elf-prot2:t) wuser prograas from one
{i another, the systsa softwars, and the other systen
-

76

¢

ﬁ

L.

PSP SR NP WY R SR ) CRPSL AP . W UL VS L V.00 S - P P Y PR SR U U, SO S v PO P P U W T WO,




R A e A B il e A S I A A L e S S A A T P T T T s . -

resources. This 1isolation »>f elements is achizvsd Dby
implementing various technical <countermeasures that provide
for main memd>ry protection, 3Jual execution states, and
virtual machine monitors.

a. Main Msmd>ry Protectiorn

Main memdry protaction concerns the abili:y to
protect partitions or portioas 2f @main msmory £from urwar-
ranted access by ussr prograns. Main a2mory is usually
divided into mutually exclusivs areas +that are managed by
the system softwars. The systan software loais these areas
with as many user pragraas as zan be efficiently serviced.
In vprevious gernerationms, this meant bringing in a user
program, executiny it for a psriod of tims2, suspendingy its
execution, and locadingy in anoth:r user program. This swap-
ping continued wusually via a rcound robin servicing scheme
until *he user progran hal finished executiorn. This i3 no
longer judged as an 2fficient us2 of main n2mory.

To overcone this inzfficiency, a new archi<ec-
ture developed which suppor“s 1 virtual 2a2mory capabili-+y.
The important characsteristic >f a vir+ual memory archi<ec-
ture is that ths 1addrass pa e of a user program is
partitionad 3into a3 set >f 1inlspendently 2llocated urits,
some of which are main memory r2siden* during program sxecu-
tiorn, and some of which are n>*:. With this new approach,
the system softwar2 1loads only units needed <£for execution,
hernce a greater numh2r of usars can .= s2cviced and msmocy
usage is more efficiant. [Ref. 32: pp. 32-33]

When the ADP syst=3 3oes not permit concurcert
sharing of system resourc2s or processes by multiple users,
the *raditional wmain memory protaction countsrmeasuras of
base and bound registars or 1locks ard keys are sufficisnt to
enfcrce an isolation policy. Y2m0ory bas2 and bcund ra2gis-
ters are set by *h2 system software +0 specify ¢the valid

77




—TTYT

T

frﬁrr.—-v:‘r_f-, v

edbad
-

upper and lower =aain memory 2addresses £for the «curcesatly
executing process. Any attempt by the process to feich from
or stora +*o an 2idr2ss outsids these boands gernera%tss an
ipterrrupt to the system softwar2. Whern a different process
is brought in, +he base ard bound registars are changed to
describe the new prozass!' memd>r-y area. A lock andé key coun-
termeasurs is implsmsnted by narking each location 3in main
memcry with a lock 2nd each program with a3 key. When <%he
user program is brought into 2maia memory for execu*ion, the
system software compares the key with the locks and unlocks
only those areas matched by th2 program's key. Each fetch
and store is automatically =2=xamined by the hazdwars <o
confirm that the k2y and lock mitch,

When the ADP syst2n permits rssource sharing,
these tradi+ional <countermeasur2s are not adequate b=c2use
they allow programs #ith diff=cant protectior attribu%szss *
corcurrently access the same arza of main m=mory. Ref. 2
recommends a solutioa to this problem that incorporatss the
prctection at*ributss and siz2 contraints in the adiress

translation <able. This table is used by tha system soft-
ware to map the virtaal aidress:ss of a ussr program in%o +hz
physical addresses n2edei in aiin memory. (Ref. 29: pp.
108-114]

Some aiditional couartermeasur=2s thaz are nea2ded
to protect ADP systems which procsss sensitive business data
are as follows.

e Ability %o scrub (zero outy residue froa main and s=2con-
dary memory befors reallocation to another user procass.

e A memory write proctsction fzature that prevents one
program from ovsreriting zandother. Any attempt to write

generates a systen intarrupt.
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. b. Dual Exacution Stat
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The dual exzcu+is’>a states of privileged arnd
nonprivileged alleow the ZPU to maintain the two execu+ion
domeins of supervis>r and as=ar, Ths system software
executes in the suparvisor 3smain, <+hus it is peraitted
irmediate access to all systeax resources, including the
ability to execute privilsged CPU and I/O instructions. orn
the other hand, th2  us2r's process exesutes in the user
domain and any attsmpts t> exscute a privileged instruczion

is automatically trapped by the CPU. Basically, this ac-=icn
generates an interrupt which sigrnals ths TPU to <changye to
the privileged statz and allows the system scftwars t9

execute the instruction on behalf of the ussr process. This
countermeasure is available 5n almost 21) curcent ADP

systenms.

.

Cc. Virtual Yachine Monitors

The impl2mentation of virtual wmachine moni-=ors
allcws each user progyram %o have its owa virzual machine

uniquely configurel £ a2is. The virtual monizor is

n

2T ts n
considerel %> Dbe a Zapctionally ¢o 2; z
/) channels av
e

o
1=
1n
a

hine with i<

)

[
U)

ani zany

own virtual CPU, amendory, I o]
L other virtual resourcss ra2qu 21. The only thing 1< lacks
to execut2 a user pr>jram is
CPU is allocated bstwean v

specific amount of +*inme for =ach virtual CPU according +o 2

t n
*h2 physical Z2U. The physiczal
irtual mornitors, working a

specified s*rategy. This allows for +ths time-mul+tiplaxirg
of each victual aonitor on the ac*tual hardware and <he
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dyramic reconfiguration of th2 system to satisfy +the needs

!

of 2 user program. Sincs each user process is containa2d in
a specifically confijyured virtual environn2nt, any a*tenpt
to access a systen r2source 2a:side +*ha*t =2avironm2nt au*o-
e matically generates a2 system in:2rrup*. Therefore vir*tual
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machine monitors also contribute “o an isolation (self

protection) security poli:cy.
2. Progcessing Cantrols

Processing controls ar2 mainly linited +“o adminis-
trative counterm=2asures such as standard operating
procedures and software engins22ring practices tLhat indi-
rectly protect the ADP system and enhance the effectivaness
of the technical couaterm2asuras. Some of the contzols ¢hat
should be consider=2d as possiblz candidatzs are as follows.

e Users should be restrictel to programming only ir
higher-level languages.

o Modifica+ions to systsm 3ad application sof:ware should
be implemented by a two-parson control strategy. Two
persons must sign off on all <changes t> the system soft-
ware before ths2 <chanyes az2 made In the operational
version.

e & Configura*ion Managemen: Plan which 24drssses software
development and maintenancs procelures shoull be
Implemented.

e A Contingeacy Plan which d2scribes zhz2 sszcurity proce-
cdures for responiing %o abasrmal opsra+ting conditions
should be establishel, pablished, and periodiczaily
tested,

3. Sysiem Error zon*trols

System errors, aiso called failurss, =rcesult in a
degraded or unknown oerformancs level and can be causzd by
hardware malfunctions, software 2rsors, Or Operator erIors.
Hardware malfunc+tions are causasi by such things as %h2 CPU,
memcry parity, I/0 in+terfacs 2and commuaica*icrn 1line, or
power failure. Softwars errors are concerned with both
operating and appliza*ion systsms deficiencies ani Te
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ttributed +o incoaplate design specifications and/or imple-
mentation. And lastly, operator errors rasult from 2izher
badly defined operating procsiirss or siaple human =2rror.

(Ref. 33: pp. 104-105]

In developingy countsrn2asures *o protect 3against
these three types of errors, the designsr mus* consider
error prevention, 3et2ctis>n ani reccvery. Errcr prevention
is usually satisfiel by providing sufficisnt zedundancy so
that 2 comporent £ailure doss not degrade vperformanca.
Errcr detec*ion —razqiires ths ADP system to be capable of
recognizing potential hardwar2 and software maifuncticns
before the entire system aalts. Error racovsry rela=ss to
cortinuation of systam functions af+ter an 2rror has occurced.
Reccvary can be affected at s=averal levels, depending upon
the severity and impact of ths =error. For example, if an
error could crash tha system, taz recovery would be a sysztem
restart; or if a projyram atteapt2d %o real past +*he eni-of-
file, the recovery woull =entaill an errsr message =5 the
USeT. Some counternaeasarss that have been suggestzi by
Cerroll [Ref. 20: pp. 265-287] and TIRW Systems, Inc.
[Ref. 33: pp. 129-173 ] 25 eff=zctive in counteracting sysien

e hierarchically d=signei fault-tolerant ADP systeas

e redundancy cf hardwace and s>ftware components

e automatic backup hardware switchover

e transfer 5f «critizal systen func*ions from sofiware to
firmware or hardware

o

e dynamic <checking 2f the systzm's operz+irg state wit

[ 3

appropriate recovary actions specified should an illag2
state be detect=ad

e capabili*y for logical consistsncy checks (2.9., simulta-
nious interrupt pcavention, 3evice address and existence
check, ani tims caeck on propagation 2£ signals between
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. devices) with appropriate recovery actions 1initiated
should an inconsistency be r=2alized
capability for selactive ts:-mination, graceful degrada-

[ ]

tion, automatic initiatiorn of diagrostics, and graded
(varm/co1d) restarts

e memory parity and 3ddrass validation

replication of criticzal systam files including dazta bases
and audi+ logs

e enployment of data integrity controls such as: ch=acks

'tr"""wl"" o

for reasonableness, :consistancy, and range, use of
checksum totals 2a1d parity Juring data transfers, and

R s

maintenance of a transaction journal
{[ e +timing and =segueace checks psrtinent to I/0 operatiorns
(€.9., I/0 instruction exacution ard I/J transmission)
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V. BECOMMLNDATIONS

A. RECOMMENDED SPLICE FUNCIIONAL SECURITY ¥ODULE

This section provides recommended design spacifications
for a software S=acurity 4¥o5duls ¢o be incorporated into +he
functional derign of the SPLIZE Local Ar=2a Netwozk (LAN).
The specificaticns are based upon *he assumption +that all
data handled within the SPLICE LANs will be «classified no
higher than Sensitivs Business Data, The design specifica-
tions recommended ia *his sszc-tion satisfy +the protsction
requirements set forth in Refs. 10 and 11.

As discussed earlier, a coadlsx data processing eanvirzon-
ment like SPLICE is usually protscted by enforcing ths four
ADP security policiass of authszntication, access control,
surveiilance, and intagrity. Ta2 SPLICE S2curity Mecduls has

been designed as a collection o5f submodulss, with a t

U]
Q

on

1%
s
D
o)
ct

mended software subaodule £>- each policy area c
integrity. The integrity raquirements o¢f SPLICE have
already been address=2d ir Ref. 13 and, if implementsd, will
be adequate. The inta2g-ity raquiremsnts aidress such *hizngs
as memory protection featurss, change <control proceduces,
memory pari*y, data in+egrity controls, and system consis-
tency checks. Ths rsecemamanied security mcduls is
specifically tailorel %o satisfy the security requir=ments
of the SPLICE LAN and should not be construed as being
endcrsed for all such eavironazants. The terms us=21 to
describe the Security Moduls and its intsractions with <+he
other functional m>diles of thz SPLICE LAN have been taken
from Ref. 34.
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The functions of SPLICE Security Mcdule ar=z

m
n

follows:

e QAuthentication of the ussr when accessing the SPLICE
Configuration.

e Authentication >f terminals and periph2ral d=2vices when
requesting or psrformiag a sarvice,

e Maintenance of arn access control mechanism which enforces
+he access rights as prescrivped for subjects and objects
of “he local SPLICE Configuration and validates reguests
for access to the SPLICE LAN and the Defence Da+*a
Network.

e Maintenance of an online s2carity auditing mechanism that
logs appropriate sacurity related information requirzd <o
support subsequant analysis =zfforts.

In order +to enforcse an authentica*ion policy,
authorized use of SPLICE resources must be controlled by
dftw

administrative ccuntarmeasvra ra2quires that each user
device be uniquely identifiabls within ths SPLICZ LAN. The
software countermeasure nacessitates the design of sofiware

botk an administrativas anid 3 s are cogntermeasure. T?

D

>

A}

~
ia

s

submodules which function to iisntify users, terainals, and
peripherals.

Chapter IV presented in d=tail npumerous mechanisms
consider2d effective in protec+ing a password authertica<ion
coun*ermeasure. T+ is rzcomaenlzd that those mechznisns be
evaluatzd for their aoplicability to the detailed design of
the authentication submodule.
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a. Authentication of Tsrminals and Users

ey e

‘The software submojuls for authsnticating f=scmi-

nals and users shoull be invoked by the Front End Procassor

—T

(FEP) Module when th2 ussr initially attampts <o log on +*o

;3 the local SPLICE <Co>nfijyuratisn (local sysienm). It is
- assumed that the FEP Moiule can recognize when a ussrc is
!!! locgging o to the 1local systsm and that it can iavoks tle

submodule when appropriats.

The terminal's idzntity should be checked by
requiring the +erminal to traasmit a sscurity cod= in
he
t

% 4

response to an interrogation <command. The code is

3

Q
H
(RS

matched against a table of 3authorized terminal secu

~

e
codes. If a match is found, ths logon procedurz continues,
r‘ Otherwise, the security auditiiag submoduls (tc be addrzssed

0

later) is invoked ani appropriats actions for responding ¢

a security violation are taken. After “he termiral's iden

tity 1is verifiegd, the wuser's identificatior number an

o}
password are checkeid in 2 siamilar mannsr. If 2 wmatch is
fourd, the logon procedure is completed and control passed
back to tke PEP Moiul=a. If no> ma*ch is found, =he securi+y
auditing submodule is iInvokz2d as befor2 and contzsl is
passed back to *+the FEP Moduls 3ftar appropriate ac+tions have
L.en +aken.

It is recoameni2i that the authentica+ion

b
»
A
fo
hv‘.
h.‘_-
2
b

submodule Zcr +terminals and us2rs be 1lozated in +hs same
physical machine as the FEP 4>53ule for each 1local systen.
This recommendation is based on the ne2d +*o restrict a
nonverifisd terminal and wusa2r to as little of *he local
system as feasibls, This subnsdule will only be invoked
when a user (local, remote or sat21li+e) 1initially logs on

vy vv"v:-;‘-"ﬂ‘lwzv v‘“"r.

to the local systen.
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b. Authentication of Pzripherais

th

The authantication submodule for va2rifying the
iderntity of a periphscal devics has no*t been examined Jjue to
the lack of detailed design spacifications concerning how
the Peripheral Manajyament (PY) Module interacts with <the
local systen. Once the desiga has been completsd, it is
recommended that the counterm=asu-es presanted In Chapter IV

Section A.2 be review=2d for thsir applicabiiitv,

2. Acgcess contral

After +the us2r's idsntity dis wva2rified, <the FEP
Module forwards all subsejuent 1ser messages to “he Terminal
Management (THM) Moiule. Th2 TM M23ule «responis by
requesting that th2 Sa2ssion Se:cvices (SS) Mcdule es+ h
and maintain a wuser session. After a session has beer
established, the SS Module 2ximines each user request ard
invokes the appropriate ganeralizsd functional module n=acded
for accomplishing tha task «r2gussted. It 1s reconm
that th2 SS Modulz iavcka ths access coatrosl submod
valida*e the wuser's authorization rights before it In
ary other functional module on b=2half of the user,

The access control submodule should perform +wd
types of authorization control. First, 1f the user *ask
requests access to the SPLICE LAN ox the Dafense Da<a
Network, the access con+trol subnoiule should ensuze that <+he
user has been authorized such an access., The secornd type of
centrol inveolves granting or d=2nying a us2r (either loscal,
remote or satellit2) access +5 2 lccal system object such as
a file, directory, or periph:zral device “o perform sone
action such as read, write or zxecute oa tha* par*icular
object. If the ra2juest 1s nd>%t allowed, “he secursity
auditing submodule is invok2d 2nd appropriate actisn is
taken.
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The design of the accz2ss control submodule should be
based on the authority item t2chnique pres=snted in R2f. 29.
This design specificatior reducss the time required to grant
a user authorization request and allows z2uthoris itsas to
be easily modified when changss are made to the authoriza-
tior rights of a user (subject) or the access capabilities
of an object. The implementation of <this countermezsure
requires that the authorizatioa rights of users and access
capabilities of objects b2 explicitly defined and maintained
online for use by the access control submodule. It is
reccmmended that th2 access coatrol submodule be colocated
with *he SS Module to minimize “he time rsjyuired o vall ja%e
a user's authorizatioa.

3. gsuryveillance
In order to 2rforce a3 suarveillancs pclicy, it is

reccmmended that a sa2curity auliting subm>sdule be incor-po-
rated in the design of the SPLICE Security Module. No
particular location f>r this subaodule is recommended, 2s it
could be a candidate for relocating from one physical
machine +*o0 anpother 2as nscessary to improve +the overall
performance of th2 SPLICE Coafiguration. This submodule
will be invoked by the T™ Modulz, <he S5 Module, tha PM
Module, and any othar moduls which can recognize a security
violation or system 2rror. Th2 a2ppropriate actions for the
submodule to +ake wh2n invoka2i z2re to 1log the even%t, to
ro+ify the central system operator that an error or viola-
tior has occurred, and if ths =2rror or violazion is savere
erough, the user's log-on or s2ssion should be terminated.
The security-relatzd informatisa recorded by this submzdule
shtould include at 2 minimum taz £ollowing.

e A system access lb>g which iientifies who accessed the

system, what t2rminal *he a-cess was maje from, whe*her
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the access attempt was successful, and the date and =ime
it occurrei.

e An ipputoutput 1og which I3entifies who requested the
service, what function (read, write, enter, print) was
provided, whether the functiosn was successful, and the
dats anrd time it oSccurred.

e A processing 1log whizh r2zords appropriate security-
related informatisn about system errors and securzity

violations.

—r—r
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[‘ B. OTHER RECOMMENDED SPLICE SECUORITY MEASURES

It is recommendel that NAVSJIPINST 551).64 be revis=2d4 and

reissued to accomodat2 th2 mininum mandatory countermsasurces

listed in Appendix J of R2f. 1), which was issued subssguert
to NAVSUPINST 5510.6A. This w21ld allow the mandatory coun-
termeasures to be included by r2farence ia +the nsxt varsion
of the SPLICE Security ani Risk Analysis Plan [Ref. 11].

The "SPLICE unbr=2llam™ contains many software oproducts
which are being da2v2loped by C2ntral Design Activitiss for
distribution to multiple activitiszs., It is recommended <=hat
the SPLICE Froject Officer insar2 “ha*t each softwars product
is cer+ified in accordancs with OPNAVINST 5239.1A prior o
distribution [ Ref. 1J: p. 3-1].

In +*he design of softwarsz products, the sof-ware
controls listed in Appendix I >f Ref. 10 mwmust be incorpo-
rated. It sheculd 2also be notzl that contractor developed
softwars and countarmeasures are also subject <+to <the
requirements of Ref. 10.

It is recommedad that the f>ollowing actions be *akaa ¢o
help insure that th2 risk in SPLICE is quantified ard
managed at an acceptable lavel.

e A Network ADP S2curity Officsr should bz designated esarly
in the lifecycls 5f ths SPLICE Project. The irdividual
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so designated should be givan a position high enouga in
the project organization anil appropriate authority and
resources to manays th2 SPLICE Risk Analysis Precgram and
effect +*he necessary desigyn changes and operational
requirements.

e The Network ADP Szcurity Officsr shouli develop and main-
tain a compreheasive chacklist of threats which are
potentially present at any S3PLICE activity. The rsader
is invited to rsviawv the wdorgs of Mar+tian (1973), NBS FI>S
31 (1974), Ref. 2), andl Ref. 22 for rscommended lists of
threats. The cha2ckiist saould be aade available *o
activity risk analysis teanms.

e The Network ADP Szcurity Jfficer shoull be given cogni-
zance of all activity security incident repor<s [Ref. 10:
p. 8-2]) in ordzr to ijentify and monitor vulnerabilizies
which potentially 2xist in th2 SPLICE N=atwork.

e A risk managemsnt training program should be established
to provide a consisteant Risk Management Progranm
throughout the SPLICE Network. A list of resspensibili-
ties for ADP security trainiag is proviied in Chapitsz 10
of Ref. 10.

e The appropriats Inspector 52neral rsview program for
every SPLICE activity should incorporatz a secucity
review, as defia=d in OPNAVINST 5239.14 [Ref. 10: p.
8-11.

C. FUTURE RESEARCH QJU ESTIONS

1. Validation 2
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This +thesis providss a1 formal program for =isk
management, but do2s aot attenpt to gquantify the risk in any
particular activity. Ad3iitionil research should be accom-
plished in at 1least one of sa2veral ways. The risk of
operating can be estimat2d4 by simula*ing a3 "typical SPLICE
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activity." This would raquirs complete enumeration 2f all
assets in the <seven resource categories, anrd a listing of
all "potential" thr=ats facingy a3 SPLICE activity.

Ano*her rss2arch meth>1 would be to =examins an
existing Navy activity tha+t is 3=signated to> become a SPLICE

activity. By evaluating the chanrges in the data processing
environment due to the SPLICE confiquration, their impac+t on
the ADP security posture of tas activity can be proparly

examined,

By using one 2f these r2search methods, the r=zcom-
mended Security Functional Moiuls can be validated and, if
needed, 2dditional co>untermeasirss can bz spscified for in
the design of <+hs SPLICE s>ftware or implemented a+t +he
operational SPLICE activities.

2. Critigque of Risk M¥anaz

2

o

o)

ot
o

regraa

o

The Risk Manag=mant Program modsls presented in
Chapter 3 formalizs <“h=2 concspts proposed by Courtney
{Ref. 3], NBS ([R2f. 17], 2ard Fitzgerald [Ref. 19], and
adopted by the WNavy in th=2 DON ADP Security Program
[Ref, 101. Although the modzls praeserntel here reflect
established concepts o2£f tae various refersrnces, no a+tampt
has been made to analyze the validity of ths concep*s.

Both the Asss Loss D=termination Model and <+he
Threat and Vulnerability Evaluation Modsl ar2 essentially
exporential utility functions, which =2xhibit decr=2asing
marginal utili+y. dith ressp2ct to assat losses, this
implies tha* an asset loss of $1,000 with a2 total assest loss
lz:vel of $10,000 is 1ot as sigaificart as an asset loss of
$1,000 when the asset loss lsva2l is at 3100,000. A simple
gquestion arises in this reasoning. To a2 compu*er sy
user, is the tenth 3ay of doiay without sarvice less in
tant than the first »r secona? Likewises, is losing th2 use
of a tape drive 1l2ss significaat i1f you have already lost
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five tape drives thaa i+t is wh21 you have lost none? Thers
may exist an argumsnat <that ths marginal utili<t shculd
ipncrease with incrsasing asset losses. .

In threat ani vulaerability evaluation, 1less signi-
ficance is similarly placed on narginal risk as the activity
becomes more vulnerable or mor=s tkreats are presant. Is the
risk of a fourth or fifth attack not as significan% as the
second or third?

Finally, th2 Navy's risk management decision
problem should be mdre fully mod=led. Zurrently explicit
constraints are plac=d on tha activity manager by th=2 DAA
who sets a maximum acceptable Total ALE. Althougk not docu-
mented in the Navy program, the settiny of “he maxinmum
acceptable Total ALE is donz2 by use of the DAA's u=ility
function. Certairly this choizs is made in light of o-=her
investment alternativas, and with regard to the Yavy systen
of incentives, rewaris, aad psznilties.




RONYNMS

- LIST OF
f; ADP Automatic Data Processing (Ses EDE)
g! ADPSO Automatic Data Procsssing Security
S' df ficar
E}’ ADPSSO Alatomatic Data Processing Systen
1! Sacurity Jdfficer
ij ALE Annual Loss Expectancy
o
ARPANET Advanced Rasearch Projects Ag=ncy
Na+twork
:3 cPU Ce2ntral Processing Unit
%s CRC Cyclical 223undancy Chack
#' CRT Zathode Ray Tube
DAA Dasignated Approving Aathorizy.-
DDN Da2fense Dati Ne+work
E; DES Data Encryp:tion S*andard
§ FIPS F2deral Infsoraation Processing Standard
j (National Bireau of Standards)
:ﬁ GAO S52neral Accounting Office
1/0 Iaput/Output
! Ip Internet Protocol
; IPL1 Internet Private Line Interface
; LCN Local Computer Network




W
?:- MC Yonitoringy Zznter
:: NBS National Bursau of Standarzds
E! NSO Na+work S=2carity Officsr
OMB dJEfice of Management acd Budgest
E SPLICE Stock Point Logistics Integ-ated
 ; Communicatisns Environasnt
, STEE Sacurity Isst and Evaluation
[‘ TASO 'srminal Ar=s3 Securi:iy Jdfficer
TC? Iransaissisa Con%rol Protocol
Fi MM Virtual Machine Meniior
%
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DEFINITIONS

The majori+y of +the definitions contained herein are
taken frcem the Depar+tment 2f +the Navy Automatic Data
Processing Security Progran Manual, JPNAVINST 5239.12
(Ref. 10]. All dafinitions not from OPNAVINST 5239.1A are

referencegd.

ACCEPTABLE LEVEL OF RISK. A julicious and carefully consid-
ereé¢ assessment by the approosria*te Designatei Approvirng
Authority (DAA) that an autonatic data processin (ADP)
activi+ty or network m=zets the minimum requirements of appli-
cable security directives ani <*h2 precvisions of OPNAVINST
5239.14. The assessnernt shoull take into acccunt “hz value
of ADP assets; threats and vulnsrabilities; countermeasures
and their efficacy i1 compensating for vulasrabilitiss; and
operational requirzmsnts.

ACCESS. The ability and the2 m=ars to apprdach, communicate
with (input to or ra2zeiv:z outpat from), or otherwiss make
use of any material or conponent in an ADP systenm.
Personnel only <zreceiving comput2r output produc<ts ZIronr the
ADP system and not input+ting to or otherwise in%teracting
with the system (i.e., 1o "hanis on" or other dicect input
or Ingquiry capabili+y) are not zsnsidered to> havas ADP system
access and are accordingly a5t subiject <o the personzel
security requirements of OPNAVINST 5239.1A. Such o2utput
products, however, shall 22ithsr bs review2i pricr to dissenm-
ination or otherwise letermin2d to be proparly identifi=2gd as
to coutent and classification. "Ref. 35}
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ACCESS AUTHORIZATION. Passworl and/or us=r id reguirszd +o
meet security restrictions for the rescurce being accsssed.
{Ref. 13]

ACCREDITATION. A policy deczision by the —responsible DAA
resulting in a formal declaration that appropriate securi«
coun*ermeasures have been proparly implemented for tht ADP
activity or network, so that the activity or netwsrk is
operating at z2n accszatabls lsvel of risk. The accredita*=icn
shculd state the mods of operatiosn and any operating limita-
tions applicable t5 the ADP activity or network.

ADMINISTRATIVE SECURITY. Th2 minagement coastrzints; opera-
ioral, administrativa, and acsountability procedurss; and
supplemental contrals establishz3 to provide an acceptable
level of protection for 3ata. Synonymous wi+h procz3iural

securi+ty. ([Ref. 36]

ADP ACTIVITY. Any organizational entity with responsibili-
ties for dsveloping, 5perating, or maintaining an ADP syst=n
or retwork.

ADP SECURITY. M2asires rejyuir24 *o prctact against unau-
thorized (accidantal or in=en+ional) disclosure,
modification, or iestruction >f ADP?P syst=zms and da=-a, anc
denial of service <> process data. AD? security includes
consideration of all hardwarz/s>fiware functions, charack

r-

[1}]

istics, and/ocr features; oparational prccelures,
acccuntability proca3iures, 1131 access <con%rols a2t <he
certral computer £fazility, remdte compuzar, and terainal

facilities; managem=nt constzaiats; ©pvhysical struvczur

[}
[1}]

a

(0] (o]

n
devices; ard personi2l and comnnunication controls neeizd t
provide an acceptabl: 1level 95f risk for th2 ADP systa2m and

for ¢he data or informa*ion contained in the sys<en.
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ADP SECURITY STAPP. Individuals assigned and functioning a
action officials for ADP security within their respzc
organization:

ADP Security Officer 5&D
ADP Systenms Secur1t¥, tf
Network Security Jdfficer
Tezminal Area Security Offi
Office Informatioan Systea S

DPSSO)
J)
ar (TASO)
curity Officer (0ISSO)
ADP SYSTEM. An ass2mbly of conputer equipment, facilities,
personnel, softwars, and procsdures configured for +he
pucpose of classifying, sortiag, <calculating, computing,
summarizing, storiny ani restrisving data and information
with a minimum of aaman Intarvantion. An ADP systzm as
defined for purposes of OPNAVINST 5239.%A is the *otality of
automa+ic data processing equipment (ADPE) and includes:
a. General and special purp>s2 computers (e.g., digital,
aralog, or hybrid computer equipamzn%) ;
b. Commarcially availables conpdnents, +*hose produced as 2
result of research and devalopment, ind the equivalent
systems created from them, rz=gacrdlsss of size, capacity, or
price, which are utilized in the creatior, collection,
storage, vrocessiny, comnmunicatisn, display, or diss=2amina-
+icn of data;
C. Auxiliary or accassorial s2quipment, such as data conmnu-
nica*ions +ecminals, source data automation recording
equipment (<.9., optical character recogrition equipment,
paper %ape typewritsrs, magnetic tape cartridgz typewriters,

and other data acquisition devices), data outpu*t eguipment
(e.g. digital plottars and conputer output microfilmars),

. etc., *0 be used in support >f digital, 2nalcg, or hybrid
;i corputer equipment, 2ither cabla:-connected, wire-connscted,
e or self-standing;

N d. Electrical accounting machines used ia conjunc+<ion with
- or independently of iigital, analosg or hybrid compu%ers; and
e
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e. Computer equipment which sapports or is integril <o 3
weapons system. [Ref. 35]

ANNUAL LOSS EXPENTANCY (ALE). The ALE o5f an ADP sys+<enm or
activity is the expzcted yearly dollar value 1loss from +he
harm to the system or activity by a+ttacks agains: its

assets.

ASSET. Any softwars, data, hardware, administrative, phys-
ical, communicatins, or perssnnel resource within an ADP
system or activity. See ADP RESJJRCES.

ATTACK. The realization of a tareat. How often a thrzat is
realized depends on sauch factors as the location, type, and
value of information being procassed. Thus, short of moving
the system or facility or radically changing 3its mission,
there is wusually no way that tae 1level 5f pro*ection can
affect the frequency of attack. The excaptions to this arce
certair human tkreats where eff2cvive security measuras can
have a deterrent =2ff=¢z. The fact that an attack is made
does not necessarily mnean that it will succeed. The degree
of success depends on +the vulnasrability of ¢the <syst2n or

>t ex

activity and the effactivaness is*ing countarmeasuras.

AUDIT. To conduct th2 independisat review and examinatiosn of
system records and activities I1i order =o test fer adsjuacy
of system <controls, to =nsur2 complianca with established
poiicy and operatioaal procadires, and *o recommend any
indicated changes in controls, 22licy, or procedures.

a. Intsrnal Securit Audit. An audit conducted by
personrnel responsibls 40 th2 management of ths orgainza<ion
being audited.

b. External Security Audit. An audit corducted by an
organization indepsndent of the on2 beirng audi«ed.
[Ref. 36]
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BROWSING. The act of searchingy through storage to locat=z or
acquire information 4ithout n2c2ssarily knowing the =2xis-
tence or the format of the information being sought.

CENTRAL COMPUTER FACILITY. 0Ons >r more computers with their
peripheral and storag2 units, czntral procsssing units, ard
comnunications equipaa2n® in a siazgle controlled area. This
does not include remote computsr facilities, peripheral
devices, or terminals which arz 1located cutsids the single
controlled area, even though they are connected t5 the
central computer facility by aoproved coamunication links.
(Ref. 37]

CENTRAL SYSTEM OPERAIOR. A system user who by virtue of
security access contrd>l authorization has access to the user
mode and the central system opsrator moiz of the conmand
interpreter. ([Ref. 13]

COMMUNICATICNS SECUORITY. The protection resulting £rom 2ll
measures designed *5 deny urauthorized parsons irforma<ion
of wvalue which might be derivad from the possession and
study of telecommunications, 5r to mislead unauthorized
persons in their iIaterpretatis>a of the results of such
possesion and study. Also <called COMSEC. Communications
security includes cryptosecurity, +*raasaission security,
emission security, and physizal security of communications
securi+y materials ani information.

CONFIGURATION MANASBMENT. The use ¢f procsiures appropriate
for confrclling changss to a system's hardware ard software
structure for the purpose 2f insuring *hat suach changes will
not lead <o decreasei data security.

CONTINGENCY PLANS. A plan for =2mergency response, backup
operations, and post-disaster recovery maintained by an ADP
activity as a part of its security program. A comprehensive
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consistent statement >f all the actions (plan) +o be *aken
before, during, and after a 3isaster (emergency conditior),
along with documented, tested procedures which, if followed,
will ensure the availability of critical ADP <resourcss and
which will €facilitats maintaining the contimuity of opera-
tions in an emergency situation.

COUNTERMEASURE. S2e section II.A.4.

DATA INTEGRITY. Th2 state that exists when computeriz=d
data is the same as tha*t in th2 source documen*s and has nct
beerr exposed to accidental or intentiosrnzl modification,
disclosure, or destraiction. _R2f. 36]

DATA LEVEL.

Level I. Classified iata.

Level II. Unclassified data cejuiring special prozection;
for example, Privacy Act, For Jfficiel Us2 Oaly, technical
dccuments restrictsd to limit23 distribution.

Level IXI. All other unclassifi=d data.

DATA SECURITY. Ths protectiosa of da*a from unauthorized
(accidentzl or iIntantional) =ns3ificaiton, destruction, or
disclosure. [Ref. 35]

DESIGNATED APPROVING AUTHORITY (DAA). An official assigred
responsibility to accredit ADP elements, activiti2s, and
nretworks under the official's jurisdiction.

ESCORT(S) . Duly 1ssignated psrsonnel who have appropriate
clearances acd accsss authorizations for +the material
contained in the system and ar2 sufficiently knowledgzsable
to understard the sacurity inplications 2f and to con*-ol
the activities and access of thes individual being escorred.
(Ref. 37]
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HARDWARE SECURITY. Computer ejuipment f2atures or davices
used in an ADP system to preclule unauthorized accidental or
intentional modification, disclosure, or destruction of ADP
rasources.

MATERIAL. "Material" refers t> data processed, stored, or
used in and information generzt2d by an ADP sys*em regard-
less of form or mediam, e.g., programs, r2ports, data sets
or files, records, ani data =sl=za=sn*ts. ([Ref. 35]

NEED-TO~KNOW. The n2cessity £or access +5, knowledge of, or
possession of certain information requirsd to carry out
official duties. Rasponsibility for determining whether a
person's duties reguire that possassion of o5r access to such
infcrmation and whether ths individual is authorizel to
receive it rests upon the individual having current posses-
siorn, knowledge, »o>r control 5f the information involvz2d and
not upon th= prospsctive recipiant(s).

NETWORK. The intecconnection 5f two or more ADP central
computer facilitiss +that provides for +*he =ransf2r or
sharing of ADP resour:ces. Thz ADP rnetwdrk consists 2f +he
central computer facilities, th2 remots terminals, the
interconnecting communication liaks, ths front-enrd proces-
sors, ard the teleconaunications systems.

OPERATING SYSTEM (0/S) . An int=z3rated collesction of s=2rvice
routines for supervising the s=2quencing and processing of
programs by a computsr. Jperatiag systems con*trcl the allo-
ceation of resources t> a user and their programs and play a
central role in ensuring the s2cure operation of a compu*er
system. Operating systems may perferm d=2bugging, input-
ou<tgut, accounting, cssourc2 allocation, compilation,
storage assignment tasks, and other "system" relata2d func-
tiors. Synonym>as with ts:ras such as "Mcnitor,"

"Executive," "Control Program," and "Supervisor." ([Ref. 35])
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PASSWORD. A protected word or string >f charactsrs *hat
identifies cr authanticates a user <£for access to a specific
resource such as a data sst, fils, or recori.

PERSORAL DATA. Da<a aboat an individual including, but nct
limited to, education, finaacial transactions, med ical
histecry, qualificatioas, servics data, <criminal or employ-
ment history which %ties the 3ata to the individual's nanme,
or an iden+ifying namber, syubol, or other identifyin

par+icular assigned t> ths individual, such as a fingar or
voice print or a photograph.

L

PERSONNEL SECURITY. Tha procz3dures established to =2nsure
thkat each individual as a background which indicatss 2
level of assurance of +trustworthiness which Is commensurate
with the value of ADP resourcas which the individual will be
able to access.

PHYSICAL SECURITY. Paysical s2carity is the pro*ection of a
material entity (propa2rtyl froa disruptioa of its safs and
secure sta*e and \is concarn2d with physical measures
designed to safeguard vpersonnzl, to prevent uanautherized
access to equipment, facili+tiss, material, &and documen:is,
anrd to safequard then against sspiorage, sabotage, damage,
and theft.

a. The use of 1locks, badges, and siailar measurss to
cortrol access to thz central computer facili+y.

b. The mesasures rsgiired £or the pro*ection of <the struc-
tures housing the c2n+ral computar facility from damag=s by
accident, fire, 2nvironmental hazards, loss of utilitises,
and unauthorized accsss.

REVIEW AND APPROVAL. The process whareby infermatiorn
pertaining to the security ani integrity >f an ADP activity
or retwork is collacted, analyzad, and submitted %o <the
appropriate DAA for accreditation of tne activity o1
network.
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RESOURCE-SHARING COMPUOTER SYSTEN. A computer system which
uses its resources, includiny input/output (I/0) devices,

stcrage, central pro>cessor (a-cithmetic and logic anicts),
cortrol unit<s, and software processing capabilities, to
enable one cr more users to manipulate data and to process
co-resident prograss 1in an apparently simult2n20us manner.
The <*erm includes systems with one or more capabilities
commonly <referred t> as tiaasharing, multiprcgramming,
multi-accessing, multi-processiag, or concurrent processing.
(Ref. 35]

RISK. Ses section II.A.T1.

RISK ANALYSIS (ASSESSMENT). An analysis 2f system assets
and vulnerabilitiss to estiblish an =zxpected 1lcss from

i certain =vents baszd o031 estinated probabilities of <*he
i occurrence of those 2vents. Th2 purpess 2f a -isk assess-
= mert is to deteraiis if count2rmeasures are adequats *c
iii reduce *he probability of loss o2r the impact of 1loss o an
F acceptable level.

. .

SECURITY ACCESS CONSTRAINTS. The process and file access
restrictions impos=23 by th2 secucity requircam=arnts.
(Ref. 13]
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SECURITY FILE. Filz containing user ids and associated

access constraints. { Ref. 13)
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SECURITY LOG. Data file zontairnin vislations of +hs
security requirements. [Ref. 13)

o

Fal

[? SECURITY OPFICER. Da2signat2d individual who is responsible

o

o for maintaining the sscurity proca3ures for the

- installation. ([Ref. 13]

K SECURITY INSPECTION. An examination of an ADP syst2a *o
determine compliance wi*h ADP sscuri*y policy, proceduces,

and pcac+ices.
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SECURITY SPECIPICATIJINS. A 3d=tailed dJa2scription of <+he
courtermeasures <raquired to protect an ADP activity or
netwerk from unauthorized (accidental or intentional)
disclosurz, modification, arnd dzs%«ruction of data, or 3=naial
of service.

SECURITY TEST AND EVALUATION (STEE). An examination arnd
analysis of the security features of an ADP activity or
netvwork as they have been appliz3 in an opsrational eaviron-
ment to Jdetermine ths security posture >f the activity or
network upon which an accrzditation can bes based.

SECURITY VIOLATION. Arny attempt to gain access to the oper-
atirg system, the operatingy system filss and executable
modules, cr systen us2r filss and executable modulss,
[Ref. 13)

SENSITIVE BUSINESS DATA. Data which reguires protsc<ion
under Title 18, USC 1305, and othsr data which by its na<ure
requires controlled jistributionr or access fcr reasons o=her
than the fact that it is <classified or personal Jata,
Sensit*ive Business Data 1is r2cogrized in the €follcwing
categories:

a. For O0Official Usz Ornly--Ra:Jquiring confidentiality of
information derived from Inspactd>r General, z2uthority, o
other investigativzs activity.

b. Pirancial--Regairing protaction to ensure the integrity
of funds or other fiscal assats.

C. Sensitive Manag2nent-~-Rejuiring protesction +o d=a2ferd
agains* the loss of prcperty, material, or supplies or *o
defend against the disruotisn of operations or asramal
managemeat practices, e+c.

d. Proprietary--R2g1iring protaction +o protect data or
infcrmation in conformance with a limited rights agresment®
or which Is the exclusive propecty of a civilian corpora=ziorn
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or individual and which is sn loar to the Goverrnmen* for
evaluation or for its proper us: in adjudicating contrac*s.

€. Privileged--Rejuiring protaction for conformance with

, business standards or as rejuired by 1law. (Example:
ﬁf Government-developed information involviag the award 2f a
. contract.)

SPLICE CONFIGURATION. An  intagrated set of six hardware/
software systems raquired ¢t> achieve the functiosnal,
performance and capacity reguirements of the SPLICE
specifica*icns. [Ref. 13]

SPLICE LOCATION. On2 or morz2 SPLICE configurations in the
same geographical ar=za (on tha same Local Compu*er Network)
ccnrected to Governmant-furnishzd equipment and interfacss.
(Ref. 13]

SPLICE NETWORK. Provides the zonnectivity betwean geograph-
ically distant SPLICE locations. Governa2snt furnishkel data
communications 1lines shall <c¢oanect the locations th-ough
common carrier lines and/or through a Govarroment-furnished
network. [ Ref. 13]

THREAT. See section I[I.A.2.

USER. A persen ot organization receivirg products or
services prcduced by a ADP system =2ither by 2access =5 the
system or by other m2ans.

USER ID. Data elz2m2nt ipput t> identify a system user and
to label ©processing producis ra2sulting from the wuser-
initiated processing. (R2f. 13)

VULNERABILITY See section II.A.3.
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Data Network (DDN). The source document uszd is
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Data Network Program Plan revis=3i May 1982 [Ref.
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A. GENERAL DESCRIPTIJN

The DDN will bz an int23rated packet-switching data
ne+*work designed to satisfy 2ll DOD data netwoc-ks rejuire-
ments projecticns tarough thes 1990°'s. The DDN will <=2ke
advantage of existing retworks, rotably the WWHACCS
Intercomputer Network (4IN) and the Aivanced FRssearch

rojects Agency Network (ARPANET), and will be based
primarily on ARPANZET technology. Table X lists the standard

TABLE X
Standard DDN Zomponents

Switching nodi2 hardware
Switching n?ds sof*+ware
:;yptographlc jevices
MInai-TACs )
Jost front-2nl devices
Host interfac2 Jdevices
Multiplaxors

ccmponents to be usei in the DDN.

There will be 171 switchiny nodes located at abou+t 85
widely distributed sites. Th2 swvwi+ching node is a 3olt
Baranek and VYewman (B BW) cr30, a aicrzoprogrammed




minicomputer costing about $45,000 (including TEMPEST/HEMP
protection) . The 2730 is zsigned f.r unattended opera-

tiors. All switching nodes #ill be 1ocated cn military
facili*ies and secur2d +t> at lzast the SECRET level. The
network will have a principls System Monitoring Canter
(SMC), an alternate SMC, r=3is>nal Monitorirg Csnters (MCs)
ir Europe and ths Pacific, and MCs for each separate
community.

The DDN provides for incrzased survivability in ssveral
Ways. The 171 fixe3d switchinjy nodes arnd 9 fixed MCs will
have HEMP pro*tectioa (EM shislding, lipe isola*ion, and
surge arresting protaction). Sites with no Dbackup power
will be provided anintsrruptable power supplies (UPS).
There will be five pr2position2i mobile reconstructior nodes
equipped with MC capability. A 3ynamically adaptive r£outirng
algorithm will automatically roate traffic arourd cengested,
damaged, or des*royed switches and trurks. Additisrally, a
dense trunking grid will provid: redundancy a*+ all possible
points in the network.

There will be at least 99% availability betwseen zny pai
of singile-ncmed users. Sriticzal subscribars will b=z 3Jual-
hcmed (a2 single access 1lias to +“wo swiitching nod:2s)
providing at least 93.5% availability. Dual access linss to
a single node can a1lso be used,

Precedence levals caa b2 assigred bty o
and terminals, and will be us23 in the allocati
rescurces. Switchiag rnodes »orovide for £o
precederce, wi“h pra2mption 92f 1lower przcadance communrica-
tions. Category I (FLASH and FLASH-OVERRIDE) communicztion
will ©be processed in non-blocking mode s2xclusive of all

"0

other <raffic modes and volumas.
Communications errors will b2 minimizzd by the use ¢f

errcr detection ani correctiosa mechanisms. A Cyclical
Redundancy Check (ZR2) of 15 bits is associated with hos+
125
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messages on the accass lines 3a1d packets sn trurnks. A 32
bit CRC is used with SIP-compatible hosts., Additionally, 16
bit checksums are provided on aa end-to-end bhasis within the
switch subnetwork and on a user-to-user basis via the
Transmission Control Protdcol (ICP). Error detection and

correction hardwarz is wused in the switches <£for protec<«in

Ie]

against memory failures and f>r checksuzming of critical
data s*ructures and portions of csie.

B. SPECIFIC DDN HARDWARE/SOFTWARE

1. Swit

The BBN C/30 packat switching procsssor is a mulci-
board, microprogranmed ainiconputer, with 64k woris of
rarcem access memory (RAM), which supports a full range of

synchronous and asynchronous I/) interfaces. 1Ike C/30 =zof:-

ware 3is +the ARPANEr 1Irterface iHessage Processcr (IMD)
prcgcam which «can bz loaded 1>5c211y (froax a casse+t=2) or
dowr.line 1loaied from a MC. The software providas +*he

following functional capabilitizss:

e Stors and forward traffic processiaqg.

e Host access ani s2rd-to-=ni 4raffic processing (with 2
varisty of host access protocols, see p. 33 of Eef. 338).

e Dynamic, 2daptivs, distributed ro ng which measuces
actual packet dslays and routss indivijual vackets alcng

+he least delay path.

e Monitoring ard control servi:cas.

2. Iniernet Privat

o

Lire Iaterface

n

The 1Internet Private Line In%*erface (IPLI) is =2
security device, <currently undar developmzat as part 5% <+l
Gray Tree program, which will bz ased £cr end-+c-end =ncc-yp-
ticrn. I+ is ccmposzil of thrs2 functional urits: a KG &4
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cryptographic device and two MC58000 based packet proczssors
(one on each side 0of tha K35 34). Figure C.1

0
i)
3]
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b ]
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placement of the IPLI with eaca host for and-to-en
tion on +the DDN. The softwars2 in each processor will be
based on the CMOS oparating syst2m, with the basic Zfunc*ions
necessary for the D0JD standacd iInternet ernvizcnment and
moni“oring and control functions. The protccol interfaces
conform to the DOD Standard Intarnet Protucol (IP). Since
+he packet processingy occurs a2t the lower level of thes IP,
the TCP and other protocols whi: exist above the IP can be

supported.

Exclusive of the kG 8%, the estimated uni+ cost for
production IPLIs (after FY84) in lots of 100 or more is
$15,000.

A mini-TAC is a <23rmiaal scc2ass davice “hat allows =z
cluster of up to 16 synchronsus and asynchronous tsrainals

access to +he network.

134

t is 1logically equivalent =0
m

2 host~-host proteccols. h

®

I

network host and will use thz sa

ARPANET-based mini-TAZ softwa

to hosts on the network. Ths 1ini-TAC software multiplzxe
t

ct

llows 2 tarminal *+o connec

L]
()]
[t . |

n

all *he terminal~-host connsctiors over a single link betwesrn
it and +he switching nods. Sirce Mini-TACs wil nct
initially provide jial-up access, access will b2 over hard-
w'red lires and controlled by physical access con<rol
mea sures.

The mini-TAC will be constructed arournéd a Motorola
MC68000 microprocass>r with asmory, 16 synchronous c¢r
asyrchronous terminal ports, 223 multipls network inzsrfac

o

ports (to allow 11al-homing). The w@ini-TAC will  meet
TEMPEST and HEMP requiremsnts. Mini-TACs will ccmaunica%e
with other network Ahosts usiny DOD s*tandard TCP arni 1IP.
Terminal lavel support is proviizd via the Telne* protocol.

108
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The mini-TAC will be d2sigred for unat+ended o

ny

Dara-
tiorns. Coatrol functions and hardware and software fault
diagnosis can be 3io0912 szmotely from a Monitorirg Cs2on<er.
Repair will be by board swappiny. In quantities of 100, the
produc*ion cost per anit is =stimated at $7500 pius 3250 per
por+.

C. SECURITY FEATURES
1. Link Eacryptian

The K53 84 cryptc devics will be used on all bhack
bone :trunks, on all access linss +o classified hos%s, and on
access linres to sit2s that act as MCs for th2 unclassifiej
community. Because 111 hosts will use ths IPLI described
abecve, communications on +the <*runks will be ‘'"super
encryp-ed." The 1link encryption will <conce=al +traffic
patterns 2nd monitoriag reports, waich might yield traific
aralysis information. It als> protects MC-switch con<rol
traffic, which is 1importan*t since <+his traffic includes

dowrline loading of sa2nsitive switch sof+ware.

2. gSzcurity Lsvsl Sezaratiy:

v

Separation »>f subscribers operating a+ diffsrcent
system high lsvels is provided by the use 5 IPLIs (at least
one IPLI key for each different system high level), cre2a=zirng
a+t lceast one logical subrst for 2ach security level. Since
IP and subnet headsrs must bz in <+the <cl=ar for packet
processing within +*h2 swsitch, all switches are TEMPEST
erciosed and in military facili:iss secursd %o at least the
SECRET 1level, Establishaent >f 1logical sabnets will guar-
antee against delivsary of ccamanicatiors t> any subscriber
outsid2 the subnet. TIhis guaraatee against misdelivery will
be used to fprotect statistical reports from bzing dalivarzed
to any hosts other than an MC. Each MC and the fake host in

11
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each switch tha*t comnanicates wi*h the MC will be membsrs cof
the logical subnet. Additionally, only ths SMC can retrieve
and accumulate traffiz sta+istizs.

3. Separation of Communitizs of

[{[}]
n

terss
====

fct

Communities of in%erest are subscriber groups which
present an acceptable lavel »>r rTisk t> each other and
require a high level of in*te2ropsrabili+y. °~ Sz2paration of
communities o9f intar2st is acconplished through the cr=2ation
of 1logical subrets by cryptographic m=ans, by software
control, or toth. For unclassified subscribers, the
switches provide the ability to 3sfine logical subnets which
restrict traffic to flow only among the members of that
logical sutnet. Thz2 rumber >f subnets provided by the
switches is currently limited t> 16, bu*t can be increassd *o
32 or 64,

Classified uaser ccmmaairies will be separatai by
IPLI subnets (like-ka2yed IPLIs). Cucrernt policy limits IPLI
separa*ted communities of intara2s¢t to 128 subscribers.

"w
"

4. Individual Azzess Cont:

Access control to subscriber facilities iIs the
responsibility of th2 subscribars themseslvas, The network
will assure <hat access of o512 subscriber %o anothsr is
controlled with rsspsct %o authorized sscurity level aré
community of interast, but will not verify that an ZIniivi-
dual user (person or process) has valid access rights to
that subscriber.

ces 2nl Keys

All personnzl with access to s=witches nmust be
cleared *to the SECRET lavel 3jue to the traffic analysis

potential. This <clearance 1lavel als> agpplies *+o all
personnel at the 4Cs, Personn2l manning an MC £or a secure
111




IPLIs for each commanity ard for link K3s. The

material for each IPLI community is available orly

IPLI sites. The keying material for +he link KGs is
able on a pairwise basis at the switch sitass baszd orn
conrnectivity.
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bers. Crypto technicians will be required for keyi
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