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MINUTES OF THE :
SPEECH UNDERSTANDING WORKSIOP
’ CONVENED ON
13 NOVEMBER 1975
IN
WASHINGTON, D.C.

1.1 MORNING SESSION

The meeting was called to order by Major Carlstrom,
USAF, Defense Advanced Research Projects Agency, Information
Processing Techniques Office (ARPA/IPTO) at 8:45 hours.

1.2 A roster of attendees and a copy of agenda items are
appended as Attachments 1 and 2 respectively.

1.3 MAJOR CARLSTROM'S INTRODUCTORY REMARKS

Welcome to the Speech Understanding Workshop. I
have invited the various people working on Speech Understand-
ing in support of the Defense Advanced Research Projects
Agency (ARPA), and other Department of Defense (DOD) and
Government agencies that have research programs underway in
this field. There are many diverse areas of interest repre-
sented here today; however, all of us are interested either
in furthering research or in using the results of this research
for some operational problem in our various organizations.
The main objective of the meeting, from my point of view, is
that we're reaching a milestone point in speech recognition
where things, not formerly in a realistic sense, are now able
to be demonstrated. At the same time funding is reaching a very
strained point and although there is no funding center dominat-
ing all the government funding, we believe it is only realistic
to acknowledge the impact that ARPA has on this sort of a pro-
gram. When the ARPA proyram terminates in another year, we're
deeply concerned as to what will happen at this point: what

funding we will continue to put in this arca and how much

'
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funding other people are planning to put in this program.
We have always agreed very strongly as to the recognition
n or we wouldn't be funding it at the current levels in recent
. years and we very much want to keep technology moving, al-

N though it is probably going to be hard for us to fund at the
same level as in the past. We see room for a unified dis-

u cussion and although no firm outcome may come from this, per-
haps it will lead to another meeting later on with some of the
government people concerned who can talk out future strategies.

The presentations this morning are not intended to

. be the showing of films or program reviews, etc. However, it

E is necessary to run through some of the work being done in

order to set a base for the discussion. On the ARPA program

alone, we could easily take the whole day, or even two or three
days, just running through our various programs and different
systems. However, we are just trying to get enough infor-
mation on the table to provide a basis for discussion and,
althouch I'm not as familiar with the non-ARPA programs--there
are quite a few of them in recent months--I'd like to ask you
all to try to keep your remarks as brief as you possibly can.

Touch upon the highlights, the important philosophical issues,

without going into too much detail.

Mr. Lee S. Baumann.from Science Applications, Inc.

(sAI), who has put this workshop together, is also going to

provide minutes and will be taking notes. Also, we will be

using a tape recorder to assist in the note taking so when

94 talking, please give your name and organization.

Lastly, I'm a little worried about how much time our i”f
outside speakers will require. We took a little leeway with : i
the program and did not finalize it until this morning when vi
L we could ke svre how many people would be here. I *fﬂ
think we may have three more people willing to séeak than we 1

= have time for, so if any presenters can hold their remarks
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to ten minutes instead of the fifteen or twenty minutes

allotted, we can make room for everyone. I have asked

Mark Medress, Sperry Univac, to put the ARPA presentation
together into some coherent pattern and to hold everything
down to the minimum time. This has not been easy and it
will require as few questions as possible and even those
few to be as short and as simple as possible. Now I'd like
to ask Bill Woods to give the first presentation about the
speech understanding systems and to outline the other talks
which are to follow.

1.4 BILL WOODS, BOLT, BERANEK AND NEWMAN (BBN), INC.,
REMARKS ’

What I will try to do with the time I have allot-
ted is to give you sort of an overview of what we set out

to do about four years ago with the speech standard program

_and what I think we have achieved, where we stand at the

moment, and try to give you a little bit of the flavor as

to what the problem is. Then, at the end, I will tag on

just a little bit of comment about specifics of the deviant
speech understanding system. You'll get considerably more
detail on the SRI/SDC system which will be coming subsequent-
ly.

§§Lhere are quite a set of advantages for being able
to use speech as a means of communication between a man

and a machine and this program was launched by the realiza-
tion at various plants that there is just a tremendous
benefit in payoff to get if you could use speech. It's the
most effortless encoding of all the output channels that the
hvman has available to him, to say things or to communicate
things to other people. It's got a higher data rate than
any other channels you can use, it's the preferred one if
you are going to generate something spontaneously-~-doesn't

tie up the hands, and one can move around while doing it.

&




" their experiment. When they explored the range of communi-

It's just a very nice communication media. Humans, of

course, for centuries have been tieing themselves to the
written record. There are a variety of outward speech of
various types and reading out loud is at least twice as

fast as the record for typing speed and something like four
times as fast as an ordinary skiiled typist. It is consider-
ably faster than the average one of us who sits down to a
typewriter and tries to get things out. So, if one could
understand continuous speech, that would clearly be the
preferred mode for an enormous range of situations for a

man who is trying to communicate information into a computer.
Furthermore, there have been some studies that weren't
available at the time the ARPA program was launched that
gives us even a stronger picture of the benefits of using
speech. An experiment was conducted by Oxman and Shupanas
over a wide range of tasks, problem-solving situations,

where one person had to communicate with another person in

cation channels available to them they found that over a
wide range of tasks - over a wide range of combination of
interactive modes - the problem~solving rate, the speed at
which the task could be done, was enormously improved if

speech was present as part of the communication and not if
it were not. So, in this slide the heighth of the bars
are the average time required to complete the task. The R

communication modes are on the left, the communication

The conclusions of their study are just enormously strong. -~

range which includes voice - where you can see the person's . s
face, gestures and everything else - are voice and video, ‘;ff
voice and handwriting, voice and typewriting, voice by .kii
itself, handwriting and video (so you can actually use ?;;a
gestures to pass them on), typewriting and video, hand- _T!;
writing and typewriting, handwriting only and typewriting ';ff
only. Clearly there is a very distinct step in the distri- jjfj
bution when you drop speech out or when you put speech in. ::




The most important single conclusion to be drawn from this
research, they say, is clear and unmistakable. There is a
sharp dichotomy between modes of communication involving
voice and those modes of communication that do not. The
dichotomy is characterized by a grea* deal of consistency
within both the voice modes and the hard copy modes. The
range of solution time which includes the communication of
the voice channel is only 4.4 minutes, that for hard copy
modes is 8.7 minutes; there's no overlap between the oral
and hard copy modes in terms of solution time. That is,

the fastest of the hard copy mode is slower than the

slowest voice mode. The data show that, regardless of

extra embellishments, communication by typewriter or hand-
writing cannot even approach speech in terms of speed or
task efficiency. Moreover, these conclusions are consistent
and appear to pertain to all kinds of problems and for
~different tasks assigned to the communicators. Practical
implications of these data can be simply stated. The single
most important decision in the design of a communication
system should center around the inclusion of a voice channel.
In the solution of practical and real wecrld problems little
else seems to make a demonstrable difference. We didn't
really have the benefit of that study when the program was
launched but I think there was the intuition on the part of
Dr. Roberts that that was,.in fact, the case---speech

would just be an enormous improvement. As a result of this

there was a study to put together a variety of experts in
computation, linguistics, language understanding, speech
engineering, and phonetics. They were then charged to say, o
can you build a system with an enormous list of requiremehts ; ',
such as a ten-thousand word vocabulary, any number of R
speakers, real time, noisy input, in three years? And we

heard from these people after talking a couple of days.

S

They came back and said, "No, we can't do that at all, but

I
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if you make it five years and you make a reasonable set of
objectives, there. is a good chance that we may be able to do ‘_‘.,
it and it's well worth the risk." And the kinds of restric-
tions they imposed on the task is a reascnable first step
for a five-year program. First is that you must have speech
input rather than use any telephone channel. The vocabulary
should run a thousand words rather than ten thousand words.
Syntax and semantics will be permitted to constrain the
things you can say to certain artificial sets, if necessary,
in order to have some support from a base line. We will ;;i;
try to deal with multiple speakers but we're not going to
try to cope with all the different dialect problems that

you get with speakers in different parts of the country.

A variety of issues of that sort resulted in set-
ting up a program that was born recently and we're shooting
for understanding speech with that set of characteristics
"and expectations. Now, in a few minutes, I would like to
talk about just what speech understanding is, and the
technical problems you have to cope with in order to solve
the problem. I'll start with a spectogram, which is probably :ﬁﬁ
familiar to most people. The reality that we have to deal
with in speech understanding is that there's not enough
information in this signal alarm or the spectogram signal
or i.: the other set of parameters throughout the signal,
to uniquely determine the phonetic content of the sounds
you are talking about. To uniquely determine what the -
individual sounds are and where the word boundaries are,
there's an enormous amount of indeterminacy in the acoustics
file themselves. One can see clues in there that tell you
I have an unvoiced stop; I can see voiced vowel segments; -~
I can see trauma traction there that can give me constraints.

But if a performance breaks down it may be because I have
a dipthong where the performance really bends in, or it may
be that the performance is bending because of the previous -

segment which wants to move the articulators with the




mouth closed, or the tongue is out of position, and they
happen to change the performar.e of the preceding vowels.
What one seems to be able to find instead if one tried to

do acoustic transcription from absolute data is that you

can get something like this: There's either an 'l' or 'w'
followed by a front vowel or by 'u', 's', or 'v', - real
hard to tell in order to absolutely say it's an 's' involved.
You get a description that is somewhat partial. In fact,
you get places where you have an optional possible segment
but you're not really sure if that segment is really a
distinctive bend in the signal or whether it's just extra
strong aspiration release from a preceding 't' or some other
phenomena that's going on such as a blip or a variation of
the preceding sound. This translates into taking the future
descriptional source you just had, a list of alternative
possible vowels that might be there; and, from the preced-

ing list, we have something that's either one or a variety

" of sounds - possibly vowels, followed by an 's' or 'z'.

It's very clear that one doesn't just easily look at some-
thing like this display and pick out what the sequence of
words are. So, there were a set of experiments done early

in the program that gave us some feeling for the chance of
success. These were experiments with human beings attempting
to read spectograms and do the kind of acoustic transcription
that I just showed you, an example of which is somewhat
vague, and try to uniquely determine the segment or the
possibility of the optional segmentations. And the upshot

of these experiments was, essentially, that trying to do

that acoustical task alone without any syntactic or

sematics aboard is like looking at the signal through a
little window and trying to do just a very objective case

of saying, "does this look like this vowel sound with this
particular consonant". There was about a 25% error rate,

even given that they were able to hedge by saying, "I sce

Ad
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one of the following three possible boners". Furthermore,
there were several errors in missing - whether a segment
was there or not - even though they were able to hedge on
that as well. However, in this data there is some trade-
off between strategies one can employ. One could try to
be very specific and thereby risk incurring a slightly
higher error rate because you make more mistakes or, one
can be a little bit more cautious in general and specify

a larger possible set, thereby running less risk of making

an error.

But in a second set of experiments, starting from
that, they use a computer retrieval device that would take
such a partial phonetics description and come back over to
the vocabulary that satisfied it. Then they use their
intuition about those words and how those words could be
combined in order to induce what's semantically meaningful.
In that experiment they found that they were 96% successful
in identifying the words. This gave us a pretty good feeling
that, at least with human problem solving ability, the
information is there in the high level restraints in the
language so that we can recover the indeterminacy in the
acoustics. An interesting point is that the mystic 4% is
almost all confusions between 'a' or 'the' which are
acoustically very similar and very difficult to resolve
from the kinds of pragmatic information you have in an
isolated sentence. There is not much reason for preferring
one or the other. So, that's the problem and that's the
program thut we are essentially shooting for. The
experiments which I've just cited, while they relate to
human transcriptions and spectrograms, doesn't directly
mean that there couldn't be cumcthing hidden in the years
ahead. The tape-splicing experinnents give very good
evidence thatit's not just a limitation of people reading

the spectrcqrams, but that it'e really a limitation
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in the acocustical system. As everybody knows, you can say
isolated words in isolation and they're relatively intelli-
gible. So one might therefore conclude that you ought to

be able to do better on acoustics than these data indicate.
However, if you put a sentence, or a word in the middle of

a sentence, people don't say it the same way they say it

in isolation. And if you splice that word out of the middle
of a sentence with a tape splicing experiment, just one

word drawn from the middle of the sentence, the intelligi-
bility doesn't come back up to where you'd expect it to be.
So, you put two or three words consecutively together, and
that kind of context is available to the human perceptual
mind. O. K. The next question, then, is how do we get a
computer to do something that's sort of similar to what
those human spectrogram readings will try. We have to be
able to get the identifying features out of that spectro-
~gram that the human perceptual mechanism somechow does when
he looks at it and says, "Oh, I can see there's no voicing
down here" and "his performance is higher than it would be
if it were one vowel sound off so there's got to be some
other vowel sound". How did we get all that into a machine?
The beginning starts with a variety of signal detectors

that can produce the magnitude order slightly better than
the information you have available in the spectrogram.

You can perhaps form the signal itself and this can perform
a tracking which gives you very good approximation of what
you see in a spectrogram in terms of level of performance,
the overall energy curve, frequency, and a spectral deriva-
tive that shows you those places in the signal where the
things are changing most rapidly. There's enormous poteﬁtial
features one can derive from the signal by signal processing
techniques and each of them has some specific benefit. There
has been a considerable amount of work in this project on
evaluating features that can be extracted from the signal

in determining which features are good, which features are

ettt dninteinteitsaninisteshesisssionisntesisstusnshnndnatnihaanniistesatenbebaniunhetinthistaton




not good, and which features give you a wider leverage
towards understanding what. acoustic signals really are.
Then there is the level of acoustical analysis, which all
systems necessarily do, but at some point it has to get
done from the bottom up to the top down. That determines
what possible segments you see in the other segments that
are not uniquely determined. Here's a typical example of
an ethically derived inventory of all the possible segments
that match well enough. We see that you can have either a
'b' or a 'g', different voice traces of all different poss-
ible vowels, or this entire thing might really be just one
long segment. So the fundamental information that you can
get out of this acoustic circle seems to be something of
this level of determinacy. You may have very strong prefer-
ences, however in some cases, there are only two or three
possible choices. You might have probabilistic expert
~patterns but the possibilities of each of these is not just
a statictical decision. You don't have outstanding ability
to say what that could be acoustically, and I can therefore
rely on this being so, never considering the possiblity that
the processing is inconsistent with reality. Think of your

own experience in listening to people, in the speech confu-

sions that they can occasionally make, and you realize that .
that indeterminacy goes on in human communication all the I.'ﬁ
time even though we have very effective devices for coping ;’f@
with it. If you process this sort of thing and try to ‘:.1
tind all the words that you can see and hear you will find T
you cannot uniquely determine the words that you can ;”_&
account for acoustically. This would be true if you could )
cqually determine what the euphoniums were. Here's an BCE
example from one of our experiments where the spectral ) 7
analysis is not as good as some of the others. Somehow

the high-low competency of your system has to be able to

select from all those possibilities that are mutually con- Oi
sistent and go together, that is syntactically correct. o 1
1
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It seems very likely that the human perceptual process does
this same kind of thing. At the very least you need some
grammar that will tell you what possible sequence of words
is acceptable. That isn't totally sufficient because you
can find perfectly acceptable grammatical strings that are
really nonsense sentences. The upshot of this is that a
speech understanding system secms to require a lot of
different sources of knowledge and has to be somehow integ-
rated to derive what the analysis of a particular sentence

really is.

One of the characteristics that results from the
problem therefore is that to really work on it effectively
requires a special team of people. It requires experts in
processing, acoustic phonetics, acoustic analysis, artifi-
cial intelligence, and computational linguistics. One of
the things that I think is somewhat unique about this
. assemblage of a group of individuals representing these
different areas of expertise is that they must have a
common goal and be working together to get something dcne.
A joint program between Syétems Development Corporation
and a project at Carnegie-Mellon University and a project
at BBN are three such teams that have been set up. The
main point I want to make is that the speech understanding
task has a lot of different dimensions of difficulty.
Quality of the speech segments that you get to work on is
clearly a determination of how well you are going to do.
The size of the vocabulary you're trying to cope with has
an effect on how well you can do. The number of different
speakers you are going to have to deal with and the dia-
lects you have are important issues, and it is not as easy
to qualify signal to noise ratio. I would like to say just
a little bit to kind of give you a flavor for this. One
could start off with a fairly restrictive kind of language,

which dictates that what follows can be composed of only

11




one of these three possibilities depending on which word
is used. The words allow permits such as climb to, maintain
or descend, and what follows are numbers or a few key words

such as altitude or direction.

You can have a language of this sort though its
grammar and word components are specified by essentially
a limited transition diagram that is quite constraining.
It is a fairly understandéble technique and easy to imple-
ment. Slightly more ambitious is to allow at various
places in the diagram open classes of words that can become
quite large, such as people's names or names of places or
things. Now instead of your language being able to constrain
the possiblities to one or three or four possible words,
the situation comes up with such a volume to where acoustics
have to choose between maybe a hundred words or two hundred
words and the task becomes more difficult. Further, your
language is not defined by one simple table of transition
but instead you have a set of rules that say there may be a
basic command or word, followed by sone variable word, in
turn followed by some constituent which is a class specifier,
followed by maybe, optionally, a word type with the specifi-
cation. Thus, the basic communications system consists of
an operator, followed by several possible variables and a
set of rules to characterize a large class of possible things
you can say. Now it's not even possible to trace out nice
and conveniently through a graph all the possible utterances
you may get. This is an approximation of what you would get
in a high-low programmihg language or some manageable infor-
mation systems, etc. At the outermost end of the scale there
are attempts to really approximate fluent, natural English.
So, there's a wide rance of dimensions of difficulty that
one could tackle. The ARPA group speech projects have been
exploring at various points on the scale. At this point in
the program, I think there are two things that are pretty

12




clear. There are lots of problems with the lower end of

the difficulties, those close to the category one language
that are clearly going to be solved in a year or so and that
will give a considerable amount of flexibility to some of
those tracts that you really can't get corrected by isolated
word techniques. Second, a great deal of additional research
is required in order to break some of those vicious things

to which I alluded and that is going to take awhile. However,
in those areas, I think, many useful techniques have now
been developed not only for the individual speaker but all
the way down the line in speech understanding. Also there
are isolated techniques trying to deal with speaker varia-
bilities. Some of the specific achievements of ARPA in the
speech understanding project, we think, are really very far-
reaching advances to acoustic phonetic ability, sound seg-

mentations, doing lexical matching from logical rules for

. contact articulation, the use of high levels in syntactical

knowledge to compensate for the acoustic indeterminates,
various strategies for incorporating many different speech
patterns and advances in automatic processing techniques.
The many potential applications are well worth the money
spent. I don't think the ARPA program is clearly the final
solution to the problem although significant credit should
be given to the various programs now underway. It's also
clear that there are things not a part of the program that
for many practical reasons have not been dealt with at all;
pioblems that deal with people from different speaking
heritage, complicated noise and signal ratios, many factors
in multi-speaker models. We have concentrated on those
things that were cost effective to achieve and were most
able to be done.

I've spent most of my time just talking about
speech recognition and I'd like to say first a few things
about the BBN speech understanding system. We do a great

13
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deal of signal analysis to get parameters from many

different ones than those that I showed you. We do

acoustic analysis to see the acoustic effect on phonetics

and we do probability analysis. Also, much effort is devoted
to semantic networks and how these might translate into re-

trieval language.

Editor's note: Mr. Woods' remarks are incomplete

due to transcription problems during the last portion of the
presentation. A summary of the BBN project is contained in

a paper entitled "Motivation and Overview of SPEECHLTS: An

Experimental Prototype for Speech Understanding Research",

by William W. Woods, published in the IEEE Transactions, on
Acoustics, Speech and Signal Processing, Volume ASSP-23, No.
1, February 1975.

A copy of the transparencies used by Mr. Woods are
at Attachment 3.

1.5 SDC/SRI PRESENTATION

The next presentation was a description of the work
being done by a combined team from Syscems Development
Corporation (SDC) and Stanford Research Institute (SRi). Mr.
H. B. Ritea represented SDC and Dr. Donald E. Walker repre-
sented SRI.

Mr. Ritea stated that the goal of the combined team
was the development of a speech understanding system capable
of‘engaging a human operator in a conversation about a
specific task domain. He stressed that the subject was a
joint effort and outlined the specific responsibilities of

each party as follows:

SDC SRI
Signal Processing Syntax
Acoustic-Phonetics Semantics
Word & Phrase ‘Paltern-~ Programatics
Matching Discourse Analvsis

Prosodic Analysis
System Hardware & Software Parsing & System Contiol
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Although many systems could be selected, Ritea said,
the team finally decided to use a specific data base which
contained information on 265 warships of the U.S., USSR, and

the U.K. The data was extracted from James Fighting Ships

and although not a real world data base the data was, in fact,
live and factual and represented near operational type of
data. The particular example represented a data management
system on the attributes of warships of the three countries
selected. He pointed out that the data was all unclassified.
A diagram of the SDC/SRI system is shown in Figure 1.
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Mr. Ritea then briefly reviewed some of the details
of the system to include parametrigation, segmentation and
labeling, word and phrase pattern-matching and prosodic

analysis.

Dr. Walker briefly described the functions of the
executive program and some of the other programs including
the Language Definition, semantics, discourse, response, and

Utterance Generator.

Ritea concluded the presentation with an outline of
the system hardware and software. He noted that several
languages were utilized including a new list processing
language, CRISP, INTERLISP/370, and the standard DEC operat-
ing system, RSX-11M. The three computers involved are the
IBM 370/145 for higher-level linguistic processing and word
and phrase pattern-matching, the PDP-11/40 for segmentation

and labeling, and an SPS-41 for parametrigation.

1.5.1 A copy of the transparencies used by Mr. Ritea and
Dr., Walker are at Attachment 4.

1.6 Mr. D. R. Reddy reviewed the Carnegie-Mellon
University speech research.

1.6.1 The features of CMU speech research was described
as fitting five general areas; general model, multiple sys-
tems, automatic knowledge acquisition, performance analysis,

and theory.

The general model, Reddy noted, is an attempt to
explore many alternative solutions to the speech understand-
ing problem. He explained that CMU has devcloped three main
lines of computer systems; the PDP-10 system for ease of
experimentation, the C~MMP using 16 processors, and a 'DP-

11/40 using microceode for a low cost speech understanding
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- estimated as six times real time. A new and far morec ambitious

system. Allophonic variability, coarticulation, juncture
rules and word pronunciation are included in the programs
for automatic and semi~automatic knowledge acquisition.
Performance analysis is being constructed, Reddy explained,
in order to explore various design choices, to attempt to
process as close to real time as possible, and to iterate
the program design in accordance with results achieved.

The CMU speech research is involved in theoretical con-
siderations in language design, complexity analysis and in

the study of grammatical inference.

The early experiments using HEARSAY-1l begirning
in 1972 were briefly reviewed by Mr. Reddy. He noted that
the system concentrated solely on a chess task using a
telephone input. Results achieved were 52% sentence accuracy
without using semantics and up to 80% sentence accuracy

when semantics were added to the program. Running time was

program was begun in 1975. This program, entitled HEARSAY-II,
has only recently been in operation using a news retrieved
task with 15 different sources of knowledge. HEARSAY-II,
Reddy stated, is a quantum jump in complexity from the chess
task of HEARSAY-I. No results are, as yet, available from

this program.

CMU has two speech understanding systems under
study using syntax and a lexicon. The first, called DRAGON,
was started in 1974 and uses a 194 word vocabulary. Results
to date show a 31% sentence accuracy and an 81% word accuracy.
However the program runs at 122 times real time. The second
prcgram begun in 1975 is called HARPY. This program has
achieved 88% sentence accuracy at a run speed of 24 times

real time. For the past few weeks HARPY has been run on

program language tasks using three speakers with high branch-

ing factors. Preliminary results show that on timing
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sentences the system gets 80 to 100 percent accuracy on

sentences and 95 to 100 percent on word accuracy. Using

test sentences accuracy falls to 25 to 48 percent for sen-
tences and 75 to 84 percent for words.
Mr. Reddy showed an example of a spectogram using
a the sentence "Is there any news about Democrats" from the

HEARSAY-II system. He also implicated that the percentage
of correct identification varies as the branching factor is

increased.

The CMU project has, Reddy concluded, a deep
appreciation of the complexities of the problems involved.
To get high accuracies, he noted, requires careful tuning
of the system with many many runs on training data. Also
although close to real time execution is highly desirable,
results to date show that run times can be very long. At
25 times real time a run can take up to 2 hours, at 250
times real time up to 20 hours can be required. Mr. Reddy
informed the group that systems with many good ideas often
fail because of a few weak links if they are slow. Many
iterations of design choices, he noted, are necessary to
get reliable systems.

Mr. Reddy concluded his remarks by showing a
composite of the results achieved with various systems up

to this time. The results of effective vocabularies used

by various systems is shown in Figqure 2. E’;ﬁ
) T
i

' 1

l.6.2 A copy of the transparencies used by Mr. Reddy o]
are at Attachment 5. ';.;
This concluded the review of the three Systems. ‘ij

..'_
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- LANGUAGE CONFUSABILITY

. SIZE EQV. EQV.

3 . of BRANCHING BRANCHING
3 TASK vVocC. ENTROPY FACTOR ENTROPY FACTOR
ﬁ - DIGITS 10 3.32 10 0.24 1.18
i . ALPHABET 26 4.70 26 2.43 5.39

3 ALPHA-DIGIT 36 5.17 36 2.29 4.89
b

& CHESS 31 2.87 7.30 1.73 3.32

1 LINCOLN 237 2.84 7.18

- -

: T EXTENDED 411 3.36 12.61

4 1BM 250 2.872 7.32

3 PROG. LANG. 37 5.21 37.00 1.92 3.78

(No Syntax)

Figure 2, EFFECTIVE VOCABULARIES USED
BY VARIOUS SYSTEMS
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1.7 The next part of the program focused on the work

of specialists as contracted to the systems work. Mr.
Frank Cooper from Haskins Laboratories acted as moderator

f~v the specialists representatives.

1.7.1 Mr. Cooper noted that the specialists program
consists of four smaller undertakings. 1n the original
planning, he stated, it was decided to proceed with feasibility
tests connected with speech systems, building on what was
then known about acoustic phonetics. Prosodics, stressed
intonation phonology and looking at all the kinds of informa-
tion that it was hoped to extract directly from the acoustic
signal. There was, however, a recognition that more would

be needed in these areas. The system builders would be
expected to do research on the parts that they needed for
their own systems. But, he opined, additional effort was
needed for two reasons; first to supplement and assist the

~ systems builders but also to lay foundations for sound gen-
erations that aimed at something beyond feasibility testing.
For this reason, the specialist contractors have been working
mainly on how to milk more information out of the acoustic
signal, with an eye to achieve some assistance but also
working with the systems builders to put these findings into
use.

Following his opening remarks Mr. Cooper introduced
the research being conducted at Haskins Laboratories. He
noted that Haskins work was motivated by some work being done
on speech reproduction. Looking at how speech is generated,
he said, you find whole sentences or phrases, and these
necessarily break into words. Everybody is aware of this.
The next unit down the line is essentially the sole, and
these are the characteristics of all the English language.

It is the sole, the base unit upon which the whole phonetic

structure depends. When reduced in detail, it seems to be
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the most tightly restructured unit that is generated in
connected speech. The accommodation between adjacent sig-
nals is generally called the coarticulation task. The sole
is also the carrier of stress. It's the signal where the
pitch rises and changes or which is strengthened out or is
found in a much reduced form and yet retains its basic
characteristics even if it doesn't look the same. Our
approach, he noted, was to parallel the general efforts on-
going but to go down the line to find phonetic or phonenic
units that looked alike. First, we made the main cuts where
syllable boundaries occur and then to see what could be done
about individual syllables because the main thing about a
syllable is that it has a very limited structure. It has a
vowel or something like it in the middle, possibly glides
around the vowel and may have a closure type consonant. The

point is that if you can find out anything about a syllable

you immediately know some of the other possibilities that

exist. You can go from the outside towards the middle or
start in the middle and work back to the outside. At =ny
point along the path you have much reduced the possikii.ty
of things to look for and might, indeed, consider a pattern-
matching operation on a small subject of syllables. This
view is quite consistent with other peoples' ideas. We are
simply trying to reduce the task by taking account of what
we know about the acquired syllables in English.

Following these remarks, Mr. Cooper introduced
Paul Mermelstein to conclude the Haskins presentation.

1.7.2 Dr. Mermelstein presented the following description
of the Haskins Laboratory Projects:

Our general program is oriented toward natural
speech and how these cues can be applied to speech recog-
nition and speech understanding. We are working now with
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two lines. 1In one line we've been considering some algorithms
for acoustic feature extraction of the speech signal. One
portion of that is to support the system codes in general
and systems developers such as the SRI system in particular
as far as aiding them with particular feature extraction
algorithms. We've done a certain amount of work on human
visual analysis of the speech signal. Here our philosophy
is that by transferring the analysis from the auditory mode
to the visual mode many of the processes that go on un-
consciously when the human perceives a speech signal can

be explicitly formulated. For example, acts of context,
rate of speaking, and stress, in changing from a reference
form as it may exist in a lexicon of words or continuous
speech form a major study effort. And finally, the work

of the organization of feature extraction process is primarily
how to put together, how to combine, the information from
several features extraction outlets and, in particular,
based on human visuval analysis, to find out if hiecrarchic
rather than parallcl systems of features extraction may be
better. This is based on systems features that have initially
been analyzed, and then selecting what other features to
look for rather than looking for all features in general.

As a specific, our machine algorithms for feature extraction
are done by cementing the continuous signal into what I

call 'flobic' units. These don't quite correspond to
syllables because the boundaries may not be precisely where
one would put them on the basis of a logical continuum.

One study that's been done with the Systelas Development
Corporation vocabulary shows that the syllables correspond
roughly to 1 1/2 words for any unigue syllable that we could
have found. Therefore knowing what syllable there is in the
acoustic stream we know quite a bit about the possible words
present. It seems that syllablce segmentation is much easier

than segmentation into individual words. There are several
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other things that people are doing not necessarily as part

of the ARPA work but using information that we have devolved
through that work. Some work has been done on improved
analyses tools. One of these is the additional patter play-
back where we have concentrated on aiding the human experiment
to increase his context retrieval. This gives a facility

to modify the spectral information present in the signal and
then getting record feedback as to the full importance of the
specific cues noticed in the signal. As you may know our
phonetic events are accompanied by a number of diverse acous-
tic cues and it's not always easy to tell which of these
carries the significant information. Thus by selectively
adjusting these cues and presenting them to the experimenter
he can then study which of these is the most robust and
which of these he may want to build his algorithms on. Other

activities that I want to mention are primarily the speech

perception-speech deduction studies sponsored by the NIH,

speech synthesis work sponsored by the VA, and the support
for play-back pattern development sponsored by the HSF.

We have attempted to combine our speech understanding from
the combined results of the information that has been

brought forward through all of these studies.

1.7.3 A copy of the transparancy used by Dr. Mermelstein
is at Attachment 6.

1.8 Mr. Cooper then introduced Dr. Wayne Lea who pre-

sented the Sperry Univac part of the specialist program,

1.8.1 Dr. Lea's remarks are as follows:

The Sperry Univac school for ARPA has basically
to do with analysis of pfosodic features to determine how
they might be used in a speech understanding system. We,
essentially, have a twofold goal. One is to find analyses

tools and test them out in a system. This involves taking
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such things as fundamental frequency, energy contours and
durations of segments and turning these into abstract pro-
sodic information such as phrase boundaries, stress patterns
and intonation rhythm. Then that kind of abstract prosodic
information is turned into aids to word-matching, parsing
and segmantic analysis in a system. What we have accom-
plished in this area, basically, is to build the tools.
We're just now at the stage of starting to see how these
tools could be applied to an actual speech understanding
system. In addition, we're doing research, experimental
research, that will help us build better tools. This in-
volves various experiments on prosodic structuring and so
I'1l]l describe both our research and our development of tools.
Let me say a little bit about the importance of prosodic
analysis; why we see it as relevant to the speech understand-
ing system. There are various ways in which protheses can
reduce computations. One example is to only do detailed
spectral analysis in the stress syllables which we know

are essentially islands of reliability in the connected
speech. A second point is that we can determine sentence
type from prosodic structures. For example, we can estab-
lish that a 'yes' or 'no' question tas a rising intonation
at the end. Then we know something about the possibility

of one sentence type versus another, independent of what

the word content of that utterance may be. We also have

the ability to disambiguate sentence structures breaking
them up into phrases, and establishing that one particular
reading of a sentence was intended instead of another. We
hope to be able to be involved in using pauses to break a
connected discourse into manageable size units, sentences
and clauses that can be functional in a speech understanding
system. I've listed here a number of ways in which stresses
provide information for speech understanding. They are,

as mentioned, islands of phonetic reliability, and I'll
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mention some experiments to demonstrate this in a minute.
We also find that stresses provide us with the most impor-
tant words. If a word is important, then it's stressed.

We find that there's a closer connection between the pho-
netics, acoustic phonetics and the underlying phonemic
structure in stress syllables than there are in reduced
syllables. We can subset the lexicon, so to speak, by say-
ing at a particular point in an utterance that only those
words that have stress in the right positions can be hypo-
thesized at this point. There are other ways in which stress
is important. One is the condition on many of the phono-
logical rules that have been developed in the ARPA program.
One particular way in which to use a condition is in the
area of rhythm and rate of speech. Now we know that when
you speak faster there's more slurring of soles than if
we're speaking slowlv. Therefore, if we can establish
rhythm and rate then we'll have something to guide us as

to which phonological and acoustics phonetic rules might

be applied in the system. We find that the time interval
between stresses is the best cue to the rhythm and fate.

We also can establish something about syntactic categories
from stresses. For example, the contrast between a com-
pound noun and a nuclear noun phrase in the syntactic
structure allows us to find something out about sub-
ordination. When a phrase is subordinate to another one
its stresses are at a lower level than those in the super-
ordinate phrase. Shown here are some highlights of some

of the experiments and these are only a few of the exper-
iments dealing with stress and boundary marking in prosodic
patterns. We find that by looking at a number of the tech-
niques for machine classification of speech into phones,
the segmenting of speech into phones and puttiné price
labels on those phones, that these techniques, regardless

of where they're done around the country, are working better
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in stress syllables than they are in the other portions of
speech. This, again, is a just a way of reiterating what
cur intuition says, mainly that stress is the place to find
reliable information. Another point is that listeners can
consistently find stress, or which are the stress syllables
in connected speech. We find only about five percent con-
fusions from time to time or from listener to listener in
this area. This says we have a standard for establishing
where the stresses are in speech. Now the question is, can
we find acoustic correlates of stress? And the answer is,
"ves", we find that previous experiments have demonstrated
that stress syllables are accompanied by rising fundamental
frequency, high energy and long durations in surviving
nuclei. From that we've developed a computer program which
I'll mention in a minute. In addition, phrase boundaries
are detectable from prosodic structures in one of several
ways. Independently you could use the fall/rise values in
fundamented frequency contours to find boundaries betwecen
major syntactic units. You could also use long-time inter-
vals between stresses. It turns out that the long time
interval between the onset of two stress syllables, or stress
vowels, is longer when there is a syntatic boundary between
those stresses. In addition, there is lengthening of the
vowels and consonants at the phrase final positions in the
utterances. So, here we have several ways of finding phrase
boundaries from the acoustics independent of the exact words
that are in that structure. From this kind of research we
have been able to come up with a few tools for prosodic
analysis that can be incorporated in speech understanding
systems. These have been provided to the ARPA systcm build-
ers and in particular all four of these are being explored
in the Bolt, Banareck & Hewman system. We have.a fundamental
frequency tracking algorithm similar to the one at SDC and

also similar to onz at Bolt, Banareck & Newman. We have a
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method of detecting phrase boundaries from fundamental
frequency contours. This works about 90% of the time in
finding the phrase boundaries that we would expect to be
there based on independent syntactic analysis. We have a
procedure for syllabicating speech much as Paul Mermelstein
has described. It is a little simpler, and gets about 91%
of the syllables in connected speech. We have a program
for finding out which are the stressed syllables and this
works about 89% of the time. These programs are now avail-
able and they are tools. The question really is, how do

we use them in a speech understanding system? We are cur-
rently trying to relate them to a parsing process in an
automated transition network effort at Bolt, Banareck &
Newman. We're going to try to work on the guiding of a
parser for doing the most efficient analysis and see if the
prosodies, in fact, can help in that area, It is worth-

. while noting, particularly in the light of the variety of
interest that is represented here today, how the speech
understanding work has contributed back to other work. For
example, Sperry-UNIVAC's interest in speech recognition is
in more limited form, as I think some of us here are today,
and we've developed several systems that are involved in
restricted speech recognition that are using a lot of the
tools that are coming now to the ARPA program. In particular,
we have a prosodically guided word-spotting strategy that
is finding key information carrying words in connected speech
and that strategy is using prosodic guidelines that we de-
veloped for the ARPA program. We're using linear predictive
analysis pretty much as it's being used by other ARPA
contractors based on their ideas. We're using phonetic
classification schemes that are based on all the work going
on in the ARPA program. We have the segment lattice notion
that you heard Rill Woods of BBN talk about. We have a

word-matching and scoring procedure which is very similar

27




and somewhat based on the Lincoln Laboratory ARPA system.
So, also, in several ways is that system for word spotting
using the output out of the ARPA program. We also have

two restricted speech recognition systems for recognizing
isolated words and connecting word sequences. They, too,
are trying to use the linear-predictive analysis and the
phonetic analysis techniques out of the ARPA program. We're
dealing with co-articulation rules and other aspects of
word-matching that are coming out of our own program. So
we have a two-way street here in which information is being
provided to ARPA by the research on prosodies but we find
that the ARPA program is also providing good tools for

immediate work in speech recognition. Thank You.

1.8.2 Viewgraphs shown by Dr. Lea for Sperry Univac are
at Attachment 7.

1.9 Mr. Medress explained that the next scheduled

' speaker was Michael O'Malley from the University of Califor-
nia at Berkeley; however, Mr.0'Malley was not able to be
present at the meeting. Medress asked the group to note
that O'Malley is a specialist contractor on this program
working on prosodics emulations to syntax and other aspects

of speech understanding systems.

Mr. Medress then introduced the last speaker in
the ARPA group, June Shoup from the Speech Communications

Research Laboratories.

1.9.1 Dr. Shoup's remarks arc as follows:

I will very quickly give the objectives of the
SCR project for the ARPA work. First of all we had
endeavored to accumulate a large natural language data base
and then have these transcribed orthographically, ARPAbetic-
ally (I'm sure you're familiar with what ARPA code is, psecudo-

phonemic code) and also phonetically. Second, to develop
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computer programs for analyzing the above three levels of
transcription, Third, editing our computerized natural
language in the SCRI dictionary which contains orthographic
communiques and gross grammatical codes. Four, compile
phonological rules to obtain natural language variability
from the dictionary base form entries by analysis of the
natural language data at the phonemic and phonetic levels.
And, sixth, support for the ARPA speech understanding system
builders. Now, very briefly, the accomplishment toward these

six areas.

First of all on the data base, we did obtain over
200 twenty minute tape recordings and we reproduced them at
all levels of signal to noise. We have some in anechoic
chambers and then we have some in households where there are
children in the background. We have started with those with

better signals to noise ratio for transcribing and eventually

hope to get to the worse ones., We've taken over 30 of these

and transcribed them orthographically and ARPAbetically. We
have only done a few phonetically. One of the things that

we have developed is a study on how accurate you can get
phonetic transcriptions which are intra-speaker and inter-
speaker. This study shows what the techniques are and how
reliable the phonetic transcription work is. Part of our
work has resulted in very accurate results and we have actual-
ly transcribed and put them in the computer. On the computer
programs themselves we have now developed a complete set of
programs to categorize, reference and analyze the various
levels of transcription including a cross reference of data.
We can ask most any question regarding what words have
certain phonetic features, are spelled orthographically, or
what grammatical culture are associated with certain phonemes,
and we can go back and forth in anyway throughout the data.
Regarding the dictionary, we have completed the editing and
we have written computer programs for updating and
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maintaining the dictionary, which now contains hundreds of
thousands of entries. We will always find missing words and
will have to add them. We, therefore, have our programs for
updating and maintaining the dictionary. 1In the area of
phonological rules, we have completed obtaining all the rules
that were in the published literature and have started test-
ing these against the natural language data base. Obviously,
these were not complete nor correct, so we have continuously
modified and added new ones as we have analyzed the data
base. For the analysis of the data, we have just initiated
statistical studies on consonant clusters, vowel clusters,
the phonemic substitutions, deletions and additions, the
phonemic frequency in various positions, and the phonemic-
phonetic comparisons. In systems support, in response to
requests by the three systems builders, we have provided ARPA

transcriptions based on dictionary entries for their indi-

~vidual dictionaries. Also, we have done rule testing as it

applies to their data and have written a common task report.
This report is available as a technical report if anyone
is interested. The task was to ascertain whether it was
reasonable that the three system builders have a common task
to perform during this last year or whether they should
just remain with their present tasks. The conclusion is

that it is not feasible to have a common task.

Thank you.

1.9.2 Transparencies used by Dr. Shoup are at
Attachment 8.

1.9.3 Mr. Medress announced that this completed the
review of the program from ARPA's prospective. -He noted
that several of the speakers had brought along copies of

papers or background materials. These, he stated, would
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be available on the table at the lunch break. Also, Medress
concluded, additional materials may be secured by writing
directly to the appropriate speaker. He then turned the

program over to Major Carlstrom.

1.10 Major Carlstrom surveyed the non-ARPA speakers
who had prepared material. He then introduced Commander
Wherry from the Naval Air Development Center, Warminister,

Pennsylvania.

1.10.1 Commander Wherry presented the following remarks:

The voice recognition and synthesis program at the
Naval Air Development Center started in complete ignorance
of what was going on in ARPA. We have developed a systen,
probably in isolation but, fortunately, it works. It does
some things which we think are fairly neat and, by way of
"background, let me tell you how we started into this program.
The Navy had been funding some research on voice recognition
with Scope Electronics Company, and they had showed some
fairly good voice recognition accuracy rates in quiet rooms.
So at Pax River one of the pilots went up with a tape re-
corder and reported in while he was flying, pulling 'G's,
and doing maneuvers, etc. We brought the tape recordings
down and played them into the device and the voice recognition
accuracy rate went to pieces. And so the Navy wanted to
know why. They put out a call to various laboratories and
at the Naval Air Development Center we happened to have a
50 foot centrifuge in which we can control pressure levels
and wear oxyden masks at high vibration levels. So, we won
the research grant, if you will, to try to isolate what it
was about the voice quality that must have been changing in
the air environment that resulted in this horrible recogni-

tion rate. So we did the voice quality studies which 1'l1l
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get into. Then I'm going to talk about fabrication of the
VRAS Facility which we have accomplished at NADC and in the
development of message understanding software which has all
been geared to work a dcinonstration of VRAS applicability in
airborne laboratory systems. The voice quality studies
which were done back in Fiscal 72 covered several major
elements that we thought would be present in air-warning
applications. They included cockpit temperature, vibration
levels, G levels, whether or not the man wore a mask or did
not wear a mask, the mission duration, the number of words
that he had to say and the noise level. Noise level had

an effect, but it was not something that was getting into
the microphone for we played different levels of noise into
his ear. Now, what happens when you do that is the level
of the voice goes up when the level of noise coming into
ti.e ears is high and voice guality does, in fact, change.
This was one of the things that the investigators didn't get
on the transferrency but we did look at it. Our major
findings were that voice level tends to degrade if you're
wearing an oxygen mask after about half an hour. Now we
had some slight positive pressure breathing and one of the
things that happened is that it does tend to exhaust the
voice. It turns out that voice recognition is better during
the first half an hour by virtue of wearing a mask, because
it cuts out some of the ambient noise and probably results
in bettrr formed words to the machine. A second thing was
that under high vibration levels, .35 I believe we used, or
.39, we fcund some degradation in accuracy rates. Under
about 2 G's we had about a 6% tc 7% degradation in accuracy
and at 4 G level we had about a 12% degradation in accuracy.
Now we feel that a lot of this reduced accuracy is in fact
attributable to the mask that the man wears. Under vibra-
tion and under high G's just the mass of the mask itself

begins to pull down and you get some nasal qualities and the
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voice does change, so the machine has some difficulty in
recognizing it. These were the major findings. We decided

(] on the basis of that, that there were, in fact, some aircraft
in the Navy's inventory that we could put voice on, probably
immediately, things like aircraft which don't undergo high
levels of vibration, where you do not have to wear masks,

u; and which do not undergo high G's. So we started bhuilding
up a facility. Our facility consists of the voice analysis
portion of the system with a Scope DCS playing into a raytheon
704 computer.,

K We now have 32 K of core and we have a disc drive
where we store off-line different speakers vocabulary sets
and we use a Votracks as our voice synthesis unit. We also
have a Burroughs self-scan which gives visual feedback to
the operator in terms of what word he's saying or what the

word means, or is one of the ways that he can ask for infor-

mation to be displayed to him. In addition to that, we are

setting up an interface into a simulator, an aircraft simu-
lator at NADC. Looking more schematically at what VRAS ©
consists of, we see it having to consist of some portion of

voice analysis which feeds into a statement- understanding ]
n box which, once the statement is understood, goes into a X

message-handling box. The message, which is either to gather

i,

information or change the state of information somewhere in
the system, then passes over to the system computer; does ‘
’ what it has to do, comes back, and a response is generated i:
which can either be put out by voice or visually. So this

Fog

is basically what we consider to be a voice recognition and

synthesis system. Let's look inside at a couple of those

boxes. In terms of the voice analysis box, this is the v'
same scheme that is used by the Scope Company and, I think, ”,?
by some other companies, but not by all companies. And,
essentially, what is happening here is that from the micro-

phone it comes into 16 band-pass filters and is digitally '3

mea ik
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chopped every 60th of a second. So, we've got a sampling
and a word boundary sector. Now there would be, of course,
other ways of doing this. Many have been mentioned here
such as looking for syllables or somehow breaking the state-
ment up into words or syllables or whatever you have. But,
there are amplitudes that have gone through these band-pass
filters which we call the long vector, and are capable of
playing one second duration words. Now, of course, in our
system we're working in isolated words. We're not particu-
larly worried about the different speaker problem because

we know which speaker is sitting at which microphone in the
aircraft that day. So we haven't broached thouse kinds of
problems, speaker identification problems or anything like
that. When the word boundary detector says, "Hey, I've got
a word", then we go through a word compressing algorithm

and come out with one hundred twenty Bits which are then
passed on to the statement understanding block of the pro-
gram. And I want to say that, really, the majority of the
work that we've been doing has been put into this box.
Essentially, the spoken word comes in and we have a word
correlator subroutine which is comparing the incoming word
with a list of words that the machine thinks he could be
saying now and we come out with the highest correlation. If
we have one that is high enough, we put it into a block of

a word that's been heard. We then go to a translator section
which goes to look up the meaning of th-t word in word-mean-
ing dictionary and put it into what we call the matrix of
meaning. We'll discuss this in a little more detail in just
a minute., After the translation phase of it we go into an
entity eliminator. Now what we're doing here is saying, "by
the meaning of all the words that I've heard so far, what

do I know that I won't hear from now on", and so it does,

in fact, eliminate future words that we would have to compare

against. Having done the interview elimination we come down

34

| A

-
e
oy

U

1
e
U PRI Py




P

to a statement testor to see if we've got sufficient infor-
mation that that is, in fact, the end of the statement. If
it is, then the message is complete and it is passed to the
message handling box. Otherwise, we come into the word
selector which says, "knowing what we know about things that
have been eliminated from consideration which of these
possible words in the total dictionary could he now be saying”.
Then we form a list of words and essentially keep running
around in this loop until we've got a statement. 1If, at any
time we don't, we fail to understand a given word, then the
machine starts saying, "Say again all after.........". 1In
the terms of the word types that we've identified, we actuully
have 19 columns of information in what we call the universal
statement. Some of those word types are used only in the
responses like preambles, things like “Sorry, I can't do
that", or "Accomplished, I have done that", or "Affirmative,
the answer to that question =", or "Negative", etc., There
are other action kinds of words. We want information changed,
or we want information gathered, words like report mean
"gather some information and send it to the talker unit".

We have identified what we call post~verbs using words like,
be, that, this, any, another, other. We call them post-verbs
because typically they follow the verb, and they do indicate
the version of the thing that he's talking about. WNow, when
we talk about things, in at least aircraft systems, we're
usually talking about objects that you can actually point to.
Therefore, a thing by our definition is a system, or a sub-
system of a system, or a component of a subsystem of a systemnm,
or a version of a component of a subsystem of a system. Thus,
essentially what we mean by a "thing" is something that can
be pointed to. Now most airborne operators may deal with a
variety of systems., Usually he will deal with more subsystems
in his routine activities than total systems. For example,

I mentioned the characteristics, that when we need something
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like "location" that we would be talking about the specific
characteristics of the X or Y location, or altitude, or range
and bearing. All these deal with location as an attribute

of something. We may be dealing with motion as a dimension,
in which heading and speed would be a characteristic. Essen-
tially we are saying that all the information which the
operators pass back and forth to the computer deal with
attributes about things. Then we have logical operators,
phrases like: is, not, equal to, or less than. Then we

also have value scales or destinations; the values of scales
are obvious, the destination where I want the information
sent to as the talker, the scanner unit or the printer unit.
Now, in terms of what we call this universal statement, what

we really are saying is that all commands or requests

essentially began with some word that says either, I want
information gathered, I want it compared, or I want it
changed. Now we will allow many synonyms to mean that,

but essentially statements start with things like that if

it is a command or an action. There are some conditional
statements like, if something is true - then report altitude,
if altitude is less than 2000 feet - then report altitude.

In terms of the responses, our machine is intelligent enough
to know what it can do and what it cannot do. So if you say
to report such and such a piece of information, it may know

what you are talking about but it may not have sensors

tacked into that piece of information., 1In this case it

says, "Sorry, only so and so, or X is only known by so and so".
It essentially tells you where to go to get that piece of
information or to get that piece of information changed. 1If
you ask it a question like, "Is altitude less than 2000 feet?" b d
it always responds with the positive information that it

knows about. Finally, communications sometimes do not deal

with the information that operators want to exchange with

machines but they deal with the communications themselves. hd
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Therefore, we need words like "repeat" which means - say that
last statement again to me. If the machine does not fully
understand what it is that you have said and wants to confirm

", or it says things like "say

it, it says "understand......
again all after". So, really, we split our world into one
universal statement and say that all statements must have

all of these components. Now how do we get all these com-
ponents in? It is, in part, through the dictionary of mean-
ing. We can take a word like "enable" and tell the machine
in its dictionary of meaning that "enable" means change selec-
ted status to on. Now we don't have to say all of the words,
change status selected status to on, because that is what
"enable" means. In this way we can cut down the number of
words that appear in the statement. We have not outlawed

it from him saying "change selected status to on", but

merely that there is another way we can approach that problem,
When a word is recognized as "enable", and the dictionary of
meaning is looked at, then the appropriate words are put

into the appropriate columns in the matrix of meaning. To

us "radar" means "the Helo radar" in some particular applica-
tion that we are doing. We put one other feature into the
VRAS system., This is that for this particular operator,

when he talks about radar, he is usually talking abcut his
radar display. He is not talking about enabling the radar
equipment, he is talking about enabling the radar display,
because he is a tactical officer and he is looking at that
display. So, if he doesn't tell you anything mcre, then we
can use the fault words which appear in the dictionary of
meaning., That is, essentially, what happens except one other
feature that we have added is what we call a truth matrix
approach. Each time a word is entered in like, "Helo" or
"radar" or "display", we eliminate the neced to look at so

many different words. This approach is one that you may
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be more familiar with in puzzle magazines where they say,
"Jack and John and Joe are married to Mary and Alice and
so—-and-so.."” You have all seen those kinds of things.
Horrible! Well, a truth matrix approach says that when
people communicate with one another they don't always tell
you specifically what it is that they are talking about.
But, they give you sufficient information and you ought to
be able to figure it out., So, essentially, we put the truth
matrix approach into the VRAS system so that if we see a
system word being entered into the matrix of meaning, we go
into our things table, which lists all things that this guy
can talk about, and we eliminate everything that doesn't
have that system connected to it. If we see a subsystem, we
do the same thing., That is, we eliminate all things that
don't have that subsystem. So, once we have eliminated a
given thing, we come over and eliminate it from our entity
‘table which is the intersection of things and attributes.
Then we look down into the attribute table and say, "Can ve
eliminate any of these attributes because they no longer
exist in the entity table?" The example that I used in
terms of enable was something where we actually learned

the attribute before we learned the thing. We can also

go in the reverse direction. We can say that he is talking
to us about status, therefore eliminate all attributes that
are not status., Thus, come over to the entity table and
eliminate all entities that do not have statuses and then
start looking for those system or subsystem words that

do have statuses. Essentially that is the VRAS system. We
are always looking to try and reduce the message confusiocop
and I will say that the probability of getting the message
understocd is the joint product of the probability of reccoy-
nizing each word as it is said in the message. ﬁe, by
introducing rich meaning words into the dictionary, can

reduce the number of words in a statement. But this increases
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the number of words in that list. So, there are always
trade-offs that have to be looked at. Essentially this is
the kind of a program that we have developed at NADC and it
does work. The interface in the simulator is not yet
complete. A couple of other features is that VRAS also
remembers the last statement that you said. For example, if
ﬂ you have just asked for speed, you may now ask for a report
on heading, and it will very rapidly home in on that. You
do not have to put all of the words in the message. It also
remembers the last version of everything you have talked
about. If you have once identified the last thing you talked

about as Buoy, then you discuss something else for awhile,

then you want to go back and talk about that Buoy, all you

have to do is say "the Buoy" and it knows which one you are

talking about rather than having to say "Buoy two four" or
"Buoy 24". And one final kind of thing it does is to E
.recognize that not all things should be changed by a compater '

because it might misrecognize what you said. So one should ‘ ‘;
very well plan to confirm certain things. It knows which

entities it must confirm before it can execute these state-
ments. And, in regard to that, we have one other slight v;?
feature, A man can make a statement which does not end with e
the word over. 1In this case he can time out on it, that is,
not say any more words, and after awhile the computer says,

"I bet he is done". The statement tester then says, "Yes, I
have enough words to make a statement out of it". You can @
aiso say "confirm" in which case the computer will come back i
with "understand” and repeat the words that it thinks it has
heard. Then, if the man says "affirmative", it goes ahead '
and does the statement. The other thing is that sometimes A

you don't want to have to wait for a very long number of

words in a statement to get something done. So we incorporated

the feature of standby. The man can say "standby" and the .?
computer says "ready", and then you can make a statement. ®
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Then it says, "understand......." 1In this case you are doing

a confirmation early. Thus, you would say, "affirmative" and
n it says "waiting", and then it takes that statement and puts
it into the buffer somewhere. It knows what you have said, that
that you confirmed it, and that it understood what you said
properly. Now, at any point you can say "execute", and it
does the entire statement. That is the VRAS system.

Thank you.

1.10.2 Copies of the transparencies used by Commander Wherry

are not available.

1.11 Major Carlstrom then introduced Dr. Bruno Beek from

the Rome Air Development Center at Rome, New York.
1.11.1 Dr. Beek's comments are as follows:

I will try to keep my remarks quite short. Speech
understanding is just sort of a subset of speech recognition
programs that we are interested in. We have been doing quite
a bit of work on speaker verification and things that you will
hear a lot more about today. What I won't talk about in great
detail is automatic message monitoring. We will be talking
about surveillance communications channels. There is quite a

need in the services for that. The other thing that we will

be talking about today is voice input. I put together a
paper with Dave Hodge and Ed Neubeurg where we talk about

military applications, possible applications, and coordination.

This is the table from that paper. If you are interested in o
it, write me and I will send it to you. Essentially what it T

is saying is that we are interested in many things as speaker
verification and identification. We want to recognize spoken ‘ %
and digit codes. We want to use voice as a method of access o
T
1
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control and we are very interested in the command and control
functions for voice input. 1In the services, we have to work
with requirements and, for example, these are a set of TAC
and SAC requirements and Air Force Security Service require-
ments. The first two deal with verification systems. The
third one deals with airborne skint systems that is tied in
with the process of message monitoring. Also, we have some
work to do on a requirement that was put out by the Air Force
Flight Dynamics Lab. We are interested in expressing human
speech quite similar to what Commander Wherry was talking
about but, specifically dealing with what happens to the
speech mechanism under High G forces. We also do a great
deal of coordination and here is a list of other people who
are quite interested in automatic speech processing, not
necessarily in speech understanding, but in other programs.
These are a few other technical committees working in the
_area. This comes directly from the report I mentioned.

What I would like to say here is that we, in the services,
are already building speech recognition equipment. Some

of them are being processed for field use now. There is
guite a bit of work in narrow band speech communication
systems and in speech compression which I think most of you
know about. We are also doing work in automatic speaker
verification. I will show you a model of that. That is
undergoing operational testing now. There is quite a bit

of work going on in training systems and limited speech
un&erstanding systems. It is mainly isolated work that they
are doing. SRI has an isolated word recognition system that
they are using in a training system mode. There is also

some work in the Army as well as by others. Helium speech--

quite a bit of work on that. On-line cartographic process-

ing--the cartographers for the Defense Mapping Agency have C

a real problem. They have to getit data into the machines and i
v

using the manual mode or keyboard entry just doesn't fit
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as you have to do it much faster. Another System that is

being built is the word recognition for military tactical

data systems put together by the Army. I don't know if
Mike Simpson is here but if he is not, he wrote a very gocd
paper that will be published at the Conference on Artificial
Intelligence, later changed to Conference on Interactive

n Cybernetics - because 'intelligence' is a bad word right now.

Also, I think Jim Glenn is here from Scope who is actually
putting the system together; so, if you are interested in
that you can talk to them. Voice recognition and synthesis

for aircraft cockpit, I think Commander Wherry talked quite

a bit about that. We are going to start looking, in combin-
ation with Flight Dynamics Lab, at the problem of what happens
to speech under high G forces. We are not trying to put a

box into the system but actually trying to understand a little
bit more about the speech mechanism. Here is a tutorial; a
view of things that we do up at Rome. We work at message
monitoring. We are working in voice control systems and we
are doing some work on cartography. We have built a speaker
verification system that is now undergoing operational tests
by Electronic Systems Division. Now, message monitoring

also encompasses doing something about noisy, corrupted speech
signals. We've done quite a bit of work in that area and
there is a great deal of interest. These are the threce paths
that we are looking at, One is - can we recognize when a
voice modulated signal has occurred to enhance the speech

and the signal to noise ratio, and can we use this system as

a preprocessor for all automatic systems? In general, we
found that most automatic systems are highly corrupted by
noise and distortion over communication channeis. We notice
that there is quite a bit of controversy and in the tests

that we've run we found we have many problems in that area.

As to message monitoring, it is listed here as key word de-

tection but you can substitute languege detection, or
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speaker detection. What you have is a set of intercept
receivers, and you would like to do some sort of automatic
monitoring of these receivers. By switching the matrix you
can actually send it to the linguist who will be interested
in that particular signal. Shown here is the automatic
speaker verification system. In the center, we have the
system that was delivered, and in the periphery we have a
scenario of how the thing works. It has been working for
over a year at Texas Instruments and it works as follows:
The individual comes into a booth, he sees the microphone
and a badge reader, and he inserts his hadge into the badge
reader which identifies him to the machine. Then, the
machine talks to him and asks him to say a few phrases,
which he does. If he is accepted, he is allowed into the
room and if not, he is locked into the area. This systemnm,
as I mentioned, has been working for over a year. It works
.on a data base of over 170 speakers. We have learned a great
deal apbout this type of application. For one thing, you
have to be concerned with more than just the technology it-
self--you have to worry a lot about the system's human
acceptability. We had quite a bit of problem with the sys-
tem at first which had nothing to do with technology but
with system acceptability. For example, when we had a

power failure all the doors were open, In addition, we
found that we learned a great deal about test and evaluation
of these systems. You have to do more than just one speaker
of 10 speakers, you have to talk in terms of hundreds of
speakers. I now want to talk a little bit about performance.
The base and installation security :ystem at ESD did actually
come up with some performance specifications which said

that the true speaker could only be rejected 1% of the time,
and imposters could be accepted only 2% of the time. Using
the data with one phrase you can see right here that we arc

not able to meke it on a one-phrase system. But, when we use
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two or more phrases we were actually able to exceed their
specifications. Right now these are the major features of
the system. It actually uses 16 different words which can
be put together in a random way so that it makes up 32
different sentences because people are worried about what
happens when an individual brings in a tape recorder. One
way of defeating it is by having random words coming up. It
uses voice prompting, as I mentioned, and, in addition, uses
a sequential decision strategy which says that if you do very
well on the first phrase it allows you in immediately. Over
75% of the people are admitted on the first phrase, and on
the second phrase over 96% of the people are admitted. Right
now the error rate is about three-tenths of one percent as
compared to the one percent required and the imposter
acceptance is about one percent. Another problem area is
this one., The map-makers have to extract data and you can
see it is longhand printed, and has other types of symbols
‘on it., There is overlapping and optical character recogni-
tion just cannot handle this job. So what can we do about
that? There is one system that is in operation right now
and it is a threshold technology system. There are others
on the market but we find this one quite suitable for this
application. We found doing independent testing using our
tapes that the 10 digits plus five control words has an
error rate of about one percent., However, what we are
trying to determine now is, again, user acceptability. So,
we are going to have cartographers run the system, and they
are going to compare the data that they had with hard
manipulation so that we can actually get performance
characteristics of different systems. Here is a quick run-
down of what this system needs. The Defense Mapping Agency
system has test digits, it works on-line, and has all the
good things that these voice reccognition systems can do.

One thing I should say something about is isolated word
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recognition systems. They are sort of being down-played
today but, I think, they can solve some real important
problems., These systems work with high noise background;
they also have rejection capabilities so that if you say
other words these words are rejected. This will solve a

lot of these type of problems including day-to-day variations.
At first, when these isolated word recognitions systems were
built, if you trained at the same time you would use the
system and they worked quite well. However, as time went on
they didn't work well. Now we have answered a lot of these
types of questions. Again, referring to the paper, these
are a set of techniques that we felt needed improvement.

It was sort of written by a committee, so we have all the
good things that the speech understanding people would like
to hear. From my point of view, we feel it is most important
to do signal conditioning and speaker variability. To us
that is the number one problem. If you are interested they
‘are all written up in this paper. One other thing I want to
stress again is performance evaluation. We have been burnt
in the past by insufficient performance evaluation. What I
would like to see is when you actually compare the three

speech understanding systems in terms of complexity.

Thank you.

1.11.2 Viewgraphs used by Dr. Beek are at Attachment 9.

1.12 Major Carlstrom noted that there was a tie-in between
the previous speaker and the efforts of the NATO working group
on speech understanding. He, therefore, introduced Dr. David
Hodg.. from the U. S. Army Human Engineering Lab at Aberdeen

Proving Grounds, Maryland, as the next speaker.
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1.12.1 Dr. Hodge's comments were as follows:

Bruno Beek has just given about half of my paper
so this will be very short. Research Study Group 4 is
organized under Panel 3 on Physics and Electronics organized
under the civil side of NATO. The group has been operating
since 1971. The topic is Automatic Pattern Recognition.
There are seven participating countries. The primary objec~
tive of the NATO study groups is to look at, in this case,
the military applications of automatic pattern recognition,
to perform state of the art assessments on selected topics,
and to find probable areas for cooperative research. The
NATO mechanism provides a means for cooperating internation-
ally on topics that are not appropriate in other media. I
do not mean to imply that we only work on classified problems
but it does provide us with a very simple basis for coopera-
ting at least within the NATO community on problems that are
difficult to cooperate on otherwise. The activities that we
have been involved in include developing a system for organ-
izing all the research that is going on in the various
countries, in exchanging summary reports on the national pro-
jects (there are two summaries that are available from the
Defense Documentation Center), identifying common areas of
interest and, also, those areas in which there is no interest.
As an example, there is no interest in cooperation on passive
sonar because we would not only have to tell people what we
knpw about Russian equipment, but we would also have to tell
people what we know about English equipment. We don't want
to do that. We are also conducting technology assessments
on selected topics. We started with image processing. We
have done one on speech recognition, and we have one on
mechanical wave processing technigues which includes process-
ing techniques but not data that are applicable to the

acoustic side of sensing areas which is scheduled to begin in




February. We have developed one cooperative research
proposal in the area of image processing and the project
has been initiated. This slide outlines the steps we went
through in assessing the topic of speech recognition, We
developed a list of probable military applications that

we would like to automate. Bruno has already shown that
slide so I won't show it again. We had specialists from
the participating countries come in May of 1974 and present
their independent assessments of the state of the art,
present problems and the estimated cost of solution in the
probable system requirements for realization in the various
application areas. We have prepared the U. S. technology
assessment for that meeting. In August of 1974 we got

some expressions of interest in cooperation. There is

no defense supported research going on in Canada, Denmark

or the United Kingdom. The primary interest in cooperation

was expressed between the Netherlands and the United

States. Bruno Beek is preparing the final version of the
technology summary paper which he gave me this morning.
Therefore, it is not complete but we will shortly submit

it for publication as an unclassified NATO report. We

will discuss in February at our meeting the prospects for
cooperation on classified problems. We found no basis so
far for cooperation on unclassified problems as most inves-
tigators, particularly in Europe, indicate that almost all
the speech research is being done not by in-house organiza-
tions but on contract in the academic community. They feel
that existing information exchange media in international
conferences, journal publications, personal communications,
etc.,, provide an adequate basis for cooperation. In the
minutes of this meeting I will have the technology summary
tables that Bruno has already presented so I won't present
them again., We have alist of military tasks we would like

to automate., We have a list of technigues that have to be
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participating countries. This table will be in the

and the list of unsolved problems that appears in the

minutes will be keyed to the processing techniques.

perfected and a narrative description of each. We have

a statement of the state of the art for each one of these
techniques using three ratings: a - is useful now; b -
shows promise; and ¢ - is a long way to go. Each one of

these things has been rated by the committee in all of the

minutes. Also, there is a list of the unsolved problems

Finally,

there are a number of near-term applications (you have al-

ready seen this slide) and these are applications which we

expect will be realized certainly within the next decade,

and in some cases conservatively estimated in the next

decade.

Thank you.

-1.12.1 The vu-graphs used by Dr. Hodge and the tables

mentioned in his remarks are at Attachment 10.

1.13 Major Carlstrom recommended that everybody

take the opportunity to track the RSG-4 Papers. He noted

that he had had several of his people in his contractor

community request them and in some cases was able to get

them while in others he was not able to do so. Not only in

the speech area, he commented, but also in the imagery area

these papers are very useful.

Major Carlstrom next called upon Mr. Jack Boehm
of the National Secruity Agency at Fort Meade to address the

group.

1.13.1 Mr. Boehm's remarks are as follows:
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I have been asked to make a few brief remarks about
NSA's interest in speech research. Our agency has had an
interest in speech research for more than 10 years now, and
in those 10 years many of the problems we saw then are still
with us. The world that we live in looks like this., It is
a world all too familiar to many of you. The limitations
on bandwidth and signal/noise ratio are truly handicapped.
It is natural that those working in the research area to
automate voice processing are anxious to maximize their
chances for success. So, they intend to avoid these handi-
caps. Well, unfortunately, we have to live with them, and
systems designed to meet more ideal conditions often have
to go or undergo extensive revision in order to be useful
in this particular kind of environment. Now our interests
are broad, many of them overlap with those that Bruno Beek
has outlined for RADC previously. To sum them up, we are
interested in automating voice processing. Can you factor
speech into its components of words and get talker identity
into the language? We are also interested in seeking
efficient means of speech coding. We must minimize the cost
of storage and transmission for voice. Like RADC, we have
an interest in techniques which might enhance the intelli-
gibility of speech which is recorded under noisy conditions
or is distorted by one kind of a communication channel or
another. Our approach to these problems is always colored
by the particular environment that we live in. It is
necessarily constrained by conditions such as the band-
width and the noise limitations. I'll focus attention on
our word recognition interests because I can use this to
illustrate that point, and many of you, if not most of you,
are very familiar with the recognition work done on the
speech understanding project. Now this slide is a kind of
A/B comparison of speech understanding, and so is the

nearest approximation to speech understanding which might
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be of practical use to our agency. On the left of the

slide is the sort of defining structure of speech under-
standing which is a fair representation lifted from the
Gould report. At the right, using the same structure defi-
nition, is the kind of a system which we might use. The
first comment we always get is that the constraints on the
right are almost uniformly more difficult. I suppose that's
true. What must be most appalliné to those with artificial
intelligence orientation is the almost complete lack of
available syntactic and semantic support. These are areas
where many interesting questions arise. However, for us to
make use of such a system someone would have to produce what
Norm Chomsky might agree is a completely adequate grammar
for English, and other languages that may be of interest to
them. I think there are none of us in this room who can

see that happening in the reasonably near future. But still
~ I am optimistic in the sense that I think there are very
reascnable extensions of the state of the art that now
exists that can produce useful systems. The speech under-
standing project did make beginnings at recognizing words

as they occur in continuous speech. Also, I think we should
make a considerable effort to attack the multi-speaker
problem to see if there are practical ways to normalize for
taller differences. The notion of working with telephone
quality type speech, the bandwidth limitations that go with
it, the noise conditions, these must be tractable problems.
After all people do communicate under these conditions. I
think we should seek maximum advantage from phonological
constraints. Here again, some nice beginnings were made in
the speech understanding project. So, for the kind of word
recognition work that we might be interested in, the emphasis
would lie in those arcas. I tried to illustrate those here.
There are also some other questions that might be examined
quite apart from trying to develop such a system directly.
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Can we do something about the influence that regional accents
have on word recognition. There scem to be sort of regular
phonetic shifts. I don't know of much work that anyone has
done to see to what extent you can compensate for those. You
can study them guite apart from developing a system which
will itself determine the probability of errors in these
things. If you rely solely on phonetic types of information,
one of the likelihoods of confusion is the phonetic strings
occurring in the language. Another point would be, can we
determine just what is an upper bound on a system which
attempts to recognize words in continuous speech in the ab-
sence cof syntatic and semantic support. That is really

sort of it as a thumbnail sketch. We are forced to work

with limitations, but our interests are fairly broad within
those limitations. I, for one, am optimistic that there

are reasonable extensions of the state of the art that can

~ prove to be guite useful for us.

Thank you.

1.13.2 Transparencies used by Mr. Bochm are at Attachment
11.

1.14 Next to be introduced was Dr. Mundie of the Aerospace
Medical Research Laboratory at Wright-Patterson Air Force Base,
Dayton, OChio.,

1.14.1 Dr. Mundie presented the following comments:

We are actually a little bigger than LEar research.
The program of interest to us, and from which we now speak to
you, was a program organized about 1960 called the bionics
program. Bionics is a name that sort of fell into disrepute
so we don't use it anymore. But it wos a phrase, a word

coined by the people there at Patterson, to identify this areo
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of work. The area of work was defined as using & living
system as a paradigm as an example for improving hardware.
We still continue this and actually one of these word
recognition systems, the one marketed by Tom Martin, was

supported in the early development when he was still with

RCA at Wright field under this bionics program. So we

have a long-term interest, but we are aimed toward signal
processing. In this bionics program let me say we are inter-
ested in two areas. We are interested in application of
speech recognition technology. That particular area is
being handled by the human engineering group at Wright-

Patt ~rson in the Aero Medical Laboratory. They are inter-
ested in actually putting speech recognition systems to work
in the Air Force and particularly in inflight application.
We see the basic problem as being a natural language
communication with computers, and for immediate application
within the Air Force we sort of summarized it according to
that particular chart. We see praclical applications in the
near term in heads up, hands off, utilization in the cockpit
much as Commander Wherry talked about. We see, also, an
inventory management within the Air Force. Communication
with computer - the Air Force logistic system is all com-
puterized at the present time - is done through hand-operated
terminals. So we are interested in evaluating speech
recognition systems and putting them into application, that

is, the human engineering part of it. You have heard

mentioned by the group, the ARPA group, by Bruno and Dave
Hodge and others that there are problems in making the
system work and these problems deal with signal processing,
specifically feature extraction and that order of problenm. |
This is where my particular interest lies, in the study of o '1
the auditory system. We claim that we are working with the 1
paradigm of speech recognition. This is the benchrark against

which all speech recognition systems are compared, namely v |
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the human auditory system. We feel from our work and study

in how the ear functions that a great deal more information
can be extracted from the signal than is being extracted,
particularly with the systems that are in use in speech
understanding systems today. They all start off with band-
width limitations with the frequency domain analyses and

we feel that is an improper approach. From the very bottom
if you feel there is any virtue in copying a system that is
working you are starting wrong from the very beginning. So,
I would like to make that a point today. The auditory system
works in the time domain rather than in the frequency domain.
I will offer you a little evidence to substantiate that.

So, right off the bat, you are processing all your data in
the wrong domain. We are into the speech recognition
business because we have to test the hardware that we evolve
from our studies of the auditory system. The hardware as

it appears today, is outlined here; we are taking the sig-
nal through two to three transformations, the second and
third are a little vague, a little hard to separate. The
first significant transformation is a model of the mechani-
cal function of the inner ear, the cochlea model. We call
it the cochlea transmission line. This is producing 48 out-
put channels of analogue data and this data is being sampled
by models of the primary auditory neuron, which are basic-
ally signal-dependent encoding devices which have a pulse
train as an output and these are interlaced into a network
of dynamic controls so that actually the features that are
seiected from the 48 analogue signals are signal-dependent.
The features of the system and the network adjusts itself

as time goes on. As the signal changes, I should say. The
net result of all this processing is a change, a transforma-
tion of the signal from a 2 dimensional amplitude versus
time into a multi-dimensional amplitude versus time trans-

formation, and then, from there, into multiple pulse trains.
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The processing in the nervous system is carried
on in these multiple pulse trains. So that incorporates -
the pulse processing, this section down through here, and
this is an existing piece of hardware. The output of this
system is 64 channels of pulse data which are multiplexed
into 32 of computer interface here called the ASPP which ~®
only accepts 32 channels, so we switch between voices and

voiced signals when we are processing the speech, 32

channels being devoted to the voice list and 32 to the
automatic switching under the network control., This is L.
flowing into the PDP-11 computer which is a final process-
ing output device so we have 32 channels flowing into the
computer. These are pulse channels. The computer is
accepting these in parallel with the resolution of 5 micro- .
seconds on each of the channels. We measure pulse intervals
on those channels to an accuracy of 5 micro-seconds. I
thought perhaps our time would best be spent in talking
about signal processing and how the ear functions in the e
time domain, so that is what the rest of this talk will be
devoted to.

The first transformation that takes place is done
in the inner ear by the cochlea. This is the transform
from two dimensions to three, the dimension that I show
here as distance is most often thought of as frequency
and the ear is most often modeled as a set of band-pass
filters. It is, in fact, a transmission line. It is a
very unique sort of a transmission line. I will try to
illustrate that to you. Speech, when input to the system,
is transformed into this sort of a 3-D transformation.

The first point I would like to make is that if you put in

2 sine waves -~ this is the sum of sine waves here- you see

relatively poor separation. Those 2 sine waves arce an

octave apart and yet they are very poorly resolved along

that dimension of distance which is frequently called the -
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frequency domain.

That is the length of the transmission

line and in the ear it has a physical weight to it. It is

very finely resolved by the way. There are some 20 thousand
plus
look

dimension of distance. This is a picture of the vowel

cells that are arranged along that length. So when you
at speech signals, they are also distributed in that

P

and you can see very clearly high frequency or short interval
information in the foreground. There is some dispersion of
speech signal. The'e', of course, being the extreme and that
is the widest separation of the two areas of interest along
that dimension. Let me talk about transmission lines for
just a moment for this is, indeed, the proper way to model
this transformation. It is a very unique sort of trans-
mission line. In a normal transmission line a signal is put
in on one end, it propagates down the line and goes out the
other end. Usually they are designed to not alter, the
~signal but to delay the time. This would be what we see if
we sort of froze the action for an instant. Along the normal
transmissicn line we see one or more cycles of a sine wave
stored in there. 1If we looked at it in the 3-dimensional
domain we would see this sort of a presentation where the

horizontal line depends on time rather than distance. Distance

is the verticle axis. You see that in any given instant in

in time a slice through here, which is what this is. There
would be multiple cycles or less than a cycle, depending on
the frequency stored in the line. In the inner ear this is
a very non-uniform line and the velocity of propagation
varies as to the function of the distance along the line.
So you see the wave peaks marked here with the dark dots,
how they curve indicates the case of the cochlea type line
because the further away it propagates down the line, the
slower it gets. There is another very unique relationship
in the ear and that is thé fact that it is a leaky trans-

mission line. The signal leaks off of it as it propagates
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down, it leaks off in such a way that there is always
exactly the same number of cycles stored in that trans-
mission line regardless of frequency. This particular line
is storing one and three-quarter cycles in it and before it
dissipates you see the signal start down the line and it
grows in amplitude and it dissipates very abruptly and be-
fore the dissipation there is up to two cycles stored in the
line. Here is a different frequency in the line 500 hertz,
again you see the number of cycles stored in the cochlea
line in contrast to what would be happening in a uniform
line. You can design these non-uniform.lines to store
different amounts of signal and the amount of storage is

a feature which is generally ignored in cochlea vowels.

The 2-cycle storage is a piece of information that we came
upon by neurophysiological dsta measuring the response of
the nervous system and we measured these propagation
velocities from the responses of the nerve system and found
that the guinea pig here stores about two cycles. You can
design the line so, as far as engineering is concerned, it
can store different numbers., We think the fact that it
stores more than one and less than two is a very significant
fact in terms of signal processing in the ear. Back to
this illustration for a moment, we have looked at speech
for testing this particular system and we developed a
display device that can give us;a real-time output of this
particular transformation of speech. We can write it out
fapidly and study this and we spent a number of years
studying the features of speech,after speech signal had been
transformed in this way, and we found for voice sound that
the most significant features, in terms of identifying the
voice segments, are what we call the first two intervals
and a pitch period. You seec the periodic iteration of

this wave form., Each of these wave forms is produced by

one excercitation of the vocal track. We found that in
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measuring, we are interested in two or threec of what we
call first intervals in a pitch period. If you look in the
foreground you will see a short spacing between the peaks
and a background of wider spacing between the peaks.

That is what I mean by first interval - it is the interval
between the first two peaks that appear in each of those
pitch periods. So, in the 'e' we get two measures. We get
one in the foreground and one in the background. We have
what we call IA and IB (Interval A and Interval B}. This

is sufficient information to identify that particular
position in the vowel space. So by extracting just those
two pieces of information you can identify it in the vowel
space. So what I am talking about here now is the ear's
capability to identify and classify each pitch period that
is produced by the vocal track and place it in position in
the vowel space. We have done some cycle acoustic experi-
ments that demonstrate that people can do this and, in fact,
you can classify and make the same errors you make with
sustained vowels on individual pitch periods. 1If we just
give you one of those things like a (sound demonstration)
you can identify it given the right experimental situation.
In fact, all that we have to give you is the first half of
a pitch period; you can classify it and identify it. This
graph shows you the vowels ~ these are the long vowels -
classified according to the sonograph analysis of placing
them in the form of one form with 2 plots and these are

the same signals classified in an Interval A or Interval I
and Interval 2 plot. Then you see a slight improvement in
separation of the groups in that space. This is for the short
vowels more tightly clustered and that is the frequency
analysis plot and this is the interval plot. What I want
to make clear is that we are at least as good as frequency
analysis and we think that there is a great deal more

informaticn in there that can be extrar~ted. Those
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identifications are made from single pitch periods, not from
a sustained sample., A little bit of neurophysiology just to
demonstrate to you again that the auditory system is function-
ing in the time domain rather than in the frequency domain.

In the upper lefthand corner you see necural responses called
post stimulus time histogram or pulse occurrence histogram
which measure the activity of the single nerve cell that is
sampling this signal along the vaso membrane. This is the
analogue signal which is the motion predicted by the model

for the structure at that point. The bottom two illustrations
show where we have matched these two up and, as you see, what
happens is that there is a very precise encoding in the time
domain of the information. The nerve cell is following the
motion of the vaso membrane. I will just quickly illustrate
what some other signals look like. This is a sinusoid, two

different neurons, a sinusoidal input to the neuron and then

‘a speech input to the neuron. As we look at the single

neuron with different speech sounds from different vowels you
will see again that the neuron follows very faithfully the
motion of the vaso membrane as predicted by the model at

that point. Now, two things come from this: One is that
this, I think, is reasonable confirmation of the predicta-
bility of the model and the accuracy of our model in this
transmission line; and the second is that the neural infor-
mation at least after these two transformations, one the
transformation produced by the cochlea on the transmission
lihe, and the second, transformation of the encoding into

the pulse domain, It is still a time domain operation. So
the system, at least through its first two transformations,
is still functioning in the time domain and by making measures
in this domain we can identify the speech pattern. The
difference here, you see, you can easily transform from the
time domain to the frequency domain. The difference here

is in the order of magnitude, when you are transforming into
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the frequency domain you are working with some time cycle
that is involved. You have to do your frequency analysis
over some time effort. The auditory system is rnot con-
strained to this. It is functioning in time and therefore
it can make instantaneous, and does make instantaneous,
measures. You see as the speech signal varies instantaneously
throughout, it could later on follow these time domain
changes. By studying lots of neurons you can develop some
sort of a composite picture like that and that's an illus-
tration of two different vowels looking at a dozen or so
neurons arranged along the dimension of the transmission line.
They all are following the particular wave form that would
be predicted by our model at that point. We want to test
these models and speech has long seemed to be a yood test for
auditory system models. It is something that the auditory
system handles very well, does in real time, and makes
~relatively few errors. We have been using speech as the
basic test vrohicle for testing our models. This is to
illustrate to you the output from the computer that sits on
the end of the system, and it is receiving now as its input '
multiple pulse trains, parallel pulse trains, there is
a plot here so that you see what are called F zero or pitch
changes being plotted here as interval lengths. It is also
doing some amplitude measures, the network is, and you are
seeing amplitude plotted here as a function of time in three
DB steps, this covering about 27 DB range here in this plot.
This dimension here is one line per pitch period, the com-
puter is doing an analysis and measures each pitch period.
This set of numbers over here is one of our present classi-
fication and identification schemes that we're looking at
for identifying the individual pitch periods. The numbers
represent measures that have been made on these pulse trains.
This fine-grained analysis of speech lcads us to some features

that we haven't found described other places. You also can sce
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some fine-grain changes that you don't see in some other
methods. For example, a little amplitude dip here during
the 'v', you can detect it very well. A feature that I
haven't found described before - perhaps June Shoup may
correct me here - but the lengthening of the pitch period,
or the lengthening of the interval prior to a transition
from a voice to a voiceless phoneme for about a dozen pitch
periods or 10 pitch periods or so, you get progressively
longer and this is a little feature that cues you into the
fact that all the sound is going to be a voiceless sound.
So these measures are being fed to our computer system in
real-time. This information is available to the computer
in real-time. The extraction of the features and the
classification by the computers are done in non~real-time.
Basically we're attacking the problem then of improving
the accuracy at thé acoustic phonetic level. And the unit
with which we work is the individual pitch periods so that
phonemes are built up of sequences of pitch periods. Just
to illustrate in more familiar terms, part of the informa-
tion you can get out of this is a plot of interval versus
pitch period number and this is what would amount to, I

think, an Fl, F2 tracking task which we've just plotted

as a function of time. The length of the intervals that
were measured is the first interval measurement that I was
talking about. That is for void or avoid, here's a plot

form, or wait. This kind of information, of course, is

available to the computer and is supplicd to the computer -

in real time. ";i

In summary, these arc some of the features of our §

automatic speech recognition system that we have here., The @

fricative identification is, essentially, a spectral analy- T

sis; it's done in the time domain but I think the features

it was measuring are no different than you'd get from spectral

information. All the voice sounds are identified with time [

- 1
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domain analysis and we're using only a few measures in each
pitch period to locate that position in the vowel space. The
digital computer task is much simplified by the amount of
information that we're supplying to it in these feature
extraction networks. Each pitch period is classified and
placed in the vowel space and we're working on how to separate
this into phonemes, obviously this is a dynamic thing---

the patterns move about and your tracking pattern motions

are generated by the speaker in the vowel space. We demon-
strated that there's very close relationship to performance
for the diffuse vowels but as you get to the more compact
vowels there's not this one-to-~one correspondence between
interval and frequency that we can see in the more diffused
vowels., The pattern space, as far as the computer is concerned,
is a set of intervals or measures that would be extracted

from pulse trains. As a matter of comparison, we ran a test

. with normal vowels and nasalized vowels using five pitch

period exerpts from continuous speech record to a con-

tinued speech utterance and took out five pitch periods and
used that as a test signal. We gave those to a panel of
listeners and to the machine. The panel of listeners had to
then identify the vowel. That was their task and we found
that there was about 50% accuracy on placing the vowel exactly.
If the vowels are nasalized that drops to, I believe, 33% or 35%,
the machine had comparable measures of 46% and 31%. If you
included the nearest neighbor in the vowel space then the
pércentage is increased tremendously. This was precisely

on target and this is talking about the nearest neighbor in
the vowel space. The panel performance jumped to 79% and 72%
and the machine jumps to 73% and 64%. So, I think we'd like
to claim that you can get a lot more information out of the
signal prior to operating on your phonetic identification

and your word identification and your syllable separation.
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You are really penalizing yourself, throwing away a tremen-

dous amount of information that's in that signal. You're

ignoring it and not using it.

Thank you,

1.14.2 Illustrations used by Dr. Mundie we not available

for inclusion in these minutes.

1.15 Major Carlstrom pointed out the fact that Dr. Mundie
actually operates a wet laboratory to collect empirical
data and formulates it into various network arrays for pro-

cessing.

He next introduced Dr. Donald Christy from the

Naval Electronics Laboratory, San Diego, California.

1.15.1 Dr. Christy's presentation follows:

The principal issue I want to address are the aspects
of speech processing that we will have to address in the
future if we want to make them applicable to military environ-
ments in the field. I am going to talk about two things, both
of them do not apply to speech processing, per se, but they
have to do with this process of trying to return the cosmic
things into the work so that they can be used. The first one
is in regard to the use of micro-processors, essentially to
process natural language with the idea that this would be
extended to the areas of speech processing when it could be
shown it could be done with natural language. The first
problem is to, essentially, parse English with a micro-
processor supplemented with a disc. We are using in the
system a diablo disc 44 connected through a cache memory
used to provide a buffering both in time and access. We're
using an intel 8080 processor connccted with a teletype-
writer for the purpose of inputting the English text. I'm

\
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talking here primarily about the parsing process. There's
also some work going on that has to do with the processing
after we get a parsed structure and process it to accomplish
the semantics. In principal this is an information retrieval
system. The approach that I'm using in the implementation

on the 8080 is to use Martin Code'stype positive technique.
This is a non-deterministic type of parsing and since they
are built up a tag rather than a tree, for obvious reasons,
then it also has capability to handle additional pieces of
information in the austere type of grammar. We use features
in addition to the regular type of parsing structures. The
features are essentially tags which can be tacked on to each
positive step and then transferred forward along with the
parsing structure. In addition to that, it's easy' to extend
this to include probabilities in other types of language that
you wish to consider. For the purpose of using the 8080

we would like to have the parsing done in near real-time in

" order to accomplish this. It is not possible to wait until

the end of the input stream in the sentence, so the parsing
has to take place almost immediately at the start upon the re-
ception of the first character. Since it's an 8080 we don't
expect to do anything else except the parsing while we're
going along. It's not a time~-share type of system. So the
problem is twofold. One is to devise and recognize the
particular patterns, if you will, and also to retrieve that
portion of the syntactic and lexicon that will be needed at
each step. We use a suffix identifier tree in order to
facilitate the syntactic rules and the lexicon. They are
bent into each other and we use the suffix rule because in
this manner we can essentially start the parsing process by
looking back at what has already arrived. However, in order
to supplement this, in order to retrieve information or

rules, we have to also look at the associate prefix at each




step and say, "What rules may start at this point?", and

then pull those in from memory rather than to have the

entire lexicon and parsing rules in the memory at the time

the system begins. In addition we are required to do some
amount of trimming because as rules are coming in some of

them will not be used, or some will have been used but are

no longer needed. 1In this case, when a new rule comes in

you have certain sets of structures that say that at the
moment the last set of parsing gets done you will have
knowledge about all the rules that are possible as you go
through the rules that you have already in the memory, then
you can prune out those that do not have parts just prior to
pulling in the next set of rules. This program is not very
far along in the sense that it only started a couple of months
ago so I can't tell you much more than that. The second prob-
lem has to do with the implementation of some of the parameter

_processing in a low-power environment and the gquestion is how

to do this with low-power. One of the techniques that might

be suggested is the use of optical processing. One technique

‘that we are looking at at the NELC is the work of Keith Brom-

ley, who is not related directly with my work but I felt that
it was significant so I wish to present it. The process is
to essentially do some parametrication and unfortunately we
haven't really been able to see how we could do LPC coding
but we have been able to do a little bit about other types of
things like variant analysis. The process associate has a
light emitting diode and it is modulated with the incoming
signal. To modulate the signal, and then to have a mask, the
mask and shadows are the modulated signal and then this is
coordinated with a charge-couple device type of thing that is
storing and ueliberating the output. First the light comes in
at this point, it moves to the shadow through pérts of this
area here. At each time interval the charge is moved through

the sliders to one step beyond and in that way, at the end,
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the results of the integration over various steps allows

for the transform to be displayed in a register at this
point. Now to give you a couple of ideas as to what this
might look like: The mask is a critical item here, the mask
and the timing. This is the mask of a Fourier transformer,
a cosine transform. We have various other transforms

that we have masks for. You'll notice that because it's a
an optical system, you have to display negative and positive
parts at separate pieces of graphs, so you should notice
that the righthand and the lefthand slide in. This mask re-
presents the positive and the negative parts of the project.
Now this is another one which may or may not have usefulness
in speech., This is a Walsh transform - it's a little bit
more uniform than the Fourier transform. There are quite

a number of transforms possible with this type of mechanism.
In fact, you can do matrix multiplication. This is an
indication of that. With matrix multiplication you can do

- the Fourier transform but you can also do such things as
clustering. So the technique can be used in several ways

in speech processing and this is what our.intent is - to
look at it in those terms. Present resecarch is going on in
the process of trying to allow us to change the matrix part
of the mask dynamically. This will allow possibly for such
things as LPC coding but until that is done we can't really
accomplish LPC coding. We still only have the input and the
output available. Inverse matrix can also take place with-
out too much trouble. O. K.

Just to conclude, I am going to show a couple of
pictures of some of the equipment. This is a laboratory
set-up. There is the modulator on the left and it goes
through and passes through the mask, goes over to the charge-
couple device at this end. We've been investigating several
techniques to remove the optical cylinder that is necessary

for doing this kind of process and it consists of using
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instead of a diode an electrical luminescent type of
panel and then with that we can accomplish a sandwich nearly
a half inch thick rather than the optical path indicated

here. And with that I conclude my remarks.

Thank you.

1.15.2 Transparencies used by Dr, Christy in his talk
and some additional materials furnished by the NELC are
at Attachment 12.

1.16 Major Carlstrom annocunced that Dr. Christy's
talk would conclude the morning session which was then
adjourned for lunch. The group would reconvene for the
afternoon session at 1:00 p. m,
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2.0 AFTERNOON SESSION

Major Carlstror reconvened the workshop group at
1:15 p. m. and introduced as the first speaker for the
afternoon session Donald C. Lokerson from Goddard Space

Flight Center, Greenbelt, Maryland.

2.1 Mr. Lokerson gave the following presentation:

Introduction. Since Alexander Graham Bell began

studying speech in detail about 1866, thousands of re-
searchers have been frustrated in their attempts to unlock
the key to reliable connected-speech decoding. Just as
Bell's research in speech began by working with the deaf,
so this present work began, with the idea of building a
hand-held "calculator" which would display speech phoneti-~
cally for the deaf. The approach taken in the process
parallels concepts used in some spacecraft telemetry signal

coding and decoding systems.

What is the Human "Channel Coder"? We form

vowel sounds by moving our lips, tongue and mouth into
various shapes, as shown in Figure 1. We form consonants

by making high frequency noises and nasal effects. All
vowels and some consonants include vocal cord vibrations,
making harmonics which resonate in the various mouth
cavities. People's lips can move at least 5 hertz per second,
but the tip of the tongue moves somewhat slower and the back
of the tongue moves only about one hertz per second. These
" slow movements slur speech from one speech segment to the
next., This characteristic has made decoding speech seem
difficult, if not impossible. The freguency spectrums of
speech are very complex, variable, and highly dgpendent

upon the person talking. It becomes clear that this is not
the real key to decoding speech. Just detecting the major
speech components is equally unsatisfying. Any "“channel
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coder" needs L0 be composed of symbols. In speech, these
have been called phonemes. The spacing and separation of
phoneme symbols needs to be wide enough to prevent confu-
sion for reliable decoding by the brain. It seems probable
that we learn to speak by moving our mouth organs to make
these symbols, using our ears to act as a feedback system
to "zero in" on the symbols needed. This is confirmed by
the problems post-lingually deaf people develop as time
progresses. We know that speech can be distorted in almost

every conceivable way and still be understandable because

of the redundancy built into the coding process. For instance,

speech over a telephone is limited to a 3 hilohertz range,
and is understandable even under such conditions. Since
many uses of speech decoders should work over such conditions
we will limit our considerations to this "channel". For
noise immunity, "touch-tone" telephone systems use pulses

~ of two frequencies from about 700 hertz to about 2700 hertz
to "speak" number symbols. It appears that all speech can
be decoded much the way "touch-tone" symbols are decoded,
with some important differences.

A child's mouth organs are a different size from a
woman's and a man's mouth organs are bigger than a woman's,
proportional to their head sizes, as shown in Figure 2. This
makes the vowel frequencies generated different, in a system-
atic way, as shown in Figure 3. We will show that this size
difference can be compensated for by taking the ratio of the
second "formant" with respect to the first formant, and the
second formant with reséect to the third formant. These
formants are resonant points created by the mouth organs:
some examples are shown in Figure 4. Speed variations in
disk or tape recording result in intelligible speech over
guite a range also. The vowel phonemes of speech can be
plotted into such a code-symbol set into a "phoneme space",
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as shown in Fiqure 5. The separation of these symbols is
improved and independent of the speaker. Data by Peterson

and Barney1

give a confusion-matrix of Englicsh vowels. That
is, when one vowel is spoken, a percentage of occurrences
are mistakenly perceived as a nearby vowel. In Figure 5,
notice the reasonable correlation between the human results

of the phoneme space.

The Vocal Cord Modulator. The vocal cords vibrate

with air flowing through these muscles. As shown in Figure 6,
at the top, the waveform is triangularly shaped, and thus is
rich in all harmonics. A man's voice changes pitch by at
least an octave (factor of two), changing in repetition rate
more than in wave shape. Women and children have higher
frequencies of glottal waveforms which can reach up to above
one kilohertz when singing. The middle portion of Figure 6
shows various harmonics needed to make two different vowels.
In the example shown, both vowels are composed of the same
two harmonics for the female vocal cord harmonic. The "E"
has more of the 300 hertz component while the "ae" has more
of the 600 hertz component. Notice that zero crossing detec~
tors would get the same result and would not distinguish

these differences. The equivalent male waveforms are different.

This corresponds to the practical results in which men's
voices can be decoded better than women's or children's.
This is because the man's harmonics are closer to each other,
and thus define the resonances better., In practice, however,
a woman's voice is as easily understood as a man's. This
means that our hearing processes probably have a different
way of detecting at least the first formant as discussed be-
low.

The Quantizer - A Key to Speech Decoding. As the

waveforms at the bottom of Figure 6 show, some method of de-
tecting not just hertz-per-second is nccded but a method
which is proportional to the amplitude as well as the
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frequency of the complex waveforms. For the female case,

we would want a higher value for "E" than "ae". The top

of Figure 7 shows one way of achieving the desired result.
When the input waveform is above its averac no output pulse
will be generated. As the waveform goes be. .w "zero", a
pulse will be created at the output. If the pulse goes even
more negative, the original pulse is inhibited. This can be
implemented by a simple circuit, shown at the bottom of
Figure 6. If the input waveform goes even more negative,
another pulse will be generated. If the pulse goes even
more negative, this pulse can be inhibited. As the wave-
form progresses back toward "zero" the reverse operation
occurs, Thus in this case four pulses can be produced

for each cycle. Figure 8 shows five different cases of
possible speech waveforms and their corresponding quantizer
output pulses. Note that these are shown with the very
special phase relationships created by the glottal waveform.
Figure 9 shows how the first formant mouth resonances might
look for various vowels in the frequency d:.main, and under
the same conditions as the previous Figure. Note that this
technique produces pulses proportional to the center of
resonance even when the glottal waveform harmonics straddle
the center of resonance. Using this concept, it is easy to
see that women's and children's voices may be decodable as
easily as men's. The technique can be expanded to include
both positive and negative portions of waveforms. It can

be made into an algorithm such as a pulse being generated
for even-numbered millivolts but not for odd-numbered milli-
volts, possibly generating hundreds of pulses each input
cycle. This process is probably analogous to the ear-
brain operation in this way. The cochlea nerves fire pro-
portionally to the amplitude of the frequency to which each
is sensitive, thus the brain does some correlation similar

to making pulses proportional to frequency.
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For the quantizer to operate properly, it needs to have a
normalized output independent of the volume of the detected

speech. An automatic-gain-control can accomplish this.

Vowel Discrimination. Figure 10 shows the band-

widths of vowel resonances as depicted by each vowel symbol.

There are three of each symbol to represent the three formant

_ frequencies. The bandwidths are only about *40 hertz for

the first formant, and a maximum of *200 hertz for the third
formant. This means that the harmonics of the glottal wave-
form will not be likely to be centered in the mouth resonance.
The dots in the graph at the bottom of Figure 10 represent
the differences between frequencies of English vowels,

Notice that they are about equal to twice the bandwidth of
the resonance. Thus the value of the quantizer to determine
accurately the resonance point becomes clear and very impor-
tant, and could be of value for all three formants, but

particularly for the first forment.

Consonant Discrimination. In the English language,

the consonants are made up of plosives, fricatives and nasals
plus some vowel~-like sounds. Most researchers attempt to
detect the high frequencies of fricatives such as "S" and
"SH" as shown at the top of Figure 11. However, some of
these do not pass over a telephone link and yet can be
understood. It is trve that the speaker makes these noises
by putting the tongue in particular shapes which affect the
vowels which precede and follow the consonants, particularly
bending the sccond and third formants as shown at the bottom
of Figure 11. Three of{ these are voiced and three are un-
voiced, and are probably distinguished from each other in
that way. Figure 12 shows thc cquivalent results for plo-
sives and nasals. These shifts in vowel characteristics

may be used to detect the consonants by modified areas of

the phoneme space, as shown in Figure 13, with about 30
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phonemes shown. Others can be defined as more information

is gained on them.

How the Hardware Works. A block diagram of the

analog portion of the decoder is shown in Figure 14. A
microphone picks up the speech which is fed to an automatic-
gain-control amplifier. The amplifier normalizes the average
signal level and background noise. A pre-emphasis filter
compensates for the decreased spectral enexrgy at higher
frequencies. The diodes represent a possible way of empha-
sizing the glottal ringing by giving a logarithmic gain with
respect to voltage. The fast automatic-gain-control amplifier
follows the rapid changes in speech amplitude. The capacitor
by-pass gives the unit a rapid roll-off above about 3 kilohertz,
The Zener diodes give a possible logarithmic gain with respect
to signal amplitude to emphasize the glottal waveform ringing.
The amplifier gains can be controlled by the AGC buss from

- several points. The first formant would give good normaliza-
tion for the guantizer. The second formant could be used so
that the quantizer would produce pulses partly proportional

to the strength of the second formant amplitude. This would
be less affected by the glottal vocal signal. The third

formant may be needed to give good separation for fricatives.

The optimum arrangement has not been determined yet. The vocal irfﬂ
cord filter passes the glottal waveform to a threshold detec- .
tor to determine the voiced or unvoiced characterisiic. The .>‘
first formant filter passes the spectrum mainly between 300 o
hertz and 800 hertz. The quantizer is at the output of this ?ffﬂ
filter. These pulses are counted by the "Fl counter" until L
64 counts are detected in the second formant or until 60 milli- »
seconds have been counted. The second formant filter covers if;
about 900 hertz to about 2500 hertz. The output is detected
by a threshold and Schmitt trigger circuit so that only the

strongest components are detected. The output is a series C
of pulses proportional to the second formant. The third .
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formant covers the range from about 2500 hertz to 3500 hertz,
and operates much as the second formant filter does. The
pulses are counted in the same way as the first formant
counter. A fourth formant has been shown as a possible aid
in detection of the telephone ringing, sirens sounding and
possibly for fricative detection, but sample rates would

have to be faster for such purposes.

The outputs of the counters go to Figure 15. There,
buffers hold the data for display purposes. An oscilloscope
displays the two axes which have been normalized for mouth
size. People who have used the device agree a strong biofeed-
back exists as one speaks to direct one's voice to areas of
the screen. It appears that this display would be very help-
ful to train deaf people to speak. The digital counts go
from the buffers to digital-to-analog converters to drive
the oscilloscope. The digital outputs can alsc drive
. "programmable read-only-memories" which provide the "table-
look-up" feature to segment the speech into phonemes. After
the normalization process which compensates for mouth size
and the quantizer process, the resulting output makes a
"phoneme space" which appears to uniquely define the phoneme
spoken. The output counts of the two counters form an address.
At addresses which define phonemes, digital contents are
stored to define the output desired. This could be a light-
emitting diode display code, a computer input code, or any
other digital symbol. Much of the phoneme space is "blank"
and does not represent a decodable phoneme. An integrated
circuit containing the table-look-up is shown in Figure 16.

It takes 8 bits of input addresses and reads out up to 8 bits
at each address. A buffer storage may be used to insure

that valid phonemes were detected by two adjacent samples.

The buffer could also employ rules of spelling and s_ntax

to convert from phonetic spelling to more conventional English,

before displaying the iformation. The table-look-up may
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take a form shown on Figure 17, for voiced indication. The
detection of "g", "d", and "b" may be possible to be separate
from the vowel associated with it, but experience will tell
better the degree of success this may hold. Detection of
vowels with the consonants may be more difficult but still
quite possible. Figure 18 shows the first demonstration of
the unit which employs the techniques described in this
paper. The 2l-inch oscilloscope in the center of the photo-
graph displays the dot which moves to the three points shown.
We decoded the vowels in "team", "tin", and "says" reliably
for my voice, my wife's voice and for those of my daughters,
ages 6 and 9. An LED character at the top right showed the
characters "[", "I", and "E" respectively for the vowels.

The analog hardware is on one board to the right and the
digital counters are on the second board. The table-look-up

is in the box below the oscilloscope. The unit held in my

“hand is a display unit which serially displayed the characters.

The unit was operated after only four days of checkout and

and setting up.

Potential Uses of the Speech Decoder. The original

concept of the unit was to be in the form of a hand-held cal-
culator with an alphabetic display and with the keyboard in
phonemes so the unit could synthesize speech for pre~lingually
deaf people. Another novel form of the unit could be a wear-
able device, shown in Figure 19, The eyeglasses are equipped
with an alphabetic display which makes a virtual image in front
of the wearer with the user speed-reading the conversation.
This unit would be inconspicuous in use and would be best for
post-lingually deaf people. It could also respond to the
user's voice and thus give him the feedback he needs to talk
well, even into old age. Detection of door knocking and tele-
phone ringing is equally possible to aid in the use of the
device by these same people.
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The project was originally developed for deaf
people since they could benefit even from an imperfect
system. However, the new concepts discovered during this
development appear to make the decoder reliable enough that
many other uses appear quite possible. Unlike other devices
already available, this unit needs no "training", and thus
will work in conversations. Its noise immunity appears to
be good. Thus it could probably do jobs such as court record-
ing, dictation, and automatic equipment control by direct
voice interfacing. For transcontinental communications, the
unit could send the phonemes and voice pitch at much reduced
bits-per-second, probably about 100 bits-per-second, compared
to the present 80,000 bits-per-second. The bits could be
scrambled for security and at the remote end a voice synthe-
sizer working in essentially the reverse of this encoder would
produce a natural sounding voice. It might be possible to
achieve very natural voices which duplicate individuality
’well. This technique could save the expense of entire

communications systems.

How Will the Unit Decode Other Languages? The

vowels of all the languages of the world differ. A prelimin-
ary look indicates thet languages such as Arabic and Eskimo
have few vowels. Figure 20 attempts to show the vowels
somewhat related to their method of generation, and hence
somewhat related to the phoneme space which will result.
Generally, the vowels are somewhat spread about evenly. For
e#ample, no one language uses only front vowels. Despite

the varying degrees to which the different languages of the
world have been developed, it appears that the vowels of
these languages should be as decodable as those of the
English language. Figure 21 shows data from a paper by Fant?2
for Swedish, Note that the table-look-up is different than

for English, but not necessarily more difficult to detect.
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Figure 22 attempts to show the consonants of the languages

of the world. The table is plotted with respect to the part

of the mouth which makes the speech, thus generally where

the tongue is constricting. The bold characters are English :f

while the light ones are used by other languages. Most of
. these appear to have the characteristics similar to English
E and thus should be decodable. It is unclear that the 38

clicking sounds of Zulu would be decodable, but this should

"¢

not be ruled out. Some languages appear to use more nasals,
such as Eskimo. Some inhale as well as exhale and this
| distinction may be hard to detect. Thus it is difficult to

predict the problems which may be encountered in some foreign

languages without more detailed study.

Conclusions. This work describes three concepts .

which are believed new:
l. The gquantizer more exactly defines the moutb
- resonances, :
2, The ratio of the first formant to the second o |
formant and third formant ratio to the second formant appear .
to give improved decodability without the use of training.
3. The table-look-up technige allows an easy way

to segment speech and convert speech to any arbitrary code. -

The combination of these three concepts and space-
age technology should make a speech decoder that is small,
inexpensive, reliable, and thus available for a wide range of
uses. These include aid to the deaf, vocal machine control, -
and communications. These concepts may alter a wide range
of techniques used in speech analysis, pathology and reliated
areas.
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2.1.1 Illustrations and Figures referred to by Mr. Lokerson

in his presentation are at Attachment 13,

2.2, Following the NASA Presentation, Major Carlstrcm
called upon Mr. William P, Dattilo, the project manager for the
Army Tactical Data Systems (ARTADS) Project at the Army Mat-
erial Command, Fort Monmouth, New Jersey.

2,2.1 Mr., Dattilo described the word recognition for Army
Tactical Data Systems as follows:

Introduction - The Project Manager for Army Tactical "
Data Systems (ARTADS) is tasked with the life cycle management T
of tactical systems which rely heavily on source data automa- -
tion devices. A number of hand-held message entry devices

TS S R SO Y

have been developed and tested for accurate entry of tactical l-g
data, yet none have demonstrated a completely satisfactory

1)
-l

combination of size, weight, cost, and human factors character-

istics. While continuing to pursue hand-held devices
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as the primary method of messages entry, ARTADS has init-
iated a program of word recognition to determine the suit-
ability of word recognition systems for field use. This paper
will describe the ARTADS Word Recognition Systems (WRS)

and will address five basis areas definitions, specific ap-

plications, system configuration, program goals, and status.

Definitions - Word recognition systems operate under
three simplifying constraints: first, a gap or pause in speech
is required between each spoken word or phase; second, the
number of words in the vocabulary is limited; and third, the
system is individually trained for each word in the vocabulary
by the speaker; that is, the system is speaker dependent to
provide a degree of security. The system can also be made to
be speaker independent by adjusting the discrimination thres-
hold level to permit addressing by a multiplicity of users
without prior speech training of the system. Figure 1 shows
the typical operation of a word recognition system. During
the training mode, each word of the vocabulary is spoken and
undergoes an Analog to Digital (A) conversion and compression.
The resultant pattern is stored in the system memory. Once
the training has been completed the system will accept any
word in the vocabulary, will determine which word is spoken,
repeat the word back to the speaker for confirmation, if re-
quired, and/or speak the next field name in a message to prompt
the user utilizing a speech synthesizer programmed for what-
ever words are required by a specific application.

With the three stated constraints, the present state-
of-the-art for accuracies greater than 95% is a 30 to 100 word
vocabulary. For vocabularies less than 30 words, 99% accura-
cies have been demonstrated by a number of systems. The re-
quired word gap is 100 to 200 milliseconds.
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Applications - WRS is being developed for test
using formats and vocabularies from the Tactical Fire Direction
System (TACFIRE), and the Tactical Operations System Operable
Segment (TOSZ). .TACFIRE is a field artillery command and
control system which enables Forward Observers (FOS) to call
for fire on artillery targets. The FO carries a device which
enables him to enter sixteen different thirty character mes-
sages. A synopsis of these messages is given in Figure 2.
As shown, the preponderance of words spoken to enter a
TACFIRE message are digits. TOS2 is a data storage and re-
trieval system and has a vocabulary of less than one hundred
words and five message types. The vocabulary for TOS2 is
potentially larger than the TACFIRE vocabulary: however; as
an engineering tradeoff, certain fields in the messages having
over one hundred possible unique words were treated as a
coded three-digit number. The present contract calls for
the delivery of a system which implements both of these ap-
plications.

With vocabularies of the size of TACFIRZ, .training
is cumbersome. For the present effort, a straightforward
approach will be taken until the basic accuracy and utility
of the system is determined. If the accuracy proves suitable
the training problem will be addressed, taking into account
the considerations shown in Figure 3. One solution which is
immediately apparent is the treatment of the digits as
speaker dependent and the remainder of the vocabulary as
independent, or independent by speaker class. The latter
solution would incorporate a number, ten perhaps, of master
training sets against which each FO would be tested and
categorized or rejected as a usable speaker.

In addition to the applications under contract,
word recognition has been identified as a method of display
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control, communications control, processor control, and
numerous other peripheral equipment which are under control

by a digital interface.

PMO, ARTADS, has under development a numer of com-
plex tactical situation displays which are ideal applica-
tions for voice control using word recognition. Other ap-
plications are being pursued with TRADOC, user schools,
test agencies, and project managers to establish requirements
for a LOA or ROC.

System Configuration - The WRS is under development
by Scope Electronics Incorporated, and the major specification
requirements are shown in Fiqgure 4. The vocabulary of the
WRS totals 350 words; however, due to the structure, or syntex,
of the applications, the number of words required to be re-
cognized at any given utterance does not exceed 36 words.

The accuracy requirement for the WRS is 95%, demonstrated over
FM communications links with a 10 db signal to noise (S/N)
ratio. Preliminary WRS results with tactical FM radios and
handsets have been good, and prior to award tests were per-
formed using a system developed by the US Army Electronics
Command, demonstrating the feasibility of operation over FM
nets, clear and encrypted.

The block diagram of the WRS is shown in Figure 5.
The system consists of a three channel preprocessor with a
voice generation unit for each channel, a processor and
memory, a disk pack, magnetic tape unit, display and keyboard,
printer, paper tape reader, and card reader. Each channel
interfaces with a AN/PRC-77 or AN/VRC-46, the tactical FM
radios used by the FO with or without a security device. A
display operator with complete override capability is pro-
vided to monitor transmissions on the nets. As messages are
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being received on a net, the translated data is simultane-
ously displayed in the appropriate area of the display.

The general operation is as follows: the FO enters
a word into the system over the net, the WRS translates the
word, displays the word, and transmits the translation back
to the FO for verification or correction using the voice
generation unit. Translation can occur on all three nets
simultaneously. ‘A single channel example is given Figure 6.
In the example "ALPHA CHARLIE" (AC), "THIS IS", and "BRAVO
ONE" (BI) are all treated as one word by the system. The
USER column indicates the words spoken by the FO and the WRS
column indicates the WRS reply as generated by the system.
Transmission is initiated by the user and consists of three
words: "AC" "THIS .IS" "Bl". The WRS decodes "Bl" from an
active user list, loads the vocabulary of the individual Bl
from the disk, and then responds "B1" "THIS IS" "AC". The
second transmission from the user indicates one of sixteen
possible message formats, in this case "FIRE MISSION GRID"
(one word). The WRS receives the message type and from in-
ternal tables finds the first‘required parameter of this
particular message, "NORTHING", The WRS replies "FIRE MISSION
GRID". "NORTHING". The user then enters the northing data
which the WRS has just requested. Transmissions occur in
this interactive prompting fashion until the message is com-
pleted. Note that if the user falls out of syntax, speaks
the control word "OPERATOR", or is identified as an imposter,
the WRS automatically switches the display operator into the
net. The FO has the option of correcting the data received
by the WRS by using the control word "CORRECTION" as shown
in the example.

The method of handling three nets simultaneously
within the WRS is shown graphically in Figure 7. It
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represents an extension of the single channel case making
use of the disk capability in the system. The WRS stores
training data for up to 64 speakers and allows sixteen to
be identified as active users at any one time. These six-
teen speakers can enter data on any one of the three avail-
able nets.

Program Goals - The goal of the program is to deter-
mine the suitability of word recognition for field use. 1In
this contex, word recognition has an inherent advantage and
an inherent disadvantage. The advantage is mobility. The
WRS will enable remote personnel to enter date using no de-
vice other than the presently carried man-pack radio. The
disadvantage is communications exposure. Although WRS should
take no longer to enter a message than the present manual
system, burst transmission is required to approach the trans-
mission times exhibited by the hand-held devices.

The WRS will undergo acceptance testing at the
contractor's plant to assure that the accuracy requirements
stated in the specification are met. Subsequent to those
tests, WRS will be moved to Ft Hood, Texas for tests with
military personnel. The elements of the tests are given in
Figure 8. Whether word recognition is successful for field
use is primarily dependent upon its accuracy and cost with
respect to the hand~held devices.

Status - The WRS hardware has been assembled and
is . capable of processing, displaying and printing the TACFIRE
meésages. A three-channel FM system is operational'ahd the
TOS software design is continuing. The system is scheduled
for delivery in July 1976. Testing at Ft Hood is schedulea
for August 1976.
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2.2.2 Copies of transparencies utilized by Mr. Dattilo

are appended as attachment 14.

2.3 Major Carlstrom commented that there were two
scenarios. The first one is where you are trying to talk
during a scenaro with cannon fire. The second one though,
he indicated, is a problem. That is where the speech system
has to maintian channels for long periods of time. This is
worrisome because one does not want to compromise location
or capabilities. So with a letter key-type device you can
store up the information and then transmit by burst. 1In
this way one decreases exposure to site location or to tech-

niques.

Major Carlstrom introduced as the next speaker
Dr. Goldstein, from the Naval Training and Equipment Center,
Human Factors Laboratory, Orlando, Florida.

2.3.1 Doctor Goldstein's comments were as follows:

My name is Ira Goldstein and with me is Robert
Breaux and we're with the Naval Training Equipment Center
in Orlando, Florida - specifically with the Human Factors
Laboratory. Now the Naval T.E.C., as some of your may know,
and others may not know, is principally in the business of
producing large scale simulators for training. This is ac-
complished for such things as flight instruction, tactical
operations, rehersals and things of that sort. So we are
concerned with training. The Human Factors Laboratory in-
cludes a group of 21 psychologists who contribute to the
design of these simulators from the point of view of train-
ing concepts, instructional system design, and things of
that sort. Among the jobs that we see while looking around
the Navy is a class of activity that involves the use of a
highly restricted arbitrary language; a highly stylized
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speech. Therefore, our concern is in developing training
systems which permits us to take students and instruct them
in the use of this vocabulary and syntax for particular
kinds of jobs. Typical of these are; traffic control, ground
controlled approach, and air intercept control. These are
jobs where they have to limit themselves to a particular
domain of discourse. One thing we're not in is in the speech
understanding research business. From my point of view what-
ever it takes to understand what is being said is the given.
We want to capture what the student has said, and build on
that, because the kind of system and situations we're con-
cerned with usually involve one or more large scale com-
puter. With that kind of an environment you have the op-
portunity to build automated adaptive training systems. In
order to do that you have to be able to objectively assess
the performance of the students. So the function here is

to capture the speech, compare it to some ideal model of
behavior (what the person should be saying in a particular
situation), develop some scoring system, and an adaptive
form of sylabus that can assure progress of the student
through the course of instruction. In that way, we would
hope to exercise closer, more precise, control over the
training process. Hoping to make a distinction here, many
of the other applications that have been referred to involve
substituting speech for things that are done in other ways
today; for‘zhstance, with keyboards or some other form of
perfecting or contributing to improvements in command and
control. 1In our particular situation, speech is the very
thing that we are concerned with,not substitution devices.
We're interested in training people to talk as required in
particular situations. For this purpose, we found that
isolated word recognizers appear to be adequate for this
kind of a category 1 applications. 1I'll pick up on what

Dr. Beck said a little earlier about the fact that some of
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these devices are quite adequate for many kinds of appli-
cations. And perhaps this group later in the afternoon,
could consider the direction of effort and which way things
could go in terms of producing an early success that would
encourage support for speech understanding research. My
personal opinion is that we can achieve a very visible kind
of success by using a IWR in some organization. I will now
introduce Dr. Krough who will tell you a little bit about
the nature of the application: of the hardware sorting we

have; and the training system that is being developed.

Dr. Breaux: In the spirit of the Newall Report,
these are the dimensions of the speech understanding system
which we use to train our traffic controllers in the preci-
sion of the approach phase of ground controlled radar ap-
proaches. Let me remind you that the speech understanding
component is only one component in an overall training
system. We're interested in training novice controllers
(air controllers at the Navy's school for enlisted personnel)
in Billington, Tennessee, in which both female and male
enlisted personnel are trained. They're right out of boot
camp, about ten weeks out of boot camp, and they know very
little about the RT. They must be trained how to speak.
They must be convinced that no pilot wants an excited con-
troller. They must learn to say things in a systematic way.
Everything the radar controller says, must be systematic
régardless of whether or not the pilot is in a nosedive or
is going to miss the approach. Given that, we want to use
speech understanding as a simple component, therefore, it
has to have these particular characteristics. We want to
use it in our simulated aircraft approaches; that is, sim-
ulating an aircraft, and a pilot, and various kinds of wind
conditions so that the controller is making non-continuous
kinds of voices; "approaching glide path", "begin to spin",
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"slightly above glide path", "coming down", etc. We have

double buffering in our software in the sense that he may
say two phrases, or three or four in rapid succession.
"Coming up", "on.glide path", "going above glide path",
"slightly above glide path". Those four phrases, have been
tried in our system and do work. While it's processing one
phrase, it's including a second; that's how the double buf-
fering works. The hardware we use is a "threshold" tech-
nology; VRP100, with a NOVA 1200 computer, and 32K. The
"1200" is relatively small. A VO-track V6 is used; for
speech synthesis, to communicate, to serve as a prompt