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Abstract

Multiple processor systems are becoming increasingly common. However, their use remains dif-
ficult due to a lack of knowledge concerning the development of parallel application programs. In
addition, contrary to popular predictions of “cheap and plenty"” resources, efficient management of

. distributed processor and memory resources remains of critical importance to the successful use of
these systems. .

The contributions of this thesis are twofold. First, we design and implement a programming en-
vironment for multiple processor applications, called the TAsk system. Second, we discuss the in-
tegration of policies and mechanisms for : ascurce management into the TASK system.

in Task, application programs are written in terms of the abstractions offered by the operating
system used for program execution. As a result, once an application program is written, its execution
requires few additional efforts by the application's programmer. Programs are written in two lan-
guages. The Task language, designed and implemented as part of this thesis, is used to describe the
logical structure of an application program, and an existing, algorithmic language is employed to
implement the application’s algorithms. The construction of an executable version of an application
from the TAsk and algorithmic language programs is automated. Such construction includes
automatic linking and loading as well as the automatic allocation of resources to the individual com-
ponents of the application program. .

Programmers guide the allocation of hardware resources to program components by stating high-

level directives in TASK programs. To identify suitable directives and to develop procedures that
automatically perform resource allocation based on these directives, we develop a model of multiple
processor software and hardware, called the proximity model. The model, the directives, and the
resource allocation procedures are tested by experimentation with application.programs on the Cm*®
muitiprocessor. 6——-
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1. Introduction

1.1. Problem Statement and Thesis Goals .

%ile multiple processor hardware is becoming increasingly common, the current level of software
support is insufficient.. Few programming tools exist and existing tools. are. difficult to use
[29, 84, 166]. Furthermore, although theoretical research has been performed in the areas of parallel
scheduling and distributed data management [18, 150, 27}, such research has had little practical im-
pact. While programmers are provided with elementary ’mechanisr’ns for resource management, they

are given few practical aids in making appropriate resource management decisions.

Despite the lack of programming support, the use of muiiiple processor systems has grown sub- -
stantially. Soﬁware has been developed to capitalize on the enhanced reliabitity or cost-effective
performance of multiple processor systems [17, 91, 29, 106, 31, 35}, and software that executes on
physically distributed systems has been written [98, 16, 51, 1562, 59, 148, 120). -Therefore, program-

ming support in addition to what is available today is long overdue,

Based on our experienc&s.vbith multiple processor syéiems [28, 29, 166), we have designed and
imblemented a programming environment [62, 113, 12;7] for multiplé processor applié.ation progrm
called the Task system. To focus on multiple processor systems, the design and implementation of
Task is restricted. Specifically, TASK is constructed as a too/ system [156] into which several
program construction tools are integrated, naﬁwely cqmpilers, linkers, and loaders. Furthermore, the

TasK tool system has deliberately been built to supbort single programmers in the construction of

large application programs. Therefore, the complexities caused by programmer teams cooperatively

constructing large software systems are not addressed [70].

A
. et
S ety

adiddind o dboda

Since our experiences with multiprocessors indicate that resource management in multiple proces-

sor systems ig difficult while the benelits attained from it are substantial [29, 28, 166, 84, 111), the
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TASK system assists programmers in making resource management decisions. Specifically, program-
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mers need not allocate sbecific hardware resources to individual program components. Instead, such
allocation decisions are automatically made based on high-level resource directives s;ated by ap-
plication programmers, where each directive expresses allocation preferences or constraints con-
cerning a set of program components. Therefore, resource allocation is partially automated in TAsK,
and programmérs need not explicitly deal with the large number of different components in software

and in distributed hardware of substantial size.

Resource directives are designed and processed based on a general model of software and
hardware (see Chapter 3). As a result, our methods of partially automating resource allocation can be

applied to a variety of multiple processor software and hardware. However, resource allocation in

Task is implemented for the special cases of the Cm* multiprocessor [57] and the STAROS operating

" system [80]. ' .

1.2. Software for Mulitiple Processor Systems | i

Muttiple processor sysiems range from loosely coupled, local or distributed
networks [64, 126, 115}, to tightly coupled muitiprocessors [57, 167], to multi-ALU systems consisting i
of synchronously executing processor and memory units {155, 54, 104, 87, 3]. Multi-ALU systems are

not considered in this thesis. Instead, processor and memory units are assumed to execute indepen-

dently of and asynchronously to other processors in the system (57, 167]. However, whether a mul-

tiple processor system is designed to perform a specialized task [136, 94, 17, 110, 65] or whether it
2
serves as a basis for a variety of application programs [148, 120, 167, 57, 124, 6] is not of concern to

~4

our investigations.

~

Muitiple processor application programs differ from uniprocessor software in two ways. First, paral-
lefnsm is exploited explicitly in multiple processor applications, often with the intent of realizing the

- potentials of increased cost-performance or reliability exhibited by multiple processor

systems [51, 65, 96, 17, 84). However, reali.zing these potentials depends upon resource management

LIV T P U SO W P
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K ey

in which the performance-related effects of using large numbers of distributed resources are ac-
curately predicted. Since such predictions are not possible given our current knowledge of muitiple

processor systems [29, 84, 81, 27}, the $econd difference between multiple processor and uniproces-

atantedl e L ta ae

sor software is that resource management in mulitiple processor systems cannot be transparent to

programmers.

Research efforts during the last decade acknowledge the differences between uniprocessor and 1
multiple processor software mentioned above. To exploit parallelism, new programming .
languages [50, 68, 14, 15, 71, 33, 137] have been designed, and existing languages have been ex- 4
tended to provide mechanisms for concurrent programming [116, 67, 13, 102]. Furthermore, new -1
operating systems provfde mechanisms for resource management and mechanisms that facilitate
cooperation and communication -between independently executing processes of concurrent 1
programs [80, 116, 102, 128, 147, 24, 67; 134]. However, due to the difficulty of resource manage-
ment, resource allocation is doné at the "assembly level” in these Ianguaées and operating systems--

programmers must allocate specific resources to individual soﬂwaré components. Therelore,

B SRR

programmers do not receive any support in dealing with common characteristics of muitiple proces-. .

sor  systems {98,51, 136, 3,57,64, 136,59] such as inhomogeneous or asymmetric

resources (84, 108], inhomogedeous access to available resources, and a high probability of dynamic

configuration change [141].

,4_’3,__‘-14,4, R

] fASK. application programs are described as task forces--multiple processes that cooperate and
communicate to achieve a common goal t79]. " A task force is specified with the TAsK Ian.guage [81],
t whose design and implementation are discussed in this thesis. TAsk programs describe the com- B
: ponents of a task force, including its processes and the components that contain the processes’ code ;_‘

7.1
|

- and data. However, the code executed by each process is written in a standard, algorithmic program-

ming language, the Bliss-11 language [161]. Task programs contain sufficient information so that the

Bliss programs in each task force can be automatically linked and the task force can be automatically

ioaded. The relationships between the’ TASK and Bliss compilers, the linker, and the loader are

lllllll
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’ |Task

Bliss Code |

Executable Task Force

Figure 1-1: Compiling a Set of BLISS Programs and a TASK program

depicted in figure1-1. Note that the output of the TASk compiler is used to drive the linker and loader

(see the dashed lines). The result of linking and loading is an executable form of the task force.

The TASK system recognizes the difficulty of resource management by automatically .allocating
specific resources to individual task force.components given progra_mmer-deﬁned resource direc-
tives. Such direcﬁveé are stated in TASK programs. Given a directive expr.&ssing preferences or
constraints concerning the allocation 6f resources to a set of task force components, TASK makes
allpcation decisions based on its knowledge of thg hardware and on its current allocation policy. In

figure(1-2), we display the different items of information used for resource allocatioﬁ.

Programmers stating resource directives are not required to know the current hardware configura.
tion used for task force execution. The resulting hardware transparency enables programmers to
write task forces that can execute on any hardware configuration containing sufficient resources.
Furthermore, since programmers need not know the policies used by Task for resource allocation,

intimate knowledge of the performance charécteristic; of the distributed hardware is not required in

B9 A ¥ et .t
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Resource Directives

Figure 1-2: The Sources of the Information used by Task

order to run a task force implemented within the TAS.K system.'
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The Task tobl system is a programming environment for the development of task forces. However,
to focus on resource management, we do not deal with the following issues addressed in program-

ming environments related to TASK: module interface control, system version control [156, 62], and

interactions with editing or debugging tools [62]. Instead, Task supports the specification and
automatic construction of task forces, and task forces are gxecuted under the control of the STAROS

‘operating system [80). A single-process debugger is available [62,109], and a task force

g - (RS M

monitor [144] has been partially integrated into the TAasK tool system. The TAsKk system is used as

< , )

g part of an ongoing research effort [29].

L‘i

:
Eg 1.3. Software Tailoring .
él Experiments with Cmmp and Cm* [29, 84, 166] have shown that the performance of an executing - '

task force strongly depends on the allocation of resources to its components--we say that a task force

Y
P |

must be tailored to its execution environment. The objective of tailoring is to execute a task force

e A G SE e dos aup

-

“efficiently” on different configurations of execution environments, where the metrics used to

R S

measure "efficiency” vary. Configurations differ in the numbers of available hardware components,
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the amounts of available memory, and the available specialized hardware such as components with
attached disks or network links. In addition, configurations can differ with respect to the topology of

the interconnection network providing access to non-local processor and memory units.

We investigate the manner in which tailoring can be performed during task force construction,
where tailoring is assumed to leave task force structure and algorithmic code unchanged [81]. An
alternative to tailoring during task force construction (static tailoring) is tailoring during task force
execution (dynamic tailoring). While static tailoring is concerned with constructing executable task
forces that are well-suited to their execution environments, dynamic tailoring is primarily concerned
with adapting executing software to changes in workload [38] or in usage patterns of distributed
hardware [146]). In this thesis, emphasis ls on static tailoring, but we will show that the methods used

to automate static tailoring can also be applied to dynamic tailoring.

In the remainder of this section, the importance of task force tailoring is demonstrated in examples
of tailoring for uniprocessor and multiprocessor systems. Furthermore, the dilliculty of tailoring is

discussed. The section concludes with an outline of task force tailoring in the TASK system.

1.3.1. Traditional Tailoring Examples

Von Neumann machines have the following Iimimi.ons: small numbers of registers, small primary
memory, and a hierarchy in access times to primary, secondary, and tertiary memory. Significant
efforts have been made to overcome these limitations. For example, compilers must optimize the
allocation of fast registers to subexpressions within the algorithmic code, or compilers must reor-
ganize code to increase register usage[99,92]. A comparative study of several compilers
demonstrates the drastic effects of such optimization on the speed of program execution [49]. Fur-
thermore, based on analytical research and practical experimentation concerning the memory refer-
ence patterns of application programs [76, 52, 38), automatic paging procedures have been imple-
mented that "tailor" programs during execution. In addition, programs are reorganized during linking

and loading such that their accesses to code and data exhibit a high locality of reference [52]. Sig-

— o a B
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nificant improvements have been derived from such static or dynamic "tailoring” {76).

1.3.2. Tailoring in Multiple Processor Systems

The use of uniprocessors as timesharing or multiprogramming systems is possiblé partly due to
static and dynamic "tailoring” as described in the previous subsection. As is demonstrated below,
tailoring is aiso of critical importance for many applications of tightly or loosely goupled muitiple
processor machines [29, 28, 166, 84, 111]. We consider the importance of tailoring in both small

grain [67, 89, 39, 41] and large grain parallelism {50, 68, 14, 15, 71, 102, 33].

Small grain parallelism exists at the level of individual instructions in a program. At this level,
tailoring is accomplished by automatically decomposing‘prog.rams into small groups of machin§ in-
structions or partial instructions [54) that can'be executed in parallel. The intent of decomposition is
to maximize parallelism and therefore, to minimiie a program’s execution time. With respect to vector
and array processors [104, 155, 54], automatic program decomposition has capitalized on the ease
with which data arrays or vectors can be partitioned into separately processable parts [91, 88]. Ex-
perimental systems performing automa.tic parallel decompgsition have been built and tested on tightly
c.oupled multiple processors [67] and on simulators [89]. In both cases, automatic tailoring has suc-
cessfully generated small amouﬁts of parallelism. However, parallelism is limited by array aimensions.
In addition, control and data must be distributed to available compuiing célis [3, 88) in order to min-
imize the time spent making data accessible to cells [3, 88, 91]--information must be routed to the

right place at the right time.

Tailoring at the level of small grain parallelism has achieved recent importance in VLSI research,

where decomposable, highly parallel, synchronous algorithms are being developed [90]. Similarly,

tailoring is of importance at this level in the design and implementation of languages for data flow

machines [39]. In the latter case, programs are represented so that parallelism in program data and
control flow is easily recognized, and compilers, interpreters, and runtime systems are designed to

capitalize on such parallelism [39).
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While small grain parallelism can often be generated automatically, parallelism in the form of ex-
plicitly specified processes cannot. We call such parallelism /arge grain parallelism. As an example
of tailoring at the level of large grain parallelism, consider processes that generate update or read
requests to records of a distributed data base. ;\ static tailoring problem can be phrased as follows: . ‘
at which r;etwork sites should multiple copies of data base rgcords be located to maximize the speed
of both read aﬁd update requests for those records? A number of known solutions to this tailoring

problem rely on allocating memory in network sites such that the total cost of communication is

minimized, thereby minimizing the use of the "network" resource [18]. A corresponding dynamic
tailoring problem can be phrased as the following decision problem: to which copy of a record shouid
a request be sent in order to minimize request duration or to optimize a global good, such as total
system throughpt;t [139]? As with task force tailoring in Cm*, tailéring in distributed data bases can

dramatically affect performance. ‘

Static and dynamic;‘tai!oring at the level of large grain parallelism were alsq performed during the
implementation of the ArpaNet's message servers [86]. In this case, static tailoring determined the
appropriate message sizes for various types of traffic patterns with the objective of avoiding
contention in the network. Dynamic. tailoring consisted’ of message routing within the network, such
that both fast and reliable message transfe_r could be guaranteec.!. As with tailoring in distributed data
bases, solutions to the tailoring problems in the ArpaNet tend to minimize the use of the "network"

resource.

Further tailoring examples exist in real-time procéssing, where tailoring not only concerns deliver-

ing data "to the right place at the right time", but also concerns balancing processor workloads to

) .

3 adhere to predetermined execution schedules [61, 34]. In Chapter 3, such tailoring is discussed with
3
-
E._ , respect to the Cm* multipracessor.
? To conclude, for vector and array computers [155, 104, 54] which support small grain parallelism,

ol

sophisticated algorithms are required to fetch-information required by primitive operations prior to its
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use. Otherwise, memory reference time costs may severely degrade parallelism. Typically, special-
ized hardware and programming languages are used to implement such algorithms [39]. For mul.
tiprocessors and networks which support large grain parallelism, the objects referenced by an ex-
ecuting processor (e.g. data or code components) must be located "near” the processor when it
references them [84]. In both small and large grain parallélism. information is "near” when it is

rapidly accessible.

1.3.3. The Difficulty of Tailoring

While tailoring is of critical importance in a wide range of multiple processor applications, tailoring
decisions are not easily made. As w{ith other well known problems, mathematical formulations of
tailoring can be shown to be NP-complete (see Chapter 5). Three additional factors contribute to the
difﬁculty of tailoring. From an appiication programmer’s point of view, one factoé contributing to the
difficulty of tailoring is the large number and the diversity of software and hardware resources in-
volved in the tailoring process. For example, when tailoring a ‘sma!l application program for a typical
configuration of the Cm* system, 50 data components accessed by several processes [42] must be

allocated to the memory and processor resources of 20 different machines.

A second factor contributing. to the difficulty of tailoring is the lack of information and knowledge
held by application programniers. For éxample, p}ogrammer‘s may not uﬁderst'and the relationships
among the following: the software barameters changed for tailoring purposes, the objective of tailor-
ing, and the effects of tailoring at execution gime. An example of a task force executing on Cm*
illustrates this point. Consider an increase of the task force parameter "humbe.r of processes” which
is initiated to reduce the exeéution time of the task f.orce. If this increase in parallelism causes an
inordinate increase in processor communication, then the stated objective is not achieved. Instead of
reducing execution time, contention within Cm* causes the execution time of the larger task force to
exceed the execution time of the smaller task force [29]). Similar complexities have been observed for

other tailoring objectives on architectures other than Cm* [18, 27, 56).
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A third factor contributing to the difficulty of tailoring is the variety of tailoring objectives pursued
by programmers. As a result, although common tailoring objectives can be anticipated by designers
of automatic tailoring procedures (see Chapter 5), these procedures cannot be of sufficient generality

to support the various tailoring objectives for a spectrum of multiple processor architectures.

1.3.4. Tailoring in the Task System

Multiple processor architectures, namely networks and multiprocessors, cannot be successfully
employed until task force tailoring has become routine and well understood. Recent'
experiences [29, 166, 148, 84] suggest that the partial automation of tailoring based on programmer

assistance can be implemented successfully.

In the TASK system, programmer assistance consists of specifying resource directives, and partial

“automation consists of using these directives in resource allocation. Each of the three factors con-

tributing to the difficulty of tailoring is addressed. First, since TASK's resource directives are stated for
sets of task force and hardware components, large and small numbers of components can be
handled with comparable ease. Second, TA.SK'S knowledge supplements a programmer's information
conce}ning distributed hardware and appropriate tailoring strategies. Third, programmers can
choose among severé!. different, built-in tailoring objectives aﬁd policies, and new objectives and

policies are easily added to TASK.

The investigation of tailoring in TASK is a case study of the manner in which tailoring can be
embedded into any multiple processor programming environment. Specifically, the informati;m re-
quired for tailoring is identified, and its representation in Task is discussed. The feasibility of
automatic tailoring is demonstrated by implementing and evaluating several tailoring procedures,
which are shown useful, albeit not equally suitable, for several, different multiple processor architec-

tures, application programs, and tailoring objectives.
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1.4. Main Contributions and Related Work

This thesis touches upon three areas of Computer Science: programming languages, software
engineering, and operating systems. To the.area of programming languages, we éontribute the
desig‘ﬁ and imple}nentation of a software specification language for multiple processor
applications [81] called the TasKk language. A TASK program specifies a task force and contains
sutficient information to control the use of linkers and loaders. Furthermore, TASK caters to the
unique requirements of the Cm* architecture [57] and the STAROS operating system [80]. Resource
directives in TASK programs are related to specific allocation decisions as path expressions are
related to LOCK or P and V operations. As with path expressions, the implementation of resource
airectives requires that considerable intelligence be embedded into the TASK compiler. Specifically,
while uniprocessor compilers must optirﬁize register allocation, TASk must optimize the allocation of

processor and memory units to task force components.

To the area of software engineering, we contribute the design and implementation of the Task tool
system, which can be used to develop software for muitiple processor execution environments. Since
tﬁe Task system contains explicit representations of the.task forces being developed, it can be used
as a testbed for experimentation concerning taﬁk force téiloring. Examples of str.aightforward ex-
perimeﬁtation are the Fmodification or exchange of tailoriﬁg procedures and the modificaﬁdn of infor-

mation used for tailoring.

In the area of dperating systems, we demonstrate the practicality and feasibility of a spec.:iﬁc aspect
of resource managemént. namely task force tailoring. In-addition, we investigate the integration of the
TAsk system with an operating system in order to perform tailoring both statically and dynamically.
Automatic tailoring is performed by making practical use of the models and optimization procedures
of theoretical investigations [18). However, the straightforward adaptations of the optimal tailoring
algorithms discussed in the theoretical literature are too cumbersome and time-consuming [47] to be

used within the TAsk system. Instead, TASK's heuristic tailoring procedures [107] derive non-optimal
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resource allocation decisions, which are shown to be in accordance with our expectations given the

current knowledge of Cm*,

There are few other projects with goals similar to those of this thesis. Most related projects are
either centered around particular languages [102, 15, 116, 50], or are concerned with specific mul-
tiple processor architectures or operating systems [88, 39, 80, 24, 147, 134]). Notable exceptions are
the Spice and Cedar projects at Carnegie-Mellon University and at Xerox Parc respectively [148, 120),
the Sara project at UCLA[45], the Roscoe and StarMod efforts at the University of
Wisconsin [147, 33], and the effort at Amherst [97]. Each of these projects concerns the construction

of integrated programming environments for large multiple processor systems.

The Spice project at CMU is aimed at constructing a programming and working environment for

. scientific research on a network of small computers. The Cedar project at Xerox Parc focuses on the

construction of a programming environment that is primarily applied in the office of the future. The
goals of the Roscoe and StarMod efforts at the University of Wisconsin are to investigate distributed
processing in more generality (147, 33]. At this early project stage, however, we cannot precisely
chara.cterize project contents. The distributed processing group at the University of Amherst ad-
dressed research issues similar to those of TASK and STAROS [97). However, since the original
proposal, no further research results'have been reported. The Sara project at UCLA is, perhaps, most
akin in some of its research content to the Task effort [45). The design system for hardware in the
Sara project was extended to investigate issues of distributed software design and implementation. A
software specification language based upon ‘a graph representation wa$ proposed and
implemented [8]. One marked difference between the Sara énd the TASK systems is that TASK is only
concerned with programming in-the-large [40], whereas the Sara system contains facilities to perform

both programming in-the-large and in-the-small.
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1.5. Thesis Overview

Al o
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F in Chapter 2, the TASK programming environment is described. A sample task force is used to ’
k present the specification of a task force in the TASK language. In addition, the interactions among
k ' combilers, linkers, and loaders in the construction of an executable version of a task force are ex- ”
b plained. In Chapter 3, a model of distributed hardware and parallel software is developed. Based on ‘
r this model, the obiective;s and metrics of task force tailoring are stated. In. Chapter.4. e implemen-
+‘ ' tation of tailoring within the TASK programming environment is discussed. The heuristic, automatic

tailoring proéedures for Cm* are presented in Chapter 5. A summary of results and several possible

extensions of this research are described in Chapter 6. Details of the TASK language and loader are

described in four appendices.

MR BP0 PSSR0 (R SN A/RAYG
i

g
P -

GECE A a B ASORRE |

PLINY, USSP . . - P PP P Sy ainhveands P . 4 e B, oSS 1t e v oo s o e J




.o Ir Ta e
. L e
v te ik PR )

s o ael MM e ool SFIL a-s - i AR A AR

Section 2.0 ) B 15

2. Task Force Development

2.1. Overview

Task force development consists of the specification of a task force with programming languages
and the automatic construction of an executable task force from these-specifications. In TAsk, each
task force is programmed in two languages to separate the specification of the logical task force
structure in-the-large [40] from the .e;pecification of the algorithms in-the-small. The logical structure
of a task force is programmed in the TASK language. A TASK program describes a task force as a
collection of modules. Each module.is a unit of abstraction in the sense of Parnas[130]. The
programs constituting the body of a module are written in the algorithmic Ianbt;age Bliss-11[161].
These programs will be referred to as algorithmic code. They describe the algorithms executed by
task force processes, the detailed implementation of data structures, and the control flow among

processes.

The task force specified in a TASK program is constructed using the standard compile, link, and
load sequence. Compilation of TASK and Bliss programs is performed by thein; respective compilers.
The Task compiler outputs instructioné concerning linking and loading. Given these instructions, the
linker performs two kinds of actions. First, the separately compiled Bliss programs in an individual
module are linked to each other. S'econd. the linked modbles and the loadjng instructions of the entire
task force are formatted to load the task force one module at a time. The Task loader trensfers the
modules from the compilers’ and linker's host computer (a PDP-.1 0) to the site of task force execution
(Cm*) across a local Ethernet network. Each module in the task force is individually transferred and
loaded onto the distributed hardware. The task force executes under control of the STAROS operating
system [80).

P4

In the TasK tool system, the tedious, error-prone job of task force construction is automated such

that the details of the linker, loader, and operating system rerﬁain transparent to programmers. As a
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result, small or large task forces can be constructed with comparable ease. However, Task is not as
comfortable a programming environment as one might dqsire. First, because version control
mechanisms are not available [156. 62], TAsk cannot guarantee that a constructed task force reflects
the recent updates to its TASK or Bliss programs. Second, because module interfaces are not con-
trolled aftér task force construction [122, 62}, the algorithmic code must explicitly perform parameter
checking. Third, since an executing task force can be changed [142, 111] by explicit invocation of
operating system functions, TASK does not impose restrictions on the manner in which processes
behave once execution commences. Specifically, the control flow among processes is neither con-

trolled by TASK nor is it expressed in TASK programs.

In the next section, the style and flavor of the TAsk language are communicated by presenting the

essential language elements (see Appendix 1 for details). To motivate the choice of language ele-

- ments, two design goals of the TASK language that differ from design goals elsewhere [62, 116] are

discussed. The first goal is to vary the executable task fprces constructed .from a TAsK program
without the requirement of extensive changes in the program. The purpose is to facilitate experimen-
tation. For example, in order to measure task force performance at different degrees of parallelism,
task forces with different numbers of processes should be constructed. Such experimentaiion should
not require revision of substantial parts of the associated TASK programs. The second goal of the
design of TAsK is not to burden prbgrammers with the specification of consfruction detail. For ex-
ample, programmers should not specify.detai!s such as the size of a task force component’s runtime
representation. Instead, construction information gshould cither be derived automatically or ‘set by
default. The choice of language elements is also motivated by a design goal 'which'is similar to those
found elsewhere {62, 122, 116]: the incremental development of a task force. Specifically, the parts of
each module not related to other modules in the task force should be independently specified, con-

structed, and tested.

The three design goals listed above are attained as follows. Changes in task force construction do

not precipitate extensive changes in TAsk érograms because construction information is textually
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Section 2.1 Overview 1 17

separated from other information. For example, the specification of a process is textually separated
from the instantiation of the process. As a result, the number of instantiated processes is easily
changed. Similarly, construction detail that can be derived automatically or set by défault is clearly
separated from information that must be specified by programmers. incremental task force develop-
ment is possible because modules that are specified in the TASK language are individually linked,

transferred to Cm*, and loaded.

2.2. A Task Force Example

Prior to describing the TASK language, an existing, experimental task force [29, 28] is presented.
The associated TASK programs will be developed in the nexf sections. The experimental task forée
solves Laplace’s partial differential equation with given boundary conditions. The PDE is solved by
the method of finite differences. Spetifically, the equation

2%2/8x% + A %2/ay? =0

is solved for all points of an m by n rectangular grid. The solution is found iteratively, where in each

iteration the new value of any grid point is set equal to the arithme*ic average of the values of its four

adjacent neighbo: s. . ) .

A parallel solution is attained by dividing the grid into a number of partitions. For each partition, a
server process is created. Each server process has access to a set of objects that contain its code,
storage for intermediate results, its partition of the grid, and those grid partitions that share boun-
daries with its partition. A server's code object contains replicated code. Since the PDE algorithm
does not require synchronized grid accesses'. each server can run at its own speed. A coordinator
process governs the task force. The coordinator comr_nunicates with server processes and with the
user terminal. In addition, the coordinator initializes the grid array so that the PDE can be solved

repeatedly. Communication with servers is performed by means of a communication object called

1ln his thesis, Gerard Baudet shows that an appropriate POE solution algorithm will converge to a solution even if the grid
accesses of the server processes are not synchronized [7).
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Code GridPartitions

Communication

Object Code

Server{2] \J

Coordinator

Code Code’

Figure 2-1: The PDE Task Force With Three Server Processes

"Commune" to which all processes share access.

Hénceforfh. the experimental task force presenied above is called the PDE task force. To sum-
marize, in the executable PDE task force, multiple, replicated server processes cooperate closely by
iterating over the grid until a solution to the PDE is found. Data and code are distributed across

- processes by replication and partitioning. A sample executable PDE task force is shown in figure 2-1,
in which one coordinator and three replicated server processes are displayed. The lines in the figure

are drawn to indicate the accessibility of objects to processes.

2.3. The Task Language
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2.3.1. Basic Language Constructs \

Recall that a task force is defined as a set of communicating processes and associated code and
data objects, where processes cooperate to achieve a common objective [81, 80). |n'TAsx pragrams,
processes and code or data are described as typed objects [163, 162, 78, 121, 43). The type and

name of each object and the attributes required for object construction, such as object size, are

A ambe g i

specified in a Template.

The presentation of templates and of other language constructs will involve syntax specifications in

which three superscript symbols are used to denote different types of repetition:

aletd s il

* means ‘‘zero or more repetitions of”,

+ means “one or more repetitions of’, and

" Ve

# means “either Zero or one instance of "
When lists of items separated by some particular punctuation mark are to be denoted, the punctua-
tion mark is indicated directly before the repetition character. The symbols { and } are meta-brackets
and are used to group constructs in the BNF notation. However, meta-brackets are elided it paren- 1

theses or brackets required by the syntax already group the program constructs to which the repeti-

tion symbol applies. In the syntax descriptions, keywords are boldfaced, and ellipses indicate missing

text. In the boidfaced program examples, keywords are underlined.

Templates. Templates are analogous to type declarations in languages like Pascal and Ada.

Specifically, there are two kinds of templates in TAsk: simple and complex templates. A Simple
- Template resembles a scalar type since it describes an object that does not have other objects as

components. For each type of object, a different set of object attributes is specified. A Complex

' Template is similar to a record type because it specifies an object with components, such as a task
force, a module, or a process. The syntax fcr templates is as follows:

<(Template> :: = {<Complex Template>|<Simple Template>}

Mg o e L e a2

<Simple Template) :=
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<Simple Object Type> <Template Name> (<Actual Attributes?> )”
The type of a template determines the attributes that appear in it.

<Complex Template> := <Task-Force Description> i

l... ;

| <Module Description> ) !
| <Function Description> _

Function descriptions are prototype process descriptions (explained later in

this section). _ {

<Simple Object Type> := Basic|Mailbox]... ‘
The types of simple objects that are supported in TASK are just those object types that are supported
by the STAROS operating system [149]. For example, the Basic objects (vectors of bytes) which

contain code or data are the most frequently used. STAROS objects. Mailbox objects are used in

STtAROS for sending and receiving messaées.' STaRo0S also directly suppodrts the complex object types
in Task (for details, see Appendix 1 and [149]). Examples of simple and complex templates are

- presented in turn. ’

L
2 E

Simple Templates. As an example of a simple template, consider the specification of one grid
partition in the PDE task farce:
Basic GridPartition (S1ze=4K, Source=("Grid.Obj"))
This template has the name GridPartition. it describes an object of type Bas 1¢ that contains up to
4K bytes of grid data. Presumably, the grid data with which object contents are initialized is found in

the file Grid.0bj.

The instantiation of a template in a TASK program will result in the construction of the instantiated
object by the loader. Instantiation of a template is ana}ogous to the declaratic;n of a variable of a
. certain abstract type in abstraction languages[164]. As with declarations of variables, template
. instantiations are separated from template specifications so that templates can be instantiated
repeatedly. Consequently, the repeated construction of objects of the same kind is straightforward.

d Instantiations are performed by means of the New construct. in the case of simple templates, a New

2Keyword parameters are used in a list of actual attributes-see Séction 2.3.2 for more detail.
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Section 2.3 ’ The Task Language § 21

construct is either directly followed by a template, or the New construct refers by name to a previously
defined template:
New Mailbox (3ize = 40)
- New GridPartition
The use of the New construct will result in construction of a mailbox that is able to buffer up to 40
messages'. Note that the size attribute is type specific. Mai1box size is measured in number of
messages, and Bas i¢ object size is measured in number of bytes. The second use of New refers to
the simple template defined earlier. The compiler will treat it as a textual substitution of the .body of
the template GridPartition. Atload-time, a basic object of 4096 bytes will be created, and it will be

initialized to contain up to 4096 bytes of data from the source file Gri1d.0bj.

Complex Templates. A Complex Template describes both the data contents and the com-
ponents of an object, such as a task force, a modulg, or a process. Data contents ére described in
Attributes specified as part of the template's Formal Parameters, and components are described in a
Construction Description. Each component can in turn be described by a Complex Template, so that
arbitrary tree structures can be specified in this fashion. A template component is described by a
Comp(on.ent) Name and an Operation. To exemplify the syntax of Complex Templates.' the syntax of a
Module Description is presented. The description of a sample module on page 23 is an example of a
Complex-TempIa!e. |

<{Module Description) :. =
Module <Template Name> (<Formal Paramelers))" is
<Construction Description)

<{Construction Description> : = Construct ((Component> ;')

<Component)> := <(Comp Name) :<Operation>
(Operation> = New {{<Object Type> (CActual Parameters>)®}
| <Template Name)> (<Actual Paramelers))')}
| Ref <Object Name) ....
| Use <Object Name) ...

Comp(onent) Names are known only within the template in which they are defined, whereas Template
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Names are known globally within each TASK program. Note that the ellipses indicate that additional
‘operations and syntax detail have been elided; they are not needed for this presentation. Formal and

Actual Parameters are explained later.

Operaiions prdvide alternatives in component instantiation. For example, the New construct states
that a component object with a certain name be instantiated, where object instantiation consists of
creating the object as well as initializing its contents. If the object is a complex object, then initializa-
tion includes the instantiation of its component objects. As an alternative to the instantiation of a New
object, a named pointer to an aiready existing object is created by Referencing the name of an
existing object. Another alternative is provided by the Use construct with which an identical copy of
an existing objectis created. If this construct is used, the costly initialization steps that are pﬁrt of New
need not be performed. For example, the data or code contained in each New object need not be
transferred to Cm* via the EtherNet. Instead, the existing contents of the Used object within Cm*’s

primary memory can be accessed.

Modules. Modules contain functionally related task force components [130, 36, 164, 60, 78]. In
addition, each module has a number of functions which are templates used for the instantiation of
processes [60, 164, 130, 80]. The }untime representations of .modules (supported by éTA ROS) restrict
the objects that can be accessed by processes instantiated from their functions. Specificaily, each
process can access the components'of its function and the components of its function's module.

Therefore, modules act as firewalls during task force execution.

In the TASK language, a module is specified by a Complex Template describing the module object
itself, the objects instantiated as module components, and Function Descriptions. Unlike functions in
conventional programming languages, a Function Description is a template that describes a prospec-

tive process including any component objects. The syntax of a Module Description in conjunction

with its Function Descriptions is as follows:
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<Module Description) ::=
Module <Template Name> (¢Formal Parameters>)¥ is
<Construction Description>
<Function Description> *

RS T — Y
R "'.il'_A“". .4'-’.:1‘

{Function Description) :: = ,
Function <Template Name> (<Formal Parameters>) *is
<Construction Description)

|
1
|
|
|

Consider the Construction Description of a Complex Template describing the server module. In the

example below, mailbox and basic templates defined outside the module template are referred to by

name within the module’s Construction Description: B

g M_gj_'l_b_q_; Communicate (Size = 40) .
M Basic GridPartition (Size = 4K, Source = ("Grid.0bj"))
& Module Server is .
Construct ( _
- MyPartition: New GridPartition;
N Commune: New Communicate;
E" Code: New Basic (Size = 4K, Source = ("Server.Obj")):
)
; a0 @
When the server module is instantiated from this template, each component is instantiated in tum.
Fi Therefore, the module constructed by the loader will contain three objects: the code executed by
_3i server processes, one grid partition, and the object called Commune.

Processes. Processes are instantiated from function templates. Such instantiations are per-

f formed with a special Operation in which the function template is referred to by name:

o

t; <{Operation> == ... _

& | Process <Function Name> (<Actual Parameters))

2

P. .

{ Consider the sample instantiation of a single process for the function DoServe of the server module.

In this example, the process is instantiated as a component of the server module. The function is

defined a few lines below:
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Mg_q_u'l_q Server .is

Construct (
OneServer: Process Server.DoServe;

%ymm DoServe is
Construct (
Stack: New Basic (Size = 4K);

)

A function is referred to by a pathname that consists of the module name followed by the Function
Name. This permits functions in different modules to have the same name. Function Names (like
other template names) are global so that a process can be instantiated anywhere within a task force
using any functioﬁ declared within the same TASK prog}ama. Since process initia'ization consists of

the instantiation of the components described by the Function Description, each server process will

. contain a New Stack object.

Since each process instantiated from a module’s function can access the module’s components, all
processes instantiated from one module share access to the components of the module. As a result,

a module object can be employed as a repository for the information common to its functions. For

[ 4 . .
example, consider the refined function DoServe in which a component called MyCode is instantiated.

Given this description of the function, each server process will contain a New Stack object and an

.exact copy of the server module’s component Code:

3‘l’ho current implementation of Tasx further restricts process instantiation (see Appendix 1).

e
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P1 serves P1
Function1 Module 1
: P4 serves b

. Functiont Functiond
P2 serves - Function2 -J
Functions 1 and 2 Function3 . 1
1
8 P3 serves 3 I
= Function2

Figure 2-2: Processes Serving One, Multiple, or Overlapping Functions

. Module Server is ‘ |
Construct ( ’ ' :
OneServer: Process Server.DoServe;
Code: New Bgsic (Size = 4K, Source = ("Server.0bj")):
) _
Eunction DoServe is :
Constryct ( ) .
Stack: New Basic (Si2e = 4K);
MyCode: Usa Code;
)
E? Similar ways of sharing within modular structures are also used in other languages. For example, in
2 the MEsa language [116), global information is specified in one configuration file shared by all
5
- processes in a configuration. _
L A function template is a flexible mechanism for process construction because multiple processes ‘
E can be instantiated from one function. As a result, programmers need not substantially alter their E
2
o Task programs if the number of instantiated processes.is changed. However, this mechanism can be

too restrictive when performance concerns exist. Specifically, it is often desirable to instantiate a

i
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single process that fields the invocations of muitiple functions in a module. For example, in a module
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that implements the data abstraction Stack, it might be appropriate to instantiate a single process to
serve the functions Push and Pop. To achieve such ﬂexibi{ity. we permit a function to be aliased to
another function in the same module [149]. An invocation of an aliased function will automatically be
converted to an invocation of the function’s alias. In the exampie of the stack implementation, a
function called Both could be the alias of the functions Push and Pop. Note that further augmen.
tation of the function mechanism might be desirable. For example, aliasing is not sufficiently general
to permit the instantiation of four processes from three functions, where three processes (P1, P2, and
P4) each serve a single function, whereas a fourth process (P2) serves as a backﬁp for two of the

three processes. We graphically describe this situation in figure 2-2.

Formal Parameters. The access of processes instantiated from a module's functions to the
components of the module is not the only means by which processes share objects. The other means
is to declare Formal Parameters to module or function templates. A Comp_lex Template with Formal
Parameters is analogous to a parameterized type definition in an abstraction laqguage. To provide an
example of a parameterized template, thg mailbox called Commune is declared a parameter to the
module template Server. The server process instantiated from the funcfion DoServe is presumably
programmed to cycle, while processing w.ork requests sentto it via the mailbox Commune. Each work
request instructs the server process to continue processihg. the data in My?artit‘loh until either a

given time limit is exceeded or the solution to the PDE has been found (see example 2-1).

Modyle Server (Commune: Mailbox) is
Construct (
OneServer: Process Server.DoServe;
MyPartition: New GridPartition;

Code: New Basic (Size = 4K, Source = ("Server.0bj")):
%nn_q_t_j_q_n DoServe is
Construct (

Stack: New Basic (Size = 4K);

MyCode: Use Code;
MyCommune: Ref Commune;

Example 2-1: The Parameterized Server Module

ekl dedenchtocbecd
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In the example 2-1, ea.lch server process will contain a New Stack object and an exact copy of the
server module's component Code. However, the mailbox called Commune is only Referred to within
the function template so that all server processes will share access to it. Sin;:e Commune is a
parameter of the module*, it is presumably instantiated elsewhere. In later specifications of the PDE
task force, the mailbox Commune will be used for communication between the server processes and
the coordinator process. Toward that end, it will also be declared a parameter to the coordinator

module.

Task Forces. Recall that a TASk program describes a task force as a collection of modules.
Module templates are instantiated as components of a task force template that represents the entire
task force. The form of a task force template is similar to that of any Complex Template, except that it

cannot have any parameters:

TaskForce <{Complex Tempiate Name> is
<Construction Description>

In order to exemplify a task force template, we use the server module template defined in example
2-1 and we assume that a similar template has been defined for the coordinator module. The latter
template exports the function DoCoordinate, and the coordinator process is presumably instan-
tiated as a component of the coordinator module. Both modules are instantiated within the task force
object. The communicétion object CommOb j is specified as an Actual Parameter to both modules so
that it is accessible to both the coordinator process and the server processes. Presumably, the
process executing DoCoordinate will hand work requests to server pr;)cesses via the CommQOb ject.

The template for this task force, called the PDE template, can be found in example 2-2,

Jaskforce PDE ig

Construct (
CommObject: Now Mailbox (Size = 40);
CoordinatorModule: New Coordinator (Commune=CommObject);
ServerModule: New-Server (Commune = CommObject);
)

‘Formal parameters to the module template can be referenced from inside each of ils function templates.
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Moduyle Server (Commune: Majlbox) is

Construct (
OneServer: Process Server.DoServe;
Code: New Basic (Source=..., Size=...):

MyPartition:  MNew Basic (...):

f)_nnﬂlq_‘n DoServe i3
Construct (

ﬁ}éomuno: Raef Commune;

)

Module Coordinator (Commune: Mailbox) is
Construct ( '
OneCoordinator: Process Coordinator.DoCoordinate;
godo: ces
Eunction DoCoordinate is
Construct ( -

MyCommune: Ref Commune;

L)

)

Example 2-2: The PDE Task Force

When a task force is instantiated from the template PBE, a task force object is created and all of its
components are instantiated, includfng the two modules. The instantiation of each module causes
the instantiation of its components, thereby causing the instantiation of a procéss. Only slight altera- .
tions of the templates in example 2-2 aré required to instantiate the grid partition as a component of
the task force object. in that case, the grid partition can be passed as a parameter to both the server

and the coordinator module so that both modules share access to the partition.

To conclude, we note the differences between the Task specification in example 2-2 and the
executable task force constructed from it (see figure 2-1). In the TASK program, the task force is

- described in terms of the instantiated modules, whereas the executable task force is described in
terms of the instantiated processes which merely make use of module objects. Fundamentally, these

differences arise because TasK programs focus on task force structure and construction, whereas
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PDE

Task Force

Coordinator / \ Server ] )
Module Module
MyPartition
OneCoordinator Code - Communication Code OneServer
Object

Figure 2-3: The PDE Task Force's Coordinator and Server Modules

the descriptions of executable task forces are dominated by the activities of their processes. Task

force structure in terms of componen} of relationships between objects must be shown since the

construction of any object will precipitate the construction of its components. Component of .rela-
tions also determine the scope of Comp(onent) Name&‘ in addition, construction.detail, such as
object sizes, must be contained in TASK programs. In executing task forces, obiect names, their
scopes, and therefore, component of relationships need not be known. Furthermore, construction
detail need not be retained. Instead, the accessibility of objects to processes must be known (as
shown in figure 2-1). In Task, each process can access its componénts and the components and

parameters of its function's module.

The differences between an executable task force and a TASKk program are emphasized by a
comparison of figure 2-1 with a figure in which the TasK text is displayed graphically (see figure 2-3).
In the latter figure, the two module objects and the task force object are displayed. Each module has

threé components: a process object, a code object, and the communication object. The server

I N DS

Ll

-

-




AR M

) ha e Lt e g

Tt z-virvv*'v""'r
Sl .
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module contains an additional object: the grid partition. Note that the communication object is a

component of both modules as well as of the task force.

2.3.2. Attributes and Iteration

One of'the design goals of TAsK is not to burden programmers with the specification of construc-
tion detail. To attain this goal, construction detail is either set by default or derived automatically
whenever possible. To distinguish information that must be specified by programmers from construc-

tion detail, both kinds of information are textually separated within TASK programs.

Attributes. Construction detail is specified in’object Attributes. Consider the template called
Communicate. The type and hame of the template must be specified by the programmer, whereas the

attribute values such as object size can be set by default. Consequently, the minimal specification of

- Communicate is one in which no attributes are contained:

Mailbox Communicate

As a result, the mailbox with the following detfault attribute values is constructed:

Mailbox Communicate (Size = 32, Msglype = Data)
The Size of the mailbox specities the number of messages that can be stored (32). MsgType

distinguishes mailboxes that contain data messages from mailboxes that contain structured
messages [149, 134]. The default value Data is chosen since mailboxes of this type are most fre-

quently used in task forces executing under the STAROS operating system.

In Task, most attributes of objects are set by default (see Appendix 3 for a complete list of at-
tributes and defaults). However, the object attributes that are dependent on the logic of the algorith-
mic code must either be specified by programmers or derived by the linker. To clarify, we provide

examples.

Consider the attribute S1ze of a Bas1ic object that contains a specific data structure. If the data
structure is allocated at compile-time, the Task linker can determine the number of bytes it contains,

whereby the loader can be furnished with the size of the basic object to be constructed [123]. In this
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case. a programmer need not épecify the value of the basic object's attribute S1ze. However, if the
data structure is constructed at runtime, then the compiler, linker, or loader cannot determine the
basic object's size. Therefore, the object's attribute S1 ze must either be specified by the programmer
or the default supplied by Task must be used. Note that the size of objects containing code can

always be determined by the linker.

Next, consider the attribute Source naming files that describe the contents of objects. The values
of this attribute cannot be derived. automatically or set by default because TASk programs do not
contain information concerning the logic of the algorithfnic code. For example, TASK programs do
not contain information concerning the vﬁlues of compile-time constants used by the algorithmic
code. if such constants are containe-d in a basic object, the programmer must specify the basic

object’s attribute Source in which a file containing the constants’ values is named.

We note that illegal attribute values, such as negative sizes, are detected by the TAsk compiler and
corrected by insertion of default values. Furthermore, if parameters remain unspecified, the compiler

issues warnings and inserts null parameters so that construction can proceed. .

Another design goal of Task is the variation of task force construction without requiring extensive
changes in TASK programs. Small construction changes are possible by variation of object attributes.
However, changes such as the variz ion of the number of instantiated processes involve the addition

or deletion of component instantiations in the TASK program. We call such changes structural task

force changes. A straightforward structural change in a TASK program is the variation of a replicated

or partitioned component. In a Replicated Component, a variable or fixed number of identical objects
are instantiated from one template. Each object has a unique name. For example, it can be stated
that several processes are to be instantiated from a function template. Their number need not be
determined until the task force is loaded [84]. In a Partitioned Component, a variable or fixed number
of objects are instantiated from one template. Each object has a unique name and contains an equal

fraction of the data or code stored in the template’'s source file. For example, partitioning the grid
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data separates the grid into several grid partitions of fixed size (one of which is shown in the PDE
program on page 28). The number of partitions depends upon the amount of grid datain Grid.Obj.

This number need not be determined until load-time.

Iteration. In TASK programs, Partitioned or Replicated Components are stated with an iteration
construct.‘ln the following example, the grid is divided into n partitions of size "4096" bytes each. The
variable n is a formal parameter of the template in which the grid partitions are instantiated. Since the
value of this parameter must be determined when the template is instantiated, the following partition-
ing statement resembles a variable macro expansion:

(1=0..n) Grid[1]): New Basic (Size=40986)
This statement is expanded to: |

Grid[0]: New Basic ...
Grid[1]: ...
Grid[n]: ...
We refer to appendix 1 for a detailed definition of TASK's iteration construct.
In the current implementation of TASK, only object replication and partitioning variables can remain

unbound until load-time. All other attributes, variables; and parameters are resolved during program

compilation.

2.3.3. The Interface Between Task and Buiss

Bliss programs are not visible in a TASK program with the exception of the names of files in which
they are contained. However, since Bliss prograhs manipulate the objects nanied within a TASK
program, the two kinds of programs must share names for the same objects. Since integers are more
space-efficient than strings, the names shared are integer names which are assigned to the

Comp(onerit) Names in the TASK program.

The implementation of name sharing is constrained by the requirement that TASK-generated task

forces must be compatible with task forces written in Bliss-11 prior to the implementation of TAsk.
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Definition Files
for the

Coordinator
Module

Bliss Code Bfiss v
V\) Compiler |~

Bliss Code Bliss
Compiler

Coordinator
Code Files

and the
Task Code DoCoordinate .
Function

Figure 2-4: Generating and Using the Definition Files of the Coordinator Module

Consequently, the interface we have implemented does not require changes in Bliss. Specifically, the
Task compiler generates definition files that are compiled with Bliss programs. These definition files
contain Bliss macro definitions in which integer names are bound to Comp Namés. As a result, TASX
and Bliss programs must be recompiled whenev'er. the contents of definition files change. However,
small changes in either programs are not likely to affect the mapping of Comp Names to integers so

that typically Task and Bliss program alterations can proceed independently of each other.

Recall that another goal of the design of TASK is the construction of a task force module by
module. Accordingly, it must be possible to compile a task force incr_ementally.- Toward this end,
E Task generates multiple definition files fr.om one TASk program: one for the. task force object, one
P, per module and one per module function. For example, two definition files are generated for the
coordinator module: one listing the module components and the other listing the components of the
] module’s function (see figure 2-4). These files act as input to separately compiled Bliss programs

| which are tater linked to become the code executed by the coordinator process.
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2.4. Task Force Blueprints

' When programmers write TASK programs, they typically first design the logical task force structure
and write the associated code. Then, construction-specific information is varied to perform a variety
of experiments, while the fundamental structure and the code of the task force remain fixed. For
example, programmers may run a task force with different numbers of processes in order to measure
performance at different degrees of parallelism. To characterize the variety of executable task forces
that can be constructed by straightforward changes of a single TAsSK program, we introduce program
blueprints [83). As with engineering blueprints, a blueprint of a TASK program describes some of the
instantiated objects and specific relationships between those objects [114, 169]. Just as in engineer-
ing, different blueprints of thé same TASK program are used for different purposes.'Speciﬁcally. three
blueprints of a single TASK program are defined. The logical blueprint is a specification of task force
structure that contains a description of eacﬁ object instantiated within the TASK program. This
blueprint contains the information that typically remains unchanged acrosé experiments with the
executable task force. Specifically, parameter and attribute values are not contained in the logical
blueprint. Tﬁe information that varies across experiments is captured in the execution blueprint,
which is defined as a logical blueprint in which all parameters and attributes are bound. . A third task

force blueprint, the proximity blueprint, will be defined in Chapter 3..

2.4.1. Logical and Execution Blueprints

Logical and execution blueprints are described in turn. As previously stated, the logical bluepn:m
contains a description of each object in the execdtable task force. An objeét description consists of
the object type and string name. Object type will deterrr{ine the permissible object attributes. The
Task language is used to state the information specified in a logical task force blueprint. Consider the
following TAsk text that corresponds to the description of the grid partition in the logical blueprint of

the PDE program (see example 2-2):
GridPartition: New Basic

This sample entry in the logical blueprint consists of the grid object's string name, the operation
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stating that a new object will be instantiated, and the object type. Note that the string or integer

attribute values are not specified.

A logical blueprint reflects task force structure by recording the component of relationshibs be-
tween instantiated objects. Object "b" is the component of object “a" if "b" is instantiated as a
component of the complex template describing "a". For example, if the grid partition above is
instantiated as a component of the server module, then the logical blueprint records a component of
relation between the server moduile instantiation and the grid partition instantiation. Iterated com-
ponents are described by a single entity in the logical blueprint. For example, the partitioned grid is
considered a single component of the server module. Processes are described like any other object.
They are the components of the objec;ts in wﬁich they are instantiated, and their own components are

described by the function templates employed for process instantiation.

If a template has Formal Parameters, the component of relations hold for any object bound to these
parameters. However, Actual Parameters are not specified in the logical blueprint. Consequently,
while the object bound to the formal parameter Commune will be considered a component of the
server module, this object is not known in the logical I;Iueprint. Note that Commune is an indirect
parameter of the function DoServe (see MyCommune in example 2-2). Therefore, the object bound to

Commune will also be considered a component of each server process.

While component of relations do not hold for the non-object Formal Parameters of a template, the
names of these parameters (but not their values) are contained in thé template's description in the
logical blueprint. Non-object parameters must b'e known in the logical blueprint because such
parameters can affect the structure of an object instantiated from a template. Recall that a structural
change of a TAsk program is one in which the number of instantiated components is varied. Con-
sequently, a sample parameter affecting structure is one that varies the bound of a vector of instan-
tiations. Conversely, a parameter that does not affect structure is one that varies an attribute value.

Consider the following TASK text:

PRI
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PDE TaskForce POE is
CommObject
CoordinatorModule
ServerModule

Task Force

Coordinator Server . Module Server (...) is
Module OneServer

Modyle _ Copm Code
Obiect / . MyPartition
MyPartiti
yrarilion Module Coordinator (...) is
OneCoordinator
Code

Code  OneServer
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Figure 2-5: A Logical Blueprint of the PDE Task Force--Process Components are Elided
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ServerModule: New Module Server (n:Integer, ObjSize:Integer) is

(420..n) Grid[1]: New Basic (Size=ObjSize, Sourcee ...)

A
Lot L )

In this program fragment, the template parameter n, is the upper bound of the vector of instantiations
6rid[1], which is a single entity in the logical blueprint. The parameter ObjS1ze is employed to
vary the size of each entry in the vector of instantiations. it does not affect tﬁe structure 2f the server

module.

We summarize the discussion of the logical blueprint by referring to the excerpts of the TAask
program 2-2 displayed in figure 2-5. Since the attribute and parameter values found in 2-2 are
excluded and since the parameter CommObject to the server and coordinator modules is not
resolved, this TASK text represents a logical blueprint of the PDE task force. However, for simplicity,

- the function specifications and therefore, the components of the processes in the PDE task force

. have been elided. A graphical representation of the TASK text is shown next to it. The lines in this

figure (i.e. figure 2-5) represent the component of relations between object specifications.
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Code : " GridPartitions

Communication
Obiject

Coordinator Server(2]

(=

Code Code *

Figure 2-6: The PDE Task Force With Three Server Processes

Next, we discuss the execution blueprint, which is defined as a logical blueprint 'in which all at-
tributes and parameters are bound to values. Therefore, the execution blueprint contains all infor-
mation required for task force construction. Specifically, each execution blueprint includes the
descriptions of the modules, the processes, the replicated and partitioned objects, and the object
parameters in the Task program. Replicated and partitioned objects are represented in an expanded
form. For example, the vector of instantiations Gr;id[ij is represented as "n" separate entities,
where the value of "n" is known. Again, component of relations are specified between obiecf instan-

tiations.

As an example of an execution blueprint, consider the executable PDE task force that consists of
four processes: one coordinator and three replicated server processes. The coordinator processis a
component of the coordinator module, and the replicated server processes are components of the

server module. The communication object is a component of each process because it is both an
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actual parameter of the respective module instantiations and is Referred to from within: the respective

function descriptions. In figure 2-6 the processes in the execution blueprint are displayed, whereas

the specifications of the task force and module objects as well as the detailed construction infor-

mation are omitted. The lines represent component of relations.

Having defined logical and execution 'blueprints. the degree to which TASK programs are affected
due to experiments with the executable task force can be stated. For example, several experiments
with the PDE task force will entail the instantiation of different numbers of server processes and grid

partitions, while other experiments will change the association of grid partitions with servers [29] (see

' Chapter 3). The logical blueprint and the fundamental task force structure remain unchanged in

either experiment. First, if the server proce.sses are instantiated as a Replicated Component and if the
gridis a Paﬁirioned Component, then the number of server processes and grid partitions is varied by
adjusting the values of replication and partitioning parameters. Since parameter values are not
contained in the logical blueprint, this biueprint remains unchanged. Second. if each server process
can access the entire grid, then logical blueprint changes are unnecessary when altering the associa-
tion of grid partitions with server processes. Instead, server code can determine the proper associa-
tion.

Although the sample experiments leave task force structure dnchanged. construction of the ex-
ecutable task force is affected. Specifically, each exper;ment's execution blueprint contains different
values of replication and partitioning parameters. However, the association of grid partitiqns with

server processes is determined by server code, and therefore, is not visible in execution blueprints.

The Ic;gical and execution blueprints can even remain unchanged when the reference of a process
to a specific Function Description is changed. For example, whether the process called OneServer
is instantiated from the functions DoCoordinate or DoServe is not visible in the case in which both
!unction.templates contain the same components. However, the use of a function to instantiate a

process [131] affects the manner in which the task force is constructed. For example, consider the
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original design of Task in which any process ¢ould be instantiated from any function defined in the

same TASK program. This design exhibited complications concerning incremental task force con-

struction. Specifically, if two modules used each other's functions to instantiate processes,.then
neither module could be constructed before the other or each module had to be re-initialized once

the other had been constructed. Furthermore, if a function invoked 'itself, then initialization wouid

cycle. . ) oL

Two approaches can be taken to avoid the re-initialization of modules and cyclic dependencies
between processes. In one approach, the logical and execution blueprints are augmented to contain 4
Uses relationships so that cyclic dependencies can be detected [63]. In addition, the loader is ex- 1

tended to perform repeated initializations. In the other approach, the scope of function names is

reduced such that a Function Name is known only within the module in-which it is defined. As a résult.
a process is always instantiated within the module that defines its function. Note that users must build
"self-sufficient” modules containing all information needed by their processes. In addition, processes
in ditterent modules share access only to their module's parameter objects.. For simplicity, the

second approach is chosen in TASK.

’
We note that TASK enforces comparable, but less rigid, restrictions concerning the Uses relation-

ships between any object and any template in a TASK program.

2.4.2. Representing Blueprints within the Task Compiler

The current implementation of the Task compiler requires the recompilation of TAsx programs

! whenever they are changed. However, we can show that the TAsk compiler could be readily extended

to permit certain changes in task force construction without TASK program recompilation. The
simplicity of this extension is due to the manner in which TASK program blueprints are represented
within the TASk compiler. The representations of logical and execution blueprints are discussed in

turn.
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Figure 2-7: The Templates of the Coordinator Module and its Function

The logical blueprint is represented as a shallow forest of templates. Function templates exist
within module templates, whereas all other templates are at the top level. Each template is specified
once, regardless of the number of objects instantiated from it. Within a template, a single entry is
1 made for each individually instantiated object and for each vector of instantiations. The coordinator

module and its function template are graphically displayed in figure 2.7. The components and the
- tormal parameters of the coordinator module are displayed, while attribute values are elided. For

simplicity, the template for the DoCoordinate function is shown separately from the module
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template. Note the parameter Communa in the coordinator module.

The regresentation of the logical blueprint chosen is efficient in space because the total number of
templates in any given TASK program is typically small. In contrast. the number of object instances
within a single task fqrce can be large. If templates were physically duplicated when used for object
instantiations, the compiler’s available storage would soon be exhausted. To avoid template duplica-
tion, a link [154]) is specified from each instantiated component to its template. For parameterized
templates, actual parameters are maintained with each instantiation. Actual parameters are matched

with formal parameters when the /inked object is instantiated.

The information in the execution blueprint is complete when the TASK compiler's semantic
processing phases have bound all attributes and parameters in the template forest, Task. force
construction could proceed based on the completed template forest. However, to explicate the task
force constructed from the given template forest, the TASk compiler maintains another representation
of the execution blueprint; it is called a creation tree. The top node of this tree represents the task
force object itself. Descendant nodes represent task force components. Each complex component is
a node in the tree that gives rise to another subtree. Simple components are leaves of the creation
tree. Each vector of instantiations is expanded resulting in the number of nodes or leaves indicated
by the upper bound. A pointer within each node or leaf refers to the detailed object description in the
template forest. In figure 2-8, the part of the tree con.:structed for the coordinator module is displayed.

The lines in the figure illustrate tree arcs encoding component of relations.

Several benefits are derived from the creation treeS. Most importantly, the creation tree is an

expliéit representation of the task force to be constructed. In this representation, a unique object in
the executable task force corresponds to each node or leaf in the creation tree. This is not the case
in the template forest, in which a single template entry can represent a vector of instantiations, and in

which a single template can be used for several object instantiations. Due to the one to one cor-

5Cusation trees in Task can be compared 10 syntax trees in syntax-orientéd language editors [113).
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Root Node

PDE Task Force

PDE Subtree

e o o Other Task Force Components
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the Coordinator Module

Coordinator Module - Subtree

Coordinator Module Components

Figure 2-8: The Partial Creation Tree of the Coordinator Module in the PDE Task Force

respondence between creation tree engries and task force objects; a comparison of thé task force to
be built with the task force actually constructed is straightforward. Such comparisons are useful for
task force tailoring, monitoring, and debugging (see Chapters 4 and 5). The creation tree is also
useful concerning the generation of target code. For example, the generation of linking and loading

instructions each involve a straightforward tree traversal.

The creation tree and the template forest are data structures in which certain changes in task force
construction are straightforward to represent. Therefore, the associated TASK program need not be
recompiled. Specifically, structural changes consisting of variations in component replication and

partitioning are represented by updates to the replication or partitioning values in the template forest,
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<

r}', whereupon the creation tree is rebuilt. Changes in construction detail, such as object sizes or source
B ' 'J
L‘ attribute values, involve updates to individual entities in the template forest, while the creation tree ?
o ' .

remains unchanged.

2.5. Task Force Construction

4_‘4‘4 .

Recall that task force construction consists of compiling Bliss and TASk programs, and of linking
and loading (see figure 1-1). To automate construction, the TASK compiler generates instructions
“ that are stored in linker or loader ;:ommand files and are carried out by the linker or the loader. In '*
T support of incremental construction, individual command files are generated for each module in the |

Tasx program, and for the task force itself. To clarify, we illustrate the cooperation among the Task

i compiler, Bliss compiler, linker, and loader in figure 2-9. Specifically, we display linker and loader
command files as well as the definition files generated for Bliss programs. Dashed lines indicate the

- control of linker and loader by means of command files, whereas solid lines indicate the flow of

A

information through the linker and loader.

-In the remainder of this section, the instructions generated by the TAsk compiler and the process-

ing of these instructions by the linker and loader are discussed. In addition, the integration of

R

debuggers and monitors into TASK is noted.

{ h
L .
3 2.5.1. The Linker 1‘
3 The algorithmic code of each module in a TASK program consists of multiple, separately compiled -f
' !
C Bliss programs stored in multiple files. However, these programs contain procedures that refer to
ﬁ' each other and to common variables. Therefore, they must be linked before they can be loaded. ‘
The Task linker is an adaptation of the linker used in the Cmmp system [30]. In addition to linking
i Bliss programs, the linker collects the source files and the loader command files of each module into ‘
a single file, called a page file. A page file is formatted such that code, data, and commands are 1
contained in a sequence of numbered pages of varying size. As a result, rather than accessing
{4
~ 4
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Figure 2-9:. The Relationships among TASK's Compilers, the Linker, and the Loader

multiple files during the construction of a module, the loader need only refer to particular pages in -,
single page file. Since the linker is described elsewhere [30, 149], further detail concerning its opera-

tion will not be provided.

2.5.2. The Loader

In TASK, loading is automated and transparent tg programmers. Consequently, programmers are
relieved of this tedious, error-prone job, and task forces of any size can be constructed with com-
parable ease. However, loading cannot be automated unless resource allocation is performed
automatically. Specifically, two resource allocation decisions have to be made prior to loading:

e assignment--on which processor to execute a process;

e placement--where in distribuied memory to represent object contents.
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Whereas other loaders make and execute the allocation decisions above®, the Task loader merely
executes allocation decisions which are made prior to loading. The automation of resource allocation
is discussed in Chapters 3, 4, and 5. In the remainder of this section, we describe the mannerin which

the loader executes allocation decisions while a task force is constructed.

Although resource allocation is decided prior to loading, the Task loader remains a complex
subsystem for the following reasons. First, the entire tree of components of a task force (see the

creation tree in Section 2.4.2) must be constructed. Within this tree. components may Refer to or Use

other components by name, and the branches of this tree that represent modules must be con-
_structed separately from each other. Furthermore, recall that objects which are bound to parameters 1
can be shared within modules or ac.ross module boundaries. Since formal parameters, References J
to, and Uses of other objects cannpt be resclved before the corresponding objects.have beer con- 1

structed, either construction has to proceed in the appropriate order or objects must be initialized

more than once. The latter solution is chosen to simplify the code generation phase of the Task

compiler.

Two additional sources of complexity in the loader are its interactions with the distributed operating

system and with the executing task force [122]. Specifically, the loader must make use of the com-

plex command formats and request protocols of the operating system which governs the substantial

number of resources of Cm* [123, 138). In addition, although the intended use of the loader is strictly

{ _
. static (i.e. permitting a task force to be constructed once and then executed), the loader also plays a
dynamic role in task force construction. Specifically, the TAsk loader will construct each process in
the task force either static~lly or dynamically (see the next section).
y
|
. In the remainder of this section, we will explain the contents of loader command files and the
f'j manner in which they are processed. In addition, the data structures maintained by the loader are
4 {
- -

6At IS1, a "downloader” was developed to assist programmers in making detailed resource allocation decisions concerning
a small number of graphics processors.
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Figure 2-10: Using Command Files For Loading

~ presented. As examples, excerpts of the loader command files for the PDE task force will be shown.

i‘ Command Files and Command Templates. The loader command files of the PDE task force
: and the flow of control between the TAsk compiler and the loader are illustrated in figure 2-10 (for
simplicity, the linker is elided). Note that three command files are generated: one per module and one
E for the task force itself. The contents of these comma;md files are analogous to the contents of TASK
programs, in which templates are used to specify the information concerning each object in the task
force.Specifically, a loader command file is formatted as a sequence of templates called command
{ l . templates, where each template contains the information required for the construction of a single
object: .

e a specific command to differentiate among the instantiation of New objects and the
Reference or Use of previously instantiated objects;

e a specification of the object stating the attribute values expected by the operating
system’s resource managers (e.g. object sizes) and the attribute values required for
object initialization (e.g. the source of object contents);

We note that the attribute values within a command template can be declared parameters of the

command template. Such parameters are resolved by the loader prior to their use.
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Consider the creation and initialization of an object instantiated from a simple template of type
Basic. A command template containing the information displayed below is generated (PDP-11 as-
sembly language is used to encode a command template. Comments are preceded by “--". Precise

definitions of each entry in loader command templates can be found in Appendit 4.):

-- A sample command template that instructs the loader to
-- CREATE an objact called DATA of type BASIC as a component of
-- some template, in the template's component slot 1:

-- The first word contains the specific command and
-- a pointer to the object attributes

.WORD 0,C$$$2 -- 0: a creation command, C$5%2: a pointer
.WORD 1,0 -- the component slot (1) into which the
-- pointer to the object is placed
.BYTE 0,0,0,133 -- an "end of command" marker denoting the
-- absence of actual parameters

-- The attributes of DATA:
cs$$s2:
.WORD 4096,0-- an object of size "4096" bytes
.WORD 0,0 -~ the object has no component pointers
.WORD 0,0 -=- an entry expected by the memory allocator
.BYTE 0,0,255,128 -- the object can be placed anywhere in
--the distributed memory of Cm*
.WORD 0,0, ~-~- the object is of type "0", the memory
-- allocatcer's encoding for BASIC .
.WORD 1,0 -- object contents must be initialized
.WORD 0 -- an "end marker" :

When the loader interprets this command template7. it detects the Create command (0). Prior to
submitting a requést for space to the operating system's mémory allocator, the loader accesses the
attributes (C$$3$2) and the actual parameters (if any) in order to determine the particular memory unit
in whicﬁ to allocate space and the amount of space to be allocated. Subsequent to memory alloca-
tion, the loader initializes the object to contain the data within the object’s source file. If such a file
exists, its contents are found in a page of the page file currently used. In the command template
shown, this is the next page, whereby a specific page number is not given. The object is considered

fully constructed upon the completion of initialization.

7We note that these loader actions are not significantly different from the actions taken by user programs that explicitly
instantiate objects.
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Except for catastrophical failures, users are not involved in the process of object creation and
‘initialization. To minimize the necessity of user interaction, the loader attempts to reduce the fre-
quency of failures by detecting the loss of object creation requests made to the operating system. It

uses a time-out scheme and automatically resubmits lost requests.

To illustrate the manner in which the loader constructs objects instantiated from complex
templates, consider the conétruction of a module. As previously stated, a module is represented at
runtime as an object that contains a vector of function descriptions and a list of pointers to module
components [78]. The runtime representation of a module is constructed in two steps: first, the
module obiecf is created and then its data part and component pointers are initialized. Component
pointers are initialized by instantiation of the module’s component objects. Accordingly, the module’s
command template contains component instantiation commands in addition to the creation command
for the module object itself. Excerpts of the command template for the server motule in the PDE task

force are presented in the following text:

== A command template that instructs the loader to
CREATE the object called SERVER of type MODULE
-=- in component slot 1 of the task force object:

.WORD 0,SERVER == 0: create the object at SERVER

.WORD 1,0 -- the component slot in the task force (1)

.BYTE 0,0,0,133 ~- an "end of command"” marker denoting the
~-- absence of actual parameters

.

-~ The attributes of SERVER:

SERVER:
.WORD 2566,0 -- the module's data part size is 256 bytes
.WORD 32,0 -- it can contain up to 32 component pointers
.WORD 0,0 == an entry expectod by the memory allocator
.BYTE 0,0,2656,128 -- the module can be placed anywhere
.HORD 6,0 -- an object of type MODULE, "5"
.WORD 1,0 -=- the module's data part must be initialized
.WORD SERVERS -- the commands for constructing

-= the module's components

T P .

Ak




T —————

Section 2.5 Task Force Construction § 49

-- The beginning of the command list:
SERVERS:

-- A sample command:

-~ Create DATA of type BASIC in module component slot 1
-=- The en& of.the command 1ist, an "end marker":
.MORD 3

Given this command template, the module object will be created as a component of the task force.
Initialization of module components is described by a sequence of initialization commands, such as

the previously explained construction command for the object called Data.

The Command Language. The loader command language resembles job control languages in
operating systems [166, 145]. Typically, object construction involves the invocation of operating sys-
tem resource managers and is performed in the order in which construction commands appear in
command files. However, if several-objects of the same kind are to be constructed, a sequence of

creation commands can be executed repeatedly. Furthermore, if an object is to be initialized once

and re-initialized later, the initialization commands of the object's command template can be ex-

ecuted once and re-executed later, whereupon only those initialization commands not yet success-
fully completed are executed. In addition, object copies or pointers to other objects can be fabri-

cated. (For additional detail concerning the loader’'s command language, consuit Abpendix 4).

The resemblance of the loader command language to job control languages suggests that it is
straightforward to extend the TAsK loader so that task force components can be loaded before and

during execution. This extension is pursued further in the next section.

Repeated Initializatfon. Since actual parameters are not necessarily constructed at object
initialization, the loader must permit the repeated initialization of an object. A possible use of the
repeated initialization of an object occurs during task force construction. Specifically, a task force

could be constructed and then repeatedly initialized énd executed, either to debug or to repeat

performance measurements. Since the command templates used by the Task loader are not retained -

until task force execution, the TASK system cannot assist users in the dynamic initialization of objects.
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However, the data structures required to implement this dynamic initialization are similar to a data

structure already maintained by the Task loader, called the creation stack.

The Creation Stack. The creation stack is used to initialize an object at times other than im-
mediately after object creation. It contains pointers to command templates and to the associated,
partially initialized objects. Object construction by use of the creation stack proceeds as follows. A
simple object is constructed by first pushing its command template onto the creation stack, then
creating the object, and last initializing its contents. When initialization is completed, the creation
stack is popped and the command template is discarded. A complex object is constructed by push-
ing its command template onto the creation stack, creating the complex object, and then constructing
its components by interpretation of the te;nplate’s initialization commands. Component construction

consists of first pushing the component's command template onto the creation stack and then creat-

. ing and initializing the component. Since the complex object’'s command template is not popped off

the creation stack until the object has been fully initialized, command templéte processing is nested.
infinite nesting depths cannot occur because the TASK compiler prevents 6ircularities in object in-

stantiation.

The creation stack is an appropriate data structure for the creation of trees of objects. Furthermore..
it is straightforward to resolve the formal parameters associated with actual parameters at lower
nesting depths in the creation stack; the loader simply accesses the command template and the
associated object in the creation stack. However, a different data structure is required to resolve
cross references between objects not initialized in the appropriate order and between separately
constructed modules (see the description of the loader’s/ibrary mechanism in Appendix 4 and in the

internal documentation [103, 154)).
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2.5.3. The Dual Role of the Loader

In the current implementation of the TAsK loader, objects are constructed statically. The dynamic
construction of objects requires the execution of direct calls to the operating system. by the algorith-
mic code. Both kinds of object construction are not equally straightforward. In the case of statically
constructed objects, programmers need only state the small amounts of information required by
TAsK, and the loader's interactions with the operating syztem's memory manager are transparent. In
the case of dynamically constructed objects, programmers must code the protocol of interaction with
the memory manager, and they must explicitly supply the parameters required for object construction.
However, there are benefits to both static and dynamic object construction, and the exploitation of
such benefits would be facilitated if both static and dynamic construction were equally straightfor-
ward. For example, programmers ma;/ trace ihe cfficiency in time of once c;onstructing an .object

statically against the efficiency in space of constructing an object dynamically whenever it is needed.

The Tasx loader has been extended such that dynamic and static object construction are equally
straightforward in the specific case of constructing processes. Processes were chosen since their
substantial resource requirements during execution suggest that they shoul& be déstroyed after per-
forming the services for which they were constructed. Specifically, as with the static instantiation of a
process from a function template, dynamic process creation (but not initialization) i:e, performed by the
invocatlon [149, 80] of a function in an accessible module. In either case, construction detail concern-
ing the process need not be specified because due to the availability of function templates. In the
dynamic case, function templates are stored in the data parts of thé functions’ modules. When a
function is invoked, the loader accesses the appro’priaté function template to construct a partially
initialized process that contains a private stack object and an "initial code" object. This process is

initialized by executing the instructions contained in the "initial code" object®.

The loader's roles in static and dynamic process creation are illustrated in figure 2-11. The chosen

eCum.ently. "initial code" is written by programmers. To generate the "initial code” automatically is a straightforward
extension of Tagx.
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The Resuiting Processes
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Figure 2-11 : <Small Change required>The Dual Role of the Task Loader

example is a PDE task force in which additional server processes are created at runtime. We display
the server and coordinator module command templates because they each contain process creation
commands. In addition, the process creation commands issued by the PDE task force during its

execution are displayed.

As with process construction, the construction of 'any object could be performed dynamically if its
command template were retained after loading. For example, the command templates of each
module’s components could be contained in a special module component, called a template object.
Any dynamic component construction command could refeu;ence its specific command template by

the integer name ascribed to the component by TAsSK.

We note that the loader uses its ability to invoke func.tions in modules for static process construc-
tion. Specifically, to construct a process statically the loader invokes the requisite function of a
module specified in the TASKk program. A partially initialized process is created as a result of this
invocation. Process initialization is completed by interpretation of the process' function template. In

this case, the "initial code” in the default process is not executed.
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2.5.4. Discussion of the Loader

In this section, we consider the performance of the loader and we illustrate the loader’s usefulness:
by discussing the shortcomings of an earlier loader version. First, consider the .;,torage space re-
quired for loading a task force. Although task forces are loaded one module at a time, the command
file of each module is potentially large. However, the address space limitation of the loader® dictate
that command files be kept as small as possible. Consequently, the Task compiler compacts each

command file by ensuring that only a single copy of identical object attributes or of identical templates

is generated.

Next, consider the time required for loading a task force. We are not concerned with the optimiza-
tion of this time because most task forces execute for considerable lengths of time. Therefore, no
attempts are made to optimize the' order in which objects are constructed. Typically, objects are
created and initialized in the same order in which they are instantiated in TASK programs. An excep-
tion to this rule is the case in which actual parameters remain undefined at load-time. In this case,

objects are created, partially initialized, and re-initialized later.

The shortcomings ot an early version of the Task loader are an appgopriate means of demon.strat-
ing the usefulness of the current loader. In the early loader [78, 117], tﬁe code, the data, and the
command templates of a module were coalesced into a sihglé file in which each command template -
was immediately followed by the code or data of the associated object. Two shortcomings resulted
from this scheme. First, objects had to be created and initialized in the order in which commands
appeared because non-sequential command interpretation would have required random access to
large amounts of information. Second, a created object had to be initialized with the data following its
command template. Since initialization had to be completed before the next object could be con-

structed, repeated and partial initialization were impossible.

9Address space is extremely limited in Cm* since the LSI- 11 processors are 16 bit machines.
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2.5.5. Debugging and Monitoring

Although the automatic linkage of a debugger into executing software is standard practice in
programming environments [62, 113), the current TASK system does not support the automatic
linkage of the STAROS system'’s debugger [143] into a task force [48, 109)]. in addition, TASK does not
generate' the debugger's symbol table. Instead, programmers must explicitly generate symbol table

information and store it in task force components created for that purpose.

The interface of TASK to software monitoring facilities is equally rudimentary. Again, programmérs
must explicitly create and manipulate objects that contain monitoring information. An improved

interface to a software monitor [144] is currently being designed.

2.6. Loading in a Distributed System

Loading cannot'be performed without knowledge of the resources in thg execution environment.
Furthermore, the allocation of specific resources to task force components cannot be performed
without knowledge of resource names. The subjects of this section are the resource descriptions
used by the Task loader and the binding of names to specific hardware résources. Toward this end,

we first describe the Cm* hardware.

2.6.1. Distributed Hardware

Distributed hardware is a collectibn of processors, memories, 1/0 devices, and connecting
busses [44, 74], where components and busses may be inhomogeneous, asymmetric, physically dis-
tributec.j. or inhomogeneously accessible [84]. Some examples serve to explain }nhomogeneities and
asymmetries. Two processors with different wordlengtr;s are inhomogeneous, whereas two proces-
sors with identical wordlengths and different cycle speeds are homogeneous, but asymmetric. Two
computers are inhomogeneously accessible if one is accessible via a fast fiber optic network link,

whereas the other is accessible via a slow, telephonic link.

The scope of our investigation is narrowed by several simplifying assumptions. First, we do not
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investigate issues that pertain to component inhomogeneities, such as program portability [24]. As a
result, it is assumed that all processors, memories, and busses within TASK's distributed execution
environment are functionally icentical, aithough their performance characteristics may differ. Con- _?
sequently, any process can execute on any processor in the distributed execution environment, and
3 any object can be represented within any memory unit. In addition, we are not concerned with i
. )
< components that are inhomogeneously accessible due to difterences in communication -
g
[ protocols [66]. Therefore, another assumption of our research is that uniform protocols are employed
\ for communication within the entire system. - 3
[ |
IF . 1
; The following hardware characteristics are considered in our investigation: memory sizes, bus
, 1
! »
3 .
[




RS

T——y ﬂr‘vr’rv'

56 B Task Force Development ‘ Section 2.6

bandwidths, memory and procéssor reliability, and the topology of component interconnections [56].
Components are assumed logically fully interconnected at all'times. Specifically, it is assumed that
some physical interconnections always remain unbroken so that a change in interéonnections due to
temporary or permanent failures [56, 141) only effects differences in access costs. Clearly, this is a
realistic a#sumption for multiprocessors [57). However, the assumption is also realistic for certain
network architectures. For example, although the failure of one imp (interlace message processor) in
the Arpanet changes the interconnection topology of the network, message routing techniques_
preserve the logically full interconnection of the network, albeit at the expense of message delivery

times.

The specific hardware of concern is the Cm* architecture [80], as illustrated by figure
2-12 (additional detail can be found in papers by Fuller and Swan, et al. {57, 153]). The Cm* mul-
tiprocessor is composed of computer modules, each consisting of a DEC LSI-11, a standard LSI-11
bus, memory, and devices. In addition, each computer module includes a local switch, the Siocal,
whic.h routes processor memory references either to the local memory of the computer module or
eise onto the map bus. An Slocal also accepts references to its computer module's local memory that

emanate from distant processors.

A map bus connects up to fourteen computer moduies. Each map bus is supervised by a single
Kmap processor responsible for routing data and memory requests between Slocals. Computer
modules, a Kmap, and a map bus comprise a c/uster. Cm* can include any number of clusters, which
are connected via intercluster busses. Currently, Cm* consists of five clusters, 50 computer modules,

and up to 128K words of primary memory per computer module.

The Kmaps collectively mediate each memory reference placed on a map bus, thereby sustaining
the appearance of a single large memory. However, due to the cluster structure of Cm*, memory is
organized in a performance hierarchy; approximate inter-reference times for local, intracluster, and

intercluster references are 3, 9, and 26 micro-seconds, respectively, as measured in benchmark
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tests [28].

The organization of busses qualifies Cm* as a hybrid architecture. On the one hand, it is a
multiprocessor because all memowy is directly accessible from any computer module in the system.

On the other hand, the switching architecture is physically implemented as a network of busses.

2.6.2. Configuration Descriptions

The resource descriptions in the Task compiler and loader are called configuration descriptions
because they describe the Cm* hardware as configured by the STAROS operating system. Certain
resources are not contained in this configuration. Specifically, we exclude the physically available
resources that are not acquired by the operating system during its initialization, the resources that fail
during sysiem execution, and the resources dedicated to the operating system. For exampie, when
the operating system is initiatized, it .may only use two of the five clusters of Cm*. Fu'rthermore. if
memory units are unavailable due to temporary or permanent failures {141}, they are either not in-
cluded into the operating system's pool of available memory, or they are excluded trom the pool while
the operating system is running [142, 80). Devices like terminal lines, disks, and network interfaces

can be added to or removed from the computer modules to which they are attached.

Within the TAsk compiler and loader, configuration descriptions are described as collections of
templates analogous to those used for software. For example, a single Cm* cluster is described by a
complex template recording the computer modules attached to the cluster's map bus and a few
cluster attributes, the latter including the cluster's mean time to failure, the devices attached to the
map bus, and some summary statistics concerning the cluster's modules. Computer modules are
described by simple templates listing attributes such as the absolute memory size, the amount of
memory that remains unused, the computer module's mean time to failure, and the list of devices
attached to the computer module. In figure 2-13, we graphically display a template describing a Cm*
clusger with three computer modules, called Cmi11, Cm12, and Cm13. The lines represent the

component of relations between the cluster and its computer modules.
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Cm*
Clustert

E‘ Cm11 Cm12 Cm13
Cluster Components

Figure 2-13: The Components of a Small Cm* Cluster

Since Cm* and STAROS change infrequently [29, 28], it could be assumed that accurate configura-

tiori descriptions are maintained by both the TASK compiler and the loader. Furthermore, the con-

figuration descriptions that are used to make resource allocation decisions could be assumed iden-

_r"‘;d'-.-.y.t“v

tical to the configuration descriptions that are used when these decisions are carried out. instead,

task force construction is implemehted such that construction failures will not occur when the con-
figuration desériptions used at compile-time are inaccurate. This failsafe behavior is achieved by the

compile-time allocation of virtual rather than physical hardware components. To determine the bind-

ings of virtual to physical components, the TAsK loader ascertains the accuracy of its own configura-

tion descriptions by negotiation with the memory manager and process scheduler.’ It is assumed that

these resource managers supply accurate configuration information. Note that this assumption is not

¢
7 made in other distributed system research [75, 93, 59).
\;'-_ ' - Since configuration descriptions are subject to change, they are not "wired-into"” the TASK com-
8 . .

L piler. Instead, they are stored in files read prior to each compiler run. Although we designed a dialect
-
' of the Task language in which hardware configurations could be formulated [82], the TASk compiler
‘9
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was not extended to read such configuration descriptions. For expediency in implementation,
description fou;mats requiring little parsing and semantic processing are used [154]. We note that an
interesting extension of the TASK system is one in which the particular configuratioh a task force
requires for execution is determined by TAsk and set up prior to loading. In such an extension, a task
force requiring sole use of a configuration of Cm* could be furnished a configuration of minimal size.
As a resuit, the maximal number of remaining hardware components could simultaneously be used

for other purposes.

2.7. Task-Summary, Discussion, and Extensions

In this section, each of the three design goals of TAsK is stated followed by a discussion of the

manner in which it is attained. Next, we discuss the benefits of separating the design and implemen- -

tation of the TASK language from the ‘algorithmic code. Last, the current use of the TASK system and

several extensions are presented.

The first design goal of Task is to facilitate the variation of the executable task forces constructed
from a TAsk program. This goal is attained for several reasons. First, the specification of a template is
separated from its instantiation so that a template can be instantiated repeatedly. As a result, task
forces with different numbers of instantiated objects are easily constructed. Sincé processes are
instantiated in the same manner as other types of objects, TASK compares favorably to concurrent
programming languages [50, 68, 14, 15] in which the specification of a process is synonymous with its
instantiation. Second, an explicit language construct is p.rovided to pe;mit the instantiation of mul-
tiple objects from the same template, where the values of the variables that control replication or
partitioning can vary. To facilitate variation of replication or partitioning variables and to vary the
values of object attributes, TASK program variables can be declared tempiate parameters. The useful-

ness of template parameters in the variation of task force construction is discussed next.

With respect to the variation of construction, it would be ideal if parameters would remain unbound

until task force execution. In that case, the change of a parameter value would not require re-

bl
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compilation, re-linking, or re-loading. In TAsk, for expediency of implementation most template
parameters are bound during task force compilation. How}aver, to demonstrate the feasibility of
delaying parameter binding times, replication and partitioning variables are not bound until load-time.
Typically, these load-time variables are used to replicate objects depending on the number of

resources that are available when the task force is loaded, and to partition data depending on its size.

In the TaSK iool system, parameter binding times are determined by the tools invoived in task force
construction. For example, parameters concerning data partitioning cannot be bound by the Task
compiler since only the linker can ascertain total data size. Furthermore, virtual resource names
cannot be bound to the names of physical resources before load-time since the loader negotiates
virtual to physical resource ri1appings. Note that assumptions of bound parameters will exist in any
tool system that integrates existing tools. However, such assumptions can be avoided if the com-

ponents of the tool system are written to suit the functionality that is required {62, 165].

The notion of Task program blueprints is developed to implement the straightforward variation ot
coiistruction within the TASK compiler. In the logical blueprint, structural information is described
that &pically remains unchang.ed across experiments with the executable task force. The blueprint

. .
that varies from one experiment tci another is the execution bideprint. Additional uses of blueprints
have been identified. For example, blueprints can be used. to change task force construction
parameters without requiring the recompitation of the associated Task program. Furthermore, as
suggested at the end of this section, blueprints can aid programmers in visualizing the structures of

their task forces.

The second design goal of TASK is to relieve programmers of the specification of construction
detail. This goal is attained by the automatic derivation of construction detail from information
specified by the programmer and by use of construction defaults. For example, the size of an object
can automatically be determined by the linker if this object contains algorithmic code. Alternatively,

the compiler can determine that some standard size be used for an object instantiated in a TASK
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program.

The third design goal of TASK is the incremental specification and construction of a tagk force.
This goal is attained because TASK programs contain separately specified modules that are in-
dividually I.inked, transferred to Cm ", and loaded. More generally, the attainn3ent of this goal is pos-
sible since both TAsk and STAROS support units of packaging that are easily manipulated. Specifi-
cally, a Task template is a package for the specification of a task force component, and a STAROS
object is a package for the runtime representation of a componerit. Both kinds of packages are
accessed by name, where name translations are transparent to programmers. Due to this trans-
parency, the incremental, static or dynamic construction of any object specified by a template is
easily implemented, provided that .the number of cross-refereqc?s between the separately con-

structed objects remains small.

There are benefits to developing tive TASK language separately from Bliss-11. Specifically, the
TAsk language exhibits little complexity, and the efficiency of code generation in Bliss-11 is retained.
Furthermore, Bliss-11 code written prior to TASK remains compatible with Task-generated software.
The advantages of compatible languages and of languages that exhibit little complexity suggest that
the extension of one language by another is preferable to the implementation of a joint language,
such as Concurrent Pascal or Ada. However, one must consider whether the manner in which two
languages can interact will limit their joint functionality. For example, since only the file names of
algorithmic code are known in TASK programs, the TASK compiler cénnot determine the specific
code and data that constitute object contents. As a result, the compiler cannot automatically replace
a TTY driver by a screen-oriented code module when a screen device becomes available in Cm*°.
Similarly, the compiler cannot automatically replace code that implements process communication
via shared objects by code that implements communication by messages. Such automatic selection
of code would either require a joint implementation of t;oth languages or it would require an interface
of Task to Bliss-11 in which the semantics of code procedures are known. We hypothesize that such

an interface would be sufficiently complex to warrant the joint implementation of both languages.
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However, a less detailed interface in which TASK programs contain Biiss procedure names and

- parameters appears straightforward to implement. In this case, interface and version control [62]

could be implemented in TASK.

‘Currently, TASK is being used to construct experimental software for the Cm* multiprocessor. Such
software tends to be static; it does not experience frequent changes in resource usage during execu-
tion. Therefore, this experimental software can almost entirely be constructed by Task so that
programmers need not be concerned with the use of operating system facilities. In addition, Cm*
software is typically constructed once and run repeatedly. As a result, task force construction need
not be efficient in time. One might suspect that most multiple processor applications in the "real
world" differ from Cm*'s experimental software, thereby limiting the usefulness of a system like TASK.
This is not the case. For example, most real time software [17] does not require runtime resource
allocation mechanisms. Similarly, irﬁage processing programs [21] are usually initialized once and
subsequently run repeatedly for multiple images. Other applications simila.r to Cm* software are: (1)
siénal processing [136, 12] and speech recognition [106, 31] programs, (2) traffic control [16])
programs, and (3) multiple process file servers or network message servers that are instantiated once

to serve recurring service requests.

Two possible criticisms of the TASK system are that TAsSK is inherently static, whereby its useful-
ness is limited, and that graphical design tools are required to aid programmers in the development of
the complex structures of task forces. To disspell the notion that TAsK is inherently static, we have
extended the Task language so that task forces that exhibit frequent, dynamic change can be con-
structed. Specifically, each object described in a TASK program can either be constructed by use of
direct operating system calls [80] or statically constructed by use of the loader. This extension has
proven useful. Typically, programmers will initially use TASK to construct all objects in the task force.
However, as they become more familiar with the system and once their task forces are debugged, the
programmers’ concerns with task force performance can prompt the dynamic construction of

selected task force objects under program control.
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A dynamically constructed object is a component of a tack force which is described in a Task

program. To allow such an object to be named and manipulated like other task force components, the

dal...

object is declared in the TASK program to the degree necessary. Dynamically construcied objects can
be declared in two ways, as Resarved or as Namad objects. In the case of Reserved objects, the
Task system attempts to ensure that the resources required for object construction will be available i
at the time of construction. Specifically, the resources required by Reservod objects are considered

part of the total resource requirements of a task force, and task force construction will not complete

without warnings if total resource requirements are not met by the Cm* configuration used for load-
ing. The other way of declaring a dynamically constructed object consists of providing an cbject

Name, where neither the type of the object nor any of its attributes need be stated.

Dynamic object construction performed by the algorithmic code of a task force would be facilitated
if the loader’'s command templates were available at runtime. Although this is not the case in the
current implementation of TAsk, we have demonstrated feasibility by implementing the dynamic con-

struction of processes. Process construction templates are stored in module objects.

For complex task forces, development aids in addition to the TaSK language may be required. For
example, if many cross-references exist between components at different levels of the tree represent-
ing the task force, then graphical displays are required to visualize the task force structure described

by the linear prose in a TASK program [45, 46]. Note that the structural characteristics mentioned

here are described in the logical and execution blueprints of a task force. Therefore, graphical
representation of these blueprints are the additional aids that are required by programmers. Further-

more, graphical displays displays of biueprints could present menus of task force components that _ ]

can be selected for inclusion into the blueprint displayed. For example, given a |ogical blueprint, _i
programmers could manipulate its display to derive an execution blueprint that contains an object
with code that implements a specific process communication scheme. in this fashion, the construc-
S tion of different executable task forces could be partially automated. Alternatively, component selec- -

tions could be transparent to programmers, the leasibility of which has been shown
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elsewhere [140, 159, 11, 105, 122].
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3. Task Force Tailoring

3.1. Overview

In the previous chapter, we discussed the specification and construction of a task force. The
subject of this chapter is the allocation of physical resources to the components of a task force.
Tailoring is defined as the set of resource allocation decisions concerning task force components.
Since tailoring is tedious and is difficult to perform for task forces containing more than a few com-
ponents, it is our objective to automate tailoring to the greatest extent possible. Therefore, we will
identify the information required to perform task force tailoring, and we will express this information

with sufficient precision to permit automation.

Attainment 6f automation is depéndent on several factors. First, it is difficult to obtain precise
information at any particular instant of time concerning the distributed hardware on which a task
force executne. Therefore, tailoring dgcisions may be based on incomplete or imprecise knowledge.
Second, muliiple objectives that are pursued during tailoring may result in conflicts, whereby a good

decision with respect to one objective is a poot decisiqn with respect to another. For example,

consider two tailoring objectives: improving reliability in execution and speedup of execution. To

improve reliability in execution, the use of duplicate or backup components is suggested. However,

b AJin o ot ge e g
i . AR

the maintenance of such additional components is likely to reduce a task force’s speed of execution.

In the following, our definition of tailoring is formalized and refined so that-tailoring cbjectives can
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r easily be varied. The target hardware information that must be available for tailoring is identified and ]
‘ is assumed to be known. We present examples of task force tailoring on Cm* to show that the chosen #
formalization is meaningful in practice. In addition, it is demonstrated that the formalization also
applies on architectures other than Cm*. Furthermore, the two previously mentioned tailoring objec-

tives are considered: increasing task force speedup and increasing reliability. While speedup tailor-

-

ing is discussed in detail, reliability t:;iloring is only touched upon to show the manner in which
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different tailoring objectives are formulated. In all examples, task forces are tailored individually so

that interactions between multiple, executing task forces are not considered.

3.2. The Proximity Model

Since tailoring depends on the task force and the target hardware, we define a model in which both
can be expressed. In the proximity model, information is formulated‘ as objects related by proximity
relations. meimir)} is interpreted broadly. In one case, objects represent hardware components and
proximity corresponds to the physical distance between components. In another case, objects
represent task force components and proximity corresponds to the frequency with which one object
accesses another. in an instance of the proximity model, we state the interpretatior'u of proximity by
defining a set of binary relations,.where each relation can s:;')ecify the proximity of two objects. In
addition, an instance defines a set of objects and properties characterizing each object. The follow-
ing specification is a sample abstract instance of the proximity model in which properties do not
appear:

Objects: {1,2} a )
Relations: {Diff(1,2)}, where Diff expresses the difference between 1 and

The software and hardware instances that will later be used for speedup tailoring on Cm* are
further examples of model instances. The hardware instance represents the Cm* architecture. The
computer modules are the objects of this instance, and the proximity of computer modules cor-
responds to physical bus lengths. Three relation values are of interest in Cm*: (1) if Same-Cm holds,
two components are connected by the LSI-11 bus, (2) if Same-Cluster holds, two components are
connected by the intracluster bus, and (3) if Different-Cluster holds, two components are connected
by one or more intercluster busses. Consider an instance describing a two-cluster Cm* configura-
tion, where Cmii denotes the j-th computer module in cluster i.

Objects:  {Cm11,Cm12,Cm13, ..., Cm19, Cm21, Em22, Cm23, . . ., Cm29)
Relations: {Same-Cm(Cm11,Cm11), Same-Cluster(Cm11,Cm12),
Same-Cluster(Cm11,Cm15), Different-Cluster(Cm11,Cm22)}

The relation Same-Cm(Cm11,Cm11) is used to state the physical distance of a computer module to
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itself, where this distance corresponds to the length of the module’s LSI-11 bus.

The definition of a model instance does not require that the relations be complete. For example, the
Cm* description above is incomplete since a complete description requires listings of the physical
bus connections between each pair of computer modules. We also permit inconsistent sets of rela:
.tions. For example, the addition of the relation Same-Cluster(Cm11,Cm22) to the hardware instance
above makKes the relations inconsistent because the added relation conflicts with the relation

Ditferent-Cluster(Cm11,Cm22).

The sample software instance of the proximity model describes a task force. The objects of that
instance are the processes p,.....p, and the code, stack, and mailbox '© objects 0,....10,,, Of the execut-
ing task force. We attach a type property to each object to distinguish between ac*ive obfects of fype
process and passive objects which have other type property values. Given this distinction, we define

relations between Py and 0, 0 and °i' and Py and P, A relation betweén a process p, and a passive

" object o,is defined as the frequency of access of the process to the passive object. Two examples of

frequency of access relations are: (1) a process frequently accessing its code and stack objects, and

(2) a process rarely accessing the object it uses to store final computation results.

A potential access relation'’ between two passive obijects o, and o, is defined to express the
implication of a frequency of access relation between a arbitrary process Py and o, with respect to
p,’'s frequency of access to o, {or vice versa). For example, if the value of a potential access relation
between two code and stack objects is "frequent”, then any process that frequently accesses the
code object will also frequently access the stack (and vice versa). However, since the access of a
process p, to its own stack does not have any implications concerning the access of p, to the stack of

a different process, a "null" potential access relation should be stated between the two stacks.

‘oMailboxes are used for process communicatjon [148).

"Potential access relations are useful when specitying prbximities within Tasx programs (see Chapter 4).
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Constraint relations between passive objects o, and o, or active objects p, and p, are defined to
restrict resource allocation. For example, a constraint relation between two processes could either
state that they must execute in parallei or state that they may share the use of one processor.

Constraint relations will be discussed in detail in Chapter 4.

To summarize, the following information is specified in a sample software instance of the proximity
model:

Objects:  {the objects of the executing task force}
Relations: {{frequency of access: active objects-passive objects,
passive objects-active objects},
{potential access: passive objects-passive objects},
{constraints: passive objects-passive objects,
active objects-active objects}}

We have defined the. p;'oximity model in order to provide a basis for the automation of tailorihg.
Toward that end, an operational definition of tailoring is provided. Given a software instance and a
hardware instance, tailoring a task force consists of specifying a surjective mapping of the objects in
the software instance to the objects in the hardware instance. Tailoring is performed to achieve some
desired objective, such as balancing bus usage in a system with multiple busses. 'In order to measure
how well an objective is achieved by a mapping, we define a metric function that ascribes a.value to
the mapping. A metric function is chosen based on the proximity model instances involved and upon
the tailbring objective being evalﬁated. For example, to evaluate tailoring with respect to balancing
bus usage, a possible metric function computes the total load on the busses due to the access
frequencies between task force objects. In this case, a good tailoring decision corresponds to a
mapping with a small metric function value. Small values are achieved when (1) task force objects
related as "less-frequent" are placed into modules residing in different clusters (modules related by

the relation Different-Cluster), and (2) task force objects related as "“frequent” are placed into

modules residing in the same cluster (the relation Same-Cluster).

The presented metric function is inappropriate in practice because it does not express that certain

mappings are infeasible due to physical constraints. A sample infeasible mapping is one that places
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passive objects into a computer module in excess of the module’s limited amount of memory space.
Metric functions that eliminate infeasible mappings take properties of objects into account. Typical
examples of useful properties are the size of a task force object’s representation and the size of the
availlable memory in a computer module. An example of a feasible mapping is one that assigns all
processes in a task force to execute on a single processor to limit the total ioad on busses. However,
this mapping is inappropriate with respect to the objective of realizing a task force's potential paral-
lelism. To avoid choosing this inappropriate mapping, a metric function can be designed to em-
phasize the constraint relations that state the desired parallelism within a task force. The use of such
metric functions during tailoring will prevent the assignment of several processes to a single com-

puter module (see Chapter 5).

ve

To summarize, the presented tailoring definition enatles us to quantify tailoring with respectto a’

stated objective. While better or worse tailoring decisions correspond to low or high metric function

values of the mappings of the software to hardware instances, the resulting quality of such tailoring

decisions is dependent both on the precision of the available proximity relations and the appropriate-

ness of the metric function used for taiioring. This topic is discussed further in Chapter 5.

3.3. Tailoring Objecvtives, Metric Functions, and Proximity
Relations

In thig section, we first discuss the manner in which metric functions are associated with tailoring
objectives. We then present the speedup tailoring objective and the associated metric function,

proximity relations, and object properties.

The association of metric functions with tailoring objectives is not always straightforward. Specifi-
cally, muitiple metric functions can be associated with one objective, and bne metric function can be
associated with several objectives. As a sample tailoring objective, consider the elimination of bot-.
tlenecks in an existing system. Two different metric functions can be used to evaluate tailoring with

respect to this objective: system throughput and system utilization. System throughput, as formulated
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in Kleinrock [86), is a suitable metric function because throughput is improved if and only if bot-
tlenecks are eliminated. System utilization is a suitable metric function because bottlenecks are
typically caused by system components that are over-utilized. However, the metric funct{on system
utilization can also be used with another objective: minimizing the cost of hardware while it is being

designed.

In this thesis, the tailoring objective is to improve the performance of a single task force that uses

multiple processor and memory resources. We equate the performance of a task force with the .

speedup of task force execution gained by parallelism. Speedup is defined as the ratio between a task
force's elapsed time to completion with one process and the same task force's elapsed time to
completion with "n" processes. For example, speedup equals ten if a task force's computation is

completed ten times faster with ten processes than with one process.

Speedup depends upon (1) the ability of task force processes to execute in parallel and (2) the
elapsed times to completion of each process-. We are not concerned with (1) because the ability to
execute in parallel is usually determined by the control flow within the executing task force. Regard-
ing (2), consider a sample task force in which all processes execute in parallel. In this case, task

*
force completion time directly depends upon process completion times; task force completion time is

equal to the maximum of the completion times of task force processes. The completion time of each "

process depends upon what we call communication time, the amount of time the process spends in
accessing code and data. In the example above, the manner in which task force completion time
depends upon process completion times and therefore, upon process communicaiion times is
straightforward. Although this dependency is not always ..s simple, we employ total communication
time as a metric of speedup tailoring. A task force's total communication time is computed by adding

the communication times of its processes.

We next demonstrate that total communication time is an appropriate metric with respect to the

proximity relations in the previously defined software and hardware model instances. An analogy to
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the well-known working set model [28] in paging systems supports our reasoning. In the working set
model, the dynamic working set of a process is defined as the set of recently referenced pages.
Paging élgoﬁthms minimize the number of page faults during execution by keeping the dynamic
working set of each process in primary memory. As a result, process completion times are reduced.
in our analogy, the static working set of a process is the set of objects frequently accessed. This set
is determined by the fiequency of access relations in the software instance. Speedup tailoring al-
gorithms attempt to minimize communication time of each process by locating each process' static
working set near the site of process execution so that the objects are rapidly accessible. As a resuit,

total communication time and task force speedup are improved.

We conclude by noting that the communication time metric is a commonly use.d‘ evaluation criterion
in the experimental and analytical literature. Specifically, measures of communication time have been

used (1) in experimentation with the Cm* and Cmmp multiprocessors [29._166, 111}, (2) in analyses of

alternative network designs [56], (3) in analyses of distributed data bases (18], and (4) in analyses of

paralie! algorithms [101]. Therefore, we are able to compare our work with related research (see

Section 3.10 and Chapter 5).

3.4. The Execution E‘nvironment

In this section, we discuss the environment for which a task force is tailored. Recall that this
environment consists of hardware components that are configured by the operating system (see
Chapter 2, Section 2.5.2). Clearly, a hardware instance of the proximity model must-record the
configuration of hardware so that configuration can be taken into account for tailoring. For example,
a process cannot be assigned to a processor dedicated to an opegrating system server process, and
an object cannot be placed into a memory totally occupied by operating system data. We refine the
previpusly defined hardware instance by recording two different kinds of objects: processors and
memory units. For each memory unit, we record its physical size (MpSizo in table 3-1) and the

amount of memory augment the previolsly defined hardware instance by recording two different
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Cm*
Cluster1

Mp Pc

e Same-Cnmi
— S8Me-Cluster
e—. Different-Cluster

Figure 3-1: The Proximity Relations of two Cm* Clusters

|
- kinds of objects: processors and memory units. For each memory unit, we record its physical size
(MpS1ze in table 3-1) and the amount of memory augment the previously detined hardware instance
f ° by recording two different kinds of objects: processors and memory units. For each memory unit, we
L record its physical size (MpS1ze in table 3-1) and the amount of memory that }emains unused by the
. operating system (4{pAvaiiable). Similarly, for each processor, the physically and actually available

processor cycles are recorded. In addition, specializations of hardware components are expressed.
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For example, the boolean HasDisk is attached to processors and memory units to express whether
they are directly accessible to a disk device. The boolean HasEthaer indicates whether an EtherNet
link is attached to a processor or memory unit. By use of these boolean values, a disk access buffer
can be placed into a memory unit directly accessible to a disk, and a network server process can

execute on a processor to which an EtherNet link is attached.

The processors and memory units in Cm* are connected by three different physical links: the
LSI-11 busses, the map busses, and the intercluster busses. Accordingly, the values of the hardware
instance's proximity relations express the durations of accesses across these links. The rapid access
of a processor to local memary (3 p seconds) is expressed by a small value of the proximity relation
Same-Cm. The slower 'accesses to memory units within a cluster (9 u sec) and across clusters (27 u
sec) are expressed by larger values of the relations Same-C/u'ster and Different-Cluster. Since Cm* is
Ibgically fully interconnected, each memory unit is related to each processor. In sumriary, Cm* is
described by the sets that follow:

Objects:  {the processors and memory units of Cm*'s current configuration}

Relations: {the relations Same-Cm, Same-Cluster, or Different-Cluster
between processor and memory units}

A sample hardware instance of two clusters of Cm* is graphically depicted in figure 3-1. Each
cluster contains three coriputer modules. A computer module is represen}ed by a
memory/processor pair related by the relation Same-Cm. A circle is drawn to indicate the binary
relations Same-Cluster between each two modules in a cluster. The relations Different-Cluster be-
tween the modules in different clusters are represented by one line conneéting the cluster circles.
Properties are elided in this figure because they are-separately listed in table 3-1. We make several
assumptions concerning the information in the hardware instance and the method of use of this
information during tailoring. First, hardware characteristics are assumed constant between the time
at which tailoring decisions are made and the time at which they are carried out. As a result, tailoring

decisions need only be made once. For example, since the amount of unused memory is assumed
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Table 3-1: The Properties of Hardware Components

HasEther: Boolean indicating whethier an ethernet link is connected
to the computer module

HasDALink: Boolean indicating whether a direct access link is connected
to the computer module from CMU’s DEC KL-10 processor

HasDisk: Boolean indicating whether a disk is connected to the module
HasLine: Boolean indicating whether a terminal line is attached
MPSize: Integer encoding the amounts of physical memory attached to the

computer moduie

MPAvailable:Integer encoding the amount of physical memory that
remains unused -

PCAvailable: Integer encoding the number of przcessor cycles that
remain unused

constant, object placement decisions rr.\ade prior to loading need not be revised by the loader.
Similarly, bus bandwidths and latencies are assumed to remain constant under varying loads so that
tailoring decisions made based on the proximity relations of the hardware instance are accurate.
Second, each processor is assumed to be fully utilized it any one process executes on it. As a result,
process assignment is simplified because processors need not be assigned i|;1 parts. Third, all
processors are assumed to be of equal speed to avoid taking varying processor speeds into account.
Fourth, we assume that tailoring decision_s minimize the total amounts of communication within the
distributed hardware to the extent necéssary to avoid contention. As a result, the assumption of

constant bus latencies is realistic in practice despite the observations in [29, 28].

The presented hardware instance contains the information required for speedup tailoring on Cm*.
A different hardware instance will be defined when we consider reliability tailoring in Section 3.6.
Similarly, alternative hardware instances would have to be developed if we were concerned with
tailoring on network architectures. Consider the example of the Arpanet architecture [64, 126]. In the
Arpanet, the transmission time of a packet depends upon tﬁe number of nodes the packet traverses

on its path from source to destination host. Therefore, we define that proximity values between hosts
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express the average path lengths of transmitted packets [18]. As another network example, consider
the local Ether network [115]. Here, we define that proximity relations express average message
transfer. times that include the durations of message assembly and disassembly. In this case,
proximity relation values reflect variations in (1) the implementation of network servers, (2) the net.

work access protocols, and (3) the physical bus lengths.

3.5. Speedup Tailoring

In this section, we provide speedup tailoring examples in an existing experimental environment, the
Cm* multiprocessor and the Task tool system. In addition, we define the information required for

tailoring in TASK.

Recall that the compilation of a TASK program resuits in the construction of an execution blueprint
of the specified task force. Based on this blueprint, the executable task force can be constructed. It

would be expedient if the task force could aiso be tailored based on this blueprint. That is not the

sase. Instead, we will show that the information in the execution blueprint is necessary but not

§ufficient for tailoring. As a result, we define a third task force blueprint, the proximity blueprint,

3.5.1. The Proximity Blueprint.

A task force's proximity blueprint consists of some information in the execution blueprint and some
information not in the execution blueprint. The proximity blueprint of a task force is an instance of the
the proximity model. It contains the same objects as the task force's execﬁtion blueprint. However, it
does not contain the component of relations or all of the object attributes of the execution blueprint.
Instead. the relations in the proximity blueprint are tHe frequency of access and constraint relations of

the software instance explained in Section 3.2. The recorded object attributes are size and type.

Consider a sample proximity blueprint of the PDE task force (see figure 3-2). This blueprint con-
tains the coordinator process and its stack and code objects, three replicated server processes and

their replicated stack and code objecls, and the grid partitions. Proximity relations express the
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Server{1}
/
Code Stack Partition2
.. Code Server(2]
Stack jumm| Code
Stack /

Server{3
el Partition3

Figure 3-2: Some Prokimity Relations Between Three Server Processes

access frequencies of processes to code, stack, and grid partitions, as well as the potential access
frequencies between code and stack objects and between grid partitions. For simplicity, both kinds of
relations are expressed in the same units. Furthermore, we only distinguish between the access

relation values "frequent” and "less frequent”.

3.5.2. Tailoring Examples
Deminet's experiments with the PDE task force [29] are used to illustrate that programmers typi-
cally perform tailoring experiments in which both the execution and the proximity blueprint of a task

force are necessary. In each experiment, the execution blueprint is shown to be a necessary, but not
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access relations, reasonable tailoring decisions cannot be made based on its contents. Instead,
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Figure 3-3: PDE-StardS. Actual vs. Linear Speedup

sufficient basis for tailoring. The execution biueprint is necessary because the number of objects in
the executable task force is determined by the values of replication and partitioning parameters.
Furthermore, the values of size attributes are used to determine the amount of resources that must be

allocated during tailoring. However, since the execution biueprint does not contain frequency of

tailoring is performed based on the frequency of access, potential access frequency, and constraint

relations contained in the proximity blueprint.

Three examples of Deminet's experiments with the PDE task force are presented. In the first .

example, we replicate the . .rver processes of the PDE task force in order to increase useful paral-
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The

Difterent.
Processors

Relations

Figure 3-4: Specifying the Relations Different-Processor Among Eight Servers

lelism. The expectation is that server replication will improve speedup. Experiments demonstrate
that this expectation can be realized if tailoring results in the assignment of each server process to a
different processor. Specifically, if eight replicated server processes are each assigned to a different
processor in one Cm* cluster, then speedup can be improved almost linearly, namely sevenfold (see

figure 3-3).

A straightforward optimization of the speedup metric (total communication time) suggests that all
processes be assigned to a single processor. In this case, speedup is not improved by server replica-
tion. Constraint relations stating that all server processes must execute on different processors are
required to prevent such inappropriate assignments. We display these relations in figure 3-4. A binary
relatior_i Different-Processor appears between each pair of eight server processes. We note that the

component of relations in the execution blueprint are not sufficiently rich to express these con-
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Server Stack

Code

Server

Code

Server Stack
Figure 3-5: The Resources Allocated to three Server Processes and to their Objects

straints.

In practice, in addition to constraint relations, other proximi.ty relations are required to improve
speedup by process replication. For example, the access rates of processes to passive oi)iects must
be known. Specifically, since each server process frequently accesses both its stack'? and code
objects, these objects must be replicated wr_wenever a server is replicated. Furthermore, each server
process must execute on the computer module containing the server's code and stack. Otherwise,

total communication within the task force is prohibitively high and causes task force speedup to

12Stat:k obijects are used to store intermediate, computational results that cannot be maintained in processor registers [9].
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Grid

Partition

12 % Access

3 % Access
to other partitions
40 % Access

45% Access \ -
Stack

Figure 3-6: Estimated Access Rates to the Code, the Stack, and the Grid Partition

decrease rather than to increase when additional server processes are instantiated. If the code and
stack are not replicated, or if code and stack placement do not concur with process assignment, then
dramatic speedup decreases are observed on Cm* [29, 28] due to memory and bus contentibn. We
illustrate the assignment and placement of three server processes on a small cluster of Cm* in figure
3-5. The software objects are drawn beside those hardware components to which they are assigned.
In addition, we show the observed access rates of a server process to its code, stack, and grid
partition in figure 3-6. Note that the heavier.lines correspond to higher access rates, whereas thinner

lines indicate less frequent access.

The example presented shows that process replication precipitates the replication of the objects in
the static working set of the process. In Cm*, typically 90% ¢’ all memory references emanating from
an executing process are to code and stack objects.. Therefore, process replication causes the
replication of code and stack. We note that objects containing data cannot be replicated if the logic

of algbrithmic code requires that they be shared.
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Speedup

.10 20 30 40
Number of processes

Figure 3-7: PDE-Workload. Imbalances Affecting Speedup

In the second example of Demihet's experiments with the PDE task force, we illustrate that speedup
is often influenced by the manner in which frequently accessed data is partitioned and distributed
among processes. Consider an execution blueprint of the PDE task force in which the grid data is
partitioned into a number of objects. Each server prc;cess iterates over a particular grid partition. The
proximity blueprint shows that each server directs 12% of its memory accesses to a particular grid
partition and 3 % to all other partitions (see figure 3-6). Given this information, the workload of each
server process can be expressed as a function of (1) the size of the server's grid partition, (2) the
proximity of the server to its partition in terms of access frequency, and (3) the access cost of a server

to its partition. Workload differences among servers have a significant effect on speedup because
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Partition1
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Object /

ServerCode/Stack
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ServerCode/Stack
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re———— {réQuent access
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Figure 3-8: Estimated Access Rates of three Server Processes to Code and Data

PDE task force execution is not completed until the slowest process is completed. 'Signiﬁcant
sp;edup improvements are achieved if a grid partition distant from its server is smaller than a grid
partition close to its server'3, Alternatively, speedup is degraded if the partitions of an equally divided
grid are not placed equally close to their servers. For example, if server processes execute on two
clusters, then placement of the entire grid into one of the two clusters degrades rather than improves
speedup. This is due to the fact that some server processes experience increased communication

across cluster boundaries, thereby increasing the workloads of those servers,

1:’Note that tailoring can benefit from operating system support for small objects. in segmentation systems [125], only the
relatively large segments and processes can be separately manipulated. In object-oriented systems, many small objects may
be separately constructed, addressed, and moved. Therefore, object boundaries can be drawn to correspond to the
subdivisions of code and data determined by the locality of reference patterns.
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The elfects of workload imbalances are demonstrated in figure 3-7 [29]. In this experiment, server
processes are replicated and assigned to different processors. Servers are assigned to the minimal
number of clusters possible, where clusters contain 9, 10. 9, and 9 computer modules, respectively.
For example, 19 of the 20 instantiated servers execute in two clusters, and one server execute in the
third cluster. Since grid data is distributed equally among clusters, a third of the grid data is placed
into each cluster. As a result, a third of the grid data is close to the single server in cluster three and
is distant from servers in other clusters. Since each server processes an equal fraction of the grid,
workloads are imbalanced. As a result, speedup decreases whenever server replication causes the
use of a new cluster. (Note the spgedup values associated with 10, 20, and 30 processes.) However,
as additional server processes are instantiated, workload imbalances are reduced and speedup is
increased. Similar results regarding workload assignment ére put forward by Gyl);s {61] in a theoreti-

cal study of real-time system performance.

in the third example of Deminet's experiments with the PDE task force, we illustrate that the
component ol relations in the execution blueprint are necessary but not sufficient for tailoring. Con-
;sider a server process that contains an object called Data which is used to store final computation
results. Somponent of relations in the execution blueprint state that this object is accessible to a
server process. Since aobject acceé.sibility is a prerequisitg for dynamic access, it is possible to
conclude that Data is part of the server's static working set. As a result, we replicate the object, and
we place it into the memory of the computer module to which the server is assigned. These actions
represent poor tailoring because the Data object is rarely accessed by the server. {\Ith'ough the logic
of the server's code may require the Data object bg replicated, it may be placed wherever memory is
available. While component of relations define the boundaries of static process working sets, these
relations do not contain sufficient information to pe: mit the determination of the access rate relations

in the proximity blueprint (see figure 3-6).

A graphical representation of the entire PDE proximity blueprint is presented in figure 3-8. We

display the access frequencies and the potential access frequencies discussed above. For simplicity,
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one box is drawn to represent the code and the stack of each server. Potential access relations are
expressed in the same units as access relations. Although‘ the two module objects are elided, it is
clear that this simple figure contains a substantial amount of information. Specificall.y, the relation
values vary by several orders of magnitude: the code and stack objects are very frequently accessed,
the grid pahitions are accessed with some frequency, and the communication object is only rarely

accessed.

To summarize this section, we nate that speedup tailoring involves both the execution and the
proximity blueprints of a task force. As demonstrated by the first example of Deminet's experiments, a

simple means of achieving different speedup is to vary the values of the process replication

parameters and to assign replicated processes to different processors. .These assignments involve

the use of constraint relations. Howev‘er, in practice on Cm*, speedup improvements are gained only
if the static working set of a process is replicated when process replication occurs. Furthermore, in
the second example of Deminet’s experiments, we show that it is necessary to balance workloads in
order to attain speedup when processes are replicated. As demonstrated in the third example,
although the component of relations in execution blueprints delimit the stati<.: working set of each
process, object replication and assignment must be based on a more precise representation of the

working set. The object access rates in proximity blueprints provide such precision.

3.6. A Note on Reliability

in this section, we touch upon reliatility tailoring in order to demonstrate the manner in which a
significantly different tailoring objective is phrased within the proximity model. Exrerimental results
are not available. To simplify, we do not identify causes for unreliability of task force components.
Consequently, the following topics are outside the scope of this discussion: (1) the influence of

programming techniques on reliability, such as programming for robustness in execution, (2) the

“Mditional analysis and experimentation are required to argue that the presented reliabilily tailoring methodology is
appropriate in practice.
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ittt

relationships between reliability and object size or complexity, and (3) the relationships between
reliability and the logic of the algorithmic code, such as identitying code singufarities or logical

distributions of code and data [84].

o P .

Given these simplifying assumptions, it is straightforward to define software and hardware model
instances. In the instance that describes the task force, the reliability of each object is characterized i
by a probability distribution that represents mean time to failure (MTTF). Failures include errors and

permanent or transient faults [20]. Similarly, we record MTTF distributions for each object in the

hardware instance [141]. Due to the connections between objects, failures can propagate so that
dependencies between object failure distributions can be identified [141, 20]). We define hardware
and software proximity relations that express the correlations and the dependencies between object
failure distributions. These relations exhibit large values .. ‘wo failure distributions are highly corre-

lated or if they are interdependent. Otherwise, their proximity values are small.

To measure reliability tailoring decisions, we define a metric function that evaluates the match
between a software and a hardware instance. For example, a poor match is a mapping in which two
highly correlated task force objects are placed jnto two memory modules with small correlations of

failure. In this case, failures within one task force object that are likely to cause failures in the other

are needlessly protected from coinciding hardware failures.

Reliability tailoring is performed by searching for best matches of the presented software with the
, hardware instance. However, as in the case-of speedup tailoring, reliability tailoring ex.periments [20]
again involve the execution blueprint of a task force. For example, a standard way to improve
reliability is to replicate selected task force objects and to place them into memory modules with

- uncorrelated failure distributions. The resulting redundant object copies protect task forces from

irreversible information losses. Similarly, the amount of information that is lost in a tailure is reduced

if data is partitioned and placed into uncor-z2lated memory modules. Another way to improve

BC B

reliability is to replicate processes that implement important services (e.g. network servers) and to
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assign them to uncorrelated processors. As a result, the availability of the important services is

improved [84].

We note that reliability tailoring may not be possible without altering the aigorithmic code of a taék
force [29]). For example, algorithms that require access to shared data may have to be altered if such
data is to be replicated. Similarly, algorithms that randomly access large amounts of data may have to

be altered if such data is to be partitioned.

Ignoring such issues, the implementétion of reliability tailoring is straightforward in TASK because
most of the required information is already available. For example, the failure distributions of Cm*'s
hardware components are constantly being collected by diagnostic software [29]. Furthermore, es-
timates of the failure rates of task force objects can be based on object size or complexity, or es-
timates can be provided by experienced ‘application programmers. Alternatively, an existing software

monitor [144] could be enhanced to gather reliability information.

3.7. Tailoring an Operating System

While we have used the PDE task force to demonstrate our tailoring methodology, it is important to

note that programs of any size and complexity can be tailored. As an example, consider the most

complex task force executing on Cm*: the STAROS operating system [80]. STAROS was described as

a connected graph. of functionally separable code modules. Each code module either corresponded
to a process in the executing operating system or it corresponded to a collection of routines and
associated data structurés [78,77). The arcs in the graph were labelled by the access frequencies
between code moduies'S. Theretore, the description of STARQS resembled a proximity blueprint as

ilfustrated below:

1'r’Access frequencies were derived from several benchmark application programs [28).
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Objects:  {the code modules of the operating system}

Relations: {proximity relations expressing the frequency of interaction
between code modules}

STAROS was tailored to minimize the time required to service user requests. Muitiple tailoring
experimehts were performed, resulting in multiple operating system versicns which were identical in
functionality and different in performance {77]. Two tailoring strategies were pursued. The first
strategy was to trade space for time. Specifically, by rnplicating selected code modules, their execu-

tion times were reduced, thereby improving their service times.

The manner in which replication reduced execution and service times in outlined below. Consider
an invocation of a code module that is made by a program executing on a processor not containing
the module. In STAROS, this invocation resulted in the remote execution of the module, which
generated large amounts of non-local memory references. Since non-local are slower than local
memory references, replicating the code module improved its execution time, thereby reducing its

service time. In addition, code replication reduced the likelihood of exceeding the Kmap’s processing

~ capacity since fewer non-local memory references were made.

The second tailoring strategy pursued was to alter the cost of accessing system services, thereby
again improving service times. Initially, each system service was requested by execution of an expen-
sive (slow) call aperation (similar to uuo; in Tops-10 or kernel calls in Hydra {162]). Later, frequently
used system services were requested via cheap (fast) message facilities, and several processors were |
dedicated 1o execute the processes servicing those requests. Although-the performance of this

version was not measured, a queueing model similar to R-.skin's validated mode! [135, 77} indicated

that system throughput would not degrade in large Cm* configurations.
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3.8. The Proximity Model-Discussion and Extensions

In this section, the advantages, disadvantages, and alternatives to our use of the proximity model

are discussed. We conclude the section by presenting an extension of this research.

One advantage of the proximity model is that it provides a framework in which a rich variety of
muitiple processor application programs, distributed hardware, and tailoring objectives can be ex.
pressed. In this chapter hardware instances were formulated for the Cm* architecture and for com-
puter networks. Software instances V\}ere formulated for the PDE task force and the STAROS operat-
ing system. Because the PDE task force is executed as an application under the STAROS operating
system, the types of objects in the FDE model instance are those that are supported by STA ROS. The
‘;i objects used in the model» instance for STaros were different; they corresponded to the logical units
g of the functional ‘decompositions‘ of the’STAROS system. The tailoring objectives discussed were the
improvement of speedup and the improvemént of reliability; Reliability tailoring involved the definition

of two additiona) model instances.

* Another advantage of the proximity model is that it provides a flexible basis for the automation of

tailoring. The TAsk system demonstrates this. Moreover, TASK serves as a testbed fot experimen-
tation with varying tailoring objectives and metric functions. In ac{dition, the Tasx implementation of
the proximity model permits different degrees of programmer involvement. Specifically, programmers
can rely on TASK's built-in tailoring knowledge, or they can overrule TASK’s automatic tailoring deci-

sions, or they can formulate their own tailoring objectives or metric functions.

Furthermore, the proximity model is a basis for comparisons to related research. For example, the

a complexity of tailoring will be estimated by comparison to mapping problems investigated elsewhere.
In addition, references to related research act to guide the development of the automatic tailoring

P procedures presented in Chapter 5.

There are several disadvantages to the manner in which the proximity model is used in TASK.
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These disadvantages are caused by the omission of certain information from model instances, and
they are due to the fact that TASK uses only a single hardware or software model instance per run. An
example of the omission of information is the insufficient detail in the model instances concerning the
algorithmic code. Specifically, model instances do not record sufficient detail about algorithmic code

to indicate whether objects can safely be replicated or partitioned. As a result, programmers must

perform replication and partitioning explicitly. Furthermore, precedence relations [58, 23] expressing -

the control flow in a task force are omitted from model instances, since such relations cannot be
modeled by non-directional arcs. As a result, programmers must explicitly specify the paralielism in a
task force. Since TAsKk only uses a single software and hardware instance per run, each of which is
assumed constant, these instances do not accurately reflect the dynémically varying computation of a

task force or the dynamic variation of the hardware configuration. For example, hardware contention

‘ is ignored, although such contention can alter the effective bandwidth of a bus.

Alternatives to the manner in which the proximity model can be used for tailoring can be classified

inta three categories: tailoring at different grains of description, tailoring at different times, and

tailoring using different scopes. Consider the grains of description. In Task, a task force is described

in terms of its data and code objects and its ‘processes. At this grain of description, automatic

tailoring cannot result in requirements'for changes to the algorithmic code. For example.. if the logic
of the code reqt.:ires that an object be shafed. then tailoring cannot cauée that object to be replicated.
Alternative grains c;f description .range from very fine to very coarse grains. If we used the very fine
grain of description at which the individual instructions and variables of the algorithmic code are
specified, then tailoring could be extended to incluqe the automatic feplica'tion of objects as well as
the automatic generation of parallelism [89). Since‘ such powerf(:l tailoring requires algorithmic code
alterations, it is not possible at the next coarser grain of description, namely the grain at which
procedure and parameter specifications appear in TASK programs. However, at this grain parameter
and procedure types can be checked [156). In addition, one among several alternative procedures

could automatically be chosen for inclusion into the code (140, 11, 158). For example, the automatic
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;\ ' choice among procédures implementing alternative process communication protocols could be
' implemented [122). Furthermore, if procedures are described in conjunction with their associated
F data structures, then we can automatically combine those descriptions into processés that can ex-
,_‘ ecute in paralle! [69]. A grain of description coarser than that of TASK was used to tailor the STAROS
operating system (see Section 3.7).

The second category is the time at which tailoring is performed. In TASK, tailoring is performed
after task force compilation and prior to loading. 1.z simplifies the implementation of the TAsk

system. However, tailoring could well be performed at other times. For example, as part of related

research efforts, the automatic selection among alternative procedures has been performed at
compile-time [105, 140, 11, 159] and at load-time [122], object placement decisions have been made
both at runtime and at link-time [38, 52 76}, and process scheduling has been performed both at

load time and at runtime [150, 10, 34, 128] In addition, load-time procedures have been designed [18]

and runtime procedures have been implemented [139] to distribute data files and the accesses to

such files within distributed data bases.

The third category is the scope of tailoring. Consider that automatic tailoring decisions in TASK are

made for one task force at a time.. As a result, the scope of tailoring is limited. Although we could

tailor several task forces at a time, the required computation time would be prohibitive. Currently, a

T
P

large task force can be tailored in a few minutes of computation time. An enlarged scope of tailoring
" would increase this computation time because more information would have to be processed. Com.

putation time can be reduced in two ways: by reducing scope or by using less detailed information.

T

As an example of a reduction in scope, consider tailoring a single process in a task force by selec-

O ey
. S

l tively localizing [149] the code and data objects of the process. As an example of the use of less
f detailed information while the scope is increased, we consider the scheduler designed for the Medusa
: ' system [128]. This scheduler attempted to "tailor" the entire system by assigning the processes of all
J currently executing task forces to processors on the basis of process execution priorities. The
L objective of tailoring was to maximize useful paralfelism [129}.
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We conclude by discussing one means of extending the hardware model instance presented in
Section 3.2. In this model instance, the physical parameters of distributed hardware are recorded. As
additional parameters, information specific to the operating system could be included into the in-
stance. For example, the instance could be extended to record the manner in whfch STAROS process
schedulers [138] are set up. As a result, then tailoring could be improved by assigning small
processes to timeshared processors and large processes to dedicated processors. Alternatively, or in

addition, TAsK could generate multiplexer setup commands prior the execution of each task force.

3.9. Survey of Related Work

The proximity model’s instances capture several essential characteristics of multiple processor

applications and architectures. Consequently, descriptidns that are similar to these instances have

been used in a variety of related research. Related research topics include file allocation in di;-'

tributed data bases [18, 151, 32], task scheduling in muitiple processor systems [150, 27], and the

design of computer networks [112]. We will consider each of these topics in turn.

File allocation in distributed data bases concerns the replication of files and their placement into‘
the nodes of a computer ngtwork [18, 25]). Files are accessed by processes whose assignments to
network nodes are fixed. In a formulation in terms of the proximity model, the fo.llowing objects are
identified: |

Software Objects: {files;processes}, where each file has a size and a replication factor
Hardware Objects: {network nodes}, where each node has a fixed amount of memory
Two kinds of proximity relations are defined betw_eeh‘a process and a file: In one kind, the frequency
of update accesses is expressed. Update accesses touch all copiés of the file. In the other kind, the
frequency of read accesses is expressed. Read accesses touch only the nearest file copy. The
proximity relations among network nodes are straightforward. They are typically phrased in terms of
tt.le average number of network links traversed by file access requests between nodes. Tailoring

consists of replicating files to the least extent necessary and placing the replicated files into network
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nodes. The tailoring objective is to guarantee that neither update nor read requests will be too
slow [32]. The commenly used metric is a linear combination of the total amounts of memory space

and interprocessor communication.

Research results can be summarized as follows. Eswaran [47] established that the optimal alloca-
tion of a known number of file copies [25] is an NP-hard problem. Despite this result, most solutions
to the file allocation problem used computationally expensive integer programming methods [118].
The same methods were used to solye generalized fiie allocation problems in which software and
hardware design parameters were determined during file allocation. Generalizations included the
determination of (1) the assignment of processes to processors [119], {2) network properties such as
link bandwidths, link reliaﬂilities, and node reliabilities [107), and (3) software properties such as
reliability requirements or maximally allowable file access times [107). Typically, these generalized
file allocation problems were ' simplified by restricting network top;)logiec to
tree-connected [19, 53, 73] or to star networks [55). As a result, computational tractability was im-
proved, and more realistic solutions could be attairted [55). Some authors used heuristic procedures
rather than optimal algorithms to further improve computational tractability [107). Additional

references concerning file allocation are provided in overview papers by Chu [27] and Morgan [118).

Resource allocation problems similar to file allocation problems were considered by
Ramamoorthy [133] who investigated the placement of relations in distributed, relational data bases,
by Chu [26] who analyzed the performance of directory systems in star and distributed. networks, and
by Kung [91] who investigated the manner in which parallel algorithms could bé mapped to array
computers, Furthermore, early investigations regarding file allocation dealt with the linear topologies
of memory hierarchies. Researchers investigated designing{1] = and optimally
using [132, 22, 76, 38, 37) memory hierarchies as well as improving the locality of programs [52, 4).

Solutions were attained with queueing models [86, 5] and with linear programming methods.

The second related research topic is task scheduling in multiple processor systems. Task schedul-
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ing as well as workload balancing concerns the assignment of processes to processors during system
operation. Gylys [61] formulated a quadratic zero-one prpgramming problem to determine process
assignments that equably partitioned total workload across available processors. Specifically, total
interprocessor traffic (total communication cost) was minimized, whilé the number of processes that
coul;d be assigned to each processor was constrained. Since it is difficult to solve quadratic zero-one
programming problems. optimally, heuristic solution procedures were t;sed. Stone et.
al. [150, 151, 10) used efticient transportation algorithms to assign multiple, communicating gode
modules to 2 processcrs. Again, total communication cost was minimized. Extended solution
procedures deait less efficiently with the "n" processor case and with dynamic process
rescheduling [10]. Cullman [35] extended Stone's work by considefing a processor's current load
factor prior to assigning a process to the processor. Bran'tley developed simbler solutions for a
specific class of multiple processor applications: signal processing applications [12]. Theoretical

treatments of task scheduling are concerned with additional topics: (1) the direct minimization of the

 total completion time of a set of tasks [85), (2) the derivation of complexity results for task allocation

algorithms [58], and (3) the influence of resource requirements or prec_edence rélations among tasks

on task scheduling [23, 100, 168].

Non-mathematical formulations of the task ;chedulin'g problem were first suggestéd by Jenny [69]

and Jones and Schwans [81]. Both used relational expressions (proximity relations) to express inter-

. process communication. The purpose of Jenny's formulation was to partition a large number of

program modules into a smaller number of independently schedulable processes, whereas Jones and

Schwans [81] employ proximity relations to allocate resources to given process:es and objects.

The third related research topic is the design of computer networks [160]. Here, the requirements
of potential network users are employed to derive suitable node and link numbers, locations,
bangdwidths, and reliability values for the future network [58, 112, 95, 158]. We elide the formulation of
proximity model instances that capture network design requirements. Instead, we note that the large

number of components involved require§ the use qf heuristic solution procedures [18, 25].
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4. Using the Proximity Model

In multiple processor systems of substantial size, resource allocation cannot be performed by
explicitly al]ocating particular hardware resources to individual software components. First, the num-
ber of individual allocation decisions is typically too large. For example, even a small task force
constructad for a small configuration of Cm* consists of 20 different software components to which
resources of any one of 10 different computer modules must be allocated. Second, since the con-
figuration of distributed hardware of substantial size can change frequently [141], software cannot be
constructed unless programmers check whether allocated hardware components are available.
Therefore, if resources are explicitly allocated, programmers must know the precise configuration of
the hardware used for software execution. Programmers should not be forced to acquire such
knowledge. Third, it hardware can change, it is inappropriate to restrict software by means of explicit

allocations to execute on specific hardware configurations.

In Task, explicit resource allocation is not necessary. Instead, programmers state high-level direc-
- tives in TASK programs that concern the usage of resources by sets of task force combonents. These
directives are processed by TAsSk and are used to determine appropriate resource allocations

automatically.

This chapter is structured as follows. First, the notion of resource usage directives is discussed and
examples of directives and of their use are presented. Next, the syntax of directivés is described.

Last, we discuss the manner in which directives are processed by the TAsk compiler.

4.1. Proximity Directives

In Chapter 3, it was shown that resource allocation can be performed on the basis of proximity
relations. Accordingly, TASK'S resource usage directives (also called proximity directives) express

proximity relations [2] between the cemponents of the executing task force. Specifically, proximity
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96 @ Using the Proximity Model Section 4.1

directives express the frequencies of access of processes to passive objects, the potential access
relations between passive objects, and the constraint relations between active or between passive

objects. For example, a proximity directive might indicate the frequency of access of a process to a

. set of task force components, and an additional directive might express that this process can execute

in parallel with several other processes.

In addition to expressing ﬁroximity relations between task force objects, directives can also express
the proximity of task force objects tq certain hardware components. Such directives are typically
used to ensure the allocation of special-purpose hardware components to appropriate task force
objects. For example, a task force process acting as a network server can be called "close” to a

processor to which a network link is attached.

Proximity directives can encode different values of proximity relations. For exa}nple. a programmer
can use two proximity directives with different values to exbress that a process accesses two different
sets of task force objects with different frequency. However, in TASK such proximity values are not
stated in terms of access frequency values because programmers typically do not know the precise
frequencies“’. Instead, proximity values are stated in terms rr\.oré familiar to programmers (see Sec-

tion 4.2.1).

The semantics attached to different values of proximity directives are explained in the next s;ection.
Here, we use an example to illustrate that directives have two different, useful interbretaﬁms. Namely,
they can be interpreted as tailoring preferences or as tailoring constraints: For example, ifa progran;-
mer states the close proximity of two task force objects, then the programmer may either prefer or
assume that these objects be allocated memory in the same computer module. By default, the TAsk
compiler interprets such a directive as a preference, so that it is possible that the tho objects will not
be placed into the same computer module. The intent of this interpretation is to allow the compiler to

use the stated directive, knowledge of the TAsk program's execution blueprint, and knowledge of the

1‘An extension of our research is the automatic verification of proximity direi:tives by an intelligent task force monitor.
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Stack

Code

Different-Cm
someens  Same-Cm

Code

Figure 4-1: Some Directives Between Three Server Processes

current Cm* hardware configuration to make appropriate allocation decisions. However, if program-
mers require explicit control of resource allocation, the TASk compiler can be instructed to interpret
proximity directives as constraints. In that case, the directive above implies that allog:ation decisions
that do not place the two objects into the same computer module are illegal. We note that directives
relating task force to hardware components are élways interpreted as constraints because such

directives are typically used to ensure the allocation of specific hardware to task force components.

Whether proximity directives are interpreted as preferences or as constraints, typical directives in
Task programs do not touch upon each one of the components of the specified task force. As a

result, the tailoring decisions made by the TAsx compiler will substantially influence the performance
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98 B Using the Proximity Mode! Section 4.1

of the executing task force. For example, consider the PDE task force for which the following direc-
tives expressing constraints are specified, as illustrated by figure 4-1:

e the coJurdinator process and each server process should be assigfied to the computer.
modules into which the coordinator’s or the servers’ code and stack have been placed
(these directives are represented by the thick lines in the figure);

¢ all server processes should be assigned to different combuter mcdules (these directives
are represented by the thin lines).

Several mappings of the PDE task force to the Cm* hardware satisfy the constraints above, and
each mapping can result in different performance of the execdting task force. Consider the following
sample mapping: a single server process is assigned to each of the cluster's computer modules, each

server's code and stack are placed into the memory of the computer module to which the associated

process has been assigned, and all grid partitions are placed into the memory of a single computer

module of the cluster. Furthermore, the coordinator process shares the use of one p;ocessor with
one of the server processes. In Chapter 3, it was shown that the PDE task force mapped in this
fashion exhibits linear speedup. Therefore, this mapping constitutes a good set of ailocation deci-
sions. However, given the directives above, another sample mapping is one in which .the server
processes and their code and stack objects are spread across two clusters while all grid data remains
in a single cluster. The PDE task force mapped in this fashion does not exhibit linear speedup

because the workload of server processes are imbalanced.

4.2. Proximity Directives in Task Programs

Proximity directives in TASK programs are strictly /oca/, namely, each directive relates components’
within a single TASK template. Therefore, directives cannot directly state global relations in which the
components of multiple templates in a TASK prograrﬁ are related to each othér. Instead, several
global relations are automatically derived from the the _loqal directives stated in a TASK program (see
Section 4.3). We have two reasoné for using local directives. First, global directives would breach the

rules of scope that are enforced within TASK programs. Second, as shown later, the syntax required
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to state local directives is simpler than the syntax required for global directives.

Since proximity directives are local, a separate set of directiv:s is associated with each TAsk
program template. Directives appear in postiudes to templates so that a template's Jirectives can be
changed separately from the template’s Construction Description. For example, in each module
description, the Resource-Usage Directives appear after the module’'s Construction Description and
after the Function Descriptions. Furthermore, each Function Description contains its own
Resource-Usage Directives:

<{Module Description> :: = Module <Complex Template Name> (<Formal Parameters))# is
<Construction Description>
<Function Description> *
<Resource-Usage Directives)

{Function Description) :: = Function <Complex Template Name> (<Formal Parameters))" is
<{Construction Description) )
<{Resource-Usage Directives>

Resource-Usage Directives consist df the keyword Directives followed by a list of proximity

directives relating the objects instantiated within the preceding Construction Description. For ex-

ample, the sample proximity directives in the DoCoordinate function below state a proximity relation

. . [
between two prospective process components: Stack and Code. As shown, the directives refer to

the template components by their Comp Names (Ellipses indicate missing text, and "--" precedes

comments. Keywords are underlined):

Eunction DoCoordinate (. . .) is

construct (
Stack: . . .

Code: . . .
Data: ., . .

i (
SameCm (Stack, Code) -- a sample directive

)

Each instantiation of a process from this function contains the three components listed in the

Construction Description, where two components are related by the SameCm directive. As will be

4
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discussed in the next subsection, SameCm means that Stack and Code should be placed as close to

each other as possible, preferably into the same computer module.

4.2.1. Degrees of Proximity

As mentioned in Sedti;n 4.1, the values of Task's proximity directives are not stated in terms of
frequency of access values pecause programmers do net know those freque_ncies. Inetead. a'few
different degrees of proximity are formulated in terms of hardware characteristics known to program-
mers, such that each degree expresses a different proximity value. As a result, proximity degreee
differ depending on the distributed hardware used for task force execution. In Cm*, each one of six
different degrees of proximity denotes one choice concerning the mapping of task force objects to
the three-level hierarchy of component interconnections. The terms “should” and "must” are used in
the itemized list that follows because each proximity directive can be interpreted either as a tailorin§
preference or as a tailoring constraint (as explained in the previous section): |

o SameCm expresses- that the related objects shouid/must be in the same computer
module; .

o SamgCluster expresses that the related objects can be in the same computer module
and should/must be in the same cluster;

o DITfCm expresses that the related objects should/must not be in the same computer
module and should/must be in the same cluster;

e NearCm expresses that the related objects should/must not be in the same computer
module and can be in the same cluster;

o DiffClus ter expresses that the related objects should/must not be in the same cluster;

o NoCare expresses that the related objects can be anywhere.

The Diff... and Same. .. proximity degrees are straightforward expressions of whether objects
should be in the same or in different computer modules or clusters. The NearCm degree expresses a
“different” relationship with respect to computer modules and a NoCare relationship with respect to
clusters. Note that the converse degree expressing a “different" relationship with respect to clusters

and a NoCare relationship with respect to computer modules is superfluous in Cm* because the
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assignment of objects to different clusters implies their assignment to different computer modules.

Prox.imity degrees are readily formulated for architecturec other than Cm*. For example, in the
EtherNet access to any remote host is equally costly due to the high cost of packetiziné and de-
packetizing messages[115]. In this case, two proximity degrees must be distinguished:
SameComputer and DiffComputer. These proximity degrees must be refined for other computer
networks. Specifically, different costs of packetizing and de-packetizing on different network nodes
must be taken into account if a network consists of inhomogeneous computers. Furthermore, if
communication protocols differ within a single network, the resulting transfer costs also differ. In
both cases, proximity degrees. can be stated as vectors of distances between network hosts [18].

Note that the proximity degrees within the ArpaNet would be stated in this fashion (see Chapter 3).

4.2.2. Expressing Proximity Relations with Proximity Directives
Several sample directives serve to clarify the exact relationships between the proximity directives in
TAasK programs and the corresponding proximity relations in the task force being specified. Consider

a server module in the PDE task force that contains three server processes: Server1, Server2, and

Serverd. The following directive in the Resource-Usage Directives of the server module expresses

that each server process shouid/must execute on its own computer module in one Cm* cluster:
. DiffCm (Serverl, Server2, Server3d)

This proximity directive conveniently states the proximity relations between the three server
processes. Specifically, the directive expresses three different binary constraint relations (see Section
3.2) between the three active objects (server processes). If each of these relations were expressed

separately, the following, equivalent, binary directives would have to be stated:
DiffCm (Serverl, Server2)
DiffCm (Server2, Server3d)
DiffCm (Serveri, Server3d)

In the directive above, three active objects (processes) are related. If a directive relates three

passive objects, then the directive expresses a potential access frequency relation (see Section 3.2).

A
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102 3§ Using the Proximity Model Section 4.2

For example, the three server process components called Code, Stack, and Data are related as
SameCm by the tollowing directive in the Resource-Usage Directives of the DoServe tunction:
SameCm (Code, Stack, Data)

This directive is intended to express that each server process will access its code, stack, and da.ta
with the such frequency that the objects should have the proximity indicated by SamaeCm to the
process. In Task, a specific range of potential accesé frequencies corresponds to the proximity
degree SameCm, and these ranges are not visible to programmers. Each proximity degree denotes a
different range of potential access frequencies. These ranges have been determined in tailoring

experiments with the TASK system. Their precise delineation is elided here.

The sample directives above are straigh&omard expressions of either pote;ntial access frequengies
between passive objects or constraint relations between active objects. The expression of the
frequency of access of a process to its c'omponents is not as straightforward in TASK because it is not
possible to state a global directive that relates a component of one template, the template containing

the process, to components of another remblate, the function template of the process.

In Chapter 3, it was shown that frequency of access relations are important for task force té.iloring.
Consequently, their expression by means of directives must be possible. The approach taken in Task
is simple: the Task compiler derives global proximity relations from the local directives specified. For
example, the local directive above expressing the potential access frequencies between prospective
server process components is used to derive a global relation expressing the trequencies of access of
Serveril to its components. As a result, the following (illegal) global proximity directive is derived

from the specified local directive:

SameCm (Serverl, Serverl.Code,
Serveri.Stack, Serveri.Data)

The illegal directive states that the Code, Stack, and Data objects of the process Server1 should be
placed where the process is assigned. Note that pathnarf\es are required to distinguish the com-
ponents of Serveri instantiated from the DoServe template from the components of Server2 in-

stantiated from the same template. Since frequency of access relations are derived and not stated,
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the use of pathnames is avoided in TAsK, thereby simplifying the syntax. Additional information

concerning the derivation of global relations from local directives is provided in Section 4.3.

.

4.2.3. Explicit Allocations

The sample proximity directives in the previous section do not require that programmers know the
configuration of the distributed hardware used for task force execution. However, some task forces
require that specialized hardware resources be allocated to particular task force components. To
accommodate such needs, the explicit allocation of hardware components to task fbrce obieéts iS
supported in TAsK. Specifically, programmers can first select a particular hardware component and
then relate the selected component to a particular task force object. However, programmers need not
know the physical names of hardware components. Instead, they can select hardware components

by attribute, by functional, or by their virtual Task-defined names.

Virtual hardware component names can be used in selections if the selected, virtual component is
not assumed to exhibit explicitly desired attributes, such as memory of sufficient size or an attached

disk. Hardware component names in TASK resemble array names in algorithmic languages. For

'example. the name of the second computer module in the first cluster of Cm* is Cluster1f2]. The

same cluster is named by CmStar[1] or by Clusteri'?. As with all virtual hardware component

names, the TASK loader binds the names Cluster1 and CmStar [1) to a'specific physical cluster.

Once a programmer has selected a specific hardware component, this component can be related

to a task force object by means of a proximity directive. The proximity degree Same is ;Jsed in such

directives. For example, the following directive Same expresses that the process Server2 must

execute on the second computer module in Clusteri:

Same (Server2, Clusterif2])

17The Cm* srchitecture can be described by a few named arrays (see Appendix 1 for a compicte list of predefined Cm*®
component names). However, architectures that are less regular in topology, such as the ArpaNet, require different naming
schemes. In such cases, we expect that pathnames will be used.
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A hardware component is typically selected once and then used in multiple directives of degree
Same. To facilitate multiple uses of a selected component, variables can be defined and assigned as

values the names of selected components. For example, the directive above can also be stated as: '

MyCm: Clystori[2]
Same (Server2, MyCm)

Since selections by name restrict the choices of the TAsSK system in resource allocation, we instead
encourage programmers to select hardware components by functional, if possible. Specifically, the
functional AnyOf can be used to express that a particular object can be assigned to any of a set of
hardware components. For example, any one of the computer modules in the first cluster of CmStar
is selected by: |

Anyof (CmStar(1])
This selection may but need not resqlt in choosing the previously selected computer module

Clusteri|2]. .

The functional Number0f (not implemented) returns an integer count of the number of hardware
components in the set to which it refers. For example, the following statement returns an integer

count of the number of computer modules in Clusteri:
NumberOf (Clusterl)

Given this functional, object instantiation can be made dependent on the availability of hardware

resources (see Section 4.3.4).

Neither selections by name nor selections by functional are adequate if task forces require
hardware exhibiting certain attritutes. For example, a task force process acting as a terminal handler
must be tested on a computer module to which a terminal is attached. If such a computer module is
selected by name, programmers must know the mapping of virtual to physical computer module
names as well as the physical computer module's attributes in order to guarantee that a terminal is
attached to the selected module. Since the configurations of Cm* can change, a programmer cannot

be expected to have this knowledge. Therefore, selections like the above require that hardware be
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selected by attribute. The following selection in a TASK program will result in the selection of a
', ) computer module to which a terminal is attached:

& ‘ TerminalModule: AnyQf CmStar[1] where (HasTerminal ='True)

-5

This computer module is in the first cluster of Cm*.

[ ,
E . More than one attribute may be specified in a selection, and selections can be nested. For ex.
1 ample, the first of the following selections expresses that a cluster containing (1) a large amount of

available memory and (2) at least one computer module with an attached terminal should be chosen.

The second selection chooses a computer module (in the selected cluster) to which a terminal is

attached and which has more than 64K bytes of memory:

LargeCluster: AnyOf cmStar where N
(MpSize >= 500K and NumTerminals >= 1) -
LargeTerminalModule: AnyQf LargeClustsr where
(MpSize >= 64K and HasTerminal = Irue)

The TAsk compiler reports selection failures if the devices or hardware components selected in a

F I RArOw

TASK program are not available in the current configuration of Cm*. Selection defaults are generated

in such cases.

4.2.4. Language Summary

Three principles guide the design of TASK proximity directives. First, proximity directives are

aa 2uae) daan e

specified and changed separately from task force component declarations. Hence, directives are

stated in postiudes to templates. Second, directives are formulated in terms tamiliar to programmers.

Consequently, proximity degrees do not directly express the frequency of dccess relation values in

proximity blueprints. instead, proximity degrees are formulated in terms of the hierarchy of memory
access exhibited by the distributed hardware. Third, proximity directives are designed so that
programmers state as little hardware detail as possible. As a result, component selections by func-
tioral or by attribute are preferable to selections by name. Additional detail concerning proximity

directives is presented in Appendix 1.

D) B SR S SR




106 B Using the Proximity Model | Section 4.3

4.3. Processing Proximity Directives

In this section, we discuss the derivation of proximity relations in an executing task force from the
proximity directives in the TASK program describing the task force. Three kinds of relation:;: are
derived: constraint relations, potential access frequency relations, and frequency of access relations.
As shown in the previous section, the constraint relatidns between active objects are readily derived
from proximity directives. An n-ary directive relating the active objects merely has to be translated to
equivalent binary relations. The translation of directives between passive objects to potential access
relations between those objects is equally straightforward. Namely, each degree of proximity
represents a specific range of potential' access irequencies whgn passive objects are related to each
other. However, it is not as straightforward to determine the giobal proximity relations between a
process and its components from TASK's local directives. The required derivation of global from iocal

directives is discussed next.

in Task, the following general rule is applied to derive globél from local directives. if one object is
the component of another, then the types of the component and of its "parent” as well as the local
directives that involve the component d.etermine the proximity relation between parent and com-

ponent. For example, consider a process instantiated from the DoServe function, where the directive

o s_mg_c,m (Code, Stack) is stated in the postiude of the function template. In this case, the basic
objects containing the code and the stack are components of an object of type process. Further-

more, a directive with degree SameCm refers to the code and stack objects. Given these object types

L
N -l SR N

and this directive, the TAsk compiler derives that the code and the stack objects are each related as

.

SameCm to the process. Therefore, the proximity relation expressed by the (illegal) global directive

e oars

- SameCm(Serverl, Serveri.Code, Serveri.Stack) is derived from the local directive SameCm
2

g (Code, Stack).

i _

I'. Frequency of access relations that involve other than basic components of processes are deter-

mined in an analogous fashion. We do not discuss these and other automatic derivations in detail. In
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addition, we elide discussion of the defaults generated by the compiler concerning objects not related
by directives. However, we note that appropriate automatic derivations and defaults have been deter-

mined by extensive experimentation'é.

4.3.1. Transitive and Conflicting Directives
Proximity directives are transitive with respect to "same” relationships. An example of a transitive

directive concerning the "same"” computer modules is:

SameCm (Code, Stack)
SameCm (Stack, Data)

These directives imply that the following additional directive is redundant:
SameCm (Code, Data)

An example of a transitive directive concerning the "same” clusters is:

SameClyster (Code, Stack)
SameClyster (Stack, Data)

These directives imply that the following additional directive is redundant:
SameCluster (Code, Data)

Difectives are not transitive with respect to "different” relationships. For examplé. the following

directives imply nothing about the relation between Server1 and Servera:

RiffCluster (Serverl, Server2)
piffCluster (Server2, Serverd)

Since programmers may state directives that exhibit transitivities or that conflict with each other,
the TAsk compiler must detect and resolve transitivities and conflicts. For example, consider the

binary directives below:

SameCm (Code, Stack)
SameCm (Stack, Data)

These directives are combined into one ternary directive:

SameCm (Code, Stack, Data)

1880venl sample task forces and prior experimentation with Cm* [29, 28] were used to determine appropriate defaults and
automatic derivations [154). ’
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However_, the following directives are not simplified in this fashion:

SameCm (Code, Stack)
SameCluster (Stack, Data)

Instead, the only transitivity effect recorded is that Code, Stack, and Data éhould/must be placed

into the same cluster.

Conflicts are caused both by the explicit statement of conflicting directives and by the effects of

transitivity. For example, the following direct conflicts between directives will be discovered: ,

SameCm (Code, Stack)
DiffCm (Code, Stack)

In addition, the compiler will also discover the conflicts due to transitivity in the directives that follow:

SameCm (Code, Stack)
SamaCm (Stack, Data)
DiffCm (Code, Data)

Since transitivities and éonﬂicts among directives are determined on a template by template basis,
their number is typically small. As a result, transitivity and conflict detection procedures employ
straightforward algorithms and data structures. As data structures, we employ proximity sets, where
the proximity set of a directive is defined as the set of task force components list'ed in the directive.
Each proximity set is recorded by tWo bitveptors. One vector reco;-ds “same” or “different” relation-
ships with respect to computer modules, the other vector records "same" or "diﬂerer;t" relationships
with respect. to clusters. Each bitvector records the objects that are set members by their positions
within the template. Since a conflict or a transitivity between two directives cannot occur unless the
associated proximity sets intersect, the detection of conflicts and transitiviiies includes the calcula.
tion of proximity set intersections. These intersections are determined by And-ing the involved bitvec.

tors.

In the example of two transitive directives (see page 107), the compiler detects that the component
at position Stack is a member of two proximity sets, each of which records "same" relationships with
respect to computer modules and clusters. Both proximity sets are merged, thereby combining the

directives. Merging consists of Or-ing the bitvectors that represent the proximity sets. However, in
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the example that follows, the St ack component is only required to be in the same ciuster as the other
two components. Therefore, the involved proiimity sets f:annot be merged. However, the bitvectors
expressing "same-ness"” with respect to clusters are Or-ed. As demonstrated by these examples, in
general, transitivity detection and correction consists of forming the transitive cfosures of those
proximity sets in a TASK program whose intersections are non-empty and whose proximity degrees

are identical with respect to "same" relationships concerning clusters or computer modules.
g

Conflicts are determined much like transitivities. For example, a conflict concerning computer
modules (see page 108) is detected by And-ing the directives’ computer module bitvectors. If one
bitvector specifies a "same" relationship while the other specifies a "different” relationship, then an
And operation resulting in a non-empty bitvector signifies a c;oriﬂict. Conflicté areresolved by use of a
ranking among proximity degrees. Higher ranked degrees take precedence over lower ranked
degrees. While we do not explain the rankings in detail, we note that programmers are always notified

of detected and corrected conflicts.

Because the Task compiler resolves transitivities and conflicts, they need not be considered by the

"tailoring procedures in Chapter 5. However, such procedures must take into account that conflicts

. [ 4
can occur during resource allocation. As an example of a conflict during allocation, consider the

~ directives:

SameCm (a,b); HearCm (b,c); DiffCluster (a.c)
When tailoring procedures choose resources for 8, b, and ¢, a conflict arises if the three objects are
allocated to the same ciuster. This conflict cannot be determined before resource allocz;tion because
the NearCm directive permits the allocation of objects b and ¢ to the same or to different clusters.
Taiforing procedures check and correct allocation conflicts in an optional second phase after
resource allocation has been d.ecided (see Chapter 5). Note that this phase need not be run when

directives are interpreted as preferences.'
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4.3.2. Directives and Selections

While most proximity directives express proximity relations between task fgrce, components, direc-
tives with the degree Same determine the hardware components that can be used as resources }or
particular task force components. The set pf harQware components that can be allocated to an object
is called the eligibility set of the object. Given the assumption that each object can initially be
a:::signed to any hardware component, statement of a directive with the degree Same is equivalent to a
restriction of the eligibility set of' the object naﬁed. Tbérefore, when processing directives with the
degree Same, the TASK compiler rest;icts the eligibility sets of task force components. Given the
proximity directives presented, the following situations have to be dealt with during such restrictions.

o Multiple selections. If a single object is involved muitiple directives with the degree Same,
this object is directly dependent upon muiltiple selections. In this case, the Task compiler
must compute multiple restrictions of the object's eligibility set. The selections and direc-
tives below provide an example of multiple selections applied to one object:

DiskCm: AnyOf Clusteri where (HasDisk = Irue)

EtherCm: AnyOf Clusterl where (HasEther = Irue)
s_gm (EtherCm, Coordinator)

Same (DiskCm, Coordinator)

e Successive selections. If a selection is itself derived from a restricted set of hardware
components, then the TASk compiler must successively restrict the eligibility sets of the
associated task force objects. The selection of DiskCm is an example of a selectlon from
the restricted set D1skCluster:

DiskCluster: AnyOf CmStar whore NumDisks >= 1
DiskCm: AnyOf DiskCluster where HasDisk = Irue

e Empty selections. Multiple and single selections can result in empty eligibility sets of the
associated task force objects. The example of selecting a network link in- Cm*
demonstrates this point. There exists no computer module to which both an EtherNet link
and a direct access link (DAL 1nk) are connected. Therefore, the selection below results
in a empty set:

EtherDaLinks: AnyOf Clusterl where
(HasEther = True and HasDALink = Irue)

As a result, the following directive relates the coordinator process to an empty selection:

Same (EtherDALinks, Coordinator)

To avoid empty selections, the TASK compiler ignores the last selection statement or the
last attribute stated within a selection that caused the set of hardware components to
become empty.
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e Inherited selections. When computing the transitive closure of proximity sets, the
eligibility set of any object within the closure is defined as the intersection of all eligibility
sets attached to members of the closure. The following directive provides an example in
which object b inherits the restriction attached to object a. Both objects must be placed
into a computer module with a disk:

Same (DiskCm,a)
' S.N!LQ.CE (a.ob)

. To process inherited selections, the TASK compiler must first compute the transitive
closures of proximity sets and then form the closures of all eligibility sets of the elements
of the closures.

e Conltlicting selections. Multiple directives with the degree Same in conjunction with other
directives may lead to conflicts. For example, the directives that follow must lead to a
conflict if there is only one computer module to which a disk is attached or if there is only
one disk per clusterin Cm* (recollect that D1 f fCm also expresses that computer mod-iles
must be in the same cluster):

Same (D1skCm,a)
Same (DiskCm,b)
DiffCm (a,b)

This conflict can be determined prior to resource allocation. However, if multipie com-
puter modules with attached disks exist in a single cluster, then tailoring procedures must
act to avoid conflicts during resource allocation. These conflicts can be avoided only if
all proximity sets and all associated eligibility sets of which each task force component is
a member are taken into account by tailoring procedures.

SRR S FAOL AN P
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statements are illegal:

There are more examples of difficulties caused by the interplay between explicit allocations and
other directives. Instead of déaling with the full generali& of this interplay, in TASK the semantics of
directives are simplified by imposing the followin§ restfictions. First, for each object, exactly one
directive with the degree Same can be stated. Consequently, multiple selections cannot occur.
Second, objects can either be related to a hardware component or to other task force objects, but not
to both. As as result, conflicting and inheritéd selections are avoided; Given these restrictions, tﬁe
transitivities and actual confliéts between directives .c§|1 be determined prior to tailoring. However, it
is an inconvenience that users cannot state both a directive with the degree Same and with directives
other degrees concerning a single task force object. Specifically, it is not possible to state directives

that single out one member of a proximity set for "special treatment”. For example, the following
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112 8 Using the Proximity Model Section 4.3
DiffCm (Processl, Process2, Processd)
Same (DiskCm, Process3)
Since these directives are illegal, there is no convenient way to assign Process3 to a specific com-
puter module and to restrict the process to execute on computer modules different from those al-
located to the processes Process1 and Process2. The alternative directives below do not have the
desired effect because either of Prpcossl or Process2 could also be assigned to the selected

DiskCm:

DiffCm (Processl Process2)
Same (DiskCm, Process3)

In cases like these, TASK users must explicitly assign each process to a specific computer modules.

We return to discuss a design choice taken at the beginning of this subsection, namely, to perform
eligibility set restrictions while a TASK program is being parsed. The major benefit of restriction
processing at parse-time is that directi\;es c'an be pre-processed by the TAsxi compiler pﬁ'or to their
use by tailoring procedures. This was not the case in the original design of the Task language in
which the semantics of the Any0f functionai required that selections be performed during tailoring.
Since AnyOf selections can be nested, cl;ains of such selections had to be recorded. These chains
had to be preserveq until tailoring procedures chose resources compatible with the selections in the
chaing. Each time a choice was made, an entire chain had to be followed to ascertain that the chosen
resourcé was a member of eacli listed éligibility set. Since this imposed considerable complexity on

tailoring procedures, we discounted this interpretation of the Any0f construct.

We note that eligibility sets are implemented like proximity sets; space-efficient bitvectors encode

these sets and are used to compute set restrictions and to check for empty selections.

4.3.3. Using Selections to Parameterize Task Force
Construction
Recollect that the server processes in the PDE task force must be assigned to dedicated proces-

sors in order to achieve desired speedups (see Section 3.5). ansequently. if the PDE task force is to
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execute efficiently within a single cluster of Cm*, programmers should not instantiate more processes
than there are available processors. Therefore, server replication should depend on the number of

processors available.
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Server replication dependent on the number of available processors is a typical example of the use

of configuration knowledge by programmers. TASK's hardware component selections can reduce the

. amount of configuration knowledge required of programmers. Specifically, the functional NumberOf
can be used to declare variables that express the number of resources available. For example, the
! following statements first select one large cluster of Cm* and then define the variable CmCount that

. encodes the number of processors in thié cluster:

MyCluster: AnyOf CmStar where (NumCms >= 8 and umnj_s__a >= 1)
L' CmCount: NumberOf MyCluster
~ :

TASK syntax permits the use of the variable CmCount to instantiate a variable number of server

processes (not implemented):

(1=1..CmCount) Server[i]: New Process ...

The example above is only one instance of the use of configuration knowledge during task force
construction. Other instances are the partitioning of data in accordance with the number of available
memory modules and the reblication of objects in accordance with hardware component attributes._

' For e;tample, server processes could be replicated according to the nu-mber of processors with local
memory sufficient to place the sérvers’ code and data. Furthermore, conditional construction is pos-

sible. For instance, certain objects may be instantiated only if certain devices are available'®.

19Langua9es designed for real-time systems have long recogmzed the importance of including hardware attributes into
software specifications (17, 157].
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4.4. Using the Proximity Model-Discussion and Extensions

By use of proximity directives, programmers interact with TASK to guide resource allocation.
Specifically, programmers provide information to TAsk that cannot be deduced from Task or Bliss
programs. For example, proximity directives stating the processes that can execute in parallel cannot

be automatically deduced by compile-time analysis of control flow in algorithmic code (89].

There are additional ways in which programmers c¢an interact with the TAsk system. For example,
programmers can experiment with aifferent tailoring objectives, metric functions, and tailoring
procedures. However, to facilitate such experimentation, the current implementation of TAsk has to
be augmented by a monitor of task force execution. Such a monitor couid be used to verify that
proximity di're'ctives accurately refiect access frequencies ébserved during task force execution. Fur-
thermore, the observed access frequenties could be displayed to programmers and could be used to
update the proximity directives stated in the TASK program. In addition, this monitor could collect
information that cannot be determined statically. An example of such information is the actual

availability of hardware resources, such as the load on selected processors.

We have completed a preliminary design of an augmentation of TASk by monitoring facilities. This
design is based on ascribing unique names to task force and hardware components. These names
are jointly used by TASK and by a task force monitor. Two unexpected conclusions couid be drawn
from the preliminary design. First, the relations and attributes described in execution and proximity
blueprints can be used to filter [144] the potentially overwhelming amounté of information collected at
task force execution time. Second, we expect that tailoring procedures using information about both
the specification of a task force and its execution characteristics will perform better than procedures

based on either one.

We have shown that the proximity model presented in Chapter 3 and the proximity directives
presented in this chapter can be used to perform task force tailoring for computer networks. In this

context, an interesting characteristic of proximity directives is that we distinguish between the inter-
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- pretations of proximity directives as tailoring constraints or as tailoring preferences. This distinction is 4
z important because constraints cannot be fulfilled without correct information, which is hard to obtain #

in distributed systems, whereas improvements in resource usage merely may not be realized if infor-

mation is incorrect.
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5. Tailoring-klodeling, Heuristics, and
Experiments |

The subiect of this chapter is the automation of tailoring. Automation is based on the proximity
model. Spécilically. both the hardware and software model instances presented in Chapter 3 and the
speedup tailoring metric function are formulated mathematically. These formulations are the basis for
the development of automatic tailoring procedures. Specifically, we show that tailoring can be per-
formed by state of the art optimization procedures. However, since mapping problems related to the
problem of mapping a ta:;:k force to Cm* have been shown NP-complete, heuristic rather than optimal
automatic tailoring procedures are developed for the TA§K system. These heuristics make use of
standard techniques to arrive at tailoring decisions. Consequently, the quality of the heuristics'
tailoring decisions is not evaluated. Instead, several typical tailoring examples are presented to il-
luminate the behavior of the heuristics. In addition, the amounts of space and time required to

execute the heuristics are discussed.’

- 5.1. A Mathematical Formulation of Speedup Tailoring |

In this section, mathematical formt;nlations of the software and hardware instances of the proximity
model precede thelpresentation of a sample instance of.the PDE taék force. Given this sample in-
stance, we show that the infoﬁnation contained in the. mathematical formulation of the software
instance can be derived from from a TAva program. Next, the mathematical expressions for the

metric functions of the speedup tailoring objective are formulated.

5.1.1. Software and Hardware Instances

In the software instance of the proximity model, passive objects are distinguished from active
objects. Passive objects contain code or data, and they are used for process communication. Passive
objects are placed into memory. Active objects are processes, and they are assigned to processors

for execution. Formulated mathematically, the active and passive objects are represented by two
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sets. The setK~ contains the processes instantiated in a TASK program:

K" ={0,...k...m,.. K} kme[0K]

The set|” contains the passive objects:

"= {0,..0...5.. 1} ijefo]

The intersection of I” and K’ is the empty set. The size of the ith passive object (ai) is defined as the
number of words of memory space required to store the object. For simplicity, it is assumed that the

runtime representation of each process is placed wherever the process is assigned.

Recall that there are three kinds of proximity relations between active and passive objects. These
relations are represented by the following sets of variables:

c - the potential access frequency relation value betwgen passive objects i and j
" 0 Vi,i €l c; = some default vaiue Vi |

d - the frquency gf access relation value between passive object i and process k
i€l keK' d,»0Vik

- the tailoring constraint relation value between processes_k, meK’
W, = some default value Vkek Wy n*0 VkmeK

Wkm

The hardware instance of the proximity model contains information concerning the distributed

architecture. In the mathematical formulation bf this instance, two sets are defined. The set P" con-

" tains the available computer modules:

P"={0,...p...q...P} p.qec[oP]
For each computer module p, the variabie o, records the amount of availablg'memcry (in number of

words). The clusters in Cm* are contained in the set R":

R"=1{0,...r...s...R} rs€[0R]

Given the sets of computer modules and clusters, the variables v__ are defined to represent the

Pq
proximity values between the processors of computer modules p and the memory units of computer

modules q. In Cm*, three different proximity values exist:
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Voo - the proximity of a processor to the memory unit in the same computer module

Veq - the proximity of a processor to a memory unit in the same cluster
pP.q€ rp=q

Veq - the proximity of a processor to a memory unit in a different cluster
p€r, Q€s, rus

The general assumption stated in Chapter 3 is that any object can be assigned or placed anywhere
in Cm*. However, in Chapter 4, eligibility sets are introduced so that programmers can restrict the
hardware components to which software objects can be assigned. To express eligibility sets math-
ematically, two additional sets of variables are defined:

Na - the set of indices of computer modules into
which passive object i can be placed

Q, - the set of indices of computer modules to
which process k can be assigned

Tailoring is defined as performing a mapping of a task force's soMe ingtance to a hardware

instance of Cm*. Since the software instance and the hardware instance each contain two kinds of

objects, passive and active objects in the software instance and processors and memory units in the

hardware instance, two sets of decision variables are introduced:
1 if passive object i is associated with (defined below) process k
0 otherwise

1 if process k is assigned to processor p

Y, =
¥ 0 otherwise

Proximity relation values aré derived from proximitif directives in Tasx programs. These derivations
have already been explained in Chapter 4. However, to clarify the manner in which the derived
relation values are represented in the sets defined above, we provide an example. Consider an
excerpt of the PDE task force’s proximity blueprint. This excerpt contains two server processes each
of which has one code and one stack component. Proximity directives state that servers should

execute on different-cms (the DilfCm 'directive). and that the servers' code and stack should be
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same-cm. In the mathematical formulation, this siluation is represented as follows (for simplicity,

passive and active objects are numbered consecutively.). First, the sets 1" and K are defined. |’

contains four objects, two objects per server process. These objects are numbered from O to 3:
I" = {Code (0), Stack (1), Code (2), Stack (3)}
K" contains the two server processes, numbered 0 and 1:

K™ = {Server(0), Server (1)} - : Ca

The proximity relation values between the passive objects are directly derived from the stated
directives. They are shown in the following table ("def" stands for "default value", which is a value:

automatically inserted by the TASK compiler):

Code (0) Stack (1) Code (2) Stack (3)
Code (0) def SameCm def def
Stack (1) SameCm def . def . def
Code (2) def del def SameCm
Stack (3) def def SameCm def

Similarly, the proximity relation values between processes are the following:

Server (0) ' Server (1)
Server (0) . def DitfCm
Server (1) DitfCm def

Recall that the proximity relatipn values between processes and their components aré derived by
the TAask compiler. In this derivation, the compiler employs the component of relations to determine
the components of each process. In addition, the compiler employs the types of process components
and the proximity directives that state potential access frequency relatioﬁs between process com.

-

ponents. In this example, the following relation values are derived:

Server (0) Server (1)
Code (0) SameCm def
Stack (1) SameCm def
Code (2) def SameCm
Stack (3) def SameCm.
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5.1.2. The Metric Function

Having expressed the available tailoring information, we now formulate the metric function for the
speedup tailoring objective. Recall that this function expresses the total amount of communication in
the executing task force. To formulate the function mathematically, two assumptions are made. The
first'assumption concerns the values of the relations d,,, Gy and w, . Itis assumed that these values
are expressed in the same unit, where the particular unit chosen is irrelevant to this discussion (e.g.
words/sec or bits/month). To achieve this uniformity, an unusual interpretation of the constraint
relations Wim is used. Specifically, the values of W, &re interpreted as measures of the amount of
communication between the related processes. High amounts of communication suggest the assign-
ment of the processes to the same processor, whereas smaller amounts suggest that the processes

can be assigned to different processors within the same or within ditferent clusters.

The second assumption concerning the formulation of the metric function relates fo the manner in
which tailoring is performed. Specifically, since passive object placement decisions and process
assignment decisions cannot be made independently of each other (see Chapter 3), it is assumed that
passive objects are first associated with certain processes and are then placed into memory in con-
junction with process assignmgnt. The passive objects associated with a process are placed into the
memory of the computer module to which the process is assigned. As a result of this assumption, the
metric function will be formulated in two parts. In one part, values are ascribed to the associations of
passive objects with processes. In the other part, values are ascribed to the assignments of processes

to processors.

Passive Object Association. The part of the metric function that ascribes a value to the
association of passive object i with process k is a linear combination of several terms, called PartA,
PartB, and PartC. The innermost term of the linear combination, PartC, represents the total value of
the .ith passive object’'s relation to the passive objects j that have already been associated with
processes m. In other words, the strength of the ith passive object's relation to the passive objects of

processes m is computed. PartC is computed as the sum of the appropriate relation values C;i
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(1

Part C: ch;x,-m meK' iel’
jel

in the next term, PartB, the sum of the relation values between process k and processes m is
computed, where each relation value w, _ is multiplied by the value computed in PartC. (The symbol

“*" is used both as a superscript and as a multiplication symbol.):

(2
Part B: Z.wm *PatC k€K’
meK

The complete metric function for passive object association is represented by PartA. In this term,
the value of the access frequency of process k to passive object i is multiplied by the value computed

in PanB:
()]

Part A: X, d, * PartB
This term expresses the total value of the existing proximity relation values concerning passive object
i and process k. We note that the values that are ascribed to proximity relations are such that minimal

communication in the executing task force corresponds to maximal values of the metric function.

Combined, this metric function appears as follows:

4)
X G Z Wim Z ¢ Xim
méeK jel

The weights and the scaling functions that are attached to the values of dik. Wim' and c; are not
shown here®. However, we note that appropriate weights and scaling functions are chosen in

conjunction with the particular units used for proximity relation values [154].

2°The weights and scaling functions used in this research were derived as part of experimenis wilh several task force
examples.
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Several characteristic of this formulation should be noted. First, the form of this metric function
shows that the passive object association problem is an instance of a zero-ore quadratic integer
prograrthming problem [61]. Object association is a zero-one integer programming problem because
the decision variables can only have the values zero or one. The object association problem is called
quadralic because the decision variable X appears twice in the metric function. This means that the
decisions concerning the association of passive object i to process k is dependent on the decisions
concerning the associations of objects j to the processes m. We note that this association problem

has been shown NP-complete [47, 61].

To reiterate, the metric function in equation 4 does not express the cost of placing passive objects
into memory. Instead, it computes a.value that corresponds to the total amount of communication
resulting from the association of passive objects with processes. The assignment of processes to
processors is 'evaluated by a different metric function. As a result, two steps are required to map a
task force to Cm*. First, passive objects are associated with proces;e.es, and then processes are

assigned to processors.

The use of two separate mapping steps reduces the complexity of mapping a task force because
the number of different mappings is reduced. Specitically, instead of testing all possible associations
of each passive object with processes while each time also testing all possible assignments of
processes to processors, the passible passive object associations and process assignments are
tested individually. For example, consider a small PDE task force consisting of 5 processes, 4 com-
ponent objects per process, and 10 grid partitions. Assume that the configuration of Cm* used for
tailoring contains 20 computer modules. If placement and assignment are performed in one step, then
the following number of possible passive object placements and process assignments must be tested:
((5*4 + 10)*20) * (5 * 20)

However, if placement and assignment are performed in two steps, a smaller number of choices must
be tested in total:

((5°4+10)°20) + (5°20)

wlal
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The technique that has been used to reduce the size of the task force mapping problem is an
instance of a standard technique, called component clustering [112]). In this casé, passive objects are
clustered around processes before they are placed into memory. Note that clustering techniques
similar to the one used here are commonly used to reduce the size of other farge problems, one of

which is the design of computer networks [112].

Since process assignmenf and passive object placement must be performed within the constraints
of available memory, we define the sizg of a process (1)) as the sum of the sizes of the passfve objects
that are associated with the process. Note that passive objects are always associated with exactly
one process, regardless of whether other processes can access them. As a result, each- passive

object's size is accounted for exactly once.

Process Assignment. So far, only the metric function for passive object association has been
developed. In the following, we present the metric functioh used for the assignment of process k to
processor p. Three terms are distinguished within this metric function. The first term computes the
fraction of total communication due to the communication of process k assigned to processor p with
processes m assigned to the same processor p. The value of this fraction is determined by the amount
of communication between process k and processes m (wkm) as well as the cost of communication
via local memory (v w)z' (Y"’mp stands for the 'transpose’ of the decision variable Y, _, reversing the

indices m and p. This is required to permit the multiplication of Ykp byY mp.):
(5)
T L ] -
. vpp%(Yka mp Wim peEP keK

mwk

The second term computes the fraction of total communication due to the communication of

process k assigned to processor p with processes m assigned to processors q in the same cluster:

21Note that we are assuming that the object used for communication between processes is a local bufter cbject. This
assumption is not entirely true in Cm*,
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(6)
va {YKD(Z.YTMWM)} reR” kek'

qQer meK

p=q ma=k

The third term computes the fraction of total communication due to the communication of process

k assigned to processor p with processes m assigned to other clusters:

7
v {v, (Z_YTM W)} keK' rser’
pér meK
q€s mwk
res

The scaling factors and weights that are part of these equations are not shown. As with passive object
association, the values ascribed to proximity relations are such that the maximal values of these

equations are ascribed to the best assignments.

Two properties of the equations 5, 6, and 7 should be noted. First, these metric functions are
quadratic in Y, which is a zero-one decision variable. As a result, the process assignment problem is
-also NP-complete. Second, three terms exist in the composite function because the Cm* architecture
exhibits a three-level hierarchy in memory acces;. A straightforward extension.of this metric function
for a network architecture would use "n" terms, each term representing one level in the hierarchy of

memory access.

5.1.3. Discussion of the Metric Functions
In this section, we discuss the changes that were made in the metric functions when they were

used within TASK. In addition, the limitations of these metric functions are reviewed.

The metric functions presented here will be used by the heuristics discussed in the next section.
However, during our experimentation with those heuristics, the metric functions were changed in
several ways. The first change consisted of the addition of weights and scaling functions. For ex-

ample, the values of the relations w, m in equation 4 were increased while the values of d, in the same
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equation were decreased. As a result, the values of d, could r;ot dominate the values of the metric
function. The second change consisted of the introduction of rankings of computer modules with
respect to their relative location or size. These rankings were employed to' prefer certain computer
modules with respect to placement and assignment. For example, we used weights within equations
5, 6, and 7 that led to preferences with respect to process assignment. Specifically, processes were
assigned to different computer modules within a single cluster before they were assigned to computer
modules in different clusters. As a result, processes executing in parailel will communicate by means
of efficient intracluster memory accesses as long as processors are available in a single cluster. We
note that ranking techniques are quite common in heuristics used in related mapping problems [112].
The third change consisted of the inclusions of the variabies N, and Q, into the metric functic;ns so
that eligibility sets are taken into account by the tailoring heuristics. Last, we experimented with a
metric function that expressed the total tompletion time of a task force in terms of individual process
completion times. In the case of this metric function, the objective was to minimize comp'etion time
regardless of interprocess communication. The resulting tailoring decisions tended to maximize the

degree of parallelism in all cases observed.

The minimization of the metric functions should result in tailoring decisions that act in accordance

with the directives ;peciﬁed in th_e TASK brogram. However, recall that proximity directives can also
express constraints concerning assignment and placement. [t is not always possible to formulate
metric functions whose optimization results in the fulfiliment of tailoring constraints. Furthermore, if
the satisfaction of constraints is synonymous with optimal metric function Qalues. then constraints are
not necessarily fulfilled by heuristics which are not guaranteed to find optimal metric function values.
If constraints must be satisfied, a separate phase must be added to the heuristics presented in the
next section. In this phase, called the constraint satisfaction phase, the constraints that are not
fulfilled by the tailoring heuristics are acted upon. In addition to the implementation of this phase, we
attempt to reduce the number of constraints violated by tailoring heuristics by introducing biases into

metric functions. A sample bias of a metric function is one in which the Diff-Cm values of the relations
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c, or w, . are increased so that these relation values are chosen when attempting to gain high metric

function values.

While formal validations of the mathematical formulation in this section are not feasible within the
limits of current experimental results, three specific benefits of the formulation can be identified.

First, the model instances and the metric functions in this section are easily changed to describe

[ RTINS ’ P LV PR P
.

ather software and otﬁer distributéd architectures (see Chapter 3 for a discussicn of this topic).
However, as previously stated, our formulations are static in nature because they rely on "snapshot”
.! information concerning the task force and the distributed architecture. Second, since the task force
:, mapping probiem is formulated as a standard integer programming problem, it is straightforward to
understand the mapping problem’s complexity. In addition, the heuristics developed for Task are
I easily compared with heuristics developed for related problems. Third, since the development of
solution heuristics is separated from the formulation of metric functions, both can be changed in-
dependently of each other. As a result, experimentation with differeﬁt combinations of metric func-

tions and heuristics is straight!omard_.

'5.2. Tailo ring Heuristics

Several properties of the task force mapping problem prompt us to choose heuristic rather than
optimal tailoring procedures. Ogr reasons for this choice are the same as those of Gylys [61] who

extensively. studied optimal algorithms and heuristic procedures for a related problem. Specifically,

since the formulated zero-one integer programming problems are NP-complete, optimél solutions are
hard to obtain. Furthermore, by necessity, the software and hardware instances used by TAsk con-
tain only partial, sometimes inaccurate, information concerning the task force and its execution en-

vironment. As a result, it is unreasonable to seek optimal solutions. Note that even the collection of

information by a system monitor oniy offers improvements and not guarantees of accuracy. Another
reason to choose heuristics is that optimal solutions of the mathematical formulation need not cor-

respond to optimal solutions of the stated tailoring objective because the optimization of the
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presented metric functions does not necessarily result in optimal speedup tailoring decisions. Last,
fast heuristics are preferable to slow optimal procedures because such heuristics can even be used
during the execution of a task force, where the cost of tailoring must not outweigh the gains derived

from tailoring.

The heuristics presented in the remainder of this section are similar to heuristics used

elsewhere [112, 61]. Since such heuristics typically attain solutions that are fairly close to optimal, we

do not investigate the quality of the solutions attained. Instead, we demonstrate the practicality of

using heuristics in a system like TASK, namely it is shown that the heuristics are sufficiently fast and

that the space and time required for their execution are not unreasonable.

5.2.1. The Heuristics Used In Task

To develop the heuristics that follow, three commonly used design techniques are employed. First,
the heuristics are greedy heuristics, namely they do not backtrack to test aiternatives once a decision
has been made. Second, the software and hardware objects are ranked by importance and ordered
by size, ensuring that certain objects are aséociated before others. For example, large processes are
assigned before small processes, and large processes are assigned to computer modules containing
large amounts of memory. As a result, large computer modules are effectively used. In addition, if a
metric function ascribes equal values to several associations of a specific passive object with
processes, then the passive object is associated with the smallest process. The purpose is to balance

the process sizes. The third technique, clustering, has already been discussed.

The heuristic procedures for passive object association and active object assignment are outlined
as programs written in an abstract high-level language. The language constructs in these programs

are italicized. Within these programs, the metric functions are referred to by their equation numbers.
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i Passive Object Association:
;;l‘ . Sort all passive objects by size, largest first *
j For each passive objecti €|l
Compute max {Equation 4}
meK

}. resulting in a set of process indices. where each index represents
E . one of the "best" processes with which i should be associateded

YTV

It the resulting index set contains one process, k,
then set xsx =1

Else first compute the total size of the passive objects that

have already been associated with each of the processes in the index set;
select the smallest of those processes, m, and then

set X.m = 1 ‘

i

L Y

Continue with the next passive object

Process Assignment:

Sort the processes by their size, largest first

Tak

For each processk €K':

1 : Compute max {Equation 5 + Equation 6 + Equation 7}
4 pEP .

H resulting in a set of processor indices, where each index represents
one of the "best" processors to which k should be assigned

E‘ Given the current assignment of processes to processors, compute
3 which processor in the index set has the largest amounts of unused
] space

' If there is such a processor, then pick that processor, say p

Else since no space is left in any of the processors in the index set,
choose the processor in the index set with the least size
memory constraint violation, say p

4
E SetY,, = 1and continue with the next process .
r .
E -

It is clear that these heuristic procedures associate passive objects with "best" processes and X

=

TNy vw

assign processes to "best” processors, where "best" associations and assignments are determined
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by the maximum values of the metric functions. Some extensions are required when these
procedures are used within TASK. One extension concerns the eligibility sets of processes (see
Chapter 4). Eligibility set restrictions can be formulated as restrictions on the set of processbrs tested
by the association or assignment heuristic. Specifically, rather than computing a maximum over ail
processors p € P°, we compute:

max {Equation 5 + Equation 6 + Equation 7}
per

Another extension concerns memory constraints, which may be exceeded when large processes
are assigned to small computer modules. This extension is implemented in two ways. First, since the
size of each process is known, this size can be matched against the sizes of the computer modules
contained in the index sets used in the procedures above. However, if processes are too large to fit
into any computer module in those index sets, then different actions must be taken. In such-cases, a
passive object shift procedure is run after passive object association and active object assignment
have been performed. In this procedure, passive objects are first shifted among processes in an
attempt to achieve better process fits, and are then directly placed into memory if the processes
cannot be fitted. Component of relations and type information are used to select the specific Bbiects
that should be shifted. For example, since the effects of shifting objects of type M.ai 1box are typically

not significant with respect to task force performance, such objects are shifted first.

Two additional tasks are performed by the passive object shift heuristic. First, the procedure tests
whether any associations of passive objects with processes violate the eligibility sets of the passive
objects. Such violations are removed by shifting the passive objects, first to other processes aind then
directly to computer modules. The second task concerns the manner in which shifting is performed.
Namely, passive object shifting provides a chance to review the decisions made by the greedy heuris-
tics. Decisions are reviewed by recomputing the values of n:ietric functions each time an object is

shifted.

Although object shifting is an integral part of tailoring in TASK, its detailed description is elided to

NPT
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curtail the length of this discussion. Instead, we summarize the actions of the passive object shift
procedure:

e memory constraint violations are detected and eliminated by shifting passive objects
between processes or into computer modules to which no processes are assigned;

" o the placement constraints imposed by the passive objects’ eligibility sets are fulfilled;

. e the decisions of the greedy assignment heuristics are reviewed by recomputing and ac-
ting upon metric function values during shifting. ‘

5.2.2. Task, a Testbed for Tailoring Heuristics

The TASK system is well-suited for further experimentation with tailoring. For example, newly
acquired knowledge regarding good tailoring practice can be integrated into TAsSK in the forms of
updated metric functions or tailoring procedures. Such inteération can be performed without exten-
sive changés. because tailoring procedures are written to maximize the values of metric functions,
regardless of the specific metric functions used. Since it is straightforward to use different metric

functions, it is equally straightforward to pursue different tailoring objectives. In addition, the par-

ticular tailoring objective that is being pursued is irrelevant to the design and implementation of
‘tailoring heuristics; experimentation with metric functions and tailoring procedures can be performed

independently of each other. - ' _ [

»

The TASK system also facilitateg experimentation with different ways of determining proximity rela- )
tion values. Specifically, since relations are stored in an explicit form within the TASK compiler, they ‘
can be assigned values more than once. As a result, relation values can be statically derived from "1

proximity directives, and relation values can be dynamically by a task force monitor. In this manner,

tailoring decisions that are made based on proximity directives can be revised after task force execu-
tion. We note that the TasK system has not yet been interfaced to a task force monitor. However, the _
system already provides useful information to task force programmers. On demand, Task outputs the
plaéement and assignment decisions that were made, the proximity information based upon which

those decisions were made, and statistics concerning the current task force.
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5.2.3. Experiments with Tailoring Heuristics

Programmers expect compilers of higher level languages to generate code comparable in quality to
code written by hand. Similarly, programmers of Cm* expect tailoring heuristics to make reasonable
assignment and placement decisions based on the specified directives. We cannot determine how
close to optima! the automatic tailoring decisions are. However, in the following we fnvestigate the
behavior of the heuristics with respéct to their faithfulness regarding the proximity directives stated in
TAsSK programs. The metric used to measure such faithfulness ascribes values to the match of

tailoring decisions with the relationsd,, w, ., and S

ik’

To investigate the faithfuiness of tailoring heuristics, several typical situations encountered by
tailoring heuristics are discussed?:

o task forces mapped to a system witl.1 ample resources;

o task forces mapped to a system with insufficient resources;
o task forces that are constrained by expilicit selections;

o task forces that are constructed without proximity information; this case arises if naive
users do not specify directives, whereupon the TASK system uses built-in tailoring
knowledge.

. Tailoring with Ample Resources
In programming practice on Cm*, the construction of experimental task forces that require only a
few resources of Cm* is commonly performed. Consider the construction pf a PDE task force with
one coordinator process, three servers, and a grid with 11 partitions of size 2K words each. In this
example, assume that a single cluster of Cm* containing 4 processors and large amounts of memory
is available.

In addition, the following directives are specified in the TASK program:

SameCm (Stack, Code) -- appearing in both function templates

piffCm ((1=0..10) PDEGrid [1])
RiffCm ((1=0..2) Server [1], Coordinator)

aSeveml different task forces, including the PDE task force, were employed in this analysis.

o . s g . o o "~
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With these directives, a programmer is directing server processes to execute in paraliel and to spread

the grid partitions across multiple computer modules.

L)

When TasK's tailoring heuristics are run, the passive object shift procedure is not executed, since
sufficient amounts of memory are available and since the eligibility sets of task force objects are not
restricted. The following decisions are made:

¢ the grid partitions, all of which have equal proximity values with respect to each of the
processes (equal values of dik), are associated with the first process listed, which is the
coordinator process; -

o the code and stack objects, all of which have high proximities to particular processes, are
associated with the appropriate processes;

o since there is a sufficient number of computer modules, all processes are assigned to
different processors;

e since large amounts of available memory exist in the selected cluster of Cm*®, even the
large coordinator process fits into a single computer module.

A comparison of these decisions with the stated directives shows that the proximity relations be-
tween processes and passive objects (d,) and the proximity relations between processes (w, ) are
‘followed faithfully, whereas the proximity relations between the grid partitions (ci) are n.ot followed.
This lack of faithfulness with respect to % is explained by the form of the metric function Equation 4.
In this equation, the proximity relation values c; are summed over all passive objects j associated with
each process m. Consequently, once any process m has been given a passive object, given that the
values of d, and w,  are equal, this process will "draw" further passive objects by dominating within

the metric function.

The resulting lack of faithfulness concerning the relation C is tolerable in this example, because
the total number of accesses to the grid partitions is not exceedingly high. Therefore, the total num-
ber of accesses to the single memory unit containing the partitions is not excessive. However, this
lacl; of faithfulness would not be tolerable if grid partitions were accessed more frequently, because

memory contention would significantly increase the time required for each access [29]. To increase
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the faithfulness with respect to G functionality is added to the passive object shift procedure. An
optional bias is introduced into the metric function Equation 4. Specifically, instead of computing
Equation 1, we compute the conditional sum: ' .
Z - e . 8)
. \.nolatlons (cii Xim) iel ,mekK
jel
In this equation, particular values of c; are included into the sum only if the inclusion of these
values does not violate the constraints exbressed by the relation. For example, given a DiffCm-

directive between objects i and j, the value of G is included into the sum only if i and j are being
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placed into different computer modules.
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The exercise of this option in the passive object shift procedure improves fafthfulness. To
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demonstrate this improvement, we display both faithless and faithful decisions in figure 5-1. In one set

of decisions, the conditional metric function is used, whereupon the D1ffCm directive is followed

faithfully. The other set of decisions demonstrates faithless behavior with respect to the relations %
between grid partitions. However, violations with respect to S still occur in this examﬁle, because the
grid partitions cannot be spread across more computer modules than are available. Note that both
sets of decisions are faithful with respect to the values of d,: code and stack objects are always

placed with the appropriate processes.

At this point, one characteristic of the tailoring procedures can be noted. Specifically, the associa-

tion heuristic for passive objects results in faithlessness with respect to the G relation values DiffCm,

unless the equation 8 is used in the metric function.
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‘1 .
P_' .
2
3
{
¥ A Small Cm* Cluster
" Coordinator Process containing Cm1...Cm4 Coordinator Process
Code Code
Stack Stack
h . Servert Server1
€ Code Code
. Stack Stack
y
3 Server2 Server2
h,' Corie Code
;‘ Stazk Stack
4
5 Serverd Serverd
: Code Codé
Stack Stack
a2 Partition[1] Partition[1]
& Partition[2] Partition{2)
£ Pantition[3) Partition{3]
3 Partition[4] Partition[4]
Partition[5) / Partition[S]
Pantition[6) \Partition(e)
Partition[7) Partition[7]
Partition[8] Partition(8}]
Pantition[10) ] Y Partition[ 10}
Partition{11) _ . Partition{11]

Figure 5-1: Increasing Faithfulness by means of a Passive Object Shift Procedure

Tailoring with Insuﬂiqient Resources

Situations in which there are insufficient or barely enough resourcés to complete the task force ,

construction are commonly encountered in small configurations of Cm*. To use the available -;
resources to the best degree possible, the passive object shift procedure reduces the violations of

) merﬁory constraints by shifting passive objects among processes or by placing passive objects into i ‘

processors to which no processes have been assigned. -3
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Two Different Cm* Clusters

Partition[1} Partition[1)
Partition[2) Partition[2]
Partition[3) Partition[3)
Partition(4] Partition[4]
Partition(5) Partition[5}
Partition[6) Partition{6)
Partition{7) Partition[7)
Partition[8) Partition[8]
Partition{10) Partition[10)
Partition[11]} Partition[11]

Violations in the case Using & small cluster

of sufficient memory containing only
A cluster containing Cm1, Cm2, Cm4, Cm@
Cm1,....Cm8

Figure 5-2: Increases in Faithfulness Due to a Lack of Resources

Comparative experiments with a standard size versus a very small Cm* cluster demonstrate the
usefulness of the passive object shift procedure. In figure 5-2, two sets of decisions made by the
tailoring heuristics are displayed. In one set of decisions, the larger cluste.r is used so that the passive
object shift procedure is not executed. In this case, the entire grid is placed into one memory module.
Clearly, this demonstrates lack of faithfulness with respect to the relations S In the other set of
decisions, a lack of available memory improves faithfulness with respect to C;: Note that the passive
object shift phase attempts to balance the sizes of processes by exhibiting a bias in object association
for the processes that are smallest. This "switching"” effect can be observed with respect to Cm2,

Cm4, and Cmé (see figure 5-2). Cm1 is not involved in this switching effect because this Cm has
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already been filled to capacity with the (elided) coordinator process.

Another characteristic of the tailoring heuristics can be noted. Specifically, scarce resources can
improve faithfulness with respect to c; SO that the suggested alteration to the metric function’s equa-
tion 1 (see equation 8) may not be necessary. However, the suggested alteration is clearly shown to

reduce the number of memory violations.

Task Force Tailoring and Selections

Eligibility sets are easily accommodated within the framework of the presented metric functions and
heuristics. Regarding the assignment of processes to processors, the equations 5, 6, and 7 are
simply altered to select the best process from the processors in each process’ eligibility set. However,
the eligibility sets of passive objects must be accounted for in the passive object shift procedure.

The existence of eligibility sets typically increases the speed with which tailoring decisions are
made. This is due to a resulting reduction in the number of choices that must be tested. The speed of
tailoring is increased further it the processes and passive objects whoée eligibility sets contain exactly

one resource are preprocessed and are not considered by the tailoring heuristics. However, while

_eligibility sets are beneficial with respect to the speed of tailoring, their existence can severely

degrade the heuristics’ faithfulness with respett to the relations w,  anc c,. Consider the case in
which each cluster of Cm* contains one computer module with an attached disk. If each of two
processes is explicitly assigned to a processor with an attached di-sk. and if both processes are
rélated as DiffCm, then the expiicit assignment stated causes faithless behavior with respect to the

relation value D1 fCm.

Task Force Tailoring without Proximity Directives
Naive users of Cm* typically wish to construct task forces while acquiring the least amount of
information possible about Cm* and TASK. At the same time, they expect their task forces to exhibit
reasonable runtime performance.
TAsK's tailoring heuristics accommodate such users by using built-in knowledge concerning the

performance-related properties of Cm*. In addition, the TAsk compiler uses the type and the
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component of information in the execution blueprint of the Task program to derive appropriate

default proximity relations. Instead of listing the relations that are derived by the TASK compiler and

' i—,—vrr-

then used by the tailoring heuristics, we elaborate upon the defaults used for the sample PDE task

¥

force. If no directives are specified, proximity relations equivalent to the following directives are

e

derived by the TASK compiler:

PP DUSPEPIDNEDY P GOSN u;L‘L_._._..J

SamoCm (Code, Stack) -- appearing in each function template
DiffCm ((1=0..2) Server [i], Coordinator)
SameCluster ((1=0..10) Grid [1])

Note that tailoring heuristics that faithfully carry out these directives will make decisions with which

.

linear speedup is attained in the executing task force (see Chapter 3).

—h

In the example above, appropriate tailoring decisions are made even if programmers do not state

proximity directives. This is not true in general. For example, the directives above do not result iﬁ
good performance for a two cluster versi.on of the same PDE task force, since the DiffCm .directive
suggests that all processes remain in the same cluster. In cases like these, one can improve TASK'S
tailoring heuristics by introducing biases into the metric functions rather than using the default direc-
tives. For example, the equations 5, 6, and 7 could be biased to assign proceéses to computer
modules in the following order: first, to different computer modules within a single cluster, next to
computer modules in different clusters, and last to the same computer module. However, biases like

these cannot replace proximity directives, since each set of biases typically represents one particular

directive.

The Cost of Tailoring Heuristics
The heuristics implemented as part of the TASK system are not optimized for their use of time and
space. In the current implementation of the TASK system, space-inefficient matrices are used to

encode the relations dik, w, , and cﬁ. In addition, time-inefficient linear list structures that contain

km'
pointers to task force objects are manipulated by the heuristic procedures. Nonetheless, all tailoring
problems described in this section were solved in less than 1/2 second of CPU-time on a KL-10.

Larger problems containing 20 or 30 processes and up to 60 data components consumed ap-
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proximately 1/2 to 2 minutes of CPU-time.

Conclusions of the Experimentation
We have demonstrated the feasibility of integrating tailoring heuristics into the TASK system. Fur-
thermore, the actions of tailoring heuristics in typical situations encountered during tailoring have
been shown to be reasonable. Reasonable tailoring actions are attained because heuristics are
faithful to proximity directives, while also maximizing the metric functions stated. Tailoring heuristics
without the passive object shift procedure are faithful with respect to proximity relations between

processes and between processes and passive objects. The passive object shift procedure that uses

equation 8 achieves faithfulness with respect to proximity relations between passive objects.

The selections that are stated in TASK programs are accoﬁmodated both during the assignment of
processes to processors and in the passive object shift procedure. If neither selections nor proximity
directives are stated in TASK programs, some measure of reasonable performance is guaranteed by
the inclusion of biases into metric functions and by the automatic derivation of proximity relations.
The use of tailoring heuristics is generally not too time-consuming. This is partially due to the fact that

‘passive objects are clustered around processes rather than placed individually.

5.3. Extensions of this Résea rch

At this point in time, considerable information exists concerning the appropriate use of multiple
processor systems. Therefore, it is no longer sufficient to use such information in an adhoc fashion.
Specifically, one cannot rely on the availability of expert programmers who ¢an make judicious as-
signment or placement decisions. éxpert programrﬁers are not needed in TASK because tailoring
knowledge is easily integrated into the Task system. Given the functionality of TASk and of Cm*,
unique opportunities exist for future research:

.« tailoring can be performed with different objectives, which are expressed by different
metric functions;

e alternative tailoring heuristics or metric functions ¢an be developed to reduce the time
and space required for tailoring;
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e good tailoring practice can be integrated into the system in a stepwise fashion: by biasing
cost functions, by adding functionality to passive object and process assignment, and by

adding functionality to the passive object shift procedure;

e information that is fed back from a task force monitor to tailoring heuristics can be used

to improve the quality of tailoring decisions;

o metric functions and heuristics can be developed for architectures other than Cm®,
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concurrent, communicating processes called task forces--can be derived by use of simple, manual
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6. Conclusions and Future Research

Writing multiple processor applications of substantial size requires considerable programming
expertise [79]. Within the Task system, we explore two approaches to reducing this expertise. First,
software is constructed such that programmers need not know any detail concerning the program-
ming tools involved in construction, such as linkers and loaders. Second, programmers are assisted
in tailoring to the multiple processor machine used for execution of their application programs. Tailor-

ing is performed such that programmers need not know unnecessary hardware detail.

in the remainder of this chapter, multiple processor software development and tailoring are dis-

cussed in turn. The main resuits of our research are reviewed and future research is suggested.

6.1. Software Development

Several conclusions concerning the development of multiple processor software can be drawn
from the design and implementation of the TAsK system and language. One conclusion is that the
ébstractions typically offered by uniprocessor pregramming environments can also be used to con-
struct executable software for fnultiple processor systems.-Specifically, as demonstrated within TASK,
programmers can design and implement multiple processor programs as collections of separable
program modules, where each module is a unit of abstraction [164] or a unit of functiona:

decomposition [130]). From these modular decompositions, which are familiar to most application

programmers, the less familiar software descriptions required for multiple processor systems--sets of

and automated procedﬁres.

|
Although the modular decomposition of an application program is seemingly different from the 1
derived executable task force, a single model of software can describe both. Namely, each descrip-

tion of an application program can be represented as a set of related objects, where relations differ 1
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depending upon their intended use. We call such program descriptions the blueprints of a program.
Two different blueprints of TASK programs are used in the TASK system. The logical blueprint en-
codes the structure of the modular decomposition of an application program. Thereforé, a logical
blueprint of a TASK program is analogous to the abstract specification of an object in an abstraction
language [164}; this blueprint typically remains unchanged across experiments with the executable
task forces constructed from it. However, analogous to the different implementations of an abstract
object, the blueprints that can difier from one experiment to another are the detailed descriptions of

the executable task force; these blueprints are called the execution blueprints of a TAsk program.

The TAsK system assists programmers in deriving execution blueprints from logical blueprints.
Specifically, substantial parts of execution -blueprint contents are specified by defaults generated by
Task, thereby suppressing information not important to programmers. Furthermore, specific, usefui
variations in deriving execution blueprint.s from logical blueprints are supported. Useful var}ations in
the construction of an executable task force are those that facilitate typical experiments performed
with multiple processor software. Fo!' examplie, to perform experiments measuring the dependence of

task force performance on the number of task iorce processes executing in parailel [84), task force

construction can be varied by varying the replication of processes in the executable task force.

In TasK, variations in task force construction are easily implemented only if the algorithmic code
executed by a task force is not aftected by those variations. However, future research in multipie
processor programming environments should also consider construction variations that reguire al-
terations to algorithmic code. For example, if the communication protocols used by the algorithmic
code were known to the programming environment and could be automatically changed, then the
specific means of communication employed by task force processes could be determined automati-
cally. In this fashion, an executable task force could be customized to use different communication
mechanisms in different execution environments. For example, in a multiprocessor shared memory
could be used for interproc. . communication, whereas ports or mailboxes would be used in a

computer network,
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The customization of software to different execution environments would be facilitated if task force
blueprints were displayed graphically, and if the task forqe components available for inclusion into a
blueprifit were displayed in menus describing relevant component characteristics. In addition, intel-
ligent display aids could assist programmers in comprehending and analyzing the complex structures

of task forces that consist of a large number of different components and component relations.

Menus of components to be included into blueprints require that self-contained uﬁits of description
of task force components are available. In TASK, sucn units are called templates, and task forces are
developed as compositions of programmer-defined templates. Therefore, an extension of TASK sup-
porting component menus could simply use predefined or standardized templates. We note that a

“skeleton" process [149] plays a similar role in the development of software for the STAROS system.

Templates can be employed for both static and dynamic component construction. Statically,
templates defined in TASK programs can be repeatedly instantiated, thereby causing the construction
of multiple task force components. Dynamically, the instantiation of a template of type process causes
the creation of a process in the executable task force. As with process templates, TASK can be
extended to accommodate templates of any tyqe during task force execution. Therefore, the in-

cremental, static or dynamic construction of a task force can be implemented with ease.

In the TASK system, programs are written in two languages: the Task language and an algorithmic
programming language. Several benefits result from this separation of languages. First, since task
force structure is described with the Task language, the algorithmic language is only used to write
the code executed by task force processes. Therefore, the algorithmic language need not be over-
loaded with multiprocessiné teatures [72]. Similarly, the TASK language exhibits little complexity and
is therefore, easily mastered. Second, since logical structure and algorithmic code are specified
separately from each other, programmers are forced to consider each in turn. It has been argued that
suc.h separation of programmer concerns is beneficial. Third, the extension of one language by

another can preserve compatibility, whereas the addition of multiprocessing features to a Janguage
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cannot. However, if two languages rather that one augmented language are used, language inter-
faces must be constructed to avoid inconsistencies between the versions of the application program
expressed in each language. Such an interface does not exist in TASK, where only the names of task
force components are shared between the two different language descriptions of a task force. As a
resuit, TASK pragrznr:rttribu,@s cannot be controlled by Bliss code, and Bliss code cannot be affected
by attributes of TASK programs. However, certain .extensions of the language interface are
straightforward. For example, Task could be easily extended to check the types of parameters

passed between the different modules and module functions declared in TASK programs.

Details of the TASK language and its specific syntax are peripheral to this thesis. Instead, the
important attributes of the TAsk language are the distinction of structural task force descriptions from
the algorithmic code (see the discussion in the previous paragraph) and the usefuiness of the lan-
guage for a variety of hardware and sofiware. Specifically, reformulations of the Task language can
describe distributed hardware [82] or can describe software written to execute on computer net-
works. Furthermore, program blueprints and therefore, reformulations of the Task language can be
used to represent multiple processor applications at any level of detail required by programmers. For
example, in Chapter 3 of this thesis, an entire operating system is described by a blueprint charac-
terizing the system's functional decomposition. Each unit of description of this blueprint consists of
multiple components of the *ask force blueprints discussed above. We note that program blueprints
can also be used to describe multiple processor applications at execution time (see Chapter 3 and

[144)).

6.2. Task Force Tailoring

The ease of variation of task force construction exhibited by the TAsk system facilitates the ex-
perimentation with executable task forces. However, sqch experimentation remains difficult unless
programmers are assisted in tailoring an executable task force to its execution environment, where

tailoring is defined as the alfocation of hardware resources to task force components. In this thesis,
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assistance in task force tailoring consists of the partial automation of tailoring. The automatic tailor-
ing procedures designed and implemented are not the optimal algorithms published in the theoretical
literature because such algorithims are too slow. Instead, fast heuristics act in accordance with our
current, best knowledge concerning tailoring for the Cm* hardware. Since this knowledge is subject
to cﬁange. tailoring procedures permit the inclusion of new knowledge. Specifically, tailoring policies
can be altered or exchanged and multiple objectives are accommodated by tailoring procedures, so

that programmers can perform tailoring with different policies and objectives (see Chapter 3).

Since our current knowledge concerning good tailoring practice is insufficient and since tailoring
decisions often depend on the specific hardware used for task force execution, tailoring has not been
automated completely. Instead, progr.ammers provide tailoring assistance by stating resource direc-
tives that express the proximity of task force components as frequency of access relations between
those components. Resource directives need not be stated for individual task force components.

Instead, directives relate sets of task force components.

Two interpretations of resource directives have proven useful: their interpretation as expressions
6f preferences concerning resource allocation or their interpretation as expressions of constraints.
Preferences are suggestions that need not be honored 'by tailoring procedures, whereas tailoring
constraints must always be honored. Therefore, preferences can be used as hints based on which
tailoring choices can be made freely, whereas constraints can be used to exert explicit control on
resource allocation, if desired. Programmers can manually check and improve TASK's resource

allocation decisions.

The formulation of tailoring in terms of resource directives, tailoring objectives, and tailoring
procedures is based on an abstract mode! of multiple processor software and hardware, called the
proximity model. We use this model to show that TAsK is easily extended to tailor software for a
variety of multiple processor architectures. Similarly, the components of the TASK system that are

implemented according to this model can be used in extensions of our research:

dand
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e to tailor software for architectures other than Cm?*;
e to investigate the effects of alternative tailoring objectives and tailoring procedures;
e to vary the degrees of programmer interaction in tailoring:

o by specifying few or many resource directives;

o by accepting or overruling TASK's automatic tailoring decisions;

o by including alternative tailoring procedures into the system (the current TASK
system permits programmers to choose among a variety of tailoring procedures).

The notion of tailoring could be generalized in several ways (see Chapter 3). One generalization
involves the use of knowledge concerning task force behavior during execution. For example, the
quality of tailoring decisions couid be improved if the actual control flow in the executing task force
were known. Specifically, if two processes cannot execute in parallel, they need not be assigned té
two different processors. Another use of. knowledge concerning the behavior of an execuﬁng task
force is a comparison of the actual access rate of a process to an object with the access rate

estimated by a user-defined resource directive. if such comparisons were performed, TAsk's tailoring

decisions could be based on information superior in accuracy to the estimates stated by program-

mers. The implementation of a task force monitor and of an interface between TAsk and the monitor

play a critical role in such an extension of the TASK system.

An extension of our investigation of tailoring is the consideration of the tradeoffs between static
and dynamic tailoring. Since a task force is subject to change during execution, dynamic tailoring is
required to supplement or improve the decisions made statically. The feasibility of dynamic tailoring
depends on the speed with which tailoring decisions are made and on the speed with which the
information required for dynamic tailoi'ing is collected. Since the tailoring procedures used in TASK
can be sped up further by limiting the amount of information that is processed, dynamic tailoring

appears feasible.
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Appendix A
The Task Language

Multiprocessor computers offer the potential advantages over uniprocessors of enhanced reliability
and cost-effective ;')erformance.a‘3 To this end we construct software in the form of task forces—
collections of cooperating, communicating processes, which use system synchronization and com-
munication mechanisms to solve a single problem. Such software is difficult to construct without
special tools, due to the complex execution environment of the muitiprocessor. In particular, those
users who wish to capitalize on muitiprocessors to attain their reliability or performance objectives
cannot ignore system attributes that affect those objectives. Multiprocessors do not introduce
qualitativeiy new difficulties in scheduling or process and data management. They do, however,
complicate those aspects by increasing the number of options beyond that for a uniprocessor, hence

increasing the number of decisions that must be considered.

A.1. The Goals of Task

The Buiss language itself offers no facilities for managing task forces, nor do any existing mul-
tiprocessing languages incorporate features concerning resource allocation for task force com-
ponents. The TASK language inc.ludes these facilities. Task can be thought of as an extension to
Buss. Individual STAROS modules are written in BLISS, and the relationships among them, as well as
their placement for resource-usage optimization, are specified using TASK. .All progrart;med actions
performed by modules after they have been loaded are written in BLiSS. BLISS and TASK have been

integrated to the extent that both are naming and manipulating the same objects.

Task is a high-level specification language in which an author may specify the different initial

23The bulk of this appendix consists of text that has been adapted from a draft of a technical report, The TASK Language
Specilication [82). Further informalion about the Task language can be found in two technical papers [81, 83] and in this
thesis.
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Figure 6-1: Compiling a Set of BLISS Programs and a TASK program
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components that comprise his task force. TASK does not constrain how the task force behaves once

"y
N R
e

execution commences; all facilities of STAROS are available to modify at run time a task force created
. according to a TAsk specification. Using TASK, the programmer c§n specify objects to be created
and how they are to be initialized, as well as ceriain relations betwgen objects. As described in [149),
STAROS programs are constructed in the form of mo&ules which export one or more functions which
may be invoked by code in other modules. Part of the purpose of Task is to define the intercon-
nection between modules by providing one module with capabilities for objects in another. We say

that Task furnishes a programming environment for constructing task forces.

TASK provides several ways to adapt a task forc.e from run to run. Changés can be made in order
to obtain better performance, or to accommodate variation in the physical configuration of Cm*® or the
input data. For instance, data might either be stored as a unit in a single computer module or
partitioned among several objects in different Cm’'s. Data or processes might or might not be repli-

cated.

b
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3

»‘ Figure 6-2: Linking and Loading a Task Force

-

N

"! TASK also provides facilities for controlling resource allocation. Task-force authors may express
relationships between programs and data, or constraints on resource utilization. To do this, they

1 specify

k e assignment—which process shouid execute on a particular processor, and

o placement—which Cm should hold a particular unit of code or data.

. A.2. The Task Compiler

.

g The Tasx compiler runs on CMU-10A, not on Cm*. The services provided by the compiler are

L.

summarized below.

e TAsKk describes a task force in terms of the abstractions provided by ST4R0S. It
describes the modules that make up the task force, specifying for what objects the
modules will have capabilities and what functions are exported by each module. It
specifies an initial process structure for the task force by listing the processes that are to ]
be created as soon as the task force is created, or “instantiated.” (To instantiate means .
to create one instance, or example, of.) ' ‘
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. o TASK generates directives for linking together the components of the task force. It writes
! a separate linker command file (. LMD file) for each module, as well as one which relates
. : to the overall task force. Reading directives from an LMD file, the C.mmp linker com-
- . bines several relocatable object files produced by.the BLiSS compiler into a single file
: which may be shipped to Cm* and read by the STAROS loader.

s B amk .. ...

TASk generates definition files which contain the names of all modules, their functions,
and other components. These files contain names declared in the TASK program that 3
may be used in BLISS code. One BLiSS require file is created for each module, one for 8
each function exported by each module, and one for the task force as a whole, which is :
used for preparing a task-force object. The task-force object contains a description of . 1
the task force; it is used by STAROS but is not referenced by the user's programs.

TASK also generates command files for the STAROS loader. Again, one file is created for
each module, and one additional file for the task force. These are the template, or .TEM
files which are interpreted by the Loader in order to construct task force components and ‘
to allocate resources for the task force. p

o TASK controls resource allocation for the task force, as specified by the user. it allows the
user to relate components of a task force by expressing their performance characteris- 4

tics. It also allows the user to specify the characteristics of Cm's where objects and ]
processes should be placed. _ {

The process of constructing a task force, from writing source code to running it on Cm?*, is il-

lustrated in Figures 6-1 and 6-2.2

A.3. Introduction to the Language

A TASK program consists of statéments describing objects which contain data and code, relations {
among those objects, and their assignment to physical resources. The bulk of a TASK program is
declarations; the one “executable” action is creating an object. Each such instantiation is realized by :
one or more invocations of the Object Manager. The types of objects that may be created are ‘
modules, processes, basic objects, stacks, deques, and mailboxes. A task-forcé author declares a 1

template for each object that is to be created as part of the task force. A template specifies the type

of an object and indicates its size, how it is to be initialized, and where it is to be placed. In many

ways, templates are analogous to type declarations in languages such as Pascal and Ada.

2‘F|9ure 8-2 is slightly oversimplified; see the discussion on page 167.

e e e A m s emm 4 nia ama-a




DEA 4 J_" _‘r..'y‘-"—::l'r,-l Y )

.

series of illustrative examples. The complete TASK grammar appears in Appendix B, but portions are

-
repeated at appropriate plaées throughout this chapter. Most examples in the chapter are excerpts 5
from a Task specification for a task force that processes image data by performing filtering opera-

tions. An image is partitioned into slices, each of which may be proc‘es.;sed almost independently of j
the others. Server processes that filter a slice need only cooperate with those server processes that '
filter an adjacent slice, A manager process is responsible for coordinating server actions by sending |
processing requests and additional data to servers via shared mailboxes. The manager process also ,?
handles the 170 associated with the image-processing task. The complete text of this example (albeit ")
in slightly obsolete TAsk), may be found in an early papér on Task [81].
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Table 6-1: Expressions, Names, and Types in TASK

<Simple Name) : = <Unquoted String)

<Simple Template Name> ,<{Complex Template Name> : = <{Simple Name>
Template names must be unique in their first five characters.

<¢Formal Parameter Name>,<{Var Name> :: = <Simple Name>
<Comp Name> = <(Simple Name)

CFunction Name> : = <Complex Template Name> .<{Complex Template Name>
<Object Name> = (Simple Name> | CAccess Expr>

<¢Path Name) = <Simple Name)> . <Path Name) | <Simple Name) ,
<Object Path Name> = <Object Name> .<Object Path Name> | <Object Name>

({Keyword Name) : = '
<Obj Common Att> | <Obj Add Att> | <Obj Special Att> | <Hard Att>

<Var Type> ©= String|Integer | Boolean

<Expr> == CArith Expr)> | <Quoted String> | True | False

The rest of this chapter describes the syntax and semantics of the TAsk language and includes a
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A.4. Templates and Instances

A template is analogous to a programming language fype declaratioq while an jnstance is
analogous to a variable of that type. A TASK program contains template definitions and instructions
for instantiating object from those templates. Templates are comprised of a set of attributes which
may be specified explicitly, or, if omitted, may be SUppiied by TasSk from a set of defauit attribute
values for the template. For éxample. the size of the object may be omitted from some temblate. while

for another template resource-usage attributes may be omitted.

A template specifies several types of information:

o the type of an object,
e attributes of an object, such as its size, and where capabilities for it should be piaced,
¢ instructions for building complex objects that have other objects as components, and.

o resource-binding preferences.

A simple tempilate gives directions for instantiating an object which does not have other objects as
components. Complex templates, on the other hand, tell how to create modules and task forces,

which have other objects (such as processes and modules) as components.

The syntax for templates is given in Table 6-2. In the syntax, three superscript symbols are used to
denote different types of repetition:

* means “zero or more repetitions of ",
+ means “one or more repetitions of”’, and

# means either zero or one instance of".
When items on a list are to be separated by some particular punctuation mark, the punctuation mark

is indicated directly before the repetition character.

We will consider simple templates first. Examples of simple templates are—
gasic InputImage (Size=4K, Source=("Imagel.obj", "Image2.obj"))
Mailbox (MsgType = "Capability", $ize = 40)

ST T oA

» P

1 -




v SR B A0 N e a9 b et e B i
. DR . .« H Y e . .-
A - it LY Lt
. PPN . Lot A

Section A4 , Templates and Instances 8 153

Table 8-2: Syntax for Task Templates

(Templates> : = <(Template> " EOF
(Template> ::= {<Complex Template>|<Simple Template>}

<Simple Tempiate) : =
<Simple Object Type> <Simple Template Name) {CActual Attributes>) d
Some actual attributes may occur only within functions or modules.
Hence there are semantic restrictions concerning which attributes
may appear in simple templates that are not bound to a particular
complex template.

<Complex Template> : = <Task-Force Description)
| <Module Description>
| <Complex-Basic Description>

<Simple Object Type> := Basic|Stack|Mailbox | Deque | Device

The first template can be referred to as Inputlmage; it describes a basic object with a 4K-byte data
part and no capabilities. The object is initialized from the two files Image1.obj and Image2.0bj.
Only the first 4096 bytes of these files will be recorded in the object when it is instantiated. The
second template is for a capability mailbox that can buffer up to 40 messages.® App:ndix C lists the
creation parameters for all TASK object types. In particular, the interpretation of the $1ze parameter

depends on which type of object is being created.

The <Simple Template Name>), it present, is associated with the template for future reference. A
<{Template Name> is not needed if the template is merely used once and 'never referred to again.

Later examples will illustrate this.

The New construct is used to instantiate an object, either by specifying the template directly or by

naming a previously defined template:

25" the number of "“entries” for registered receivers is diﬂgrent from the number of messages, this may be specified by the
syntax $12¢ = (number of registered receivers, number of messages).
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3

Table 6-3: Syntax for Complex Templates

<Module Description) :: =
Module ¢<Complex Template Name> (<Formal Parameters))# is
<(Construction Description>
CFunction Description> *
<Resource-Usage Directives>
All module attributes must be specified at declaration time. Modules
can only be components of task-force templates. Only one instance of
a module can be constructed from a particular template.

a4

—g

<Function Description) ;. =
Function ¢Complex Template Name> (<Formal Parameters))’ is
<Construction Description>
<{Resource-Usage Directives>
A <Function Description> can only be a component of a (Module
Description) . )

b {Task-Force Description) ::= TaskForce <Complex Template Name) is

<Construction Description>

<{Resource-Usage Directives>

[ - . A task force template can have no parameters. A <(Task-Force
o Description> cannot be a component of another template. No more

¢ than one task force template may appear in one TASK program,

<Complex-Basic Description) @ =a
ComplexBasic<Complex Template Name> (¢Formal Parameters))# is
<{Construction Description)

'p <{Resource-Usage Directives)

Components may have any type except those specifically excluded
above.

L

3 New Mailbox (MsgType = "Capability", Size = 40)
New InputlImage

The first example of the New construct will result in creation of a mailbox able to buffer 40 capability

$
{

- messages. The second example of New refers back to the simple template defined earlier. The body

: of the template named InputImage is textually substituted for the name InputImago (defined in the

'® previous example). A basic object of 4096 bytes will be created, and initialized to hold up to 4096

bytes of the source files named Imagei.obj and Image2.0bj.
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Table 6-4: Syntax for Construction Descriptions

<Construction Description> := Construct (¢<Component> ;')

<Component> .= <Comp Name) :<Operation>
| <iteration) : <Operation>
| <Expanded lteration> : <Operation> [not yet implemented]

<Operation> = =
New {{<Object Type> (CActual Parameters))#}
| <Template Name) (<Actual Paramelers))#)}
| Reserve {{<Object Type> (<Actual Parameters))#}
| <Simple Template Name> (<Actual Parameters>)¥}
| Ref <Object Name> (¢Actual Attributes>)®
Only special attributes should be used here.
| Use <Object Name> (<Actual Attributes>)®
| Process <Function Name> (CActual Parameters))
Note: returns a mailbox. Semantics: Processes may
be created only within the body of the module defining
their function
| Name (¢Actual Attributes> ) * .
Only the Window attribute should appear here.

A.5. Complex Templates

Only task-force, module, function, and (complex) basic objects are specified by complex templates
(see Table 6-2). The <Construction Description> specifies names and templates for each component
object. The (Construction Description> also defines names for component objects that will be

created by the task force as it is executing. The syntax of a <Constructian Description)> is given in

Table 6-4.

When an object is instantiated, its component objects are also instantiated, either by manufacturing
new objects or by acquiring the appropriate capabilities. The New construct indicates that an object
is fo be created. Similarly, the Process construct indicates that a new process is to be created to

execute a specific function. (The process does not begin execution until it is scheduled, however.) A

.
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component object may also be a parameter—in particular it may be a shared object—in which case it

is named in the parameter list. The Ref, Use, Name, and Roserve constructs are explained later.

As an example of a complex object, let us consider a module template that makes use of assoc'iated

mailbox and basic templates:

Mailbox Communicate (MsgType = "Capability", Size = 10)
Basic InputImage (Size = 4K, Source = ("SeaScape.obj"))

Module Server is
Construct (
MyImage: New Inputlmage;
Commune: New Communicate;
Code: Now Basic (Size = 4K, Source = ("Server.Cod"));
)

When the template for the sérver module is instantiated, each component of the server module object
is instantiated. in turn. The mailbox template named Communicate and the basic template
InputImage are defined outside of the module template for maintenance convenience. When the
server template is instantiated, the names Communicate and InputImage are textually replaced by

the mailbox and basic templates.

A particular object instantiation may refine a previously defined template, adding more detail about
the object which is created from the template. For example,
Mailbox Communicate (MsqTypge = "Capability")
Module Server 1is
construct (

MyImage: New InputImage: .
Commune: New Communicate (Size = 10);

L ] .

)

is also possible. Here, the template Communicate is defined outside the module template. Then the
template is used within the module template, but with an additional parameter, the size. Note that, in
TAsK, it is not possible to define a template within a template; hence the Communicate template had

to be defined outside the Server template.
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Table 6-5: Syntax for TAsk Parameters and Attributes

CFormal Parameters> = <Formal Parameter> " |<Actual Attribute> : 7
<CFormal Parameter) ;= '
{<Formal Parameter Name>,” | <lteration> } : <Simple Template>,

| <Var Name>,* : <Var Type>, j

CActual Attributes) = <Actual Attribute> " )
<Actual Attribute> = {<Keyword Name> = {<Expr> |<Var Expr> | <Index>},}
| Source {[</nteger>,<Link Switches> ]}

= {Source Parameter Value> ,
| Rights = (<Quoted String> , <Quoted String>), J
Currently, all rights specifications remain unused.
| Size = (<Integer> , <Integer>),
| <Special Attr>,

CActual Parameters> := {<Actual Parameter) : | ¢Actual Attribute) '}
CActual Parameter> .= <{Key Expr> = <{Actual Expr),

CActual Expr> := <Object Name) |<lIteration> |<Expr>
 |<Var Expr> | <Access Expr> | <Index>
<Key Expr> := <Formal Parameter Name> | {Access Expr)> |<iteration)
<Source Parameter Value> : = ({<Quoted String>},*)
<Link Switches> : = <Quoted String> .
One or more switches (/0, /N, etc.) to be passed 1
to the C.mmp linker. ]
<Obj Common Att> := Source|Rights | Size 3
]
<Obj Add Att> = StackSize|Class|Preempt|Quantum 1
| ServiceLimit | Processid | MsgType ]
For a description of these attributes, see Appen- J
dix C. ' »
<Obj Special Att> = Window | Stack|InitiaiCode ]

| PrivateMailbox | StackOwns | Alias | Present
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We now adapt the previously defined server module to use a shared mailbox that is passed as an
argument at the time of instantiation.
Basic InputImage (Size = 4K, Source = ("SeaScape.obj"))

Module Server (Commune: Mailbox (MsgType = "Capability")) is
Construct (

MyImage: New Inputlmage;
Code: MNew Basic (Size = 4K, Source = ("Server.Cod"));
)

A name defined as a formal parameter to a complex template may be referred to in the body of the
template, just as a name which is defined within the body of the template. Thus, Commune is a
component of the server module; it can be named or manipulated just like any other component. The
Task compiler performs parameter type-checking. For example, in the most recent definition of the
server module, Commune is a formal parameter restricted by a template. The actual parameter is thus
required to be a capability mailbox—nqt a data mailbox. The template for Commune could have
specified size attributes, although in this example it did not. Table 6-5 gives the syntax for Task

parameters.

Resource directives may be included in a complex template. We postpone discussion of them until

later.

A.6. Modules, Functions and Processes’

A STAROS module exports a set of functions. Thus, part of a module template consists of a
specification of the functions defined by the module. A complete module témplate has the following
form, 2s was shown in Table 6-3:

<Module Description> : = Module (Module Name> (<Formal Parameters>)is
<Construction Description)
<Function Description)> *
<Resource-Usage Directives)

where

<Function Description)> := Function {Function Name)> (<Formal Parameters)) is
<Construction Description>
C(Resource-Usage Directives)
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Consider an expanded version of the server module template. This example defines a function
called WorkCycle. The example supposes that a single process for the function WorkCyc1le will be
created. This process is programmed to cycle, processing work requests sent to it via its private

mailbox.

Module Server (Inputlmage: Basic, Commune: Mailbox) is
Construct (

TheCommune: Process Server.WorkCycle();

Code: New Basic(Size = 4K, Source = ("Server.Cod")):

)
Function WorkCycle is

Construct (
MyMailbox: Ref Commune(PrivateMaijlbox):
MyStack: New Basic(Size = 4K, Stack):
MyCodo: Ref Code(InitialCode["Cycle”]):
Scratch; New Basic (Size = 4K);
) .

Directives()

Directives()

Example 6-1: TASK: An Absent Function

This example illustrates the use of pathnames (for example, Server .WorkCycle) to name func-

tions within a module. Arbitrary paths of objects are created by concatenating component names

- ordered by their lexical nesting, with each pair of names separated by a dot (*."). For the present,

the only legal pathname is one of the form ¢{Module Name) . (Function Name) .

The Process construct results in the creation of a process to execute the function WorkCycle,
which is defined a few lines below.. This process will be created by invoking the Process Creator and
not as the result of an Invoke instruction. Any Process construct causes a capability to be returned
for the private mailbox of the new process; however, as in this case, the. user can specify what
mailbox object is to be used for th2 private mailbox. Also, a capability for the private mailbox will be

placed in the siot of the module called TheCommune.

The last object which is created from the function template is a basic object called Scratch. The
process object which is created by the Process construct from the function description contains

capabilities for each of the four obieéts nameq in the function template. In generai, the object
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resulting from the instantiation of a complex template contains one capability for each component
object. New causes the creation of an object by the objef:t manager. Ref results in a Copy
Capability operation which generates a new capability for the shared paraméter object. l;: the BLISS
code, the names given to object instances resolve to name slots in the capability portion of the

complex object.

The PrivateMailbox attribute specifies that Commune will become the private mailbox of the new

process. Note that Commune is a parameter to the module in this example. When the

PrivateMailbox attribute occurs in the construction description of a particular function, it marks
the object which it applies to as being the private mailbox of the function. Since each new process
receives a unique private mailbox, and since the Process construct returns whatever object is the
private mailbox of the process, the user needs to specify only when the default mailbox is to be
replaced by another object (a module parameter in the example).

The fact that the mailbox is specified as a Ref to the object called Commune means that it is a
reference to—that is, a capability for—Commune, which is the formal parameter to tﬁe module.?® In
other words, the capability which is passed to the module Server is to serve as the private mailbox
for any process created from the WorkCycle function. The capabilities Commune, MyMailbox, and
TheCommune are all copies of the same capability.

Suppose a Ref for the PriveteMaiibox had not been used. In other words, suppose that instead of
“Aaf Commune'. we had written “NewCom: New Mailbox (...)". In this case, a new private mailbox
wouild have been created indeed. i there were two Process constructs in the construction description for
the module. two processes with two separate private mailboxes would have been produced.

There is one more thing to note. By writing “NewCom: MNew Mailbox (...)", we gain the ability to
specify any desired attributes for the new private mailbox that is to be created.

By contrast, consider another modification of the exampie (below). in this example, the construction
description does not specify an private mailbox. Consequently, when the process is created, a private
mailbox with default size is returned in the capability siot PMai1box.

Module Server (InputImage: Basic) i

PM£11box: Process Server.WorkCycle():
Code: New Basic(Size = 4K, Source = ("Server.Cod")):

”Formal parameiers 1o one complex template (the module template) can also be referenced from inside a sub-template (the
function template).
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)
Function WorkCycle ig
Constryct

(
MyStack: New Basic(Size = 4K, Stack):
MyCode: Rof Code(InitialCoda["Cycle*]);
! Scratch: Mew Basic (Size = 4K);

Directives()
Rirectives()

Special Attributes. The PrivateMailbox attribute is the first of the special attributes defined in
Task. These are attributes which are intimately related to characteristics of the STAROS system.
Special attributes may appear in the same places as other attributes, such as Size and Source
(which are defined in Table 6-5). Stack is another special attribute; it refcrs to the process stack of a
STarOS process. The construction description for the WorkCyc1e function therefore says that a new
4K-byte bgsic object called MyStack should be created to.serve as the process stack, each time a
process is created from this function description. (The stack should always be a 4K-byte basic object,

so that references to it do not need to be mapped through the Kmap).

Table 6-6: The Syntax of Specia! Attributes

<Special Attr> := Window [<Integer>|*
| PrivateMailbox
| InitialCode [<Quoted String>]*
| Stack
| StackOwns [<Object Name>]
| Present [<Object Name>)
| Alias [ " ¢Function Name> ")

The InitialCode attribute is also used in the example. It indicates that when the process is
started, the entry point will be in the object MyCode, at the routine named Cycle. Note that MyCode,
just like MyMai1box, is a Ref to an object defined in the enclosing module template. The eftect is that
each time a process is created from the function description, it is given a capability for the same code
object; in other words, all processes created from the function description will share code. (If no

InitialCode is specified for a functi'on, Task will generate a reference to the undefined symbol
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$DefCall so that the linker will also generate a warning message.)

Certain objects should be in one of the fifteen window capability slots vyhen a process begins
execution. Objects with the attributes InitialCode and Stack must always be in a window; the
Task compiler takes care of this automatically. To cause other objects to be initially loaded into a
window, they may be given the special attribute indow. (n the following example, the basic object

Scratch would be initially loaded into window 7:
Scratch: New Basic (Size= 40, Window[7])
The Stack and InitialCode objects will always be loaded into windows O and 1, respectively,

regardless of whether they are given a Window attribute. In general, if no bracketed number follows

the “Window", TASK will automatically seleét a window.

In STAROS programs, it is common practice to keep own variables above the stack,Z but on the
same page. If an object is given the attribute StackOwns, the stack object will be initialized from the
named object. In this case, the function attribute block will indicate that the stack pointer should have
the initial value StackTop, which should be a global name declared by the user. If StackOwns is not
specified for a function, the initial stack pointer will be two less than the size of the Stack. (The

Stack is always in window zero.)

Present/Absent Functions. When processes are created using the Process construct the
question of whether the function is absent or present may not be important. However, if some
function is intended to be the target of an Invoke instruction, the distinction i§ cruciai (the difference
between the to kinds of functions is discussed in [149]. When a function is present, Invokes directed
to it are sent to the invocation mailbox which is named in the function attribute biock. In TASK, a
present function is defined by making the invocation mailbox, preceded by the word Present, a

parameter to the function description:

27Sinccz the stack grows downward, this means that owns are kept “at the base of the stack."
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Module Server (InputImage: Basic, Commune: Mailbox) is
Constryct (
TheCommune: Process Server.WorkCycle();
Code: New Basic(Size = 4K, Source = ("Server.Cod"));
I)fung_t'_ign WorkCycle (Present(Commune]) is
Construct (
MyStack: New Basic(Size = 4K, Stack):
MyCode: Ref Code(InitjalCodo["Cycle"]);
Scratch: New Basic (Size = 4K);
)
Directives()
Directives()

Example 6-2: TASK: A Present Function

In this example the object Commune is to be made the invocation mailbox for the present function
WorkCycle. In this case, the invocation mailbox Commune happens to be a parameter to the module,
although that is not necessary. If no Present attribute appears, the function is defined to be absent.
Alternatively, if we had omitted the parameter Commune from the Serve r'module. and written instead
“present [TheCommune]”, the private mailbox of the process created when the task force was

loaded would have become the invocation mailbox for the function.

if a function is absent, or if the task template does not specify a Process construct for a present
function, a new process will bé created if the function is ihvoked. Since this new process is created
after the task force has been loaded, only the information specified in the function attribute block is
available o initialize the process.

o The process stack will be as speéified (Stack), but it will not be initialized (StackOwns).
o The object identilied as Init{a1Code will be in the proper window.

o The private mailbox will be a unique object withr the default size.

e Except for the Stack and In{tialCode, no other objects will be placed in windows.

o No New objects wili be created regardless of the function template, except for the stack.

e No Ref capabilities will be created regardless of the function template, except for one
code page.

A
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The Alias Attribute. The Alias attribute sets the alias function field of the function attribute
block [149]. The effect of this is to cause the same process to perform two functions of some module.
As a result, certain attributes of the alias function will be inherited from the function “a'u. -d to'.
Hence, if the Alias attribute is specified, the Stack and InitialCode attributes should not be

specified. For example:

Module Servor (InputImage: Basic, Commune: Mailbox) 1is
Lu_r;_cjj_qg Funcl (Present[TheMBox]) is
Construct (

MyStack: New Basic(Size = 4K, Stack);
MyCode: Ref Codo(InitialCode("Cycle”]);
Scratch: New Basic (Size = 4K);

)

Function Func2 (Present[TheMBox],Alias["MyMod.Funci"]) is
Construct

Scu(-incn: Now Basic (Size = 4K);
)

Example 6-3: TAsK: Alias Function

The Use and Name Constructs. In all of the the WorkCyc1e examples thus fai, the Ref construct
has been used to denote the Code object in the server module. This is not sufficient it the program.
mer wishes to instantiate WorkCycle processes with their own copies of the code. In TAsK, a

process obtains a private copy of code or data objects through the Use construct:

Eunction WorkCycle is
Construct

l.dy(.:o&e: Use Code;

In this case, the object specified by Code in the server module is used. This means that a copy will be
made, if in the resource-usage directives the user has separately /ocalized the object (see Section

A.10). Otherwise, the Code object in the module will be used; it is Raferenced.

The Name construct is provided to define elements with cf)mplex objects so that the elements may
be named conveniently in BLISS code. TASK does nothing but allocate empty slots in the template.

The BLISS program may use these slots to hold capabilities for dynamically created objects. A simple

Bl o 88 ok
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example of the use of Name would be to reserve a slot in the process name space.

Eunction WorkCycle is .
Consteuct ( . . .
. CycleCode: Usa Code;
WorkSlot: Name:

)

If this name is to refer to a window slot, the programmer should write instead—

WorkSlot: HNamo(Window)

' The Reserve Construct. For the purposes of assignment and placement, the Reserve statement
"! may be part of a template's <Construction Description>. As noted before, all objects specified in
E | templates are constructed before a task force can run. However, during execution new objects may
) be allocated, old ones deleted; processes may be spawned; and previously spawned processes may
0 terminate. For such dynamically created and manipulated objects the Reserve construct is used.
For example.}
MyDynamicObject : Reserve Basic (Size = 4K):;

reserves the name MyDOyn amicObJocti and associates it with a particular capability slot. All modules

_ which make up the task force can use the name. The type and the actual parameters (e.g. S1ze) are

AArAMD 7 SR

effectively treated as comments; they indicate the programmer’s intention to create a 4K-byte basic
E obieci in the slot, but there is no enforcement. At run time, the object which is actually created to

occupy the slot may be quite different, and no warning or diagnostic will be issued.®

4 A.7.Task Forces

The root of any distributed application i a task-force description. At a minimum, a task-force
3 description contains one module description. The form of a task-force description is similar to that of

] any complex object, except that it may have no parameters:
}

- aThe only difference between the Name and Ruofvo constructs is that Reserve causes the allocation of memory which
g can later be used to hold the object. However, since the Memory Manager does not have the ability to reserve space for later
{ object allocation, the two constructs are at present equivalent.
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TaskForce <Complex Template Name) is
<Construction Description>
<Resource-Usage Directives)

Al

To illustrate a task force, let us assume that the module templiate named Servar is defined as
above and that there exists another module called Coordinator that requires two parameters, the
image to be processed and a maithox; and exports one fuﬁction called Control. A process execut- . 1
ing Control creates and paéses work requests to the processes that result from invocations of the

WorkCycle function defined in the server module. Al server processes use the same h

PrivateMaiibox, which is created in the task-force object, and then passed to the module template,

and then to the function template. Example 6-4 is the definition of this task force.

JaskForce ImageProcessor is
Construct

(
TheImage: New Basic (Size = 4K, Source = (Image)):
PMailbox: New Mailbox (MsgType = "Capability", §ize = 28);
CoordMod: New Coordinator (InputImage = Thelmage,
Commune = PMailbox);
ServerMod: New Server (InputImage = Thelmage,

R
) Commune = PMailbox); . 3
Directives() 1
Moduyle Server (Inputlmage: Basic, Commune: Mailbox) is *
Construct ( 4
ServerPM1: Process Server.WorkCycle O ]
ServerPM2: Process Server.wWorkCycle (): ]
I);'m_g_u_q_n YorkCycle is 1
CommBox: Ref Commune (PrivateMailbox): 1
Directives() ?
Directives() :
Module Coordinator (Inputimage: Basic, Commune: Mailbox) is ‘
Construct ( ;

I;l;r.lagerPM: Process Coordinator.Control (CommBox = Commune);

)

Eunction Control is (
Construct .

Congmnox: Ref Commune (PrivatoMailbox):
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)
Directives()
Directives()

, Example 6-4: A Simple Task Force

When a task force is instantiated using the ImageProcessor template, a STAROS task-force ob-
ject is created. All of its components, including the two module objects, are created and initialized.
Instantiation of the module templates will result in the creation of all objects specified in the modules’
construction descriptions, thereby creating the three processes. This ‘‘chain-reaction” instantiation
of objects makes the construction of a task force easier for the programmer by taking away the need

to re-code all of the individual actions involved in the construction of the task force.

It is the loader which creates the task-force object. The task-force object is known to the loader as
the /loader library. It places in this object a capability for each object instantiated within the task-force

template. After the loader finishes creating the task-force object, and anything else which it causes

“via the chain-reaction, it gives the module capabilities in the task-force object to the user interface.

.This enables the user to Invoke functions of these modules from command level.

Tasx creates one template file for each module and one template file for the task-fores object. These
files consist of initialization information for the module and function attribute blocks, as well as direclives to
the loader to create certain objects. Each moduie's template file is assembled. then linked into the
corresponding module (. M0D) file by the C.mmp linker before being sent to Cm*. For each task force, a
separate file is output by the C.mmp linker (. TF file). Figure 6-2 oversimplified the process somewhat,
since it showed the , TEM files being passed directly to the /oader. In reality, though they consist solely of
loader information, they are combined with the corresponding .MOD or . TF files before being passed to the
loader.

Scope Rules. Ina TAasK program, all template names are global, and within 6ne Task program they
must be unique in their first five characters. Functio.n names are nested, as in Algol: if a particular
name occurs twice, an instance of the name refers to the one in the smallest enclosing complex
template: complex-basic, module or task-force description. Object names are known only within the

complex template in which they are defined.

It is now evident why the private mailbox was passed to the module as a parameter in the last

Py
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example. The scope of the name PMailbox is limited to the task-force template, so it cannot be
referred to from inside the module templates. (By contrast, objects defined in a module templai2 can
be referred to from within any associated function template, since the module descriptibn logically
includes the function description; see Table 6-3.) Instead of using the Ref construct, we could have

declared CommBox as a parameter to the function template. Then we might have written

Function Control (CommBox: Mailbox (PrivateMailbox)) is ...

The two constructions are semantically equivalent, but parameterized function templates cause the
compiler to generate less space-efficient loader instructions (. TEM files). which for large task forces may
cause the loader's instruction bufter to overfiow.

A.8. Iteration

-

In the complex templates of the previous section, each component is explicitly named. However, to
specify distributed software where the number of components varies with the size of the input data
involved or the number of processors available, specification of each explicit component is incon-

venient.

In this section we introduce iteration for the specification of multiple components that differ only in
minor ways. Iteration can be used to express the partitioning of data objects into multiple objects,

and for specifying parameterized replication of objects.

To illustrate replication, we adapt the ImageProcessor example to use a variable number of

server processes. It is necessary to modify only the Server module description:

Module Server(InputImage: Basic,
Commune: Majlbox, number: Integer) is
Construct (

(i=1..number Max 12) ServerPM[1]:
Process ServerMod.WorkCycle (CommBox = Commune);
)
The iterative syntax above will cause the creation of number processes, each to executing the
WorkCycle function. Number potentially varies each time the task force is instantiated, but may not

exceed the value 12,
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To illustrate the use of iteration for the purposes of partitioning data, we present another example:
STarROS restricts object data parts to 4K bytes. To alleviate this restriction, the TASK iteration
facilities may be used to partition files larger than 4 Kbytes into multiple basic objects. For example,

inside a Construct clause, one may write:

(1=0..2) MyCode[1]: MNew Basic (Size = 4K,
Source = ("Codfil.obj"));

Three code objects will be built from the file named Codfil.o0bj. MyCode[0] contains the first 4K

bytes of code; MyCode[1] contains the second 4K bytes, and so forth.

Table 6-7: Syntax for lterations

<lteration> t=  (ClterName)> = <Low Limit> .. <High Limit>) CAccess Expr>

CAccess Expr> = <(lterated Name) [<Index>]

<Index> = <lterName> {Mod <Var Expr>}*
<Low Limit> = <integer
CHigh Limit> = <integer)

| * Max <integer>
| Cintege:> Max <Integer>
| <Variable>

<lterName> = <Simple Name>

Clterated Name> = <Comp Name)
| ¢<Formal Parameter Name)
| ¢Actual Parameter Name)

(Expanded lteration> :: = <Comp Name>,*
Expanded iteration and arithmetic expressions are not im-
plemented.

If the task-force author does not know how many objects will result from partitioning a source file,
the symbol **" is used to indicate "'as many as necessary to exhaust the file". Rewriting the above

example using the " *" notation, we have:

(10..* Max 6) MyCode[1]: New Basic (Size = 4K,
. Soyrce = ("Codfil.obj")):

od el

L

ian




~

—

D

-

LAl ain amt asmas 4

170 1 T,he Task Language Section A.8

The maximum range of the iteration index must be known at compile time. Thus, no more than 6
MyCode objects will be created, regardless of the size of the file Codfi1.0bj. Furthermore, the last

MyCode object will be 4K bytes in length, regardless of whether it is completely filled.

Once a name (such as MyCode) is associated with an iteration, subscript notation may be used to
select an object in the range [ <Low Limit> .. <High Limit> ]. In the previous example, we can refer to
MyCode[1], which is the basic object containing the second 4K bytes of Codfil.obj. <High
Limit> can be an identifier name or ap integer. Table 6-7 defines how iteration may be used in

construction clauses.

A.9. Parameters

There are two classes of parameters to templates:
® Predefined parameters in object templates, such as the size of the object, and the mes-

sage type (for a mailbox). Such parameters are called attributes and a complete list of
them aopears in Appendix C.

e User-defined parameters, such as the parameter Commune in the module Server
(Example 6-4).

A specific set of predefined parameters (attributes) is associated with each type of object. When a
template is used for object construction, those predefined parameters that are not specified are given

default values by the compiler. Predefined parameters include S1ze, Source, and MsgType:

Basic InputImage (S1ze = 4K, Source = ("Imagel.obj"”, "Image2.obj"))

Mailbox Communicate (MsgqTlype = "Capability", Size = 40)
When integers are to be specified as actual parameters, integer constants, simple names and ar-
bitrary expressions29 are ailowed.

Predefined parameters may also require objects as parameters. In the WorkCye¢le function, for

instance, the PrivateMailbox is a predefined object parameter.

29Not implemented.
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When a formal parameter is declared, a type must be associated with it, and it may additionally be
constrained by a template. When the template is used for constructing an object and actual ar-

guments are associated with these parameters, the compiler prints a warning. In any case, the

compiler and the loader will make all attempts to proceed with object construction. Non-constant
arguments may be expressions, which evaluate to <string> or <integer> values. Var.able arguments )
) L |
are not available at run time. 1
In the following example, the module Server has two formal parameters—InputImage and :
Commune: l
Module Server (Inputlmage: Basic,
Commune: Mailbox (MsgType = "Capabﬂ'lty » Size = 10)) is
Construct (
Code: New Basic (Size = 4K, Source = ("Server.Cod")); 4
) ' b
Here, the Commune parameter is constrained to be a capability mailbox with room for at most 10
capabilities. Both parameters are objects.
[ |
4
An example cf a variable parameter is—
Module Image (Image: String) _1_3_
Construct ( ]
InputImage: New Basic (Size = 4K, Source = (Image)): {
* 0 . e
) ;
It is possible to use iteration when expressing formal and actual parameters.3° as illustrated here: ]
e q
! TaskForce ImageProcessor is : »
{ Construct ( .
t (1=1..* max 20) TheImage[1]): New Basic (Size = 4K,
q Source = ("Image.obj")):
\ CoordMod: New Coord‘inator (InputImage = _ :
. (i=1..* max 2u) TheImage[1]): {
\ ) 1
{ Module Coordinator ((1=1..n max 20) InputImage{i]: Basic(Size=4K)) is
: anﬂrug;( P )
3 - Here an instance of a Coordinator module may have up to 20 parameters, called InputImage[1], J
4

3°Not implemented.
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passed to it. A maximum value must be supplied with the parameter, thereby constraining the itera-
tion and limiting the number of InputImage(i] objects within the <Construction Description>. In

this example, each InputImage[ 1] parameter must be of size 4K bytes.

When referred to in the construction description, the vector name can be referenced to denote the
entire vector. Alternatively, its elements may be referenced individually using an indexed vector

name. Here is another example of parameter iteration:

Module Coordinator ((i=1..n max 20) Inputlmage[i]: Basic) is
Construct ( '

TestElement: Ref InputImage[0];
)
Several formal parameters which have the same type or template may appear in a Iiét. separated by
commas.3' The type need only be specified once, following the last parameter of this type. This is

illustrated by the following:
Module Server (InputImagel, Inputlmage2: Basic) is . . .

6.0.1. The Source Attribute

The Source attribute serves two functions. It indicates what tiles are to provide the data necessary
to initialize the data part of an object; and, if it is necessary to link-edit the the data files, thé relocation
address to be used by the C.mmp linker (the link editor used by STAROS). In general, all compiler
output (reloc2table object file, .0BJ) must be link-edited for two reasons: first it is necessary to
calculate addresses of items such as routines and global variables that .may be part of the data;
second, code and linked data structures may include pointers that depend on where these structures

are located in the address space.

The full syntax of the Source parameter (from Table 6-5) is:

31Not implemented.
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¢Source Attribute> := Source {[<Integer>,<Link Switches>]}*
= <(Source Parameler Vaiue> ,
.<Source Parameter Value> := ({<Quoted String>},*)
<Link Switches) : = <Quoted String>

A‘.<Source Parameter Value) is used to specify the files that contain the data to be used to initialize
the object. in previous examples, the specification “Source = ("Imagei.obj")" has been seen.
This specification indicates that the data in the file Image1.0bj, after processing by the linker, is to
be used to initialize some newly created object. Since all files used in this manner will be processed
by the linker, these files must be in the so-called obj format. Such files are most conveniently

generated using some language translator.

In general, .0BJ files generated by BLISS are partitioned into named csects, each csect represent.
ing a different kind of information. Accordingly, file names in a Source clause may be qualified to
select particular csects. A <Source Parameter Value> of “Source = ("CodF1l.0bj(CG)")", for

example, means that (only) the code and globals from the file CodFi1.0bj should be placed in the

object. The characters in parentheses select a particular type of csect: C selects code, G selects

globals, O selects owns, and P selects plits—literals generated from the BLISS program. A <{Source
Parameter Value> of “Source = ("CodFil.obj </P MyP1lits>")" means that the csect of type
plits called “MyP1its”" should be extracted from the file CodFil.0bj. Lastly, “Source =

("CodFil.obj </C Front>" )".instructs the linker to extract the code csect called “Front".

An object containing code or data that must be relocated often has the Window attribute specified.
In such cases the programmer need not specify thé relocation address for the object since this is
implied by the window assignment, and TAsK will automatically generate the proper instructions for
the linker. Circumstances can arise where the programmer wants to relocate several objects to the
same address or does not want the loader automatically to place some object in a window. Then
there must be a way to provide the relocation value in an independent fashion, and this is the purpose

of the <Integer> value. For example, Mybbject(Source[4. ...] ..."indicates that the contents
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of MyOb ject should be relocated to page 4 (address # 040000)."

By way of iliustration. suppose that executable code is to be overlaid because the address space of
the process is too small to contain all of the code. In this case, two or more objects will be initializéd
from different code fragments which have to be relocated to the same address. The programmer
cannot use the Vindow attribute in the body of a function template, for that would cause capabilities
for both fragments to be loaded into the same window at initialization time, with one overwriting the

other.

The Source attribute is designed for this situation. Like the Window attribute, it causes code within
an object to be relocated relative to some window, but unlike Window it does not cause a capability
for the object to be loaded into a window. In our illustration, one of the two code objects would
probably be loaded into the window at initialization time through use of the Window attribute; the
other code object would be given a Source attribute with the same window number as the first
object. Then, when the program was ready to use the second object, it would use a Load Window
instruction to load a capability for it into the window, making it addressable in place of the first code
object. A somewhat more elaborate example, which uses four overlaid code pages instead of two,

follows.

Module Overlay 1is
Construct (

Code0: New Basic (Source[7, " "] = ("Code0.obj")):
Codel: New Basic (Source[7, " "] = ("Codel.obj")):
Code2: New Basic (Source[7., " "] * ("Code2.0bj")):
Coded: New Basic (Source{7., " "] = ("Code3.obj")):

)
Function Dolt is
Construct (
OverlaidPage: Ref CodeO(Window(?2])
)

When the process is created, the object with Code0 will be in window 7. To address
the other objects one must code:

LoadWwindow(OverlaidPage, Codel); ! or Code2, Coded, etc.

In this example, the second argument of the Source attribute is the <Link Switches> character

N
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string, consisting of exactly one blank. The current release of the Task compiler does not allow the
string to be omitted. Nor may the string be null; at least one blank is required. Note that if the code
objects were to be relocated to window 0, the brackets and the text inside could have been omitted

completely; relocation relative to window 0 is the same as no relocation at all:

Code0: MNew Basic (Source = ("Code0.obj")):

The <Link Switches> allow the programmer to specify switches for the C.mmp linker. This
parameter is copied without change to the . LMD file generated by Task. The switches of primary
interest to the user are:

/D Indicates that this is a “dummy’’ page. The indicated ¢sects will be link-edited so that
' global symbols will be bound, but no page will be output. Typically /D is specified for
the stack page since each new process will receive a new, uninitialized page regard-

less.

/0 * Forces the linker to link the specified csects in the exact order given. Otherwise, the
linker may change the order of the csects to reduce disk usage.

/Nand /S These switches label pages containing name and symbol-table csects used by the
debugger [149].

'6.0.2. Buss Names Generated by Task

Task generates .DFS fliles which can be required by a BLISS program, making the object names

declared in the TASK program available to the BLISS code. in the example

Module TwolLevel is -

Construct (
égépiaﬁg.slq Compound 1s
Construct (
First: New Basic(Size = 4K);
Scratch: New Basic(Size = 4K, Window[7]):
)
Directives()
)
ir ves()

the name Scratch refers to the same object (more precisely, to the same capability slot) in the Buiss

program as it does in the TAsk progfam. However, a capability slot is named by a (primary index,
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secondary index) pair [149). The .DFS file includes two bindings for each siot named in the TAsK
program; if name appears in the TASK program, then in the .DFS file, name will be bound to the
capability index, while $name will be bound to the secondary index. For example, if Scratch is found

in slot (5, 14), then in the Buiss file, Scratch = (6, 14),while $Scratch = 14,

There is another instance in which TASK generates an extra name. If the Window attribute is
specified as in the above example, then TAsk generates an extra name to refer to the base address of

the page through which Scratch will be referenced, i.e.,

ScratchPage = 70000;

A.10. Resource-Usage Directives

Resource-usage directives allow the programmer to control where task-force components are
placed. The objective is to allocate mémow and processor resources to the task force. We call the
complete set of allocations the map of the task force to the architecture. This map has two parts.
First, there is placement: every object must be represented somewhere in physical memory. Second,
there is assignment: each process must be assigned to execute on some processor in the system.&

Sometimes, users need to make explicit resource-allocation decisions. Task allows users to specify
none, parts of, or all of the task-force mabping. In addition, or as a preferable alternative, users may
express constraints or preferences on how resources may be allocated to instantiated objects. A
constraint effectively eliminates some maps, but does not necessarily determine a specific map, or
even a partial map. A preference eliminates these same maps only if the éompiler chooses to honor

the preference. Constraints and preferences are used by the Task compiler and the loader to create

a map specilication for the task force, given the available physical resources.

32ln StARQOS, processes are assigned to run queues instead of processors. A run queue can be serviced by mose than one
processor. Task assumes the default run-queue mapping, that is, the compiler assumes that each run queue is serviced by
exactly one processor. Then, run-queue names and pracessor names are identical. If the user has set up a version of STarOS
with a dillerent run-queue mapping, Task placement and assignment cannct be relied upon,
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A ]

6.0.3. Proximity Relations

Constraints are expressed in two forms: as proximity relations between pairs of software com-

3 "t‘—r—'—v‘vliv‘*v* -~ o r

ponents, and as relations between software components and physical resources.

For example, to enhance reliability, a task force might require that each of three replicated
processes execute in a different Cm* cluster. In this example, precisely which processors are to be {
used is unimportant. However, each pair of processes should/must not execute closer than
DifferentCluster. As a second example, to maximize performance perhaps some process should
always execute with local code. In this case, the proximity relation between the processes and their 1
code should be SameCm. In both examples, a proximity relation is expressed between two software

components without concern about the physical computer modules involved.

I U

TASK provides six degrees of proximity that mirror the range of performance characteristics ex-
hibited by the Cm* hardware.® The Task proximity relations are: |

+ SameCm—Should/must be in the same computer module. '_"

R0 LA S IO

: e SameClus ter—Should/must be in the same cluster and can be in the same computer “
X ’ module.

L4

' e NearCm—Should/must be in different computer modules and shouid/must be in the t
same cluster. A "

e DifferentCm—Should/must be in different computer modules and can be in different
3 clusters. '

e DifferentCluster—Should be in different clusters.

o NoCare—Can be anywhere. This is the proximity degree that is give}m by default to all
software components that are not related with explicit directives.

-~

A resource-usage directive specifies a proximity relation between pairs of objects. The syntax,

given in Table 6.8 permits users to list sets of objects for which the relation of interest is to hold. For

3:’Were we dealing with a different architecture, such as a network including a store-angd-forward swilch, we would alter the
proximity relations slightly. They would express the “distance" between two resources, measured in the expected number of
message stores required to transmit a message. ’

i
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Table 6-8: Syntax for Resource-Usage Directives

¢Resource-Usage Directives> == Directives (<Selection; <Directive>;’)

(Selection> = {CHardware Set Name> |<Var Name>} : (Selection Expr>
<Directive> = <lteration>® <Proximity Degree>
({<iteration> * <Object Path Name>)},*)
| <iteration> ¥ Same (CHardware Set Name> [<Index>]¥,
{<iteration> * ¢Object Path Name>},*)
In the first implementation no paths will be used.
<Proximity Degree> := <Integer> | SameCm | SameCluster | NearCm
| DifterentCm | DifferentCluster | NoCare
<Selection Expr> w= <Set Expr> {where <Attr Expr> } ¥
| AnyOf <Set Expr>
| NumberOf <Set Expr>
<Set Expr> = <Set Name)> | (¢Set Name> <Opr> <Set Name))
<{Set Name> = (Predefined Set Name> | <Hardware Set Name>
CAltr Expr> = (Hard Att> <RelOpr>
| (<Hard Att>XRelOpr><Hard Att Value><Opr><Hard Att>
<RelOpr><Hard Att Value>)*
<Opr> u= and | or
<RelOpr> =< |>] = ]<=]>=

<Hard Att Value> = <integer)> | True | False

<Hard Att>  := MaxSize | ActualSize | Reliability
| Speed | NumEther | NumLines | NumDisks
| NumDALinks | NumCms | NumClusters
| HasDALink | HasDisk | HasEther | HasLine
| MaxMPSize | ActualMPSize MPReliability
| PCReliability | PCSpeed

<Predetined Set Name> ::= Cm | CmStar .
| ClusterO | Cluster1 | ... | Clusterd
] Cm[0,0] | Cm[0,1] | ... | Cm[0,14]
| Cm[1,0] | Cm{1,1] | ... | Cm[1,14]
| Cm[2,0] | Cm[2,1]} | ... | Cm[2,14]
| Cm[3,0] | Cm[3,1] | ... | Cm[3,14]
| Cm[4,0] | Cm[4,1] | ... | Cm[4,14]

{Hardware Set Name> := <(Simple Name>

-y
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instance, in the WorkCycle directives on page 159, the author could state that WorkCycle
processes are to have SamoCm proximity to both their process stack, called MyStack, and the

Scratch object used for writing intermediate results:

SameCm (MyStack, Scratch);
In addition, the author of the Server module template may prefer that the individual server processes
all execute on different processors so that they do not compete for processor cycles. This is ex-
pressed using the iteration construct:

NearCm ((1=1..n) ServerPM[i]):
which is equivalent to stating that ServerPM[1], ... , ServerPM[n] should be NearCm.®* If two
objects are to be SameCm, the TASK compiler undgrstands that it is a preference concerning object
placement that both objects must be placed into the Same computer module. However, the compiler

will decide which particular Cm the objects are to be placed into.

The SameCm proximity relation implies a new ‘“‘same-processor’” relation that is transitive. For ex-

ample:

SameCm (MyStack, Scratch);
SameCm (Scratch, MyCode);

requires that MyStack and Scratch, Scratch and MyCode, and consequently MyStack and
MyCode are to be place in the same computer module's memory. Such implied relations can induce
conflicts among proximity relations. A conflict occurs, for instance, if we add the directive

NearCm (MyStack, Myéode):
to the directives in the example above. The conflict is resolved by giving same preference over
different. Thus, in the example MyStack and MyCode would remain S.ameCm. and in the same

processor. To avoid conflicts of the form

SameCm (Code, Cm1);
SameCm (Code, Cm2);

each component of a template (e.g. Code} can be named in exactly one SameCm or SameCluster

Mot that for resource directives the privaté mailbox returned as result of process creation is used as a unique name to
denote the created process. The directive does not state anything about placement of the private mailbox.
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directive.

The NearCm directive implies a ‘same cluster’ relation which is also transitive. For instance, the

two directives

NearCm ((i=1..9) ServorPM[1]);
NearCm (Scratch, ServerPM[1]);

require that each server process must be NearCm to all other server processes, and also that the

object called Scratch be NearCm to the first server process. All servers and the object Scratch will

be placed in the same cluster.

The directive
DifferentCm ((4=1..50) ServerPM[i]);
requires that 50 server processes he assigned so that each process executes on a distinct computer
module, regardless of the clusters in w.hich the modules are located. Note that the proxifnity degree

NearCm would have been 100 constraining in this case, since there are no clusters in Cm* with more

than 14 computer modules.

Restrictions on Directives. We have already noted that each object can be named in at niost one
Same directive. There are a few more restrictions which apply to directives:
» Directives cannot name parameters (to the complex template in which they appear), and
itz-ation bounds used in directives must be integers. Thus, to express directives for

iturated components with variable upper bounds, the maximum iteration value should be
used.

e Variables from the configuration table (see Chapter 4) cannot appear within templates;
eg. “(1=0..NumCms)" is invalid.

6.0.4. The Use of Directives for Optimization

So far, we have used directives to express preferences on resource allocation. The Task compiler,
however, uses these preferences and other information from the TAask specification to derive "good"
placement and assignment decisions. To help the compiler improve its decisions, users can specify

additional information about their task forces' expected run-time behavior. These are called proximity

Pra—
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estimates. Estimates are expressed as integer-valued proximity degrees (in the range of 1-100).
High proximity between components is implied by large integers, whereas low proximity is encoded
by small integer values. In fact, we associate encodings with the keywords introduced above:

e SameCm—corresponds to 90,

o SameClustar—corresponds to the range 31 - 89,
o NearCm-—corresponds to 30,

e DifferentCm—corresponds to the range 11 - 29,
eDifferentCluster—corresponds to 10, and

e NoCare—corresponds to therange 1 - 8.

This encoding corresponds to the performance hierarchy in memory accesses within Cm*. The
integer-valued proximity degree is interpreted as a finer-grained estimate of the need tor two objects
to be “close’ to each other. No keyword covers the range 90 to 100; values in this range are used to
express a stronger preference than even the Same’Cm keyword for placing objects in the same Cm. As
an example, 88 is interpreted as NearCm and also informs the compiler’s optimization phase that it is

extremely important for the objects to be located in the same cluster. Thus,
SameCm (MyStack, Scratch); '

and
100 (MyStack, Scratch);

‘'would be identical with respect to the mapping constraints that have to be fulfilled by the compiler.

For optimization, however, the values 90 or 100 would be used.

The integer encoding has another use in TASK. It is used to resolve conflicts between directives.
The compiler simply uses the integer encodings of proximity degrees as precedence values. Again, a
choice is given to the user whether or not constraint or preference semantics should be attached to

proximity estimates.

6.0.5. Using Task With Distributed Hardware
All of the resource-usage directives we have encountered thus far have involved only software
objects. A surprising number of mapping constraints can be directly expressed without mentioning

explicit architectural resources. In fact, it is rarely appropriate for the task-force author to single out
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one particular computer module for use in a proximity relation. Occasionally, one might be identified
by name in special cases, perhaps when an engi}\eer wishes to execute diagnostics on a particular
computér module. In general, the task-force author will specify architectural resources by attribute,
not by unique name. The attributes serve to select a subset of all resources. For the purposes of the
constraints, the resources in the selected set are interchangeable. For example, a process with large
memory demands might be constrained to execute on a processor with more than 64K bytes of local
memory. If a Cm* cluster includes several computer modules with at least 64K bytes of memory, then

this constraint would establish that one of those computer modules should be chosen.

For the purposes of refen;ring to architectural resources within proximity expressions, we can define
the hardware architecture td be an “‘architectural” task force, using TASK syntax which is much like
the syntax for TAsKk’s software templates. The TAsk language can also define and ascribe usér-
specified names to sets of physical components selected by their attributes (a full description of how
this is done will be given in the next section). These names could then be used in proximity expres-
sions. In such a description, D1skCm, for example, might be the name of a computer module with a
disk directly attached. Consider a soitware task force designed to execute on' a single cluster of

computer modules. Assume that the task force includes a disk-management process named by its

private mailbox (DiskManagerPM). The directive

Same (DiskCm, DiskManagerPM);
specifies part of the mapping between software and architectural task forces so that the disk-
management process must execute on a computer module with a disk. (In a Same directive, the

hardware resource is specified first.)

The implementation of TASK does not allow the language-driven construction of arbitrary architec-
tural task forces. Instead, we use a pre-constructed architectural task force that describes the Cm*
architecture, using predefined hardware component names, predefined hardware set names, and
predefined hardware attributes. Users can then refer to these names in directives, in the same

manner that software components are named. The TASK compiler uses an internal table, called a
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configuration descriptions, that describes the current Cm* hardware configuration. This table can be
updated just before a compiler run, by using configuration information maintained by STaR0S.3 The

standdrd configuration description is in file ARCHIT.STD[x335cm01].

In configuration descriptions, we encode the following information (hardware attributes). For each
computer module is recorded—

MaxMpSize ActualMpSize MpReliability PcSpeed PcReliabitity
HasEther HasLine HasDALink HasDisk cluster number

MaxMpSize is size of a Cm's memory, ActuaiMpSize is the total memory size, minus the space
occupied by the operating system. MpRelfability and PcReliabi1{ty will be used to encode the
observed reliability of the Cm's memory and processor, respectively, in an integer value similar to the
proximity degrees. Similarly, PcSpeed will encode of the speed of a processor; speed variations of 20% or
so between processors are not uncommon. HasEther, etc. are boolean values indicating whether the Cm
possesses the various pieces of hardware. The speed and reliabi}ity attributes are not yet implemented.

For each cluster, a list of the Cm’s in the cluster and a list of cumulative attributes is given. The
cumulative attributes are—

MaxSize ActualSize Reliability Speed NumCms
NumEther NumLines NumDAL inks NumD1isks

Al of these values except NumCms are merely the sum of the corresponding values for all the Cm's in the
cluster. For example, ActuaiSize is the sum of the ActualMpSizes.

For Cm*, alist of clusters (CmStar) and alist 6f Cm’s (Cm) are recorded. In addition, NumClusters

is available as an attribute, so that it can be used, say, as a limit in an iteration statement.

We distinguish three different pfedeﬁned hardware set names:

e CmS tar—to name the set of clusters in Cm*,
o Cm—to name all computer modules in the Cm* system, and

e Cluster0, ... ,Clusterd—to name each of the five clusters.

The predefined hardware component names are Cm{0,0], ... ., Cm[4,14], which name each

computer module in each of the clusters of Cm*. The first index denotes the cluster, and the second

3SSn\mOS maintains the status information on Cm*®. There is not yet any way to ship this fite back to CMU-10A. where the
Tasx compiler runs. ;
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index the computer moduie within the cluster.

6.0.6. The Selection of Resource Sets
On page 182, the name DiskCm was introduced to refer to any Cm with a disk attached in ohe
particular cluster, say, cluster 1. DiskCm is not a predefined hardware name; rather it is defined by a

TASK selection statement.

A selection statement selects a member of a hardware set. Beginning with the predefined
hardware sets, additional hardware sets can be specified using the Where construct. As an example,
consider the set named Cm84D. Let Cm64D cenote the set of all Cm's in Clusteri with more than

64K bytes of memory and an attached disk. To achieve this selection, we use®—

Cm64D: Clusterl whore (HasDisk = True and MpSize >= 64K);
To select an element of this set, we write—

DiskCm: ApnyQf Cm64D;
In the latter selection, the where construct was not used. That implies that any one of the elements of

the set Cm64D may be selected.

Thus the statement

Same (DiskCm, DiskManagerPM);
means that the disk-management process can be assigned to any one of the computer modules in

cluster 1 with more than 64K bytes of memory and an attached disk.

There are three ways new sets of components can be derived from the predefined sets of hardware
components:

e Selection by name. A single element (a singleton set) or a set may be named ‘or
example, the name Clusterl names one cluster in Cm* (but not 15 components' and
Cm{1,1] names Cm 1 in cluster 1.

o Selection by arbitrary choice. AnyOf (Set’> names a single element 4y .+ - .

xThus notation has been inspired by the \anguages for featuey 0 -




AR Jl"’f‘"‘ AT

TTR] aln ViR 0 e oat ctaneast

- — oy L e A 2 — ol ) o .
ot~ ol i el at St G - aett st e i g R e A toe S SR S R S B M MR M Ny |

Section A.10 Resource-Usage Directives 1 185

ample, AnyQf Cluster1 names some one component of Clusteri, in this case a com-
puter module. The user cannot rely upon a particular component being selected; an
arbitrary one is chosen. Any0f CmStar names one arbitrary cluster in the system. and
AnyQf Cm names one arbitrary Cm in the system.

e Selection by attribute. A set may be formed using attributes. For example,
Clustor] where MpSize = 64K;
selects the modules in Clusterl with 64K by'tes. of memory.
AnyOf Cm where HasDisk = True:

selects any one computer module in any cluster that has a disk attached. Any of the
predefined attributes listed' in the configuration tables can be used in a selection based
on attributes. When attribute values are associated with attribute keywords, a number of
different relational operators can be employed. For example, the directive:

Clusteri where MpSize >= 64K;

is a Jegal directive selecting all computer modules in CTuster1 with at least 64K bytes of
memory. The ava“ab'.e re‘ational Operators are «(u. u)n' u(.u' u)."' and u.u.

The NumberOf construct (not implemented),
HumberQf <Set>

denotes the number of elements in ¢Set>. For example,
HumberOf Cm84D

returns the number of Cm’s which have 64K bytes of memory and a disk attached. .

All sets have an attribute that encodes the number of Cm's in the set. For example, if we desired to
select “large” clusters, we might write:
CmStar where NumCms >= 8;
This selects the set of clusters which have eight 6r more components. Note that whenever the value
of an attribute is an integer, any relational operator may be used. Also note that the attribute
keywords use with sets (the cumulative attributes) are distinct from those used with hardware com-

ponents (the hardware attributes).

More than one attribute can appear after a where construct; if 80, the list of attributes must be

enclosed in parentheses. If multiple attributes are separated by the and operator, the selected set will
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-

include the components that possess both attributes. This was illustrated by the set Cm84D defined

above. An or construct is available, too. To express that a selected Cm should have either a disk or

an Ethernet link, write .
AnyOf Cm where (HasDisk = True or HasEther = Trug:®

(The k_eyword False could also have been used.) Where clauses may ncu: be nested. If the effect of

nested clauses is desired, more than one selection statement must be employed. For example,
DskCluster: AnyQf CmStar where HumDisks >= 1;

selects a certain cluster, called DskCluster. Then,
AnyOf DskCluster whare (HasDisk = Irue and MpSize >= 128K):

selects a particular Cm from DskCluster with a disk and more than 128K bytes of memory. '

The AnyOf construct is always directly followed by a sét expression. This can either be the name
of a single set, for example, CmStar, or it can be an expression involving intersections;. unions, or
negations of multiple sets. For example,

AoyQf (Clusterl or Cluster2):
expresses that any one of the components of Clusterl or C1 ust_e r2 shouid be'selected, and
AoyOt (Clusteri snd CmStar): |
expresses that any one of the components of Cluster1 that is also a component of CmStar may be

selected. Set or attribute expressions cannot contain multiple parentheses. There are no
precedence rules between operators that combine sets or attributes; set or attribute expressions are

evaluated left to right.

The syntax of TASK language constructs has been simplified, without any loss of generality, by
forcing all selections to be made explicitly in the selection part of the Direct ives section. Thus, the

directive:

Same (AnyOf Clusterl, Stack);
is not a legal directive. Instead,

StackCm: AnyOf Clusteri:
must appear as a selection, and

............................

....................
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Same (StackCm, Stack);

must appear as a directive.

A final point needs to be made about set selection in TaAsSK. If software components are related with
Same to components of two different but partially intersecting hardware sets, then conflicts may

occur. For example:

Same (Aoa)3 .
Same (B,b):

where a and b denote software components, and A and B are the selected hardware components, the

statement
NeacCm (a,b);

may lead to a conflict. The TASK compiler recognizes such conflicts and tries to select hardware

In that case, TASK picks an arbitrary hardware component for either a or b. In this case, TAsK issues

a warning message.

16.0.7. An Extended Example with Directives
Consider a task-force author who wishes to use one cluster. The task force involves a variable
number of processes: ' |
o DiskManagerPH—which manages a disk dedicated to this task force,
o BossPM—a coordinating process that sends work requests io the server processes, and
o ServerPH[ 1 ]—the server processes. ) .
Although there may be a maximum of six server processes, the actual number varies with the number
of processors avaiiable. |

To improve performance, the disk-manager process should execute on the computer module
directly attached to the dedicated disk; the servers should execute on separate processors. We
assume the “boss” does little processing in comparison to the servers, and hence does not need a

private processor. in the selection pin of the directives of the task force definition, we first select a

4
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components to avoid them. However, if A and B are gingleton sets that intersect, an error is reported..
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cluster that has at least 2 processors and one disk. Then we select the Cm with the disk. Because the
selected resource set and the Cm with the disk have to be refersd to again, we assign the names

MyCluster and DiskCm to them.

MyCluster : AnyOf CmStar where (NumCms >= 2 and NumDisks >= 1);
DiskCm: ApyOf MyCluster where HasDisk = Irue; -

Next we determine the number of processors available.
CmCount : NumberOf MyCluster; ' R

.

The module's construction specification includes code to create the server processes. The CmCount
value is used to control the number of s;erver processes instantiated. This is the only use of hardware
attributes that is legal within template construction sections.
(i=1..CmCount max 6) ServerPM[i] : Process . . .
The subsequent resource directives in the directives section of the template are
Same (DiskCm, DiskManagerPM);

NearCm ((41=1..8) ServerPM[1]);
NearCm (DiskManagerPM, (1=1,.8) SOPVOPPM[‘IJ).

These directives specify assignment of processes to processo,rs'. Nothing is stated about where the
module and process components should be placed into memory. If desired, such &irectives can be

added; otherwise, the components are placed into memory randomly.

The example can be summarized as—

Module BossMod is
Construct ( (1=1..CmCount max 6) ServerPM[i] : Process . . .
DiskManagerPM : Process . . . )
BossPM : Process . . .
. L ] [ ] )
Directives (
MyCluster: AnyQ0f CmStar where (NumCmg >= 2 And NumDisks >= 1);
DiskCm: AnyQf MyCluster where HasDisk = Yrue:
CmCount: NumberOf MyCluster;

Same (DiskCm, DiskManagerPM);

NoarCm ((1=1..68) ServerPM[1]):
MearCm (DiskManagerPM, (1=1..8) ServerPM[i1]):

Example 6-5: Task: Use of Directives
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Note that so far only single hardware components have appeared within directives. There is ex-
actly one case in which we allow hardware sets to be pamed directly within a resource directive.
Names'of resource sets appear in directives only when an iteration construct precedes the directive.
Thus, instead of the directive

" NoarCm ((1=1..8) ServerPM[1]);

we could have written

(1=1..8) Same (MyCluster[i], Server[i]):

No variable upper bounds are allowed when iterated directives are used. Instead, the maximum
values must be specified within the construction parts of templates. Consider the creation of a
variable number of processes. )

(1=1..n max 6) ServerPM[{1] : Process . . .
Then the following statement is required in the directives section:

NearCm ((1~1..8) ServerPM[i]):
When such maximum values are used, it is understood by the compiler that the actual rather than the
maximal number of processes should be employed for resource aliocation. N.ote that the compiler
dnes not consider CmCount a variable upper bound, since its value can be determined at compile-
time. '

A.11. Invoking the Task Compiler

The TASK compiler is invoked by the command
.ru task[x335cm01] '

on CMU-10A. This section lists and describes the’ éommands \;vhich may be issued to the TASK
compiler. It is an edited version of the file task.h1p[x335cm01], and can be viewed by typing

“help” to the compiler.
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Architecture CArchitecture Description File)
The Architecture command sets the architecture description file. The standard description is in

ARCHIT.STD[x3356cm01]). User-written descriptions files must have the same format.

Comp1{le <Task Program File>

The Compile command runs the TasK compiler for the named program. After compilation, CCL
linkage is used to assemble the .tem files produced by Task (loader command files). The .tem files will
become .obj files that are included in the linker command files produced by TAsSK. For each task
force, the following files are generated;

Error File: _
<TaskProgramName) .ERR

Definitions Files (to be compiled along with the BLiSS code):
<{TaskForceName>,DFS
<ModuleName) ,DFS—one per module
<{ModuleNameX<Fctindex> . DFS—o0ne per function per module.

Linker Command Files: .
(TaskForceName> . LMD—the linker command file for the entire task force.
<TaskForceName> .M1C~a command file to run the linker.
<{ModuleName> , LMD—one per module

Loader Command Files:
<{TaskForceName).TEM (the non-assembled version)
<TaskForceName) .0BJ (the assembied version)
<ModuleName> , TEN/ .0BJ—one per module
Directory (Not yet implemented)
The D1rectory command shows a directory of files produced during the current run of the TAsK

skeleton. Each Compi1e command appends a new directory record. Currently, for each task force

only the loader command files are shown.
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DiscardfFiles

The DfscardFﬂes command prompts TASK to delete all intermediate files produced during a

TASK run.

Exit

The Ex 11 command is used for leaving the program.

Gripe <Subject>
The Gripe command provides direct contact between the users and maintainer of the program.

The gripe message is mailed to the current maintainer of the program who should respond within a

reasonable period of time.

Help <Command Name)

The Help command types a one page description of the given command. if <Command Name) is
empty, this text is given. For a list of commands use the 7 command. Fdr examples of running TASK

programs, look at one of the following files:

Skelet.Tsk[x335cm01]

PDE.Tsk[x335cm01]

Test.Tsk[x336¢cm01]

NTest.Tsk[x336cm01] (has proximity directives)
LTest.Tsk[x335cm01] '
Monito.Tsk[x338cm01])

Note: Input may come from command files. A command file is introduced by “@<{File named>”
instead of a command. Command files may be nested to a depth of 10. Lines beginning with “;" are

treated as comments.

KeepFiles

The KeepFiles command prompts Task to refrain from deleting the intermediate files produced

during a TASK run,

.................
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Mode

The Mode command displays the current switch values.

News[*]
The News command will give a description of recent changes to TAsK. "qus *" will give all the

changes listed in the log file.

NoOptimization the default

The NoOptimization command turns of all optimization of resource usage for a given TAsK

program. The loader will place objects and assign processes wherever space or processors are

available.

NoResults the defauit

The NoResu1ts command optimizes the task force without displaying the results of optimization.

OnceComp11e <Task Program Name>
The OnceCompile command compiles a TASK program and exits after compilation is complete.
The Comp 116 command, by contrast, returns to TAsSK after compilation of a program to allow multiple

program compilations in one TASK run.

OptAlternate  turned off by defauit
The OptAlternate command turns on the “alternate” optimization policy provided by Task. This

~ policy uses the same information for optimization that is employed by regular optimization. However,

in this case, process assignment is done before data assignment to processes.

Optimization turned off by default
The Optimization command instructs TASK to optimize the use of resources of the given TAsK
program. The loader is instructed to use specific computer modules for each object being placed and

each process being assigned. The user will be asked whether he wishes resource directives to be

treated as constraints or as preferences. Temporarily. 0" or "<Return)" mean “Preferences” and 1"
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means “Constraints”. The latter make sure that such directives as “DiffCM" really assign or place
things in different Cms; the former just resuit in the compiler “giving it a try"’ but doing something else

if deemed appropriate.

Proximities the default for optimization
The Proximities command instructs TASK optimization to optimize resource usage based on the
component proximities specified with TASK resource directives. Default proximities are used if no

directives are specified.

Quit
Sameas Exit.

Results '
The Results command induces the compiler to display tailoring results. The user is prompted for

whether resulits should be displayed at the terminal o} written into a file.

RunTimes
. The RunTimes command instructs TasK to optimize resource usage based on process run times
for process assignment and proximities for data placement. By default, process run times are not

used.

Selections
The Selections command instructs TASK to ‘“optimize” by simply satistying the selections

specified in TASK resource directives. If no selections are specified, arbitrary'raources are used by
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SetErrorOption <Option>

By using the SetErrorOption command before a Con;pi 1e command the user may direct com-

pilation errors to the terminal, to a file, or both.

The ? command produces a list of the available commands.

The ; command is a comment facility. Anything can be written, on a TASK command line following

A.12. A Full Task Program

The following example is the complete task-force description for the Skeleton program. -

o L e e a e et .
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Task force: SkForce

The skeleton process task force consists consists of one
moduie with one function:

PSP Phe SIS

Module: SkMod(ule)

IR

Function 0: SkeletonProcess

L ki

This file: Skelet.Tsk[x336cm01] CopyRight (c) 1981, Karsten Schwans

D A CNP Smm s e Sun G PmE Gmp Gus G

TaskForce SkForce Is
Construct (SkModule: New SkMod;)
Directives ()

Module SkMod Is
Construct (

| The debugger expects that code objects

| are found in slots in the module that correspond to the

| window slots into which code is loaded. We therefore put

! something random into the module slot O.

Slot0: NAME;

| The first object contains owns used by the skeleton

ModCodel: New Basic (Source = ("Stack[x3361d20]",
I If using debugger:
"612u{x336cm0s J<(g) u612>",
"Skeleton[x335cm01](GO)",
| Your program's owns here:
! "YourProgram(GO)",
"UserIO[x336cm0r](GO)",
"SavReg[1130b198](GO)",
"S1gEnb[x3361d20](G0O)")):

| The skeleton process code
ModCode2: New Basic (Source = ( ! Task version of skeleton 3
' *Skeleton[x336cm01](CP)", %
! If using the debugger : fk
"Initial[x336cm0s]",
1 . *"812u[x336cm0sJ<(CP) ubi12>",
) "612k[x336cm0s]",
"11nktb[x335cm0s]<(C) Tink>"));
! Code that everyone needs to use :
ModCode3: New Basic (Source = ( "savreg[1130b198](CP)*,
*sigenb[x3361d20](CP)",
"userio[x336cm0r](CP)"));

ol

- o

=

! The invocation mailbox for 'present' skeleton function
- . InvokeMB: New Mailbox (MsgType = "Capa");

(30 pr BS roataac NS gl

.—‘T

| The next files needed only if the debugger 1s used
! The 'name' csects
3 Names: New Basic (Source [0, "/N"] =




.........
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("Skeleton[x335cm01J(N)",
! "YourProgram(N)", )
"Star[x336cmOs](N)",
"predof[1130b198]<(N) KSBL>",
"612u[x336cm0sJ<(N) u612>"));
| The 'symbol' csects )
Symbols: New Basic (Source [1, "/S"] =
("Skeleton[x336cm01](S)", ) 4
! "YourProgram(S)", 1
"Star[x336cm0s](S)",
"prodof[1130b1387<(S) KSBL>", -
"612u[x335cm0s]<(S) ud12>"));
} The skeleton process
SkProcess: Process SkMod . Skeleton ():

)

Function Skeleton (Present [InvokeMB]) Is
Construct (
ProcessStack: New Basic (Stack, StackOwns [ModCodel]);
| The debugger forces us to explicitly allocate windows
| for the code. InitialCode is always in windowl.
Code2: Ref ModCode2 (InitialCode["SkeletonProcess"]);-
Code3l: ‘ Ref ModCode3 (Window[2]):
InvokeWindow: Name(Window);
ProcessCarrier: Name(Window);
MessageRock: Name;
| YourName: Name;
! YourObject: New Basic;

| S

Diroctivls ()
Directives ()

Example 6-6: Task Description for the Skeleton
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Section B.O

Appendix B
Task Grammar

Expressions, Names, and Types

{Simple Name> = <Unquoted String>

<{Simple Template Name> ,<{Complex Template Name)> .= <Simple Name>
Template names must be unique in their first five characters.

{Formal Parameter Name>,<Var Name> := <Simple Name>
<{Comp Name> = <Simple Name)

<{Function Name> := <Complex Template Name) .<Complex Template Name>
<Object Name> = <Simple Name> | <Access Expr)>

(Path Name> : = <Simple Name) .<(Path Name) | <Simple Name>
<Object Path Name> := (Object Name> .<Object Path Name> | <Object Name>

<Keyword Name)> :=
<Obj Common Att> | <Obj Add Att> | <Obj Special Att> | <Hard Att)

C(VarType> 1= String|Integer|Boolean

<Expr> u= CArith Expr> | <Quoted String> | True | False

B 197
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Templates

<Templates> := <(Template> EOF

<Template) ::= {<CCompiex Template) KSimple Template>}
<Simple Template) : = ' D
(Simpie Object Type> (Simple Template Name> (CActual Attributes>)*
Some actual sttribute:s may occur only within functions or modules.
Hence there are semantic restrictions concerning which attributes
may appear in simple templates that are not bound to a particular
compiex template.
<Complex Template) := <(Task-Force Description>
| ¢<Module Description)
| ¢Complex-Basic Description>

<Simple Object Type> : = Basic| Stack|Mailbox | Deque | Device

WL SO T Sl W SoRE S A
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Section 8.0

. Complex Templates

{Module Description> =
Module <Complex Template Name)> (<Formal Paramerers>)’ is

<Construction Description)
<Function Description> *
<Resource-Usage Directives)

All module attributes must be specified at declaration time. Modules

can only be components of task-force templates. Only one instance of

a module can be constructed from a particular template.

<Function Description):: =
Function <Complex Template Name) (<Formal Parameters))’ is
<Construction Description>
<Resource-Usage Directives>
A <Function Description> can only be a component of a <Module
Description. ..

(Task-Force Description) ;.= TaskForce <Complex Template Name) is
<Construction Description>
<Resource-Usage Directives>
A task force template can have no parameters. A (Task-Force
Description> cannot be a component ot another template. No more
than one task force template may appear in one TASK program.

<Camplex-Bas¢c Description> =
ComplexBasic (Complex Template Name) {<Formal Parameters))' is
<Construction Description)>
CResource-Usage Directives>

Components may have any type except those specifically excluded
above.
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Construction Descriptions : ' _ i

CConstruction Description> = Construct (<Component> ;')

<Component> ::= <Comp Name> :<Operation>
| <teration) : <Operation>
| ¢<Expanded lteration) : <Operation> [not yet implemented]

<Operation> := New {{<Object Type> (CActual Parameters>)*}
| <Template Name> (CActual Parameters>)¥)}
[Reserve {{<Object Type> (CActual Parameters>)¥}
| <Simple Template Nam s> (CActual Parameters>) "}
| Ref <Object Name> {¢Actual Attributes>)*
Only special attributes should be used here.
| Use <Object Name> (<Actual Attributes> )}*
| Process <Function Name> (CActual Parameters))
Note: returns a mailbox. Semantics: Processes may
be creatéd only within the body of the module defining
their function :
| Name (<Actual Attn‘butes))'
Only the Window attribute should appear here.

Iterations

<lteration) v= (CiterName> = <{Low Limit> . .<High Limit>) CAccess Expr>

CAccess Expr> u= <lterated Name> [<Index> ]

I

& <Index> 1= <lterName> {Mod <Var Expr> }"
"1 <Low Limit> = <integer>

5 CHigh Limit> := <integer>

.. | * Max Cinteger>

& | <Integer> Max <integer>

. | ¢Variable>

,: <lterName> B <Simple Name)> -
. Clterated Name> = <Comp Name)

- | <Formal Parameter Name>

, | CActual Parameter Name>

g <Expanded iteration> = <Comp Name>,*

- .

Expanded iteration and arithmetic expressions are not im-
o plemented. :
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, Parameters and Attributes

lf _ <Formal Parameters> == <Formal Parameter> " | <Actual Attribute>

3 . (Formal Parameter) .=
3 {<Formal Parameter Name> ,* | <lteration) } : <Simple Template),
.‘ . | ¢<Var Name)>,* : <(Var Type>,

CActual Attributes> == <Actual Attribute) "
CActual Attribute> ::= {<Keyword Name) = {<Expr> | <(Var Expr) | <Index>},} :
| Source {[<Integer>, <Link Switches>]} * g
= <(Source Parameter Value), ﬁ
| Rights = (CQuoted String> , <Quoted String> ),
Currently, all rights specifications remain unused
| Size = (CInteger) , <integer)),
| <Special Attr) ,

(3

CActual Parameters) = {CActual Parameter> " | <Actual Attribute> }
CActual Parameter) 1= <KeyExpr)> = CActual Expr>,

IR 5 ST RO

CActual Expr> = <(Object Name> | Citeration> | <Expr>
| <Var Expr> | CAccess Expr> | <Index>

B2~ arssaras

<Key Expr> := <(Formal Parameter Name> | CAccess Expr) | <lteration)

IS B B

DR
Py X

(Source Parame!or Value> := ({<Quoted String>},*)

<Link Switches) := <Ouoted String>
One or more switches (ID /M, etc.) to be passed
to the Cmmp linker. “

<Obj Common Att> := Source|Rights ) Size
<Obj Add Att> u= StackSize | Class | Preempt | Quantum
| ServiceLimit | Processid | MsgType
For a description of these attributes, see Appen- .4
dix C. ) =

T Y
I

<Obj Special At> = Window | Stack | InitialCode
| PrivateMailbox | StackOwns | Alias | Present

VT

(Special Attr> = Window [</nteger>]*
| PrivateMaifbox
| initialCode [¢Quoted String>}*
- | Stack
' | StackOwns [<Object Name)>] X
| Present [<Object Name>) A
| Alias [ " <Function Name> " ] : =

.‘J YR R A
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Resource-Usage Directives

CResource-Usage Directives> : = Directives (<Selection>;'(Direclive);')

<Selection> = {<Hardware Set Name> | (Var Name)} : <Selection Expr>
<Directive> = <iteration>® <Proximity Degree> .
(<neranon> <Object Path Name>)},*)
| <iteration> ¥ Same (<Hardware Set Name) [<Index> 1%, 1
{<neration> ¥ <Object Path Name>},*) k
in the first implementation no paths will be used. i

<Proximity Degree> := <Integer> | SameCm | SameCluster | NearCm
| DitferentCm | DiﬂerentCluster | NoCare
<Selection Expr> 1= (Set Expr> {where <Attr Expr)}
| AnyOft <Set Expr>
| NumberOf <Set Expr>

<SetExpr> u= (Set Name> |*(<Set Name> <Opr> ¢Set Name))
<(Set Name> := <(Predelined Set Name> | <Hardware Set Name>
CAttr Expr> = <Hard Att) <RelOpr>
| (<Hard Att><RelOpr><Hard Att Value)><Opr><Hard Att>
<RelOpr><Hard Att Vaiue>)*

<Opr> »= and | or
CRelOpr> " 2= (| > =2 | €= | >=

CHard Att Value> := <integer> | True | False

CHard Att> = MaxSize | ActualSize | Reliability
| Speed | NumEther | NumLines | NumDisks
| NumDALinks | NumCms | NumClusters
| HasDALink | HasDisk | HasEther | HasLine
| MaxMPSize | ActualMPSize MPReliability

| PCReliability | PCSpeed

%

i <Predefined Set Name> := Cm | CmStar

& | ClusterO | Clustert | ... | Clusterd
o3 | Cm[0,0] | Cm[0,1] | ... | Cm[0,14]
g | Cm[1,0] | Cm[1,1] | ... | Cm[1,14]
o | Cm[2,0] | Cm[2,1] | ... | Cm{2,14]
& | Cm{3,0] | Cm([3,1] | ... | Cm{3,14]
5 ] Cm[4,0] | Cm[4,1] | ... | Cm[4,14)
E‘ CHardware Set Name> : = <Simple Name)

:

:
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Appendix C
Parameters for Task Templates

Templates in the TASK language may have a variety of parametérs. Different parameters are
defined for different object types. This appendix lists each object type, and then the parameters that
are defined for it. The Size parameter for some object types takes an ordered pair, enclosed in
parentheses. For some parameters, default vaiues are used if the parameter does not appear.

Defaults are given in italics after the description of the parameter.

Basic Objects )

Size (Number of bytes in data part, Number of slots in capability part) (4096, 0)

Source ‘ The file(s) from which the data part is to be initialized. (No initialization
~ performed) '

Window[<window number>] If this parameter is present, the object will be loaded into window
<window number> when the process is created. This parameter may be specified
only within a function body.

InitialCode, Stack, StackOwns Defined below, on page 204.

Mailboxes
" Size {Maximum number of registered receivers, number of messages that may be
stored in mailbax) (32, 128)
MsgType Type of mailbox, “Capability” or “Data”.  (Data)

PrivateMailbox Defined below
Stack and Deque Objects

Size (Number of slots in capability part, maximum number of (data) entries which may
be stored in stack or deque) (128, 128)
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Functions

Value Parameters. specified as attribute parameters:

Process ID It is possible to specify a value for the process ID, rather than letting the Process
Creator use its running counter. If this parameter is specified, its value is used as
the Process ID. If it is not specified, the Process Creator uses its counter. (This
is the only process parameter that can be a TASK variable; and, if not specified, it
is the only process parameter for which a default value will be usgd).

Size Number of capabilities in the process name space.  (32) -

StackSize Size of the process stack, in bytes.  (4096)

Present[<Object Name>] Indicates that this is a present function. The object name must refer to a
mailbox in the body of the module template which can be used as the process's

invocation mailbox.

Quantum Size of the time quantum to be used, if this process executes in a time-sliced
environment. (0 line-frequency clock ticks)

ServiceLimit Maximum execution time the process will receive. (0 line-time clock ticks)
Class The class value used by the scheduler.

Preempt A boolean indicating whether or not this process should cause p}eemption of the 3
preferred processor when it is sent to its run queue.  (Faise)

Object Attributes, specified within the body of the tunction, in conjunction with selected component :
objects: ’ 1
!

InitialCode[<RoutineName>] The code object that is to be loaded and executed when the process
is first run, followed by the name of the BLISS routine that contains the entry point, 3
quoted, within brackets. 3

Stack ' ;
) The specification of the process's stack object. If this is omitted, a defauit stack ’
with the size indicated above (see StackSize parameter) will be created.

StackOwns [<Object Name>] The specification of the object that contains the own values that are
to be put onto the stack. ’

PrivateMailbox A mailbox private to a new process. If omitted, a default private mailbox is
provided by the Process Creator.

) %

M
-t

When a function is defined, its attributes can be set so that every process instantiated for that func-
tion inherits them. Alternatively or in addition, the process creation statement can list attributes.
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Module

Size Number of capabilities in the module name space.  (32)

Task Force

Size. Number of capabilities in the task-force object.  (32)
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Appendix D
Process Creator.and Loader

D.1. Process Creator

The Process Creator module provides functions to create new processes and, despite its name, to
terminate existing processes. New processes are created under two sets of circumstances. in the
first case, if an /Invoke instruction requires the creation of a new process, then the Nucleus of the
STAROS system will send the carrier to the invocation mailbox [149] for function 0 of the process
creator module. A new process will be created, and the carrier forwarded to either the invocation

mailbox of a present function or, if the function is absent, to the private mailbox of the new process.

In the second case, the user may invoke function 1 of the module as an explicit request to create a“

new process. In this case, a new process will be created, and capabilities for the private mailbox and
the process object will be returned to the user in the carrier. The user can transmit a carrier to the

process by sending a capability for the carrier to the private mailbox of the nev{r process.

Function 2 of the process creator module terminates an existing process by setting the proper state
within the process object and removing the process from the process set of its module. The nucleus
invokes this function as the resuit of a Terminate instruction or in the case of a severe error con-

dition that precludes allowing the process to continue to execute.

D.2. Loader

The single function of the Loader module creat.es a general tree-structured collection of objects.
Specification of the objects is contained in a file which includes command templates describing the
objects to be created and command fists with instructions for the initialization of the new objects. In
general, a command template may point t0 a command list, and a command list may include pointers

to command templates for additional objects to be constructed. Commands may also specily that a

Ny b, M U WU SO )

il .

M}




208 B Process Creator and Loader ' Section D.2

capability for a new object is to be placed in the loader library. Capabilities from the loader library

may be specified for the initialization of objects.

The parameters for invoking the loader are a pair of ASCIZ strings: a host name and a lile name.
The host name identifies some file system, and the file name is an appropriate identifier for some file
in the fite system. If the file is successfully loaded, a cababimy for the root of the tree of objects is

returned.

6.0.1. Command Templates
A command template specifies the creation of an object. In the file to be loaded, each field, except
the last, in every template record is a loader parameter value, described below. The last field is a

pointer within the file to an optional command ligt for the initialization of the object.

6.0.1.1. Command Templates for objects other than processes:

Data Size The number of bytes in the data part of the hew object.

Capa Size The number of capas in the capa part of the new object.

Entry Size The number of entries in the new object.

Locality Where the new object is to be created (what computer module).
Type The type of the new object.

DataP Whether is data part of the object is to be initialized from a file
produced by the link editor. L

Command List A pointer within the file to an optional command list.

6.0.1.2. Command Template parameters for processes:

Function Number The function number within module of the process.
Locality The run queue to which the process will be assigned.
Module reference The module for the process.

Processid Value for the Processld field of the process.

.
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i
Command List A pointer to an optional command list. ’
6.0.2. Command Lists 1
A command list is the concatenation of single-word commands, each of which may be followed by 1
a list of parameters. |

. Call This object is to receive a capability for yet another object. "‘
" Parameters: ] R
Template A pointer to a template (not a process template). ‘

Slot The slot within this object where the capability is to

be piaced, a loader parameter value.

Parameter list A list of loader parameter values to be substituted
for parameter type loader parameter values within

the template.
CopyCapability Copy a capability. Parameters: '
Source Either an integer index into the object being initial- X
ized, or else a loader parameter value of either j
type capability index ot type stack capability.

Destination Either an integer index into the object being initial-
ized, or else a loader parameter value of either
‘type capability index or type stack capability.

1 e T

CopyObject Make a copy of an indicated object. Parameters:

|

o

Source Either an integer index into the object being initial-
ized, or else a loader parameter value of either
type capability index or type stack capability.

Destination Either an integer index into.the object being initial-
ized, or else a loader parameter value of either
¥ type capability index or type stack capability.

Locality Where the copy is to be created
CreateProcess Invoke the Process Creator module to request the creation of a new
§ - ) process.
E Template A pointer t0 a process tempiate.

Parametér list A list of loader parameter values to be substituted
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for parameter type loader parameter values within
the template.

The end of a command list. No parameters.

A capability for the object is to be stored in the loader library.
Parameter:

Slot The slot within the loader library.

Initialize a list of slots within the object. Parameters:

Template A pointer to a template.

Slot The first slot within this object where a capability is
to be placed, a loader parameter value.

HowMany The number of slots to be initialize, a loader
parameter value.

Parameter list A list of loader parameter values to be substituted
for parameter type loader parameter values within
the template.

6.0.3. Loader Parameter Values
Loader parameter values are 32-bit quantities where the high-order byte of the first word indicates

what type of thing is being specified. The types of loader parameter values are:

A two-part index: an index into the stack of objects being initialized,
and an index into the capability part of the selected object.

The end of a list of parameters.
A 32-bit integers using the type codes #000 and #377.
An index into the loader library.

When a template is interpreted, a value from parameter list of the
command will be substituted for each parameter type loader
parameter value. The low-order byte of the first word indicates which
item from the parameter list is to be substituted. The 16-bit signed
interger taken from the second word is added to the value to be sub-
stituted.

an index into the stack of objects being initialized.

LPLEDA A S Y ‘~L4‘¥'_‘L

W PR

et et oot




Lt Ao et aam s samee

B o b S sheury

Cm type

Tailoring Software 1 211

The specification of a particular type of Cm. A Cm and its cluster are
characterized by four pairs of bits. For each of four devices (Ethernet,
disk, tty and DAlink) two bits indicate whether the Cm and cluster to be
selected must have such a device, must not have such a device, or
need not have such a device.
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