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COMPUTER AIDED DESIGN OF INTEGRATED CIRCUIT

* FABRICATION PROCESSES FOR VLSI DEVICES

* Introduction

The work described here builds upon an established program which over the

0 past five years has resulted in the development of three generations of com-

puter aided process modeling programs - SUPREM 1, 11 and 111. The second gen-

eration version - SUPREM II - is currently in use at rore than 150 industrial

(40 firms and university research groups and is generally regarded as the pre-

eminent tool of its type available today. A significant number of published

papers from groups all over the world reference this computer program, and in

10 fact, many papers include simulated results obtained from SUPREM. It has

found widespread application in the design of state-of-the-art MOS and bipolar

fabrication processes.

I- SUPREM III, which will be released in the immediate future, substantially

upgrades the program in that it makes it possible to simulate structures with

up to five material layers. Built in models for Si, SiO 2 , Polysilion and

Si3N4 are included and other materials can easily be added with user

defined parameters. A large number of new and/or improved physical models for

oxidation, diffusion, epitaxy and ion implantation are included in SUPREM III,

these have, for the most part, come from experimental and theoretical work

under this program over the past five years. These new models should greatly

expand the range of applicability and the accuracy of the program.

The specific goals of this research have been and continue to be the

formulation of basic physical and mathematical models of integrated circuit

p1



- fabrication processes which can accurately predict the structure of small

* geometry VLSI devices (and other arbitrary device structures) which will

* result from a given fabrication sequence, and to implement these models in a

comprehensive process modeling computer program. Such a program, it was

believed at the outset of this work, would significantly reduce costly and

time consuming iterative, experimental approaches to developing or optimizing

silicon technologies. This has in fact occurred. SUPREM III represents a

major step along the path towards improved simulation tools.

It is clear that the historical trends in integrated circuit technology

over the past two decades towards increased complexity and smaller active

4 device dimensions will continue. Modern device structures employ lateral

device dimensions on the order of 2-3 pi and vertical dimensions well below 1

* jpm. There are no basic physical mechanisms which will prevent a reduction in

each of these dimensions by an additional order of magnitude over the next

decade. Practically accomplishing this continued scaling, however, depends

upon our ability to physically understand and quantitatively model the

fabrication techniques which will be used in the construction of such devices.

For devices with relatively large geometries (>5 p~) and loose processing

tolerances, relatively simple models suffice for prediction of vertical de-

4 vice structures resulting from a given fabrication sequence. As device dimen-

sions shrink, however, it becomes essential to employ more robust process mod-

els and to consider the interaction both laterally and vertically of various

processing steps, if accurate simulation of structures is to be obtained.

This is important even with today's 2-3 pim device geometries; it will become

essential for smaller devices.

"4 Large geometry devices can be successfully modeled as one-dimensional

structures. This is true for both process models and electrical models.

2



Devices with lateral dimensions below a few microns, however, require two-dim-

ensional models for accurate simulation. This need has stimulated a large

body of work in recent years on two-dimensional electrical models of device

current-voltage characteristics. One example of this type of work is the 2D

program GEMINI, developed under this program. Work of this type has resulted

in remarkaile advances in our understanding of sitiall geometry device physics.

Progress has not been as rapid, however, in two-dimensional process mod-

eling. While some basic 2D process modeling programs have been developed at

Stanford (SUPRA for example) and elsewhere, these programs do not incorporate

robust 2D kinetic models which can accurately predict doping profilea and dev-

ice geometries under a wide range of conditions. This is a direct result of

our need for improved physical models of oxidation, ion implantation, diffu-

sion, and CVD. It is quite clear that these processes are not one dimension-

al. Recent experimental evidence has clearly indicated that oxidation or im-

purity diffusion in a localized region of a silicon substrate can substan-

tially affect oxidation or diffusion rates in laterally or vertically adjacent

regions of the substrate. There is no clear agreement at the present time on

the basic physical mechanisms responsible for such results, although much has

been learned in the past several years. It is clear, however, that we must

quantitatively understand such phenomena if we are to accurately model small

device structures.

A specific goal of this program is to understand and model these two-dim-

ensional effects. We have made substantial progress in this regard in the

past year. It appears now that the basic physical phenomena underlying these

interactions are the roles of point defects--silicon vacancies and intersti-

tials--in impurity diffusion, thermal oxidation, and other processes. The

generation and consumption of these point defects during high temperature

3
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fabrication steps appear to be the unifying physical effects which can explain

many of the phenomena which have been regarded as anomalous to date. We have

used such models to quantitatively understand a variety of process phenomena

and have incorporated some of these models in SUPREM II. More such models are

in SUPREM 111. The unifying role of these mechanisms is a cornerstone of the

work described in this report. We regard such models as absolutely essential

to accurate modeling of two-d.mensional effects in small devices.

Simply stated, the long-range objective of this research is the develop-

ment of a 2D process modeling program which contains physically correct 20

kinetic models. Most of the effort under this program will be aimed at exper-

imental and theoretical work to uncover the basic physical mechanisms which

govern 2D oxidation kinetics, 2D diffusion, etc. This is a major problem area

with very difficult materials problems. it will become clear in the technical

discussions later in this report that 2D process modeling involves much more

than solving 10 equations in two dimensions. Basic physical laws and under-

standing are lacking at present. Effects such as lateral OED, oxidation under

masking Si3N4 layers, lateral and vertical effects of high dopant concen-

trations on diffusion coefficients, and a host of other known experimental

effects cannot be explained by a simple extrapolation of known 1D physical

laws to 2D structures. This program is aimed at generating the physical

understanding needed to develop 20 kinetic models.

An essential part of this will be to develop models for bulk point defect

(interstitial and vacancy) generation, recombination and diffusion, since it

is clear that the local concentrations of these defects determine local dif-

fusion coefficients, oxidation rates, etc. In fact an alternative statement

of the overall objective of this program would be to develop techniques for

calculating local (i.e. time and position dependent) process parameters

4



suitable for process simulation. Such process parameters will of necessity be

geometry dependent which means that diffusion coefficients and oxidation rate

constants, for example, will depend on the presence or absence of nearby heav-

ily doped regions or oxidizing interfaces. This will imply a tight coupling

between surface geometry and resulting impurity profiles in small devices.

In this context, the overall objectives of this program are:

(1) To develop accurate physical models for the basic technologies

used in the fabrication of silicon integrated circuits--oxidation,

ion implantation, diffusion, and chemical vapor deposition (CVD).

(2) To develop accurate physical models for the interaction of these

processes, for example, the enhancement of diffusion coefficients

in an oxidizing ambient.

(3) To develop accurate physical models based upon silicon point defects

for two-dimensional process phenomena in small geometry devices.

(4) To develop high resolution analytic tools for the experimiental

characterization of small device structures.

IP (5) To implement improved process models in updated versions of SUPREM III

so that this program is capable of accurately simulating small devices

and riulti-layer structures.

(6) To aim toward a robust 2D process modeling program (SUPREM IV) which

would combine outputs from this program with numerical techniques

developed under other support.

(7) To disseminate the results to the defense industry.

Because this is a fairly mature research program, the next section

0 describes our present situation with regard to SUPREM and its process models

in summlary form. This section is intended to provide an overall perspective

5



of the program and to provide background information for the detailed sections

which follow. These later sections describe specific activity in the past

year and project proposed activity in the future.

6



1. PRESENT STATUS OF SUPREM

The overall objective of the process modeling program SUPREM is to permit a

process/device designer to accurately simulate complete silicon fabrication tech-

nologies. The program input is, in essence, a processing schedule specifying a

sequence of times, temperatures, ambients, depositions, implant doses and energies,

predepositions, etc. The program output, available after each step in the process

sequence, is, in the case of SUPREM I and I, the one dimensional impurity profile

in the bulk silicon and any overlying SiO 2 layer. In the case of SUPREM III, the

structure may incorporate additional material layers above the bulk and/or SiO 2

including polysilicon and Si3N4. The thicknesses and dopant profiles in each of

these layers are calculated by the program during each process step.

By way of introduction to the work described in this report, it will be use-

ful to review the past achievements and present status of the physical models used

in SUPREM. We will do this by illustrating the progression of physical models from

SUPREM I through SUPREM III. The increase in capability of the program through

each of its versions should become apparent.

The basic structure of SUPREM is illustrated in Fig. 1.1. The program is des-

igned so that steps can be simulated either individually or sequentially just as

they would occur during the actual fabrication of an IC. In addition to dopant

profiles and layer thicknesses, junction depths, sheet resistance and MOS threshold

voltages are also calculated in versions II and III. An example of a typical

SUPREM output in this case from an early version of SUPREM III is shown in Fig.

1.2. In the following pages, a detailed discussion of the models used in versions
I

I, II and III will be given.

1.1 THERMAL OXIDATION

* The rate of SiO 2 growth on silicon has historically been described by the

well-known linear-parabolic growth law [1.1].

7
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Xo02  +X o0

+ BTA (1.1)

where Xo  is the oxide thickness, t is time, and B and B/A are the

parabolic and linear rate constants respectively. B is proportional to the

oxidant solubility in the SiO 2 (and hence to oxidant partial pressure), and

to the oxidant diffusion coefficient in the SiO 2 . B/A is also, to first

order, proportional to oxidant solubility (and hence to pressure) and to ks,

the Si/SiO 2 interface reaction rate constant. The two rate constants B and

B/A separate the overall oxidation process into diffusion of the oxidant

species through any existing Si0 2 layer and reaction at the Si/SiO 2 inter-

face, either one of which may be rate limiting depending on temperature and

SiO2 thickness.

The parameter T is related to any initial oxide thickness, Xi at

t = 0 by

X i 2 + AXix. +X (1.2)
B

and has also been used to correct eqn. 1.1 for the "anomalous" fast inital

growth rate up to Xo - 200 A in dry 02.

As written in equations 1.1 and 1.2, the oxidation growth law provides

limited physical insight into the underlying physical processes involved. One

can generally state that anything which affects the rate of diffusion of 02

or H20 through the SiO 2 layer (such as high dopant concentrations in the

Si0 2 ) should affect B. Alternatively, anything which affects the Si/SiO 2

interface chemical reaction rate (such as substrate crystal orientation)

should affect B/A. However, the detailed mechanisms which may be responsible

for these changes in B and B/A are not apparent frod eqn. 1.1.

In modern device structures, which are making increasing use of lower

tehmperature processes and thinner SiO 2 layers, B/A or the interface reaction

8



rate is increasingly the dominant rate limiting parameter. It has also become

clear in recent years that the detailed iechanisms involved in B/A are respon-

sible for m~any important process phenomena (oxidation enhanced diffusion or

OED for example). A substantial amount of our work in thermal oxidation over

the past several years has, therefore, concentrated on determining the detail-

ed mechanisms involved in B/A. This activity has been reported in detail in

our previous annual reports. Since it is essential to much of the work to be

described later, we outline here the basic ideas which have evolved from this

work.

The basis of our model is shown in Fig. 1.3. 02 from the gas phase is

incorporated into the surface of the SiO2 layer and is known to diffuse to

the Si/SiO2 interface where the reaction converting silicon to SiO2 takes

place. The work of Doremus [1.2], Jorgensen [1.3], Rayleigh [1.4), and

Collins and Nakayama [1.5] presented conflicting evidence concerning the pres-

ence or absence of an important charged oxygen ion in the diffusion process.

The work of Mills and Kroger [1.6] clearly showed that a doubly negative

oxygen interstitial ion was the dominant species in the high temperature con-

ductivity Of Si0 2. The first-order pressure dependence of the parabolic

rate constant B in the Deal and Grove model [1.1] seemis to indicate that the

dominant diffusing species is molecular oxygen. It is quite surprising that

20 years of work on this basic question has not resolved the issue of the main

diffusing species in Si oxidation. For the purposes of the present discus-

sion, we will consider 02 as the dominant species for thick oxide layers.

At the Si/Si02 interface, dissociation of the 02 occurs as a first

step in the oxidation reaction. When silicon and an oxygen species react in

the interface region to form an Si02 molecule, a necessary quantity of "free

volume" maust also be supplied so that the molecule can fit into the normal

9



Si0 2 network structure. From density considerations, the average spacing

between Si atoms in Si0 2 is about 1.3 times the average spacing between Si

atoms in the Si lattice. This would lead to a 70% strain in the SiO 2 if the

lattice continued in a coherent way into the SiO2 film. If the interface

moves into the Si at V cm/sec, the oxide thickens at 2.25 V cm/sec, which

means that the "free volume" must flow in at a rate of 1.25 V cm/sec per cm
2

of interface area, to produce an unstrained film. If no "free volume" is sup-

plied, then the excess free enerq'." stored as strain in the SiO 2 film is suf-

ficient to strongly retard the oxidation reaction at normal driving forces.

A portion of the required "free volume" for the reaction im ay be supplied

as shown in the top reaction in Fig. 1.3. In general, we might expect some

lattice mismatch to occur at the interface, stored as a cross-grid of dislo-

* cation lines (dangling bonds) and some of the mismatch to be stored as strain

in the SiO 2 film.

Two alternative means of providing the necessary free volume at the inter-

face are shown in the middle and bottom of Fig. 1.3 and are based upon point

defects in the SiO 2 and silicon layers. In the middle reaction, vacancies (Siv)

from the silicon substrate provide the reaction sites or the required "free

volume." In the bottom reaction, silicon atoms are removed from lattice sites

to create interstitials (Sil) and the required reaction sites for the growth

of the SiO 2. Note that possible charge states of the point defects have been

neglected in the reactions proposed here. Si vacancies are known to exist in at

least three charge states, SiV+, Siv-, and SiV=, in addition to neutral

vacancies, very little is known at the present time about possible Si1 charge

states.

It is believed that all three of these mechanisms play a role in the oxida-

tion process. Each of them likely dominates under specific process conditions.

For example, the reaction involving Siv is believed to dominate in the case of

10



heavily doped N+ substrates when the position of the Fermi level is near the

conduction band and the equilibrium concentration of vacancies is dramatically

increased. This mechanism is the basis for our quantitative model explaining

the enhanced oxidation rates of N+ substrates [1.7,1.8].

The bottom mechanism in Fig. 1.3 has been postulated by Dobson [1.9,1.10]

and the excess interstitial flows produced during thermal oxidtion may be the

mechanism of oxidation enhanced dopant diffusion effects [1.9-1.12]. In addi-

tion, the interstitials produced during the reaction have been linked to oxida-

tion-induced stacking faults [1.11, 1.13]. Finally, it right be conjectured at

this point that some of the excess interstitials move into the SiO 2 layer.

Such a flow would then very probably be closely related to the observed fixed

oxide charge Nf that has been discussed as incompletely oxidized silicon atoms

[1.14].

This basic concept of the roles of point defects in many related proces-

ses has been successfully used to quantitatively model the effects of enhanced

oxidation over heavily doped regions [1.7,1.8]; to quantitativley model the

growth and retrograde growth of oxidation induced stacking faults [1.11,1.13];

to qualitatively explain enhanced diffusion coefficients during thermal oxida-

tion [1.12]; and to qualitatively explain the dependence of fixed oxide charge

(Nf) on process paramleters [1.15]. These and other implications of this type

of modeling are indicated in Fig. 1.4. Such a model thus appears to be of major

significance in accurately modeling and understanding many of the fabrication

steps used in silicon integration circuits. It is believed that as device

geometries shrink towards submicron structures, this type of point defect model-

ing will be essential if we are to accurately model VLSI structures. Additional

discussion of this model and its iriplications are contained in our last two

annual reports. [1.15,1.16].
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We turn now to a detailed discussion of the oxidation kinetic models used

in SUPREM I, II and III. These models are summarized in Table I which will be

referred to in the following paragraphs. All three versions of SUPREM produce

1D vertical cross-sections through the illustrated structures in the Table.

All versions of SUPREM employ an incremental form of the classic linear-

parabolic growth equation. The increment of oxide thickness AXo grown from

time point tij 1 to ti is calculated as

AX = X - Xi_ 1I I i-i

* - 1 [ -(2Xi_ + A) + 2Xi + A)2 + 4B(t i - ti) (1.3)

For each successive increment, the rate constants B and B/A apropriate for the

substrate and ambient conditions applicable to that interval are calculated.

Specifically incorporated in the functional format of the rate constants are

numerous process variables demonstrated to influence oxidation kinetics that

*have been quantitatively characterized and modeled under this program. Thus,

for either H20 or dry 02 oxidations,

Bi [21 (P. + P- 1 )] [1 + 6Cq] L ] (1.4)

+- HCL dependence

substrate doping dependence

oxidant pressure dependence

"intrinsic" parabolic rate constant

4 Similarly, the linear rate constant for H20 oxidation is

12
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B/A (B/A) i [1/2(P i  Pi1 )] [1 + (CT - ) [n] [-] (1.5)

S . --orientation
dependence

HCl dependence

substrate doping dependence

oxidant pressure dependence

"intrinsic" linear rate constant

However, for dry 02 oxidations, B/A has been found to have a different

oxidant pressure dependence, and an "anomalous" fast initial oxidation as

discussed below; thus,

B/A = (B/A) i [1/2 (p 0.75 + i:075 )1 [1 + U(CT - 1)] in] 1-] [1 + Ke-Xi/I (1.6)

L thin oxides

Equations 1.4-1.6 express the most general relationship implemented in

SUPREM (Version III) to describe oxidation kinetics. Versions I and II contain

only a subset of the factors in eqns. 1.4-1.6 as described below.

1.1.A. Lightly Doped "Intrinsic" Kinetics

Rate constants for the oxidation of lightly doped, <111>-oriented single

crystal silicon at one atmosphere oxidant pressure (no chlorine additions to

the ambient) were determined in the first year or two of this program. For

dry 02, both Bi and (B/A)i may be well-represented as singly-activated

processes [1.17,1.18]:

S- E /kT22
B = C1 e where C1 = 7.72 x 102 p2/hr (1.7)

El = 1.23 eV

13



-E 2/kT6
(B/A)i = C2 e where C2 = 6.23 x 10 P/hr (1.8)

E2 = 2.0 eV

For H20 oxidation, both B
i and (B/A)i also appear to be activated

processes but with differing activation energies for higher vs. lower tempera-

ture ranges [1.15, 1.19]:

BE1/kT 22

B CI e where T > 950°C: C1 = 4.20 x 102 u2/hr (1.9)

El = 0.78 eV

T < 950'C: C1 = 1.70 x 10
4 V2/hr

El = 1.17 eV

= (2 E2 /e where T > 900'C: C2 = 1.77 x 108 p/hr (1.10)

E2 = 2.05 eV

T < 900°C: C2 = 2.07 x 106 u/hr

E2 = 1.60 eV

"Pyrogenic steam" and "wet 02" (a 95C H20 bubbler) in one atmosphere

ambient pressure have been estimated to correspond to an effective H20 oxi-

dant pressure PH20 = 0.92 atm [1.19]. The rate constants will vary accord-

ingly, as discussed below.

B has been found to have no significant substrate orientation dependence.

However, B/A is observed to be - 1.7X greater for <111> than for <100> silicon

in both H20 and dry 02 oxidations [18). Thus,

- <111> = 1 (.11a)

<100> = 1/1.7 = 0.595 (1.11b)

Dependencies for other orientations have not been determined, although they are

expected to lie between the <111> and <100> rates.

14
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As indicated in Table 1.1, SUPREM I's complete oxidation model consisted of

eqns. 1.7-1.11. In fact the break in activation energy reflected in equations

1.9 and 1.10 in B and B/A for H20 oxidation, was not included in SUPREM 1.

Versions II and III contained all of the above models for "intrinsic" oxidation.

1.1.B. Oxidant Pressure Dependence

Recent work under this program' has characterized the effect of oxidant

pressure on the kinetics of silicon oxidation in both dry 02 and pyrogenic

steam for T = 800-10000C and P = 1-20 atm. In pyrogenic steam, both linear and

parabolic rate constants were found to be linearly proportional to H20

pressure as indicated in Fig. 1.5 [1.15,1.19]. The same relationship was

observed by Deal and Grove for pressures below 1 atm [1.11.

For dry 02, B also exhibited a linear pressure dependence, as in Fig. 1.6.

However, the linear rate constant B/A demonstrated a sub-linear pressure depen-

dence, with proportionality to the power of n where 0.7 < n < 0.8, as shown in

Fig. 1.7 [1,16, 1.20].

Typical high pressure oxidation cycles employ an approximrately linear

pressure ramp in the oxidizing ambient at temperature to acheive the desired

oxidation pressure. Addition of a linear pressure ramp capability in SUPREM

* allows simulation of the complete cycle oxidation kinetics. For such a linear

* pressure ramp, the effective rate constants during the time increment ti1

* to ti may be calculated. In the case of a linear pressure dependence of the

rate constants, as for both B and B/A in H20 and B in dry 02 oxidations,

the effective rate constant is found to be simply the average value during

that time increment:

B = B1 L[1/2(P i + Pi-) (1.12)
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In the more general case of a pn dependence, as for B/A in dry 02 ox-

idations, however, the effective rate constant becomes

[1 pn+1 P n+l]

(B/A) (n+ 1)i 1 (1.13)

This dependence may be seen to reduce to the simple average when n = 1. Also,

when pressure is unchanged during the time interval, the dependence reduces to

the proper pn.

For ease of implementation, a simple averaging during each time increment

has been incorporated in SUPREM III. This approach is rigorously correct for

both B and B/A in H20 oxidation, and for B in dry 02 oxidation. For B/A

in dry 02 kinetics, some error is introduced. This error should be small

and in any case is incurred only during the pressure ramp, a small contribution

to the total oxide growth. SUPREM versions I and II assumed linear pressure

dependence for both B and B/A under all conditions and thus did not encounter

this problem.

1.1.C. Substrate Doping Dependence

Under conditions of high substrate doping levels, oxidation rates may be

increased substantially [1.21]. Work under this program [1.22, 1.7, 1.8) has

suggested that the major enhancement is seen in B/A or the interface reaction

rate. Increasing substrate doping increases the total silicon substrate

vacancy concentrations [1.23]. Vacancy consumption has been suggested to be

directly involved in the interface oxidation reaction as described earlier.

Thus the linear rate constant has been shown to correlate directly with the

increased vacancy levels with heavy doping,

B/A = (B/A)i [I + (CV - 1)] (1.14)

17



where d is a measure of the intrinsic vacancy role in the interface oxidation

reaction, experimentally found to be

3 (-1.10 eVR2.62 x exp kT ) (1.15)

and CV is the normalized total vacancy concentration, given by

CV -- +C( + (1.16)
1 + C++ C-+ C

with

C+ = exp [(E+ - Ei)/kT], E+ = 0.35 eV

C- = exp [(El - E-)/kT], E- = Eg - 0.57 eV

C= = exp [2Ei - E- - E=)/kT], E= = Eg - 0.12 eV

The above expressions should be recognized as the normalized intrinsic concen-

trations of vacancies in the three charge states with their corresponding

state energies in the silicon bandgap. Finally, the silicon energy bandgap

Eg, intrinsic Fermi level Ei, and intrinsic carrier concentration ni are

r 21
1 -Eg - x 10 T + 636] eV (1.17)

E = Eg/2 + 3T (Xn 0.719) (1.18)
i 4

n = 3.87 x 1o16  T3 / 2  (-0.6o5eV) cnf3  (1.19)SkT cm31.)

For phosphorus doping, a small enhancement of the parabolic oxidation

rate has also been measured. This is likely due to an increased oxidant

diffusivity in -he SiO 2 due to dopant segregation into the SiO 2 . B is

modeled empirically as

18
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B Bi 1 + q (1.20)

T

where

. =9.63 x 0 1 8  exp (+2 (1.21)

q = 1.28 exp (oQ176 eV) (1.22)

CT is the total concentration of dopant in the substrate side of the Si/SiO 2

interface (but not the interface pile-up peak level seen with phosphorus). A

"threshold" doping level of -1019 cm-3 should perhaps be reached before

eqn. (1.21) is applied.

Eqn. (1.21) should also be reasonably applicable for other n-type dopants

-* such as arsenic and antimony that should show fairly similar behavior in seg-

regation to and complexing in the growing oxide. For p-type dopants such as

boron, however, the dependence of B on doping level is even less weil char-c-

terized. Irene and Dong [1.24] have found for oxidation in dry 02 of d

single heavy boron doping level of -6 x 1019 cm-3 that enhancement of B

is significant but with a decidedly different temperature behavior than for

comparable phosphorus doping levels. Substantially more work is obviously

needed for both p and n-type dopants.

Note that n-type dopants show substantial interface pile-up during oxida-

*, tion (as described in previous annual reports and in Section 16 of this

report). However, there is still some question as to what degree these pile-

up peaks are either mobile or electrically active. In any event, the para-

meter values for eqns (1.15) and (1.21) were derived without considering the

pile-up and peak levels but rather the doping levels just beyond the very

narrow pile-up peaks (-100 A into the silicon).

As shown in Table 1.1, SUPREM II and III contain the heavy doping model

described above. SUPREM I did not.
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1.1.0. Chlorine Additions To The Ambient (HCl Dependence)

Addition of a chlorine species to the oxidizing ambient has become common

industrial practice for the passivation of thermally grown silicon dioxide

films. Improved threshold stability and more uniform dielectric strength of

such films have been well documented [1.25-1.27]. Significant increases of

oxidation rate by such chlorine additions have also been observed [1.25, 1.28,

1.29].

Various chlorine species have been used, including most commonly HCl

[1.30], trichloroethylene C2HCl3 (TCE) [1.31], and 1.1.1. - trichloroethane

HsCC13 (TCA, C33) [1.32]. Understanding and physical modeling of the kinetics

for any of these species, however, have not been achieved. Perhaps the most

extensive data base exists for HCl oxidation, including substantial work

done under this program as described in previous years' reports [1.33,1.34)

and journal papers [1.30,1.35,1.36]. While this data has not been conclusive

in understanding the physical mechanisms involved, the data is of inimediate

value as the range of temperature and % HCL ambient includes most conditions

of practical interest. This data is also directly applicable to TCA oxida-

tions because of the identical H/Cl ratios in the two species. A given % TCA

ambient has been shown to be equivalent to an HC ambient of exactly three

times that % [1.32]. No such simple direct equivalence has been demonstrated

for TCE oxidation. (However, the use of TCE as the chlorine species has

decreased.)

A basic modeling capability of HCl and (TCA) oxidation kinetics is there-

fore feasible for inclusion in SUPREM based empirically on the available HCl

data. This capability, suitable for most chlorine oxidations of practical in-

terest to the process engineer, is implemented in SUPREM III as multiplicative

factors in the calculation of both B/A and B,
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B/A = (B/A)i n (1.23)

B = Bi e (1.24)

In this formulation, n and e contain the HCI depen'encies of B/A and B,

respectively, and will vary with e = % HCl, temperature T, and major component

of the ambient (02 vs. H20).

For HC]/O2 ambients, the extensive data produced in this program

includes 0 - 10% HCl for T = 900 - 1100*C. As the HCl concentration increases

from 0 to 10% for a given temperature, the oxidation rate increases. This

increase is reflected in a continuous increase of the parabolic rate constant

B, but the linear rate constant B/A levels off with increasing HC after an

initial increase with the first 1-2%, as seen in Figs. 1.8 and 1.9 [1.30].

The increases in B/A are similar for both <100> and <111> orientations. Thus,

no significant additional orientation dependence appears to be introduced by

HCl, and the intrinsic orientation dependence already included in C of eqn.

(1.11) remains adequate.

Because understanding the mechanisms involved is still incomplete, this

data is implemented in SUPREM III as look-up tables of n and c, as in Tables

1.2 and 1.3. Linear interpolation is employed for conditions of % HCI and T

intermediate to available data points in the range of the look-up tables, for

want of any strong contraindications. For cor-4,ons beyond the range of

available data, the best procedure is even less obvious. Some limited data

for T = 1150C from 0 to 11% HCl has been analyzed for an effective B only

[1.37]. The observed enhancement e values are very similar to the correspond-

ing values for T = 1000% in Table 1.3. So in SUPREM III the last applicable

table point (or interpolated value) is employed for both e and n for condi-

tions beyond the range of Tables 1.2 and 1.3.
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Table 1.2

T = 9000C 10000C 11000C

=0% HC n =1.0 1.0 1.0

1% 1.750 1.250 1.621

3% 1.750 1.486 2.207

5% 1.750 1.486 2.207

7% 1.750 1.486 2.207

10% 1.750 1.486 2.207

Look-up Table for SUPREM Implementation of HCl Dependence n of
Linear Rate Constant B/A on Temperature T and % HC1 B in HC1/02
Oxidations.4

Table 1.3

T 9000C 1000 0C 11000C

o-0% HCl e =1.0 1.0 1.0

1% 1.083 1.658 1.355

3% 1.250 1.840 1.490

5% 1.444 2.075 1.641

7% 1.639 2.332 1.816

10% 2.028 2.759 2.102

Look-up Table for SUPREM Implementation of HCl Dependence e of
Parabolic Rate Constant B on Temperature T and % HCl e in HCI/02
Oxidations.
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For HCl/H 20 oxidations, data produced in this contract included additions

of 5% HC for T = 900 - 1100°C. The oxidation rate is found to decrease with HCl

such that addition of HCI serves to dilute the oxidizing species. The effective

parital pressure of the oxidant is reduced. This reduction is calculated in

SUPREM III for a given 0 = % HCI via

n = 1 - (e/100) (1.25)

= 1 - 6/100) (1.26)

This empirical approach should be useful for most chlorine oxidations of

practical interest, within the range of conditions for which data is currently

available. Better understanding of the mechanisms involved will be necessary,

however, for complete predictive capability particularly outside the available

data range.

The modeling capability expressed in equations 1.23-1.26 and Tables 1.2and

1.3 is implemented only in SUPREM III.

1.1.E. Thin Oxide Dry 02 Kinetics

It is well known that the growth of very thin (<500A) SiO 2 layers in dry

02 occurs by fundamentally different mechanisms than thicker layers [1.1,1.16].

Direct manifestations of this include faster growth kinetics and different opti-

cal and physical properties. No satisfactory explanation has yet been provided

for these results. We believe that SUPREM must be able to accurately model such

thin SiO 2 layers since gate oxides <400 A are already an essential part of VLSI

MOS circuits. Because of this a major part of our oxidation activities in the

past two years has been aimed at resolving these questions. We have developed

special experimental techniques (in-situ etching prior to oxidation) and have

gathered a substantial amount of experimental kinetic data. This body of data

has been considerably expanded during the present contract year under a joint

prograi with E. Irene of the IBM Watson Research Laboratory [1.16].
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Some experimental data also exists in the literature on the growth kinet-

ics of thin SiO 2 layers [1.38-1.45]. One of the first detailed studies was

reported by Van der Meulen and Ghez [1.38,1.39]. Their work involved oxida-

tions between 700 ° and 1000C in dry 02 and in 02/N2 mixtures with the

02 partial pressure as low as 0.01 atm. They found that both <111> and

<100> orientations exhibited essentially linear growth at least down to -50

A in thickness. The pressure dependence of the growth rate, however, varied

from close to pO. 5 at 700C up to close to pl.O at temperatures of 10000C

and higher. This result is in contradiction to the predictions of the linear-

parabolic growth law [1.1] which predicts a pl. 0 pressure dependence under

all conditions, but agrees with the high pressure kinetic data obtained under

this program and described earlier.

In an effort to explain their experimental results, Van der Meulen and

Ghez proposed that the interface reaction is actually more complex than that

proposed by Deal and Grove. They suggested that three reactions occur, given

by

Si-Si + 02 + Si-O-Si + 0 (1.27)

Si-Si + 0 + Si-O-Si (1.28)

02 20 (1.29)

While the first two reactions are not stoichiometric in SiO 2 as written,

they are intended simply to indicate that both molecular and atomic oxygen are

assumed capable of reacting with the silicon to form Si0 2 . Based upon their

kinetic data, Van der Meulen and Ghez determined rate constants for the first

reaction (kl) and for the combination of reactions (1.28) and (1.29) (k3).

The corresponding activation energies were found to be 1.91 eV for kI and

0.58 eV for k3 . Because of this difference in activation energies, kl
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would be expected to dominate at higher temperatures and therefore a pl'O

pressure dependence and the normal Deal-Grove relationship should apply at

these temperatures. At lower temperatures, k3 should dominate, leading to a

pO.5 pressure dependence and a growth law with different effective rate

constants. Thus they concluded that oxidation by molecular oxygen was domin-

ant at high T while the atomic oxygen reaction becomes increasingly important

as T decreases.

Recently Blanc [1.45] has proposed a kinetic model for thin oxides which

in essence uses only Eqs. (1.28) and (1.29). That is, he assumed that the

reaction involving molecular oxygen [Eq. (1.27)] does not occur at all. Based

upon this, he derived a growth law given by

2 u + 1 (exp 2u - 1) = bt (1.30)

where ax = sinh u and a and b are rate constants. For thin oxides, this pre-

dicts a linear parabolic growth law similar to [1.1], but with different

effective rate constants. Blanc has compared his theoretical predictions with

the data of Irene [1.46) at temperatures of 7800-980*C with apparently good

agreement. As Blanc points out, however, his model predicts a p0.5 pressure

dependence for the interface reaction rate; this would seem to be in

disagreement with the data of Van der Meulen and Ghez.

Other models have been proposed to account for the enhanced growth rates

of thin oxide layers. Grove [1.47], for example, proposed that molecular

oxygen is ionized at the outer SiO 2 surface, forming 0 2 Coupled diffusion

between the 0O2 and holes then effectively increases the 0O2 diffusion rate

until an oxide thickness on the order of the extrinsic Debye Length is reached

(-120 A for dry 02 and -5 A for H20). This model might also be

expected to be at least partially successful in explaining the
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experimental results of Jorgensen [1.48) in which externally applied electric

fields were found to affect oxidation rates.

Accurate modeling of the thin oxide regime is most hindered today by the

lack of a comprehensive body of experimental data. If such data did exist, it

would then likely be possible to differentiate between the various proposed

models or to define a new model. A major effort in this program has, there-

fore, been aimed at obtaining such a body of data. Since an oxidation rate

law may result from a number of possible mechanisms, the observed reaction

rate law may not be conclusive evidence for a particular mechanism. There-

fore, a large matrix of experimental conditions has been sought in order to

reduce the number of possible mechanisms involved by discarding those which

are valid only under some of the expriental conditions. Thus, the effects of

temperature, partial pressure of oxygen in the oxidizing ambient, silicon

orientation and the doping density of the silicon substrate were investigat-

ed. Oxidations were carried out in collaboration with E. A. Irene of IBM, us-

ing their in-situ ellipsometry capability and cover the temperature range of

*800-1000*C, partial pressures of 0.01-1.0 atmospheres 02, three substrate

orientations and a variety of substrate doping levels.

The results which have been obtained (of which Fig. 1.10 is an example),

suggest an enhancement of the oxidation rate of the form

dx B -t/t 1  (t/T2
= T +A + K1 e + K2 e (1.31)

where the first ter is the usual linear parabolic relationship and the second

two terms correspond to decaying exponentials which dominate over the first

-20 A and 200 A of growth respectively. A more detailed discussion of these

results is contained in section 5 later in this report. SUPREM III contains a

simplified version of eqn. 1.31 as indicated in Table 1.1. This
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should greatly improve the predictive capability over SUPREM II (which arti-

ficially multiplied (B/A)i by IOX for X < 200A) and SUPREM I which did not

model the thin regime at all. At the present time we are still uncertain

about the physical mechanisms responsible for eqn. (1.31).

2. ION IMPLANTATION

Past versions of SUPREM (Versions I and II) utilized essentially look-up

tables to calculate range distributions as shown in summary form in Table

1.4. As device geometries shrink, the limitations of this approach become

apparent, particularly because most modern device structures employ implants

through masking layers. In addition to complicating calculated range

distributions, such multi-layer structures introduce additiondl effects such

as the possibility of knock-on ions frow the iasking layer. We first review

here the method by which implanted profiles are calculated in SUPREM I and II

and then describe a new approach, developed under this program and employing

the Boltzmann Transport model, which is employed in SUPREM III. This new

approach promises a much inure general and robust process modeling capability.

The simplest description of an implanted impurity profile in silicon or

silicon dioxide is a symmetrical Gaussian curve with first two moments the

projected range Rp, and the standard deviation up, calculated from the LSS

theory [1.49]. However, experimental distributions of many ions, such as

boron or arsenic, are found to be asymmetrical. The simple Gaussian approxi-

mation of those implanted profiles is often inadequate so that higher order

moments must be used to construct range distributions. Gibbons and Mylroie9

[1.50] have shown that the third central moment is enough to provide suffi-

cient information to construct accurate distributions when the asymmetry is

not excessive (less than the standard deviation). In these cases, the distri-

bution can be represented by two half-Gaussian profiles, each with a different

standard deviation, 0I and 02, joined together at a model range Rm as
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shown in Fig. 1.11. This method can be used for profiles such as arsenic and

phosphorus. However, for boron a modified Pearson IV distribution [1.51] is

found to be more realistic. For the joint half-Gaussian distribution, the two

sides are given by

Cx(y) = Px exp [-(y - Rm) 2/2o] 0 < y < Rm (1.32)

C2 (y) = P. exp [-(y - Rm)2/2oJ Rm < y< -

The parameters are determined from table look-up and interpolation [1.50,

1.52]. All ions (B, P, As, and Sb), are modeled this way in SUPREM I.

Hofker et al. [1.53] have shown that the implanted boron profiles in

* amorphous silicon before annealing, may be described by a Pearson-type IV

distribution. They have experimentally determined the fourth moment ratio.

Although this distribution describes well the profile of boron from the sur-

face to a distance somewhat beyond the peak of the distribution, Fig. 1.12

shows that the approximation fails to model the observed exponential tail that

is due to random scattering of boron ions along channeling directions. Based

on experimental results [1.54-1.56] an empirically modified Pearson IV distri-

bution can be used by adding an exponential tail with a fixed characteristic

length (0.045 um), independent of dose, energy and crystalline surface orien-

tation [1.51]. The tail is attached to the shoulder of the standard Pearson

IV distribution in SUPREM II, where the concentration drops to 50 percent of

the peak value. Of course, after the addition of the tail, renormalization of

the distribution to the implanted ion dose is necessary. Typical resulting

profiles from this modification are shown in Fig. 1.12. These profiles are

representative of those generated by SUPREM II.

Practical device processing very frequently involves implantation into

target structures composed of a substrate on which one or more thin films of
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varying composition have been grown or deposited. LSS theory assumes an iso-

tropic or amorphous semi-infiniite target. The effect on ion range of imnplan-
tation into such a multilayer target is not considered. Also not modeled is

the experimentally observed dopant profile's deep channeling tail that results

from ions scattered into the relatively unobstructed open "channeling" direc-

tions of the crystalline silicon substrate. Further, the secondary implanta-

tion of "knock-on" atoms from a masking surface layer into the substrate as

recoils from collisions with the primary ion beam critically affect electrical

properties and device performance. This "recoil implantation" process also

* cannot be analyzed by LSS theory.

The substrate itself can be severely damaged by implantation. An ini-

tially crystalline substrate may be driven amorphous or large densities of

vacancy-interstitial point defect pairs created. Such damage distributions

are integrally involved in implant annealing and activation, but have not been

adequately modeled. An approach similar to that of LSS has been used by

Winterb(,n et al. [1.57] to calculate energy deposition (damage) profiles. In

this case, however, the asymmetry of such profiles necessitates the use of

mandfy moments for an accurate description. In addition, non-nuclear effects

including electronic stopping must be neglected. Brice [1.58] has circumvent-

ed these problems to some extent by using a variation of the LSS moments

approach to determine the more symmetric intermediate range distributions and

then calculates energy deposition profiles directly from these. Unfortunately

such approaches again require the assumption of a homogeneous target and

* therefore fail to address the problem of multilayered media.

In a transport equation approach [1.59.1.60] quantities of interest are

determined by calculating in a step-wise fashion the momentum distributions of

both primary and recoil particles as a function of distance z from the target
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surface. It is assumed that the target is amorphous or aligned in a random

direction and possesses translational symmetry in all directions parallel to

its surface. Thus only two components of momentum, or equivalently an energy

and direction cosine, are necessary to define a particle's state of motion.

Let F(p,z)dp be the number of particles (integrated over time) with momentum

in the region dp about p and depth z. There will be one such distribution

function for each projectile type. The spatial evolution of each distribution

is governed by the Boltzmann transport equation:

3F(p) = Nf [F(p ) do ( $ )- F(p)do(6-61) 1
L Cox O+f " Cos O>( ] + Q(O) (1.33)

p

Here for simplicity we assume a single element target with number density N.

The total differential scattering cross section do('i,.) represents a differ-

ential area presented to an incident ion by each target atom. Any ion

which enters this area with momentum p is scattered to womentun +p. A par-

ticle which scatters to a momentun (or energy) below some fixed limit is con-

sidered stopped and is removed from the momentum distribution. In this way

the range profiles of particles are generated. The factors of cos (e) result

from the fact that a particle moving at an angle e with respect to the z axis

travels a distance dz/cos (e) as the entire distribution moves the distance

dz. The quantity Q is a generation term which (for recoil distributions)

allows particles to be created from rest.

The distribution functons are assumed known at the surface plane z = 0.

Recoil distributions are identically zero there and the momentum distribution

of the primary ion is taken to be a delta function:

F( ,O) = 6 (+ - Po) (1.34)
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where 0 is the total dose (per cm 2 ) and ' is the (unique) momentum of ions

in the incident beam. With these initial conditions the transport equation is

integrated numerically to determine the distributions at all depths z > 0.

Crossing a material interface during the integration, as occurs in the case of

multilayered target, necessitates changing only the numDer density and cross

section to quantities appropriate to the new material. No changes in the

momentum distributions occur because such distributions are continuous func-

tions of z for any target composition. Such an approach is thus easily

applied to targets of practical interest.

To apply the transport equation (TE) effectively to problems in ion

implantation somle additional assumptions i.ust be made. These assumptions are

not inherent in the TE approach but arise from our limited knowledge of the

scattering process itself and are typically made in all iethods. In

particular we assume (1) the scattering cross section do is the sum of an

elastic nuclear part don and an inelastic electronic part doe, (2)

scattering consists of a series of independent binary events so that

contributions from elements in a multi-element target may be simply summed,

(3) electronic stopping acts only as an energy dependent drag force which

removes energy continuously from the distribution, (4) only nuclear events

generate recoils, produce lattice disorder, or cause significant angular

deflections, (5) classical two body mechanics nay be used to describe the

angular deflections of both incident and recoil particles, and (6) for each

nuclear event involving energy transfer T (assumed much greater than the bind-

ing energies of lattice atoms), a particle of energy T is created in the

appropriate recoil distribution consistent with assumption 5.

The results of such TE calculations have been found to be quite sensitive

to the differential nuclear cross section used. The scattering function
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f(tI/ 2 ) used in dan(t) is determined by parameter constants X, m and q

[1.61, 1.62]. The constants X = 1.309, m = 0.333, and q = 0.667 were origin-

ally fit to an interatomic potential based on the Thoimas-Fermi model of the

atom and have been used in viost work to date. However, Kdlbitzer [1.63] has

proposed that the parameters X = 2.54, m = 0.25, and q = 0.475 will provide a

better fit to a large collection of experimental data taken under conditions

where nuclear stopping dominates (i.e., when the LSS-normaalized energy C < 1).

The two scattering functions differ most in the low energy region and are

compared in Fig. 1.13. We believe that the Kalbitzer cross section is better

at low energy transfers but that near E = 1 values closer to the Thomas-Fermi

cross section should be used. We have therefore constructed a hybrid cross-

section which agrees with that of Kalbitzer at low energy transfers but

evolves continuously into the Thomas-Fermi cross section at higher transfers.

The mark shown in Fig. 1.13 gives the approximate point where the hybrid

crosses over from Kalbitzer to Thomas-Fermi. A cross section which is very

similar to this hybrid but which has a more fundamental basis was recently

proposed by Wilson, et al. [1.64].

In Fig. 1.14 TE calculations using both the Kalbitzer and hybrid cross

sections are compared with a Pearson type IV distribution generated from LSS

moments for a dse of 1016 arsenic per cm2 at 355 keV. Also shown is
I

experimental data from Hirao, et al. [1.65] of arsenic implanted into single

crystal silicon substrates which were misaligned by 80 from the (111) direc-

tion. For direct comparison the Kalbitzer cross secti3n was used in the LSS

calculation. Under these conditions (c 0.5) we expe _c nuclear scattering to

be the dominant stopping mechanism and hence sensitivity to the nuclear cross

section is most effectively examined. The figure shows that the TE and LSS

calculations using the Kalbitzer cross section agree well near the peak of the

distribution. However the LSS profile is waore skewed, and both the TEL and LSS
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calculdtions yield profiles that are somewhat deeper than the experimental data

would suggest. By comparison, the TE calculation using the hybrid cross section

is seen to agree quite well with experiment. The disagreement which occurs in

the deepest part of the distribution is most likely due to channeling effects.

Similar types of profiles can be easily obtained in multi-layer targets

such as those illustrated in Table 1.4. This capability is implemented in

SUPREM ill. As an example, we consider an implantation of arsenic into a target

ccnsisti', ; a silicon substrate coated with silicon dioxide (Si0 2 ).During the

wiplantation, oxyge,, atoms will be recoil-implanted from the oxide to the sili-

con. Snce oxygen can introduce deep levels in silicon it is of interest to

determine the total number of oxygen atoms (per cm2) which ultimately reside 'n

the silicon substrate. For a given initial ion energy, this number will be a

function of the oxide thickness. Goezberger, et al. [1.66] have used surface

state techniques to measure the dependence of total oxygen recoil flux on oxide

thickness for an implant of 5 x 1013 cm"2 arsenic at 100 keV. We have calcu-

lated the same quantity using the Kalbitzer cross section with the results given

in Fig. 1.15. As can be seen from the figure, the TE results are in good agree-

ment within the experimental error. Such a calculation can be very valuable in

assessing the merits of conventional implantation processes.

SUPREM Ill contains the full multi-layer modeling capability for the pri-

mary implanted ion (as shown in Table 1.4). It does not contain the capability

to predict recoil profiles or damage distributions even though this is inherent

in the Boltzmann Transport approach, because present general algorithms for

implementing these capabilities require unacceptable amounts of computer time. A

specific objective of future work is to reduce the required time and hence to add
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these capabilities to the program. Some progress in this regard has been made

in the specific case of 0 recoils from SiQ 2 layers as described in our

annual reports [1.15,1.16].

A final example of the new ion implantation modeling capability is shown

in Figs. 1.16 and 1.17. Fig. 1.16 contains the SUPREM I1 and SUPREM III input

command files for a bipolar transistor with an implanted base and emitter.

This particular device is a high frequency structure with very shallow junc-

tions. The outputs produced by SUPREM II and SUPREM III are shown in Fig.

1.17.

The arsenic emitter profiles are quite similar, both having the charac-

teristic plateau shape and a junction depth of 0.18 microns. The most notice-

able difference in the results of the two programs is the boron base region.

SUPREM II models the boron base implant with a Pearson IV distribution having

an empirically determined exponential tail added to the profile to account for

residual channeling. By contrast SUPREM III uses the more fundamental Boltz-

mann transport approach to modeling the boron implantation, resulting in a

narrower base region which much more closely fits the experimental data.

1.3. DIFFUSION

Impurity diffusion is an essential part of all semiconductor device fab-

rication. When all impurities are present at concentrations below thle intrin-

sic carrier concentration at the process temp~erature, modeling of fimpurity

diffusion is relatively straightforward. This is not the case, however, in

* many processing techniques of practical importance. In past versions of SUP-

REM (Versions 1 and 11), we have generally relied on diffusion models devel-

oped elsewhere. Under this contract, specific experimental work has concen-

* trated on "anomalous" diffusion which occurs during thermal oxidation of the

silicon surface. New models, which incorporate such effects are included in
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SUPREM III. In the paragraphs below we outline first the models used for

diffusion in non-oxidizing ambients and then review some of the recent work

under this program which addresses the additional effects which occur in

oxidizing ambients. Table 1.5 summarizes the diffusion models which will be

discussed.

The most general case of impurity diffusion in silicon may involve a non-

constant diffusivity along the impurity concentration gradient, as in high

concentration diffusions in which the impurity concentration exceeds the in-
q

trinsic carrier concentration ni(T) at process temperature. An effective

electric field driving force or electrostatic potential gradient may be estab-

lished by the concentration gradient of either the impurity under question or

another impurity present at greater concentration. Further, the long-range

effects induced by nonequilibrium phenomena such as oxidation of the surface

alter diffusion deep into the bulk. Simulation of such processes must involve

the complete one-dimensional continuity equation

a_ a (D1 a/(C (.5
at dX - kT X / X

where D is the effective diffusivity, and C and C are the total and electri-

cally charged impurity concentrations, respectively. The potential 0 is

kT Zn n (1.36)
q ni

where n and ni are the electron and intrinsic carrier concentrations, res-

pectively. Thus, the first term in the continuity equation represents class-

ical concentration gradient-driven diffusion, including non-constant diffusiv-

ity. The second term incorporates the electrostatic potential gradient-driven

flux and also includes non-constant diffusivity. The sign of this field-

driven flux term depends upon the charge polarity of the field-driven species.
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Physically rigorous simulation of a diffusing impurity should therefore

track all of the different mobile species, both charged and neutral, with

which the impurity atom may assodiate. Further, diffusivities of each of the

species tust be known and possible interactions and/or exchanges among the

different species may be significant. Physical understanding of such

processes is incomplete, however. The numerical tasks presented by such

complete simulation are also formidable.

Rather, the diffusion models in SUPREM at present represent an attempt to

utilize the more accurate point defect-assisted diffusion models developed

both in the literature and in work under this program. Vacancy-assisted mod-

els have been the most well-developed, and include the widest range of process

conditions, particularly under non-oxidizing surfaces. Interstitial-assisted

diffusion has been used to complement these models to simulate altered diffus-

ivities under oxidizing surfaces.

Under non-oxidizing conditions, group III and V impurity atoms in silicon

have been modeled to diffuse largely by silicon vacancy-assisted mechanisms,

such as vacancy-impurity pair diffusion. Thus the diffusion coefficient is

proportional to the concentration of such point defects. Although the concen-

tration of neutral defects at any given temperature is independent of the

impurity concentration (so long as it does not approach that of silicon

atoms), the concentrations of defects with various charge states (which have

been identified within the silicon bandgap) depend on the Fermi level position

in the bandgap and thus are a function of impurity concentration. Recently,

Fair [1.67] summarized some of the latest work on diffusion in silicon and

suggested that the effective diffusion coefficient should be tihe sum of sev-

eral diffusivities, each accounting for impurity interactions with different

charge states of lattice vacancies. The effective diffusion coefficient under

non-oxidizing conditions DN can thus be expressed as
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D + D V'] + D' [V + Di [V+ ]  (1.37)

1'2 1 D1 1 V

where Di is the intrinsic diffusivity due to each identified charge state,

v, of vacancies (v: =, -, x, +; i.e., doubly negative, singly negative,

neutral, and positive), and [Vv] is the concentration of vacancies in each

charge state, normalized to the intrinsic concentration of that state. Using

the Boltzmann approximation it can be easily shown that these normalized

concentrations may be given by

n =- in ni

[V-] =n [V!L I and IV+ ] = (1.38)

where n is the free electron concentration. Thus under intrinsic conditions

(n = ni), Eq. (1.37) becomes

D D++D + 0+ (1.39)
i

i.e., the intrinsic diffusivity is the sum of the diffusivities resulting from

the various vacancy charge states.

Often, not all of the intrinsic diffusivities due to the various vacancy

charge states are significant. For each commonly used dopant, specific vac-

ancy charge states have been found to be dominant in determining DN while

the contributions of other charge states are less significant and may be neg-

lected.

1.3.A. Boron

Boron as an acceptor is negatively charged in the silicon lattice. It

diffuses primarily with V+ and Vx vacancies. Thus, boron diffusivity is

largely determined by the D+ and Dx contributions [1.68,1.69]:
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DN (B) = DX + D+(i)

= [0.037 + 0.72 exp (-3.46 eV) cm2 /sec (1.40)

In this instance, V+ and Vx assisted diffusion of the dopant exhibit

similar activation energies. It may be seen that D+ in particular will dom-

inate for boron except in heavily doped n-type silicon.

SUPREM III implements eqn. (1.40) for Boron intrinsic diffusivity.

Earlier versions of SUPREM (I and II) utilized approximate versions of this

expression due to the lack of detailed information at the time those codes

were written. In SUPREM I and II, the form of the diffusion coefficient

implemented is given by

DB = D [ [ (1.41)

where Di is the intrinsic diffusivity, which by comparison with Eqn. (1.40),

contains contributions from neutral and + charged vacancies. a = D+/D x is

a measure of the effectiveness of charged vacancies relative to neutral ones

and was empirically determined to be = 3 for Boron. Table 1.5 summarizes

these results.

1.3.B. Arsenic

Arsenic as a donor appears to diffuse primarily with Vx and V- vacan-

cies. The diffusivity becomes [1.69]:

DN (As) = Dx+ D ( (1.42)

= 0.066 exp&34 eV + 12.0 exp (-4.05 eV cm2/sec
\ kT ) /n \n kT /c/e
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In this instance Dx and D: are comparable throughout the process temperature

range. The relative significance of Dx vs. 0- diffusion of arsenic will

then depend entirely upon the doping level and "polarity" of the silicon.

SUPREM III implements eqn. (1.42) for As diffusion. Earlier versions (I and

II) used an approximate form (eqn. 1.41) with 8 = 100. This value of a was

empirically determined to provide reasonable agreement between experiment and

theory.

At moderate doping concentrations, the net electron concentrations may be

taken to equal the As concentrations, and application of eq. (1.42) is

straightfoward. With high doping levels, however, the electron concentration

n will deviate significantly fom the total arsenic CT. Further, this n vs.

CT dependence may depend critically on the nature of the As doping source.

For ion implanted arsenic, the total arsenic concentration is [1.69]

CT1 (As) = C(As+) + C(As+)(V-) + C(As+)(V=) (1.43)

To satisfy charge neutrality requirements, the net electron concentration

becomes

n = C(As+) - C(As+)(V=) (1.44)

With high doping levels the latter two species in eqn. (1.43) will account for

substantial fractions of the total As, and n will not increase directly with

CT. Mass-action relates each of the constituent As species in eqn. (1.43)

to n. The (As+)(V -) pair is found to be relatively less significant in

contributing to CT. Thus, with

C(As+) - n

C(As+)(V=) a n3 
(1.45)
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the dependence of n vs. C T resulting from eqn. (1.43) is well approximated by

9 CT (As) = n + K(T) n3  (1.46)

where K(T) exhibits a slight temperature dependence

K(T) 9.41 x 10-44 exp+0.33 eV) cm6  (1.47)

For chemical source arsenic diffusions, the deviation of n from CT at

* high doping levels appears even greater. Arsenic clustering models have been

invoked to rationalize this dependence. Fair and Weber [1.69,1.70] have

proposed that, in addition to the (As+)(V - ) and (As+)(V = ) pairs formed, another

complex appears

2 As+ + V= = (As+)2 (V:) (1.48)

Two As atoms are involved via the reduction of As203 molecules in the

chemical source by the Si surface. Vapor phase doping likely involves As2

and As4 species, while again monatomic As is negligible [1.69]. Formation of

the (As+)2 (V) complex becomes much more significant than with implanted

As diffusion. Thus eqn. (1.43) becomes

CT = C(As+) + C(As+)(V') + C(As+)(V = ) + C (As+) 2 (V
= ) (1.49)

Here, the (As+)2 (V
= ) species appears more significant in contributing to

CT than (As+)(V - ) or (As+)(V=). With mass-action requirements, the n

vs. CT dependence is found to be well approximated in the case of chemical

sources by

CT Chem(As) 2 n + K'(T) n4  (1.50)
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Recent data of Murota, et al. [1.71] have confirmed this n4 dependence. The

temperature dependence of a two-As atom cluster contribution to CT has been

estimated to be =1.6 eV by Schwenker, et. al [1.72]. Thus,

K'(T) 1.13 x 10-68 exp(+1.6 eV) cm9  (1.51)

1.3.C. Phosphorus

Phosphorus has been observed to exhibit perhaps the most complex

diffusive behavior of the commonly used dopants. Particularly in high

q concentration diffusions as for emitter regions of bipolar devices, such

"anomalous" features as both enhanced and retarded diffusion, "kink"

formation, enhanced "tail" diffusivity, and emitter-base push (i.e.,

enhancement of the diffusivity of other impurities such as boron present in

the silicon beneath the high phosphorus region) have been observed. No

single unified physical treatment of phosphorus diffusion has satisfactorily

reconciled all of this anomalous behavior. However, models, particularly from

the work of Fair [1.69,1.73], have been developed to allow reasonable

simulation of many of these features of the diffused phosphorus profile.

1.3.C.1. Isoconcentration Diffusion

In the absence of a rapidly changing profile gradient, the basic

phosphorus diffusion model is a logical extension of the mechanisms of

impurity diffusion discussed above. Phosphorus as a donor diffuses with Vx,

V-, and V vacancies [1.69]

DN(P) = Di + + 2

= 3.85 exp (.66TeV + 4.44 exp (4.0 eV

+ 44.2 exp cm /sec (1.52)
n \ _kT /
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For lightly doped silicon, Dx dominates the diffusive behavior. With heav-

ily n-type material, the charged vacancy pair-diffusion, in particular D,

will largely determine the phosphorus diffusivity, because of the (n/ni) 2

dependence. SUPREM I again implemented a simplified version of eqn. (1.52)

(i.e. eqn. 41 with p/ni replaced by n/ni and a = 100). SUPREM II used

in essence eqn. (1.52).

As with arsenic, the electron concentration n will deviate significantly

from the total phosphorus CT at high doping levels. In analogy with eqs.

(1.43) and (1.44), the total phosphorus and electron concentrations are

[1.69,1.73]:

CT(P) = C(p+) + C(p+)(V-) + C(P+)(V=) (1.53)

n = C(p+) - C(P+)(v) (1.54)

The resulting n vs. CT dependence is well approximated by

CT(P) = n + K"(T)n 3  (1.55)

K"(T) = 5.33 x 10-43  exp(+0.40 eV cm6 (1.56)

exp kT

1.3.C.2. High-Concentration Profiles

With high-concentration surface-diffused layers of phosphorus, many
(9 more features must be taken into consideration. A typical profile is composed

of three regions as shown schematically in Fig. 1.18.

a. Surface Region

In the surface region, the diffusivity is given by Eq. (1.52)

and may be seen to be dominated by D= . The diffusivity will incredse with

increasing surface concentration, until at concentrations above -3-4 x 1020

cm"3 the diffusivity will then begin to decrease. This effect may be attri-
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buted to silicon bandgap narrowing due to the strain induced on the lattice by

the combination of the finite phosphorus misfit and the relatively high solu-

bility of phosphorus i, the silicon lattice. This misfit strain-induced band-

gap narrowing may be surface orientation dependent, and is estimated by

[1.74,1.75,1.76]:

AEgmf <111> = -1.5 x 1022 [CT - CV(T)] eV (1.57)
S

where CD(T) = 2.43 
x 1026

[T(°C)]2

AEg mf <100> = 1.23 AEg f <111> (1.58)

where CTS is the total surface concentration of phosphorus (neglecting the

interface pileup within -100 A of the Si/SiO2 interface).

Another strain effect which must also be included affects the diffusivity

of ion-implanted phosphorus profiles. In this case, it is observed that the

diffusivity is further decreased under high dose conditions, probably due to

permanent lattice disorder [1.74,1.76] produced by the implantation process.

Thus in the case of ion-implanted phosphorus, an additional bandgap narrowing

is calculated from [1.76]

% E -2.3 x I06 (Q 0.25 eV (1.59)

where Qp is the phosphorus atom dose (cm-2 ).

Thus, the total bandgap narrowing

AE =AEg + EgI  (1.60)g 9Emf

may be quite substantial, and must be accounted for by replacing ni in eqn.

(1.5?) with an increased effective intrinsic carrier concentration
-AEg c

nie = ni exp 2--kT cm3 (1.61)
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The importance of including the bandgap narrowing effect is illustrated by

Fig. 1.19 where the calculated diffused phosphorus profiles with and without

AEg are compared.

With these considerations, the surface region diffusivity may be calcula-

ted and is found to be monitonically decreasing with depth into the silicon

(Fig. 1.18), until the end of this region occurs at the point where the Fermi

level drops below 0.11 eV from the conduction band edge, crossing the ioniza-

tion level identified with V vacancies [1.77]; a characteristic electron

concentration ne is defined at this Fermi level value

ne =4.65 x 1021 exp(1O.39 eV) cin 3  (1.62)
e

b. Tail Region

The key assumptions of this modeling are now invoked. Diffusion of

phosphorus in the surface region has been largely via (P+)(V:) pairs

created at the surface. When the Fermi level crosses and falls below the V=

ionization level at the characteristic ne, V vacancies whether "free" or

paired with the ionized P+ will lose an electron, with V- vacancies

resulting (P+)(V:) - (P+)(V ) + e- P + V- + e- (1.63a)

(P+)(V =)  + + V= P + V" + e- (1.63b)

Because the binding energy of the (P+)(V-) pair is -0.3 eV lower than

that of the (P+)(V = ) pair, the dissociation of phosphorus-vacancy pairs

and creation of free V- vacancies is more likely and proceeds more rapidly

via reaction (1.63a) than (1.63b). Both reactions will contribute to creating

a supersaturation of V- vacancies above and effectively independent of the

equilibrium concentration corresponding to the local doping or Fermi level.
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This supersaturation, as implied by eqn. (1.63), will be correlated with the

concentration of (P+)(V:) pair5 originally created at the surface. The

excess vacancies have a finite but substantial lifetime or diffusion length esti-

mated to be -1/4 sec or -25 p at temperatures in the range -900 -1100C

[1.73,1.78]. Thus, they will enhance phosphorus diffusivity in the "tail" region

substantially above that called for by the local Fermi level; and, this enhance-

ment will be virtually constant, decaying only slowly deep into the bulk.

- By applying these assumptions and invoking mass-action, the V- vacancy

supersaturation and enhanced tail diffusivity are estimated (with bandgap

narrowing effects discussed above explicitly included) [1.73,1.74]:

Dx D [V-]D TAIL D Di +D.I
[V-]i (1.64)

1

(3A x (D±0.3 eV) 'X e))
n i  ex + exp\ kT IexP 25X

where ns is the surface electron concentration and Xe is the depth at

which ne is reached. Note that the decay length of this enhancement extends

considerably beyond Xe and in fact well beyond the point at which the phos-

phorus doping reaches ni and intrinsic diffusivity Di would otherwise be

reached. An enhancement factor G corresponding to the vacancy supersaturation

driving this increased diffusivity may be defined for later use below:

x D_ [V]/[V']i  DTAIL
G 1 1 - T (1.65)

D x + D_ D x
i 1i phosphorus
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c. Intermediate (Transition) Region

The transition from the diffusivity De at the end of the surface

region at Xe to the enhanced diffusivity DTAIL occurs over a finite depth

that varies from -1500 A at 875°C to -500 A at 1000C and vanishes for

temperatures in excess of 1050C. A "kink" in the phosphorus profile is

* observed at the point at which DTAIL is reached. This transition region is

perhaps the least well understood in the phosphorus profile. It is not un-

reasonable that the phosphorus-vacancy pair dissociation reactions of eqs.

• (1.63) driven by Fermi level changes along the profile gradient occur not

instantaneously but over a finite depth.

Empirically, Boltzmann-Matano analysis has indicated that the dif-

fusivity in this region increases with depth in proportion to n-2 [1.73,

1.79]. Thus, the diffusivity calculated at Xe using eqn. (1.52) is multi-

plied by (ne/n)2 with further depth until the point at which DTAIL of

eqn. (1.64) is reached and the tail region begins.

d. Emitter-Base Push

Because of the long decay length of the excess vacancies created by

the phoshporus diffusion, the vacancy supersaturation will exist throughout

the tail region and even past any metallurgical junction into which the phos-

phorus may diffuse. The charge state of the excess vacancies will likely

continue to change in response to the local Fermi level. Thus, the vacancy

supersaturation approximated by the enhancement factor G defined above will

enhance the diffusion not only of phosphorus in the tail region, but also of

other impurities of the dominant "polarity" type both in the tail region and

beneath the tail region. For example, the empirically observed "emitter-base

push" enhancement of boron diffusivity in the p-type base region beneath a

phosphorus n-type emitter region becomes [1.73]
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DBASE (B) = Di (B) [GI (1.66)

where Di (B) is the intrinsic boron diffusivity in the base region.

1.3.D. Antimony

Antimony as a donor diffuses with Vx and V- vacancies [1.69],

DN (Sb) = Di + D_ (n

q = 0.214 exp -3.65 eV + 15.0() exp - 4 .08TeV cm2/sec (1.67)

D7 is somewhat greater than Df at process temperatures and will dominate

in n-type material. As with B, As and P, SUPREM I and II used a simplified

expression for Sb diffusion, given by eqn. 1.41.

1.3.E. Solid Solubility

The above models must be applied with care particularly as the dopant

concentration approaches its solubility limit in silicon. This limit estab-

lishes CTmax in applying eqns. (1.46) and (1.50) for arsenic, and eqn.

(1.55) for phosphorus, for example. Dopant in excess of CTmax will likely

precipitate and is considered not diffusable, not contributing to the n vs.

CT dependence of arsenic and phosphorus, and not contributing to the misfit

strain-induced bandgap narrowing AEgmf in the phosphorus model [1.74].

1.3.F. Diffusion Under Oxidizing Surfaces

The oxidizing surface has long been observed to alter the diffusive

behavior of the coarnonly used dopant impurities even at considerable depth

into the bulk. Boron, phosphorus, and arsenic exhibit oxidation-enhanced

diffusion (OED) [1.80,1.81], as shown for example in Fig. 1.20. Antimony, on

the other hand, has recently been reported to demonstrate oxidation-retarded
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diffusion (ORD) [1.82]. While some measure of understanding and quantitative

modeling of OED has been achieved, ORD is a more recently observed phenomenon

and presents new challenges to modeling.

As diffusion is most probably a silicon point defect-assisted process,

consideration of OED and ORD must begin with an understanding of the influence

of the oxidation process on the substrate silicon point-defect population

kinetics. A reasonably current view of the oxidizing interface is shown in

Fig. 1.3, which represents a composite of the ideas of many groups. Workers

such as Sanders and Dobson [1.83] have for some time suggested that the oxid-

izing interface acts as a vacancy sink and interstitial source. Evidence for

this view has been indirect but substantial. For example, interstitial gener-

ation during oxidation has formed the basis of successful modeling of OED and

the related growth of oxidation-induced stacking faults (01SF) [1.84].

Vacancy consumption in the interface oxidation reaction has been proposed as

the basis for the enhanced oxidation of heavily doped silicon [1.7,1.8]. if

these reactions at the oxidizing interface do in fact occur, then their

influence on impurity diffusion may be addressed.

1.3.F.1. Dual Mechanism Impurity Diffusion

As has been noted, impurity diffusion via vacancy-assisted mechan-

isms has already yielded well-developed models, particularly for the non-oxid-

izing interface. Interstitial-assisted diffusion mechanisms, such as the

Watkins relacement (kick-out or partial interstitialcy processes [1.75, 1.85]

have been visualized, but models utilizing these mechanisms in silicon have

been less well-developed. A general formulation for impurity diffusion would

consider both possibilities, and propose both substitutional and interstitial

impurity populations, CSI and CII, respectively, diffusing together

through the Si lattice.
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(The precise nature of an interstitial impurity, as with Si self-inter-

stitials or even Si vacancies, may not be obvious; a "pure" interstitial with

perhaps four dangling/broken bonds in the lattice would seem energetically to

be unfavorable. The impurity atom may exhibit some partial interstitial

nature, perhaps by sharing a lattice site with a silicon "interstitial." Thus

dopant atoms of this nature may diffuse via interstitial-assisted mechanisms,

while purely substitutional impurity atoms diffuse through vacancy-assisted

processes. This allows the total impurity concentration to be separated into

substitutional and interstitial populations.)

Thus, we may define the total impurity concentration CT as

CT = CSI + C11  (1.68)

and overall dopant diffusion becomes [1.75]

D aC 1 a2 ) + D11  a I) (1.69)

where DSI and DII are the vacancy-assisted and interstitial-assisted

diffusivities, respectively.

In thermal equilibrium, under non-oxidizing conditions, and for lightly-

doped silicon, the intrinsic interstitial imipurity flux will be some fraction

fll of the intrinsic substitutional impurity flux

D i C 0 = f11 DSI CS0 (1.70)

where fll will vary with the impurity. It seems likely that fI1 will also

contain some temperature dependence if the diffusion processes via inter-

stitials vs. vacancies exhibit different activation energies.
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The defect and impurity populations are not independent, and exchanges

may take place among the various species in the silicon lattice--vacancies,

interstitials, substitutional impurities, and interstitial impurities. One

likely process, the Watkins replacement mechanism, involves creation of inter-

stitial impurities II (and substitutional silicon Sis) via exchange

between silicon interstitials SiI and substitutional impurities IS ,

SiI + IS ' Sis + 11 (1.71)

KI(T) CS, CI
C11 : CSi  = KI (T) CSI C1  (1.72)

where CI is the silicon interstitial concentration and K1' (T) is a tem-

perature dependent reaction constant. The concentration of substitutional

silicon CSi is so large (- the density of lattice sites) compared to the

other species that it may be assumed unaffected by the reaction and absorbed

into KI'(T).

With this exchange process, and substituting frow eqn. (1.70), the inter-

stitial impurity flux may be approximated under general non-equilibrium condi-

tions through the substitutional impurity flux and the silicon interstitial

population

DC1  11 oI CI (1.73a)
c \ I

Variation of the interstitial-assisted flux with total interstitial population

is explicitly included. However, the dependence of (DII/DilI) on doping

is not obvious because of uncertainty concerning the possible charge states of

silicon interstitials that may make different contributions, with different

temperature and doping dependencies, to the interstitial assisted
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diffusivity. With no additional information available, DII will be assumed

relatively unaffected by doping, and (1.73a) becomes

DIICI fl DiI CI\ (1.73b)

If the Si interstitial population is assumed to vary relatively little

with depth X into the silicon, then eqn. (1.69) becomes

3C CT i a2C sl
:C T S1 + f1I DS(IO)] 2 (1.74)

ax

The commonly used dopants are assumed to be largely substitutional (dif-

fusing mostly via vacancy-assisted mechanisms) in silicon. Eqn. (1.74) may

then be considered the diffusion equation for the total impurity concentration

with an effective diffusivity that combines a dominant vacancy-assisted diffu-

sion process with a supplemental interstitial-assisted diffusion mechanism,

D = DSI + f SI (1.75)

This effective diffusivity will vary with vacancy concentration through DSI.

Disturbances in the populations of silicon interstitials or vacancies will

also alter the apparent overall diffusivity by driving exchanges between the

two populations of impurities, each with different intrinsic diffusivities, to

shift the relative proportion of impurities diffusing by vacancy vs. inter-

stitial-assisted mechanisms. This exchange may occur via reaction (1.71),

yielding the explicit interstitial dependence in eqn. (1.75). A second poss-

ible reaction may involve the combination of an interstitial impurity with a

silicon vacancy to produce a substitutional impurity

SiV + II t IS (1.76)
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CSI K2 (T) CIIC v  (1.77)

(Implied in reactions (1.71) and (1.76) is the annihilation of a silicon

interstitial with a silion vacancy to reproduce substutional silicon,

SiV + SiI t SiS (1.78)

CvC I = K3 (T) CSi - Kj (T) (1.79)

This reaction implies a mass-action relation between the vacancy and inter-

stitial concentrations that applies in thermal equilibrium. The significance

of this mass-action in diffusion processes would be dependent on the activa-

tion energy barrier to the reaction, which will determine the time constant

required to recover from non-equilibrium conditions.)

1.3.F.2. Silicon Interstitial Generation

The influence of the oxidizing interface on impurity diffusivity

will depend on disturbances produced in the point defect populations. Inter-

stitial generation will depend on the oxidation and substrate parameters.

Fair [1.75] contends that the limiting reaction at the oxidizing inter-

face that leads to interstitial generation depends upon interstitial oxygen

ions 01=. The interstitial generation rate should exhibit a half-power

dependence on oxidation rate (dxo/dt)0 .5. (An alternative explanation

for this power dependence is given in section 10 of this report.)

The interstitials created are subject to recapture at surface kink sites

during surface regrowth [1.84]. The surface kink density p is dependent on

surface orientation, with [1.75]

p<111> - 1.5 p<100> (1.80)
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With increasing substrate doping, whether n or p type, the total equili-

brium concentration of vacancies will increase [1.23]. The increasing vacan-

cies will reduce the interstitial concentration by recombination reaction

(1.78). This may be considered a manifestation of a mass-action relation pre-

viously considered. The time constant required is not known, but the possible

mass-action with its activation energy barrier may in any event yield a direct

proportionality

c c Ci
Cl CV (1.81)

where Cand C are the equilibrium concentrations in lightly-doped silicon.

The above annihilation of interstitials and time constant will be mani-

fest as a finite decay length or lifetime of the generated interstitials.

Thus, the generated interstitial concentration will decrease with depth X away

from the oxidizing interface as exp (-X/LD), where LD is the decay length.

Chlorine additions to the oxidation ambient will tend to reduce the

excess interstitials flowing into the substrate. Murarka [1.86] proposes that

chlorine reacts with silicon at the interface to produce vacancies that in

turn may recombine with oxidation-generated interstitials,

Si + Cl2 + SiClu + SiV  (1.82a)

SiV + SiI * SiS  (1.82b)

Fair [1.75] contends that u = 1 in reaction (1.82a) and therefore,

C) (PC- (PcI 5 (1.83)

where PC1 2 or PHCl are the partial pressures of the chlorine addition to

the ambient.
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With the above considerations, the interstitial supersaturation with the

oxidizing interface may be expressed as

C 1  (C v ~ ~ K4 (T) exp( / dX 0  0.5

I- I + 1 \- ) (1.84)
CI°  \Cv E/ I + K5 (T) PHCIJ

where K4 (T) and K5 (T) are complex equilibrium and proportionality constants.

1.3.F.3. Oxidation-Enhanced Diffusion

By combining eqns (1.75) and (1.84), the effective diffusivity under

oxidizing conditions becomes

4 D = DN + ADox (1.85a)

DN Ds + f1  oi V5 (1.85b)D DSI + fI DSI CV )

~~~0.57-:'1 (.8 c

AD ox (L )1  K~ (4i (T: exp LD X0 .85 cox : f SI V p[l + K5 (T) PHCI]

The diffusivity has readily separated into two components. The first,

DN , is the impurity diffusivity under non-oxidizing conditions or a non-

oxidizing surface. It contains both the vacancy-assisted term DSI and the

"equilibrium" non-oxidizing fractional interstitial-assisted contribution.

DN has in fact been modeled very well as an entirely vacancy-assisted pro-

cess, as already discussed above for the commonly used dopants. The inter-

stitial component has not been specifically considered, but apparently no ser-

ious failures have been discovered in most applications of a purely vacancy-

based model under non-oxidizing surfaces. The interstitial component perhaps
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makes only relatively minor contributions in such cases. With heavy doping,

DSI will increase substantially and the interstitial component apparently

becomes even less significant relative to the increase of the total D. Thus,

under non-oxidizing conditions--and especially with higher doping levels, DN

is satisfactorily modeled using eqns. (1.40), (1.42), (1.52), and (1.67) for B,

As, P, and Sb, respectively

DN o DN (B, As, P, or Sb) (1.86a)

Under oxidizing conditions, however, interstitial generation adds an addi-

tional interstitial component ADox to the total diffusivity. Depending upon

the oxidation conditions, this OED enhancement contribution may become compar-

able to and even exceed the DN component to enhance the overall diffusivity D.
~i

Note, however, that estimation of ADox depends upon the value for DS1 ,

the vacancy-assisted diffusivity under intrinsic non-oxidizing conditions. As

already noted, models for DSI have to this point neglected to distinguish a

smaller interstitial component from the assumed dominant vacancy contribution,

grouping both together as purely vacancy-assisted diffusion. Fortunately, if

the interstitial component is comparatively small under intrinsic non-oxidizing

conditions, then only very slight error will be introduced by assuming

f << 1 (1.86b)

i i (1.86c)

in calculating ADox. (This assumption will be shown to be consistent with

experimental observations below.)

a. Oxidation Rate

OED of B and As has been observed to be greater in H20 than

in dry 02 oxidation. Thus effect correlates with the higher oxidation rate
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in H20 that generates a greater interstitial supersaturation. ADox has

been observed to approximate a (dxo/dt)n power dependence, but the value

of n has not been completely resolved. Taniguchi, et al. [1.81] found empiri-

cally that n = 0.3 for B and P in both dry 02 and H20 oxidations. Lin,

et. al. [1.87] observed n = 0.4 - 0.6 for B and P in dry 02. This sublinear

dependence is consistent with observations for (OISF) stacking fault growth

[1.88], which has also been modeled to result from interstitial generation at

the oxidizing interface [1.86]. From theoretical consideration of the poss-

ible reactions producing and consuming interstitials, Fair [1.75] and Hu

[1.89] both conclude that n = 0.5. Thus, the assumption of n = 0.5 in the

derivation of Eqn. (1.85c) for ADox appears reasonable. (However, recently

Ishikawa, et al. [1.90] reported significantly higher values for n that also

varied with the dopant: n = 0.7-0.8 for phosphorus and n = 0.9-1.1 for

arsenic. This issue should be considered unresolved at present.)

b. Effect of Time-Averaging

The experimental observations of OED have been, of necessity,

time-averaged over the total oxidation period to find an effective average

enhancement AD ox. Given a power law (dxo/dt)n dependence of the true

instantaneous) enhancement ADox, a correction may be used. The experimental

observations were generally for relatively long oxidation times and thick ox-

ides, for which the linear-parabolic oxidation behavior is reasonably approxi-

mated as parabolic growth.

0.5

dt 2

AD ox =1t AD ox dt =(77j) ADo (1.88)

0
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Thus, with n = 0.5,h ox -
ADx (2) ADOX T A0Eox (1.89)

c. Orientation and Proportionality Constant

Surface orientation will determine the kink density p that in

turn will reduce the interstitial concentration through surface regrowth.

Fair [1.75] estimates p - 1012 cm-2 for <100> silicon. Thus, by compari-

son of a similar derivation for OISF growth, based on the interstitial super-

saturation, with stacking fault data for 100% dry 02 oxidations [1.75], and

including the time-averaging correction from eqn. (1.89), the proportionality

factor K4 (T) in Dox is estimated

K4(T) (1.5)K4(T) /+2.82eV\ cm -0.5
)- (111) - 1.31 x 10-  exp T90) sec

Thus, OED enhancement is greater for <100> than for <111> silicon, as experi-

ments observed [1.91]. Also, as seen via the negative effective "activation

energy" of the proportionality factor, the enhancement is greater at lower

temperatures, also as demonstrated experimentally [1.80,1.81].

d. Fractional Interstitial Contribution and Impurity Dependence

The fraction of the substitutional flux that occurs by an in-

terstitial-assisted mechanism is f11 for lightly doped silicon in non-oxid-

izing ambients. From the formulation of Eq. (1.85), fll also is a direct

measure of the diffusivity enhancement factor produced by the oxidation-gener-

ated interstitial supersaturation. This factor will vary with the impurity

under consideration. Fair [1.75] has suggested that fll in fact should cor-

relate with the energy required to create an interstitial impurity atom. The

efficacy of the interstitial-assisted mechanisms should be directly related to
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the ease with which the impurity may be displaced into an interstitial site

(by a silicon interstitial). Mizus and Higuchi [1.82] have noted that impur-

ities with smaller ionic radii should therefore show a greater tendency to

diffuse via interstitials. Thus, because the ionic radii vary as

B < P < As - Si (1.91)

one should expect fll to vary in inverse order.

Indeed, Fair's anaylsis [1.75] has produced the quantitative ratios at

oxidation temperatures (-1000-1100°C) for f1 :

fll (B : P : As) = 0.17 : 0.12 : 0.09 (1.92)

However, note that fll may not remain constant with temperature. It is

a parameter indicating the relative magnitudes of interstitial vs. vacancy-

assisted diffusion mechanisms. These two processes will likely have different

activation energies. Thus, fll as the ratio will also show a temperature

dependence. Further, the diffusion energies vary with the impurity. Again,

the f11 temperature dependence may then quite possibly also vary with the

i mpuri ty.

The effective diffusivity under oxidizing conditions in eqn. (1.85) has

been fitted to the OED data of Lin, et al. [1.80] in dry 02 oxidation of

a<100> silicon to obtain values of fll for boron, phosphorus, and arsenic.

fll(B) = 4.09 exp( 0  eV) (1.93a)

*f1 (P) = 5.50 exp 0 . eV) (1.93b)

fi(As) 6.85 exp( 0  eV) (1.93c)

A slight temperature dependence is found that also varies somewhat with the

impurity. The ratios of fli for the impurities are ii good agreement with
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Fair's results [1.75] at comparable temperatures. The relative order of OED

enhancement of the impurities is determined by the fll values, decreasing in

rorder from B to P to As as seen experimentally.

The values of fj1 are comparatively small at lower temperatures, for

which the OED enhancement is most significant. Thus for T 1000°C,

f11 < 0.1 (1.94)

consistent with the assumption eqn. (1.86bc) made in fitting the data. How-

ever, at higher temperatures, the intrinsic interstitial contribution becomes

comparable to the vacancy-assisted component, and the fll values become for

T > 1200 0C

fll < 1.0 (1.95)

Assumptions in eqn. (1.86b,c) thus become very questionable. Fortunately, at

these higher temperatures the OED enhancement factor also becomes less signi-

ficant (K4 (T) becomes negligible). Errors introduced by assumptions in

eqn. (1.86b,c) in calculating ADox thus become unimportant.

e. Heavy Substrate Doping

With increasing substrate doping, as the silicon becomes ex-

trinsic, (Cv/Cl) becomes greatly enhanced. The vacancy-assisted DSI andqv V
therefore DN increase correspondingly. However, the increased vacancy

concentration should reduce the interstitial supersaturation by recombination.

The OED enhancement ADo thus decreases as (Cv/C ) even as DN increases.

These expectations have been confirmed experimentally, in good quantitative

agreement [1.75] with the formulation for ADox in eqn. (1.85c), by the data

of Raniguchi, et al. [1.81] for oxidation of silicon heavily doped with both B

and P.
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f. Interstitial Decay Length

By examining the effect of increasing depth x from the inter-

face on the OED enhancement, Taniguchi, et al. [1.81) concluded that the

interstitial supersaturation extended considerable distances into the bulk.

The effective interstitial diffusion decay length LD showed some slight tern-

perature dependence, decreasing with temperature from -30 p at 10000 C to

-25 p at 1100'C. Thus, a reasonable, conservative assumption for the lower

temperature range at which ADox is significant is

LD = 25 , (1.96)

g. Chlorine Oxidation

As discussed above, the OED enhancement should vary as

(PHCl)-0 .5 for chlorine additions to the ambient. Chlorine at the inter-

face is expected to generate vacancies that may then recombine with intersti-

tials to reduce CI and ADox [1.75,1.86]. Limited data is available for

diffusion of boron and phosphorus in HC1/0 2 ambients from the work of

Nabeta, et al. [1.92]. They observed that chlorine additions at 1100 0C and

1150C did indeed reduce ADox to -0 and D to -DN for HCl/02 in

excess of a few percent. However, at 1000°C increasing HCl/0 2 up to 10%

produced little change in ADox, and reduction of D to ~DN did not occur.

Fitting eqn. (1.85) for D and ADox to this limited data yields reason-

able agreement with

K5 (T) = 2.31 x 1034 exp (8.88 eV) (atm) -0.5 (1.97)5 ( kT

The activation energy of -9 eV appears very high. It is apparent that the

influence of chlorine on OED is complex and inadequately understood, as is the

influence of chlorine on oxidation kinetics (see the discussion of chlorine
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oxidation kinetics earlier in this report). Additional data for OED in

chlorine oxidation is needed.

1.3.F.4. Silicon Vacancy Annihilation

The analysis above has neglected disturbances to the silicon vacancy

population due to the oxidizing interface, tacitly assuming equilibrium vac-

ancy concentrations. Undoubtedly, however, the oxidation process reduces

vacancy levels both directly by vacancy consumption in the interface oxidation

reaction and indirectly by recombination with the excess interstitials gener-

ated. A vacancy undersaturation relative to non-oxidizing conditions should

result.

Unfortunately, understanding of the annihilation kinetics of vacan-

cies during oxidation is even less than that of interstitial generation. As

vacancy annihilation has been postulated as a step in the interface oxidation

reaction [1.81, 1.7], the vacancy consurmption rate may perhaps be directly

related to the oxidation rate, possibly also by a power law similar to that

: proposed for interstitial generation. Other factors are known to influence

vacancy levels as well. For example, heavy doping enhances vacancy concentra-

tions; it also enhances diffusivity and oxidation rate, in direct correlation

with those enhanced vacancy levels [1.67, 1.7, 1.23]. Recombination with gen-

erated excess interstitials may reduce vacancy concentrations. The distur-

bance of vacancy concentrations from equilibrium due to oxidation may be

expected to decay with depth into the bulk, perhaps with a comparable decay

length to that for the excess interstitials.

Clearly, the interaction of vacancies with interstitials and the oxidi-

zing interface is complex. The direct dependence of vacancy concentration on

oxidation rate is not known. The dependence on heavy doping and interstitial

recombination may be approximated by
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c c 0 (1.98)

iO 10 CV I

where (CO/C io) represents the variation of vacancy concentration with
V V

heavy doping under non-oxidizing conditions, and (C /CO) is the reduction
V V

in vacancies due to recombination with excess interstitials generated by the

oxidation process. This mass-action driving force (CO/CI) has been used to

approximate the (Cv/CO) factor in analogy with eqn. (1.81). Again, the time

constant required to achieve equality of these two quantities is not known.

The extent to which this approximation is valid in the transient, quasi-

steady-state situation of on-going oxidation is also not known. Clearly there

is much work remaining to be done in this area.

1.3.F.5. Oxidation-Retarded Diffusion

Allowance for vacancy consumption during oxidation yeilds a modified

form of the effective diffusivity in eqn. (1.75),

D DS \CviC / 5 DSI (1.99a)

L~ C I I

D = DsI fII D(I (1.99b)

For B, P, and As, oxidation produces OED, indicating that the enhancement
of interstitial-assisted diffusidn due to interstitial supersaturation more

than compensates for reduction of vacancy-assisted diffusion due to vacancy

undersaturation. This implies that fll for these impurities must be suffi-

ciently large. In fact, fl1 must be significantly greater than the values

in eqn. (1.93) that were derived assuming no vacancy consumption during
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oxidation. Large values of f1I are consistent with the small ionic radii of

these dopants relative to silicon.

Antimony, however, is substantially larger than silicon. This suggests

* that this impurity should show little tendency to diffuse via interstitials;

i.e., f11 (Sb) should be relatively very small. In this instance, then

diffusion is almost entirely via vacanies. Eqn. (1.99) then becomes

D(Sb) DS, C1 )=I /  
DS , (1.100

| Uv

I Reduction of vacancy-assisted diffusion during oxidation will overwhelm

enhancement of the negligible interstitial-assisted diffusion; overall diffus-

ivity will in fact be retarded. These expectations of ORD for Sb have been

confirmed experimentally in the limited data of Mizuo and Higuchi [1.82] for

Sb diffusion in both H20 and dry 02 ambients. The degree of reduction of

D(Sb) was observed to be substantial, with as much as 50% or more reduction in

D(Sb), in reasonable agreement with eqn. (1.100).

It appears reasonable, then, to use eqn. (1.100) to estimate Sb diffusion

under oxidizing conditions. 'Eqn. (1.84) for the interstitial supersaturation

(C /Co) may be used with slight modification. (C /C ) in eqn. (1.84), repre-

senting the recombination driving force, has already been explicitly included

in eqn. (1.100) as (Co/C io) and should not be carried in substituting from

v v

eqn. (1.84) into eqn. (1.100). Still, understanding of the vacancy undersat-

uration during oxidation remains poor, and considerably more work is needed.

When such models are developed, then the impurity diffusivities of eqn. (1.40),

(1.42), (1.52) and (1.85) for B, P, and As, and eqn. (1.67) and (1.100) for Sb

will demand major reworking.

66

....... . .,.-,- -,4,nm, / - l l I I I I l i l I ...



1.4. EPITAXY

The growth of epitaxial layers is an essential part of bipolar processes

and some MOS processes. It is, therefore, important for a general purpose

process simulator to accurately model this technology. Such modeling is

complicated by the dynamics of how growth rate and doping levels in epitaxial

layers are related to gas phase silicon and dopant atom concentrations. SUP-

REM Versions 1 and II avoid these questions by assuming a simple segregation

model of the gas solid interface as described below.

The general situation is depicted in Fig. 1.21. Impurity redistribution

during epitaxial growth includes both a diffusive component as well as a seg-

regation effect. It is assumed that the bulk gas phase has a uniform

equivalent concentration of single dopant species CgI. This is a fictitious

concentration equal to the desired uniform epi-doping concentration.

At the solid gas interface, there exist two flux components, Fs and

Fb as indicated in Fig. 1.21. Fs is an impurity "evaporation" flux,

Fs = h(kCg I - CI) (1.101)

P

where h is the impurity evaporation coefficient. As evaporation flux, we

define any impurity flux exchange between the gas and the solid, other than

direct moving boundary incorporation; CI is the impurity concentration at

the solid surface, and k is the surface equilibrium segregation coefficient

defined as

CI
k - - -(1.102)

CgI

The term Fb is a flux induced by the interface motion and can be calculated

as in the dase of thermal oxidation. It is given by
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Fb =V(Cg - CI) (1.103)

where v is the interface velocity (growth rate). Within the solid (silicon)

body, diffusive flow of impurities is accounted for as has been discussed

previously.

A substantial amount of work, under this program .. r the past several

years, has been aimed at improving the above model for epitaxial growth. A

specific objective has been to understand the physical mechanisms responsible

for transport of silicon and dopant atoms from the gas phase to appropriate

lattice sites on the substrate. An accurate and general purpose (i.e. not

system specific) physiochemical model which describes the growth rate and

incorporation of dopant atoms into silicon epitaxial films during deposition

from a SiH4-As3-H2 mixture has been developed. Table 1.6 summarizes the

older models in SUPREM versions 1 and II and the new model, described below,

which is implemented in SUPREM Il1 [1.93).

Epitaxial films with uniform impurity distribution are often required in

IC fabrication. However, the distribution of impurities near the film-sub-

strate interface is, in general, nonuniform. During the initial stages of

growth the dopant incorporation process goes through a transient period, and

2-3 min are required [1.94] before the steady-state epitaxial doping level is

established. As a result, a transition layer corresponding to this initial

transient develops, and the epitaxial dopant concentration within this layer

is either higher or lower than expected, depending on the initial conditions

prior to the deposition cycle (e.g., substrate surface concentration, prebake

time, prebake temperature, etc.). A special case of this initial transient

problem is the commonly known "autodoping" phenomena, which occurs when light-

- ly doped films are deposited on heavily doped buried-layers/substrates.

68

.... .. . . . -, 4..,j w - tm H l ~ - -'..



#A 4jJ m c

___ ___ _c b- 41

U 4-

-l 4- EU --. 4

a~ ~ r- -C

I-O, 
I", -cc

2c~~. (AC,< i

t an

E~CA

aI

9L t

cc wa

4-)
)%4)4 - cc

-C L) E
0. 0.c

-1 0)1
01 .1

w- V

EU 69



The extent of this transition layer imposes severe limitations on the fabrica-

tion of submicron epitaxial films, which will be required with the development

of VLSI technology.

Epitaxial films with intentional, non-uniform impurity distributions are

sometimes also required. These can be used to fabricate specialized devices

or to optimize device characteristics. Examples of these are the hyper-abrupt

epitaxial tuning diodes, in which precisely controlled impurity distributions

are needed in order to obtain the specific C-V characteristics. Non-uniform

doping profiles can be fabricated by varying with time the dopant gas flow

entering the epitaxial reactor during deposition.

The general problem is that of determining a computer model capable of

simulating the epitaxial doping profile resulting from any given time-varying,

gas-phase composition during growth. The model must also account for thermal

redistribution of dopant atoms in silicon during epitaxial deposition.

Because the redistribution of impurities within the solid is controlled by

diffusion, the starting mathematical framework is to solve Fick's Second Law

throughout the solid silicon, from a plane very deep inside the substrate up

to the silicon surface. That is (see Fig. 1.22)

N(zt) = D &N(zt) > Z > z (1.104)
t 6z2 f

where N is the dopant concentration in the solid, D is the diffusion coeffi-

cient of the impurity in solid silicon, and z and t are the spatial and time

variables, respectively. As shown in Fig. 1.22, the z-direction goes perpen-

dicular to the silicon surface, and zf is defined as the location of the

moving gas-solid interface.
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The solution to the diffusion equation during dpitaxial growth must

satisfy the following initial and boundary conditions. The initial condition

is given by

N(z,O) = fl(z) (1.105)

where fl(z) represents the distribution of impurities in the substrate just

before epitaxial deposition.

The boundary conditions are

D = 0 (1.106)

D NI = f2(t) (1.107)

6z 1Z=Z f
(e

Equation (1.106) indicates that the impurity diffusive flux at a plane

very deep in the silicon substrate is zero. This is a reasonable boundary

condition because silicon wafer thicknesses are much larger than diffusion

lengths in bulk silicon.

Equation (1.107) indicates that the impurity diffusive flux in the solid

at the gas-solid interface is, during epitaxial growth, a function of time.

As will be shown later, an expression for f2(t) can be derived from a basic

understanding of the mechanisms controlling the incorporation of impurities in

the epitaxial silicon during growth. The time-dependence of Eq. (1.107) is

related to (i) the transients associated with the establishement of a steady-

state deposition process, and (ii) the time-variation (if any) of the gas-

phase composition in the reactor. Notice that the autodoping problem falls in

the first category. The right-hand side of Eq. (1.107) is a function of

dopant partial pressure, epitaxial growth rate, deposition temperature, and to

a lesser degree: reactor geometry, hydrogen velocity, etc. In order to solve
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Fick's Second Law during epitaxial growth an expression for f2 (t) in Eq.

(1.107) must be obtained. This is accomplished by using the epitaxial doping

model described below.

In this section, the behavior of dopant species in each important region

of an epitaxial reactor is studied in detail, both in terms of gas-flow dynam-

ics and chemical kinetics. Figure 1.23 shows schematically a section of the

horizontal reactor tube along the length of the susceptor. Three main regions

are indicated in Fig. 1.23: 1) main gas stream, 2) boundary layer, and 3)

adsorbed layer. The main gas stream consists of hydrogen mixed with silane

and arsine flowing by forced convection. The boundary layer is a thin layer,

about 5 mm thick, through which reactants diffuse to the silicon surface. The

adsorbed layer consists of a population of hydrogen, silicon-, and dopant-

containing species that occupy adsorption sites and are capable of moving on

the solid surface. The behavior of dopant species in each of these three reg-

ions is now discussed, and equations describing this behavior will be derived.

The equations will then by used to obtain an expression for f2 (t) in Eq. (1.107).

1.4.A. Main gas stream.

In most epitaxial reactors, gas-phase depletion of dopant species in the

main gas stream is almost negligible. Therefore, the partial pressure of

dopant species in the main gas stream region can be assumed to be independent

of position, and nearly equal to the partial pressure of dopant species at the

reactor input. Moreover, the time constant associated with the transport of

dopant species in the main gas stream by forced convection is of the order of

1 sec [1.94], while the time constant of the overall doping process in a

horizontal reactor is of the order of 40 sec [1.95). Therefore, it can be

assumed that any time-variation of the dopant partial pressure at the reactor

input is transmitted "instantaneously" throughout the main gas stream.
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Consequently, the following expression can be used to describe the behavior of

dopant species in the main gas stream region

PD(t) PD°(t) (1.108)

in which PD is the partial pressure of dopant species in the main gas stream

region, and PD° is the input dopant partial pressure.

1.4.B. Boundary layer

The time constant associated with the transport of dopant species through

the boundary layer by diffusion is of the order of 0.1 sec [1.95], which is

much shorter than that of the overall doping process. Therefore, it is reas-

onable to assume that the flux of dopant species leaving the boundary layer by

adsorbing on the silicon surface (Fs) follows closely any time-variation of

the dopant flux entering the boundary layer from the main gas stream.

F s(t) F (it) (1.109)

The two fluxes in Eq. (1.109) can be expressed in terms of deposition

parameters. The flux of dopant species leaving the main gas stream toward the

wafer surface [Fz(z)] can be approximated by [1.96]

F z() = k m[P Do - PD*] (1.110)

in which km is the boundary layer mass transport coefficient of dopant

species in hydrogen, and PD* is the dopant partial pressure just above the

gas-solid interface. km is a function of reactor geometry, hydrogen veloc-

ity, gas-phase temperature, etc. An expression for Fs(t) is obtained in the

next section.

1.4.C. Adsorbed layer

In order to determine Fs, the sequence of steps taking part in the

doping process and occurring at the silicon surface must be considered in

detail. These steps are shown in Fig. 1.24 [1.96]. When an arsine molecule

73



in the gas phase is close to the silicon surface it undergoes a process of

adsorption [step (1)]. The arsine molecule, once adsorbed, decomposes

chemically yielding elemental arsenic [step (2)] which then diffuses on the

surface until it finds an incorporation site and attaches to it [step (3)).

The arsenic atom, now incorporated in the silicon lattice, is quickly covered

by subsequently arriving silicon atoms [step (4)), and diffuses into (or out

of) the bulk silicon. For the treatment presented here, it is sufficient to

select one of the above steps as the rate-limiting step, leaving all other

steps in the sequence near thermodynamic equilibrium [1.95). If step (1)

above is assumed to be the slowest in the sequence, the surface steps can be

summuarized in the following two reactions

(i) Arsine adsorption

AsH (g) + s +AsH 3 -5s; K1  D Ds) kF (1.111)

(ii) Chemical decomposition, site incorporation, and covering of arsenic

by silicon

AsH 3
A3-s + As(ss) + s + z H()

(k HN)(eN s)P H 3/2

2 ~ (1.112)--- n~

where s represents a vacant adsorption site on the surface, AsH3-s

represents an arsine molecule occupying an adsorption site, K1 and K2 are

a equilibrium constants, OD is the fraction of adsorption sites occupied by

arsine, Ns is the surface density of adsorption sites per unit area, kF

and kR are the forward and reverse reaction rate constants for arsine

a adsorption, 0 is the fraction of adsorption sites which are vacant, kH is
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Henry's law constant, and PH2 is the hydrogen pressure (-I atm). An

expression for FS can now be obtained by using Eq. (1.111) and (1.112)

FS = kf[PD  - N/Kp] (1.113)

where kf = kf (6Ns) is a kinetic constant associated with arsine adsporption
and Kp = KIK2/k H is a thermodynamic constant relating dopant species in the

gas phase and the solid silicon. Equations (1.110) and (1.113) can now be

used to obtain the following expression relating FS and the input dopant

partial pressure PD°

Fs = k mf[PD - N/KP ]  (1.114)

in which kmf = [i/km + I/kf]-l.

As discussed earlier, the times associated with gas-phase mass transport

of dopant species are negligible as coirrared to the time constants measured

for the overall doping process. Therefore, the only mechanisms that could be

responsible for these long time constants ought to be associated with the

adsorbed layer.

By considering mass balance of dopant species in the adsorbed layer the

following equation is obtained

6N d( DNS) (1.115)

s  N(zf) + I z=zf - dt

where g is the epitaxial growth rate. In Eq. (1.115), Fs represents the

rate at which the adsorbed layer increases its population of dopant species.

The second term in Eq. (1.115) represents the rate at which the adsorbed layer

decreases its population of dopant species due to the silicon covering step

(see Fig. 1.24), and the third term represents diffusive exchanges between

* dopant atoms in the adsorbed layer and the bulk silicon. The right-hand side

of Eq. (1.115) represents the rate of change of the density of dopant species
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per unit area in the adsorbed layer, and becomes zero when the overall doping

process reaches steady state. By substituting Eq. (1.114) into Eq. (1.115),

the following expression is obtained

6N 6N(zf)
k [P 6N KA t (1.116)mf [PD - N(zf)/Kp] - gN(zf) + z=zf =  A R

in which Eq. 1.112 was used with KA = kh(eNs)PH 23/2/K2. Eqn. 1.116 relates

the epitaxial dopant concentration at the silicon surface N(zf) and the

input dopant partial pressure PD* It is clear from Eq. (1.115) and (1.116)

that any abrupt variation of PD° with time during epitaxial growth is not

transmitted "instantaneously" to N(zf) because some time is required before

the population of dopant species in the adsorbed layer ODN s accommodates
4

to the new steady-state condition. This storage-like behavior of the adsorbed

layer is responsible for the relatively long time constants measured experi-

mentally for the overall doping process. Equation (1.116) can be rearranged

to give the boundary condition f2 (t) needed in Eq. (1.107), i.e.

6N dN(zf)
DN- = f2(t ) = -k[ PD N(zf)/Kp] + gN(zf) + KA dt (1.117)6z=zf ff D(t)zf[P

Fick's Second Law (Eq. 1.104) can now be solved subject to the initial

and boundary conditions given by Eq. (1.105) and (1.106) and (1.117),

respectively. Values for the parameters in the doping model (kmf, Kp, KA)

can be determined as described in [1.93).

Figures 1.25a and b show examples of the simulation capability of this

new model. The figures show both measured and simulated doping profiles cor-

responding to the time-varying arsine flows indicated in the insets. In both

cases the input to the epitaxial system consisted of an increaasing step in

arsine flow followed by a decreasing step, the combination simulating a pulse.
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The epitaxial layer in Fig. 1.25a was deposited at 0.33 pm/min, and the pulse

duration was 8.6 min. The epitaxial layer in Fig. 1.25b was deposited at 0.59

# umin, and the pulse duration was only 48 sec. The broken line shows the

impurity profile simulated by SUPREM III. The solid line shows the corres-

ponding majority-carrier distribution obtained by using the SUPREM III output

and calculating a one-dimensional solution to the Poisson's equation. The

computer program SEDAN was used to obtain the Poisson solution [1.97]. The

circles indicate the epitaxial doping profile as determined by capacitance

voltage measurements on deep-depletion MOS structures [1.95]. The agreement

between the simulated majority-carrier profile and the measured profile is

better than that between the SUPREM III output and the measured profile. This

is because the profile measured by the capacitance-voltage technique is a

closer representation of the majority-carrier distribution than it is of the

impurity distribution [1.98]. The experiments shown in Fig 1.25 were carried

out in a horizontal reactor (Hugle Model HIER II). The parameters used to

simulate the Hugle reactor were obtained from the data in [1.95], and are

shown in Table VII together with those corresponding to the Unipak unit used

in other studies reported in earlier annual reports. Table 1.8 shows values

of decay time and decay length L [1.94,1.95] for each reactor at different

silicon growth rates, calculated from

K A (1.118)

kmf

Kp

L ; gt (1.119)

It is interesting to observe that - and L of each reactor (for a given growth

rate) are remarkably close, which indicates that the extent of any transient

phenomena (including autodoping) is independent of the horizontal reactor
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used. These experiments clearly indicate that SUPREM is capable of simulating

epitaxial doping profiles corresponding to different time-varying dopant gas

flows. Moreover, these experiments demonstrated that the simulation capabil-

ity of SUPREM is not restricted to one single reactor.

Unipak Hugle

-3 -1265Kp (cm-  atm - ) 1.05 x 1026 3.8 x 1O2

kmf (cm-2 sec 1 atm 1 ) 4.85 x 1019 5.26 x 1018

KA (cm) 5.7 x l0 5  4.1 x l0 5

Table 1.7. Reactor parameters corresponding to the Unipak and the Hugle units

U•ak Hugle

T(sec)UnLk(om) T (sec) L( )

0.3 Pm/min 59 0.3 64 0.32

0.45 Pm/min 47 0.35 46 0.35

* 0.6 um/min 39 0.39 36 0.36

Table 1.8. Decay time T and decay length L calculated for the Unipak and the
Hugle reactors at different silicon growth rates
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1.5. POLYSILICON

CVD deposition of polysilicon is of major importance in modern MOS tech-

nologies and is finding increased use in bipolar structures as well. In addi-

tion to film thickness and dopant masking properties, thermal oxidation rates

and electrical resistivity are of prime importance in correctly simulating

such structures. A large amount of work, primarily concentrating on resistiv-

ity, has been undertaken under this program in the past few years. We have

included, for the first time in SUPREM III, a modeling capability for polysil-

icon.

From a user's point of view, the program should ideally function as il-

lustrated in the flow chart below.

User Input: Deposit 5000 A poly, 6000C, LPCVD

Program Calculates: Grain Size, resistivity

+

User Input: a) Oxidize - T, t, ambient
b) Dope - Dose, energy or predep
c) Anneal - T, t, ambient
d) Etch - t, conditions

+

Program Calculates: Grain size, resistivity, oxide thickness

In order for SUPREM to accomplish this, accurate process models are re-

quired for the following steps.

(1) Grain growth as f (T, t, doping level)

(2) Oxidation kinetics as f (T, t, ambient, doping level)

(3) Dopant diffusion in poly as f (T, t, doping level)
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(4) Dopant segregation at grain boundaries as f (T, t, doping level)

(5) Carrier trapping at grain boundaries as f (T, t, doping level)

C (6) Carrier mobility

At the present time, basic models exist for each of these steps. Some of

these models are more developed than others, as will become apparent in the

paragraphs below. Further work is needed to refine the oxidation and diffu-

sion models, in particular, however. The basic models which are implemented,

should provide a reasonable simulation capability for SUPREM 111. It is our

intent to continue work on these models, and to provide updates for SUPREM III

as improvements become available. In the paragraphs below, a summnary of the

models as they now stand is provided.

1.5.A. Grain Growth

The grain-growth mechanism in poly Si is believed to be controlled by

diffusion. This movement can be accomplished by a series of diffusion jumps

of individual atoms across the grain boundaries, and the growth rate is then

determined by the diffusion rate of the atoms across each grain boundary. In

the absence of a driving force, the number of jumps in the opposite direction

is equal and, as a consequence, there is no net movement of atoms. When a

driving force exists, the free energy is reduced and atoms migrate from one

4 grain to another which contributes to the migration of the boundary and the

resultant grain growth.

The driving force has the following two components: (1) energy differ-

ence between atoms at one side of grain boundary and at the other, and (2) in-

terfacial energy between two grains. Because of this interfacial energy, the

grain boundary tends to minimize its area, which makes the driving force in-

4 versely proportional to the boundary curvature. The driving force can be ex-

pressed by £1.99),
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F a}b 2  (1.120)
L

where i is a grain-boundary energy, b is the lattice constant, L is the

average grain size, and a is a geometric factor. The migration rate of the

boundary is not only proportional to the external driving force but also to

grain-boundary mobility. Thus mobility measures atom migration under an

external driving force and is directly proportional to the Si self-diffusivity

in a diffusion-controlled growth regime [1.99]. This leads to greater grain-

boundary mobility at higher vacancy concentrations. The mobility is given by:

Dg (1.121)

where Dg is the Si self-diffusion constant along a boundary.

The boundary migration rate is the product of mobility and the driving

force,

dL = pF = aLbD (1.122)
yt- LkT

which when rearranged and integrated, results in:

t

L2 =L + 2 f aM T dt (1.123)
0

[* If the grain-boundary energy and Si self-diffusivity do not vary with time,

the final grain size can be expressed in terms of the initial grain size Lo

and a grain-growth rate constant kr,

L 2 0 + kt (1.124)IO r

where kr is

k 2alb 2D
g

r kT
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When-the initial grain size is small compared to -kr2t this reduces to

L kr,- which is valid when the poly-Si is deposited at temperatures much

lower than the annealing temperature. Because the active doping concentration

changes with the grain size and out-diffusion, the following equation is used

in the ith time step to determine the grain growth with the new rate constant.

2abX Dg
Li+1 =L (abj ) (ti - ti) (1.125)

+ = + Li ti

where the subscript i indicates the ith time step. The model to calculate the

change of active doping concentration, which determines D? as a function of

grain size due to segregation at the grain boundaries will be discussed in a

later section. The grain-boundary free energy Xi, which changes as a func-

tion of the polysilicon layer thickness and the amount of impurity segregation

at grain boundaries, is determined empirically.

Because of the energy balance, grain boundaries are the preferred sites

for mobile defects, primarily vacancies. The silicon self-diffusion constant

at grain boundaries can be related to the bulk self-diffusivity by [1.100]:

n= i 1 + AC exp a (1.126)

where Ga is heat of segregation, A is the vibrational entropy factor, DI

is the diffusivity in bulk, here the subscript in denotes the intrinsic

polysilicon, and C1 is the impurity concentration in an atomic fraction in-

side the grain determined by the segregation of impurities at the boundary,

which is a function of grain size. The ratio of the two diffusivities can

also be expressed by,
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Dr AGb
- =  0 exp b

1 1

[Ab] (1.127)
= yexp LT

where AGb is the difference in the activation energies between the grain

boundary and the bulk, y is the ratio of pre-exponential factors of the two

diffusivities. The activation energy for grain-boundary diffusion is always

lower than that for diffusion through grains, which implies that AGb should

be positive [1.101]. One significant consequence is that the relative impor-

tance of grain-boundary diffusion becomes less at higher temperatures. The

grain-boundary diffusivity Dg is given by,

e AGb
= D1 [ p G 2 (1.128)

[1 + AC 1 ex k

Here, bulk self-diffusivity D1 as a function of doping concentration can be

0 determined from the vacancy concentrations [1.101].

When the average grain size in polysilicon becomes comparable to the

thickness of the polysilicon layer, many grains are in contact with the oxide

layer and/or the Si substrate interface and the interfacial energy becomes

more important in the growth mechanism. Grains with an orientation having

lower interfacial energy will grow at the expense of grains with high inter-

facial energy. This will result in preferential orientation where some grains

can grow several times larger than others and this is believed to be the cause

of secondary recrystallization in polysilicon layers. This secondary recrys-

tallization has a quite different origin from that in the metal systems.
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In SUPREM III, the thickness effect is described by modifying the grain

boundary energy term according to an empirical equation,

X01 + h interface area (1.129)

grain boundary area

where the constant h is determined from experimental reslts. The interface

area is always 2 per square of polysilicon, and the total grain boundary area

per square of polysilicon is calculated by assuming that all grains are spher-

ical and have the same size.

An example of the application of this grain growth model is shown in

Fig. 1.26. Simulated and experimental results are shown for three different

polysilicon film thicknesses, annealed at 950 0C. Despite the effect of a

variable active concentration throughout annealing, the increment of grain

size follows a - dependence. The variations are not significant. The

empirical parameter h in Eqn. (1.129) was determined to be approximately 3 by

matching the simulated and experimental data.

1.5.B. Polysilicon Oxidation

Polysilicon films are widely used in MOS technologies today and are

finding increasing use in bipolar structures as well. These films are

generally deposited by CVD or LPCVD and are commonly subjected to thermal

oxidation processes during device fabrication. In some applications (load

resistors in static RAMS for example), the polysilicon films are lightly doped

and exhibit oxidation kinetics intermediate between <111> and <100> single

cyrstal kinetics. This behavior is to be expected because of the variety of

grain orientations present in polysilicon films. Modeling of the oxidation

kinetics in this case is relatively straightforward since the <111> and <100>

orientations represent upper and lower bounds for oxidation rate in single
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crystal substrates. In fact, modeling can proceed via the familiar linear

parabolic growth law L 2

B B/A t (1.130)

where
<111> > Poly > <100>D A

and
BPOLY = BSINGLE CRYSTAL

The parabolic rate constants are expected theoretically to be equal in

the two cases because the physical process represented by B is oxidant diffu-

sion through an amorphous SiO2 layer. Thus whether the SiO 2 is grown on

, single crystal (of any orientation) or on polysilicon, B is expected to be the

same. This has been confirmed experimentally. Since the B/A values for <111>

and <100> single crystal are different by only a factor of = 1.7, an average

value can be used for polysilicon with reasonably accurate results.

The major difficulty in modeling polysilicon oxidation kinetics occurs

when the films are heavily doped, as they often are when used for M0S gate

9 electrodes or for interconnects. The effect of doping on the oxidation kinet-

ics of single crystal silicon has also been investigated and accurate models

are available for this process. The most widely accepted model is due to Ho

and Plummer [1.7,1.8], according to which, the presence of dopant in the silicon

shifts the Fermi level, causing an increase in the number of vacancies, which

enhances the surface reaction between silicon and the oxidant. In addition, the

presence of dopant in the Si0 2 increases the diffusivity of the oxidant

leading to an increased oxidation rate through a change in the parabolic rate

constant B. This model works well for single crystal silion; however, it cannot

be expected to completely explain the oxidation behavior of polysilicon - mainly

because of the presence of grain boundaries. It is widely known that dopant
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segregation [1.102), carrier trapping [1.103] and carrier tunneling [1.104] at

the grain boundaries can markedly change the electrical properties of

polysilicon. Therefore it is expected that grain boundaries should also play

a very important role in the oxidation behavior of polysilicon, since the

electrically active doping concentration determines the total vacancy

concentration and hence B/A in [1.7, 1.8].

Irene et. al. [1.105] have indeed observed by TEM studies that there are

thickness undulations in the oxide because of different oxidation behavior at

the grain boundaries. Kamins and MacKenna [1.106] have reported that at lower

oxidation temperatures where the oxidation mechanism is predominantly surface

reaction controlled, the rate of oxidation of polysilicon is characteristic of

the random orientation of the grains as described above. The different oxida-

tion rates across the surface cause surface roughening. At higher oxidation

temperatures where the oxidation is predominantly diffusion controlled, a

smoother polysilicon oxide surface is produced. Most other work has been

aimed at determining the doping enhanced oxidation of polysilicon and investi-

gating processing conditions where in an MOS process, for example, for the

growth of a given thickness of gate oxide, the thickness of the oxide on the

polysilicon could be maximized. Sunami [1.107] studied steam oxidation of

phosphorus doped polysilicon in the temperature range of 700-850 0C, Kamins

[1.108] studied steam oxidation of phosphorus doped polysilicon at 850°C and

Barnes et. al. [1.109] studied oxidation of phosphorus doped polysilicon in

dry 02 in the temperature range of 750-900°C. Baldi et.al. [1.110] investi-

gated steam oxidation of arsenic doped polysilicon at 8500C, where doping was

done during the growth. In most of these studies no attempt was made to

understand the basic kinetics of the process so that a generalized model could

be developed for the thermal oxidation of polysilicon.
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Under this contract, a series of experiments have been underway for some

time to try to resolve some of the questions regarding the kinetics of oxid-

ation of heavily doped films [1.16]. Fig. 1.27 is representative of some of

the results. Additional details are described in Section 4 of this report.

Several interesting observations can be made from this figure which indi-

cate that additional mechanisms entering into the polysilicon oxidation

process make it substantially different from that of single crystal silicon.

For all oxidations the oxides grown on 0.5 pm thick polysilicon are consis-

tently thicker than those grown on 1 pm thick films. The effect is stronger

for thinner oxides.

It is obvious from the figure that heavy doping enhances the rate of oxi-

dation of polysilicon relative to undoped single crystal silicon. The en-

hancement is stronger for lower oxidation temperatures. This behavior is sim-

ilar to that observed for doped single crystal silicon; however, if the data

in the figure are compared to that of the oxidation of phosphorus doped single

crystal silicon [1.7, 1.8], it can be concluded that the enhancement of oxida-

tion because of phosphorus doping is much greater for polysilicon than for

single crystal silicon. In fact, it appears that a reasonable interpretation

of the data for very heavily doped films is to let B/A and B = single

crystal value.

After studying a significant body of data, we have concluded that a reas-

onable interim fit to the experimental results can be achieved in SUPREM III

if we simply make use of the single crystal models for heavy doping kinetics,,

modified to account for the fact that not all the impurities in polysilicon

are electrically active. Thus SUPREM III uses the grain growth model des-

cribed earlier and the resistivity model to be described shortly, to calculate

the electrically active dopant concentration in a polysilicon film and frow
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this n value, (B/A)EFF can be calculated from the models used for single

crystal oxidation.

This approach is not rigorously correct because other phenomena apparent-

ly occur in polysilicon oxidation. However at the present time, this approach

will allow reasonable accuracy in simulated oxide thicknesses We plan to up-

date this approach in SUPREM III as new data and models become available.

1.5.C. Polysilicon Resistivity

The model used to calculate the electrical resistivity of polysilicon for

SUPREM III is described in this section. This model combines models for grain

growth, dopant segregation and carrier trapping at the grain boundaries and

therefore can predict the resistivity as a function of process parameters,

such as temperature, timie, doping density, etc. This resistivity model has

resulted from a major effort over the past several years under this contract,

involving both experimental work arid theroetical analysis.

The resistivity of undoped and lightly doped polycrystalline-silicon is

on the order of 105 to 106 Q-cm which is several orders of magnitude high-

er than that of single-crystal silicon. Resistivity is fairly constant in

this range, and :hanges in dopant concentrations result in only small varia-

tions in resistivity. At medium doping levels, however, resistivity is a

strong function of dopant concentration and a slight increase will cause it to

drop sharply. At high doping levels, resistivity approaches that of single-

crystal silicon although it will always remain slightly higher.

Polycrystalline silicon is generally viewed as composed of small crystal-

lites joined together by grain boundaries. Inside each crystallite, the atoms

are arranged in a periodic manner forming small single crystals, while the
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grain boundaries are composed of disordered atoms with incomplete bonding.

The high concentration of defects and dangling bonds at the grain boundaries

cause trapping states capable of immobilizing both dopant atoms and charge

carriers, thus reducing the available carriers for conduction and their mobil-

ity. A conceptual view of the effects of carrier trapping and dopant segrega-

Cion on the electrical conduction is shown in Fig. 1.28.

During high temperature processing, depending on dopant concentration,

grain size, and temperature, some of the dopant atoms segregate to the grain9

boundaries where they are trapped and become electrically inactive. The re-

maining dopant atoms are distributed uniformly within the grains and can be

ionized as in single-crystal silicon.

As appreciable fraction of the dopant atoms have been shown to segregate

to grain boundares in arsenic- or phosphorus-doped polycrystalline silicon

while no segregation has been observed in the case of boron [1.104]. The num-

ber of dopant atoms segregating to the grain boundaries has been shown to be a

function of processing or annealing cycles, with more dopant atoms segregating

to the grain boundaries upon annealing at lower temperatures. The mechanism

of dopant segregation to the grain boundaries can be modeled by [1.104].

InNG-B = In S + (1.131)
NG N 1  kTA

where NG and NGB are the dopant concentration/cm 3 in the grains and at

the grain boundaries, respectively, Qs is the density of grain boundary

sites/cm3 , NSi is the number of Si atoms/cm3 , Qo is the heat of segre-

gation, A = exp (-S/k), S is the vibrational entropy, TA is the annealing

temperature and k is Boltzmann's constant.

* After accounting for the fraction of the dopant atoms segregating the

grain boundaries, the remaining dopant atoms are distributed uniformly within
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the grains. The number of ionized dopant atoms in the grains can be deter-

mined using Fermi-Dirac statistics in a similar way as in single-crystal sili-

con. The details of this model have been described in [1.104].

The second phenomenon included in the model is carrier trapping at the

grain boundaries. The concept of carrier trapping is illustrated in Fig.

1.29. The theory of the carrier trapping phenomenon and its influence on

carrier conduction was initially developed by Seto [1.103] and subsequently

modified by Bacarani et. al. [1.111) and Lu et. al [1.112]. According to the

carrier trapping model, the high concentration of defects and dangling bonds

at the grain boundaries results in the formation of trapping states that are

capable of trapping and immobilizing the carriers, thereby reducing the number

of free carriers available for conduction. These traps capture the carriers

and become electrically charged. As a consequence of carrier trapping, a

portion of each grain is depleted, creating potential energy barriers, qVb ,

which impede the motion of carriers from one crystallite to another. Charge

transfer in this case is controlled by thermionic emission over these barriers

which have a maximum height given by

qVb = q
2Qt/8 ENG (1.132)

where Qt is the density of trapping states/cm2 at the grain boundary, e is

permittivity of silicon and NG is the density of dopant atoms from Eqn.

(1.131). In models described in [1.103, 1.111, 1.112) NG has been assumed

to be the total average doping density. Segregation has been completely

neglected, resulting in an error in the case of P and As doped polysilicon. A

modified relationship based on [1.103, 1.111, 1.112] has been derived which

relates the thermionic emission current density Jth to the potential drop

across the grain boundary VGB
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j= q2NgL kT 1/2 /_qVb.
kT 2nm* exp kT - VGB (1.133)

where Ng is the active carrier concentration in the grain, L is the grain

size, k is Boltzmann's constant, m* is the effective carrier mass and T is the

measurement temperature. From this relationship the resistivity and the mob-

ility of the grain boundary can be calculated. By assuming the properties of

the undepleted grain to be the the same as that of single crystal silicon its

resistivity can be calculated. By combining the resistivity of the grain and

the grain boundary the average resistivity of the polysilicon film can be cal-

culated.

An example of the application of this model to the calculation of poly

resistivity is shown in Fig. 1.30. This particular example [1.113) considers

Phosphorus doped poly annealed at 950 0C for three hours. The poly layer was

protected by a CVD oxide to prevent surface evaporation of impurities during

the annealing. The fraction of the dose segregated at poly grain boundaries

calculated by the model is shown along with calculated and measured resistiv-

ity. Reasonable agreement is apparent. Also shown in the figure is the aver-

age grain size, both calculated and measured by TEM. Again the agreement is

good.

1.5.D. Diffusion In Polysilicon/Silicon Structures

If SUPREM III is to accurately model the electrical properties and dopant

profiles in polysilicon, it must model dopant diffusi. , within, and from

* these films. The general problem is illustrated in Fig. i.j.. In general,

dopants present in the polysilicon layer may diffuse within that layer or into

adjacent insulating layers, or into the silicon substrate.

Dopant diffusion in the polysilicon film is poorly characterized at pres-

ent, although it is known to be much more rapid than in single crystal
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silicon. This presumably reflects enhanced diffusion along grain boundaries.

Because of a lack of data, specific models, and because it is a reasonable

approximation in most cases of interest, SUPREM III will initially model dif-

fusion within the polysilicon film as occurring instantaneously (i.e. D

Thus dopants are assumed to be uniformly distributed in the polysilicon

films.More acurate models will be incorporated in updated versions as data and

physical models are developed in future work. Our recent results in this area

are described in Section 15 of this report.

Segregation of dopants at polysilicon/insulator (Si0 2 ) interfaces will

is handled in SUPREM III exactly as in the case of single crystal/insulator

(Si0 2 ) interfaces. This is also an approximation but is the best that can

be done at present because of the lack of specific experimental results and

physical models.

This leaves the problem of the polysilicon/single crystal Si interface.

We have been engaged in a study of this interface for some time both because

of its practical importance (for example in buried contacts in MOS processes)

and because of its interest from a materials and modeling point of view. Dop-

ant segregation across this interface, and effects such as OED when the upper

polysilicon surface is subjected to thermal oxidation are of interest, and

models suitable for incorporation in SUPREM III are the objective.

It is to be expected that any OED effects observed in the polysilicon/

single crystal structure will be different from that of single crystal sili-

con. It has been reported that in such multilayer structures, the tail region

of phosphorus diffusion profiles is less pronounced. This seems to indicate

that the polysilicon acts as a sink for any vacancies present. In fact, this

property of polysilicon has been used to getter defects in the Si substrate.

It is believed that Si interstitials generated at the oxidizing polysilicon

interface can interact and be absorbed by the grain boundaries when they
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diffuse through the polysilicon layer. However, the extent of such inter-

action has not been quantified. In this work, the OED effect from the poly-

* silicon/Si structure and the extent of interaction between the grain boundar-

ies and interstitials were determined experimentally and a simple model has

been proposed for inclusion in SUPREM III.

* The structure used in the experiments is that shown in Figure 1.31. A

thin oxide layer, either 150 A or 300 A thick, was first grown on a <100>

oriented, 5-10 9-cm, P type substrate. This thin oxide layer was patterned

into 1 mm wide stripes. A layer of polysilicon either 3100 A or 4700 A thick

was deposited at 800°C in an atmospheric pressure epitaxial reactor. The

polysilicon was ion implanted with 1016 atoms/cm2 of phosphorus at 60

*e keV. An oxide/nitride/oxide sandwich was then deposited and patterned, yeild-

ing the structure shown in the figure.

These samples were then subjected to heat treatments at 1200°C, 10000 C or

900°C in a wet oxygen ambient. There are four regions in Figure 1.31. In

regions 1 and 2, the thin oxide presents a barrier to the movement of dopants

from the polysilicon to the substrate whereas in regions 3 and 4, the polysil-

icon is depostied directly on the substrate. In regions 1 and 4, the polysil-

icon is exposed to the oxidizing ambient. The nitride layer prevents oxida-

tion in regions 2 and 3.

*e The junction depths in the samples were measured using a staining tech-

nique. Concentration profiles were measured using spreading resistance. The

proximity of the four regions to one another, made it convenient to compare

* the effects of oxidation and of the thin oxide barrier, on the diffusion of

dopants from the polysilicon to the substrate.

Figure 1.32 shows sample angles lapped on a 34 minute block and stained

* with a CuS04, HF solution to reveal the n-type regions. These samples of
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3100 A polysilicon on 150 A oxide stripes had been in a wet oxygen ambient at

1200 0C for 24 minutes and 36 minutes respectively. During the oxidation three-

fourths of the polysilicon exposed to the ambient was consumed for the sample

oxidized for 24 minutes. For the sample oxidized for 36 minutes, all the poly-

silicon was just consumed. In figure 1.32a, it is seen that where there is the

150 A oxide layer betweeen the polysilcon and the substrate, there is no stain-

ing, indicating that the oxide has been effective as a barrier to the diffusion

of phosphorus to the substrate. In figure 1.32b, phosphorus is detected in the

substrate even in the region with the oxide layer but in which the polysilicon

has been oxidized. This is because the pile-up of the phosphorus in front of

*" the oxidizing interface causes a rise in the concentration of phosphorus in the

polysilicon, the phosphorus concentration finally reaching such a high value

that the thin oxide is converted to phosphorus glass and the phosphorus

diffuses into the substrate by "melt through".

Also in Figures 1.32a and 1.32b, it is seen that where the polysilicon is

deposited directly on the substrate, the junction depth is greater in the

region which is oxidized than in the region protected by nitride. There are

two factors which account for this greater junction depth. First, as the poly-

silicon is oxidized, the segregation of phosphorus from the oxide to the poly-

silicon causes a rise in the concentration of the phosphorus in the polysili-

con, which results in a deeper junction in the substrate. The second and more

important factor is oxidation enhanced diffusion.

For OED in the oxidation of single crystal silicon, the diffusion coeffi-

cient may be written as described earlier [1.11, 1.81)

D = DN 2+ DOED (1.134)
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where

DOED DOEDSingle crystal e-poly/L (1.135)

As in the case of single crystal, DOEDSingle Crystal contains a

(dx/dt)0-5 dependence, and in fact is given by the same formulation used in

the single crystal case (i.e. eqn. 1.85). In the case of a polysilicon doping

source which is being oxidized, the interstitials generated by the oxidation

get absorbed as they pass through the polysilicon. The e Zpoly/LI term

reflects this, where Zpoly is the thickness of the polysilicon and LI is a

characteristic adsorption length for the interstitials in the polysilicon

(typically = 1000 A).

Figure 1.33 shows an example of the compariscn of experimental and

theoretical results using eqn. (1.135). In this case the diffusion temperature

was 1000*C, and the polysilicon film thickness was initially 3100 A. In the

unoxidized region the junction depth increases as the square root of time as

expected. In the oxidized region, however, the junction depth curve is concave

upwards. If OED were not a strong function of time, the junction depth in this

region, too, would be linearly dependent on the square root of time. The

reasonable agreement between experiment and theory has also been obtained at

other temperatures and for other polysilicon film thicknesses, indicating that

the single crystal models for OED described earlier can be extended to the

present situation, provided that the additional term in eqn. (1.135) is

included, to account for interstitial absorption in the polysilicon layer.

1.6. EXTRACTION OF ELECTRICAL PARAMETERS BY SUPREM

A process simulation program such as SUPREM-III is used to relate a set

of processing steps to the resulting distribution of impurities within a semi-
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conductor device structure. This analysis capability can be used for several

purposes, including the evaluation of process models, the determination of

physical coefficients, and the calculation of electrical parameters. The last

of these is probably the most important, allowing a process or device designer

to relate a process sequence to the electrical performance of devices fabri-

cated using the process. The capability can provide the basis for optimizing

the performnanc~e of individual devices and, ultimately the circuits incorporat-

ing these devices.

There are two distinct levels of complexity at which the output of a pro-

cess simulator can be used to evaluate electrical device characteristics. At

the highest level, the most complete set of information for guiding device

design can be obtained by performing complete one- or two-dimensional device

analysis, using the results of process simulation as a basis for specifying

the device structure. Device characteristics such as complete current-voltage

curves, terminal capacitances, and breakdown voltages can be determined in

this manner. Device simulation programs such as SEDAN [1.114] and GEMINI

[1.1153 have been designed to perform these types of calculations and are best

suited for this purpose. The tight coupling of process and device simulation

* can aid the design of both large- and small-geoetry devices. This mode of

* design is particularly valuable in evaluating the sensitivity of electrical

device characteristics to process variations.

Although a complete characterization of electrical device performance may

be necessary to evaluate a nearly complete process design, there are many

situations where such detailed analysis is unnecessary and ineffective.

Device analysis with a low level of complexity is useful in such a case and

can provide sufficient direction in the design of a process. Device charac-

4 teristics such as sheet resistance, conductivity, and capacitance can be
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calculated using one-dimensional process simulation output as a basis for

simple one-dimensional device analysis. This type of analysis is consistent

with the fact that some of these simple parameters can be evaluated during the

fabrication process without requiring the fabrication of complicated test

devices.

The SUPREM-I and SUPREM-11 computer programs both provide for the cal-

culation of electrical parameters at the lower level of complexity discussed

above. During the evolution from SUPREM-1I to SUPREM-Ill, several issues have

prompted an evaluation of the appropriate form for device analysis which

should be provided as part of a process simulation program. The accuracy of

the electrical parameters calculated by SUPREM-1i has been questioned for some

process sequences. For example, the calculation of the threshold

voltage for depletion-mode MOSFETs is often substantially inaccurate. During

the development of the SUPREM programs, there has occurred an evolution of

practical device structures which now requires the simulation of very compli-

cated process sequences. While the SUPREM-II program was capable of simula-

ting a two-layer structure typically consisting of silicon covered by silicon

dioxide, the SUPREM-III program has been designed to simulate more sophisti-

cated multi-layer structures. Consequently, the virtually automatic extrac-

tion of electrical parameters provided by SUPREM-II may no longer be possible

or desirable in SUPREM-III.

1.6.A. Electrical Calculations in SUPREM-II

The SUPREM-II computer program calculates several simple electrical para-

meters associated with the simulated fabrication process. The sheet resis-

tance is determined for each electrical layer bounded by material interfaces

or metallurgical junctions. The threshold voltage for MOSFET devices is

calculated by assuming that the simulated impurity profile represents the
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impurity profile in the channel region. Each of these calculations contains

inaccuracies, with the degree of error depending on the particular process.

SUPREM-I[ calculates the sheet resistance pj of layer j using

r j+1
Pj = q [ f P(C)N(y)dy -1 (1.136)

Yj

where q is the electronic charge, yj and Yj+l are the vertical boundaries

of the layer,p is the carrier mobility, C is the atomic impurity concentra-

tion, and N is the electrically active impurity concentration. Eq. (1.136) is

incorrect because N(y) is used in place of the mobile carrier concentration,

effectively making the assumption that the layer is charge neutral. Conse-

quently, the sheet resistance is usually underestimated because its calcula-

tion ignores depletion regions where the carrier concentration is reduced

below N(y). The use of Eq. (1.136) is implemented by SUPREM-II because of its

simplicity and the desire to avoid a numerical solution of Poisson's equation.

SUPREM-II calculates the threshold voltage VT for MOSFET devices using

the full depletion approximation. All mobile carriers are assumed to be

absent from the region 0 < y < Yd between the oxide interface and the deple-

tion edge at y = Yd. The threshold voltage is defined by

qNf _+ s + Vox (1.137)VT = MS "Co

ox

where *MS is the gate electrode metal-semiconductor work function, Nf is

the oxide interface fixed charge concentration, and Cox is the oxide capaci-

tance.I
The term *s in Eq. (1.137) is the surface potential under strong inver-

sion conditions defined by

kTin rNinvN(yd ) (4 = -n L n (1.138)
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where k is Boltzmann's constant, T is the absolute temperature, ni is the

intrinsic carrier concentration, N(Yd) is the impurity concentration at the

depletion edge, and Ninv is the mobile carrier concentration used to define

the onset of strong inversion. In Eq. (1.138), the plus sign applies for

p-type substrates and the minus sign applies for n-type substrates.

The term Vox in Eq. (1.137) is the potential drop across the oxide

caused by the electric field due to ionized impurity charge within the deple-

tion region and is defined by

= . q fYd N(y)dy. (1.139)

ox 0

The depletion edge location Yd in Eqs. (1,138,1.139) is unknown and can be

*, determined by using the full depletion approximation to solve Poisson's

equation

dy (1.140)

dy 2

Using the boundary conditions

P(Y) ly=O = Vs (1.141a)

4(Y) y=yd = 0 (1.141b)

Sl= 0 (1.141c)

for the semiconductor region and integrating Eq. (1.140) twice yields

Yd N(y)dy - Yd  y N(x)dx dy (1.142)s 0 0 Yd

SUPREM-II calculates VT by solving Eqs. (1.137-1.139) and (1.142)

simultaneously. There are several problems associated with this technique for

determining threshold voltage. The definition of threshold is applicable

mainly to enhancement-mode MOSFETs. There is no provision in SUPREM-II for
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determining the threshold characteristics of devices such as depletion-mode

and buried channel MOSFETs or JFETs. The calculation of the threshold voltage

depends on the depletion approximation, which can introduce substantial errors

when the substrate impurity concentration is nonuniform. The depletion

approximation is also the cause of errors due to the finite Debye length

because *s is normally not substantially larger than the thermal voltage

kT/q. The last, and possibly most important, difficulty is the assumption

that all mobile carriers are absent from the depletion region. This is only

q valid for a limited set of device structures. For example, depletion-mode and

buried channel MOSFETs typically operate with majority carriers present in an

implanted channel region within the substrate. However, SUPREM-II determines

the location of the depletion edge below the channel region in the substrate

and ignores mobile carriers present in the channel.

1.6.B. Electrical Calculations in SUPREM-III

The SUPREM-III computer program calculates the net charge, conductivity,

sheet resistance, and capacitance associated with electrical layers bounded by

*. material interfaces and metallurgical junctions. The calculations can be

performed for a zero bias condition, which is the default, or for a bias

condition established by specifying the bias independently for each layer. A

series of successive bias conditions can be simulated by specifying bias steps

applied to one or more layers. The result is an extension of the calculations

performed by SUPREM-II, allowing the extraction of electrical parameters as a

function of applied bias.

SUPREM-III allows the specification of much more general device

:- structures than are possible with SUPREM-II. Some of the assumptions and

simplifications which can be made for SUPREM-II are no longer appropriate.

The treatment of complex structures and the desire to avoid the problems
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associated with the electrical parameter calculations performed by SUPREM-II

requires that SUPREM-IlI use solutions of Poisson's equation to calculate

electrical device characteristics. In the general case, the one-dimensional

Poisson's equation is

dy (y)4jy)) = -q[p(y,*) - n(y,) + N6(y,*) - NA(yi) + NI(y)] (1.143)

where e is the dielectric permittivity, n and p are the mobile electron and

hole concentrations, respectively, N+ and NA are the ionized netD A
9electrically active donor and acceptor impurity concentrations, respectively,

and NI is the fixed interface charge concentration. The electron and hole

concentrations are given by

n(y,*) = NcFI/ 2  ((y) - Fn(Y)) (1.144a)

p(y,*) = Nvl2 kTt(Fp(Y) - ,(y) - VG)] (1.144b)

where Nc and Nv are the effective densities of states in the conduction

and valence bands, respectively, VG is the bandgap potential, Fn and

*Fp are the electron and hole quasi-Fermi potentials, respectively, and

FI/2(n) is the Femi-Dirac integral of one-half order.

The solution of Eq. (1.143) is performed subject to boundary conditions

imposed on * or d*/dy at the device surface and in the charge neutral portion

of the substrate beyond the active device region. The possibility of multiple

dielectric interfaces and semiconductor regions only partially depleted of

mobile carriers necessitates the use of a numerical technique to solve Eq.

(1.143). This approach offers the advantages of eliminating the depletion

approximation and correctly treating the depletion regions in the semicon-

ductor. Thus, the inaccuracies encountered in the electrical calculations

performed by SUPREM-I are avoided in SUPREM-III.
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The solution of Poisson's equation requires that the electron and hole

quasi-Fermi potentials be specified throughout the structure. These

potentials are taken to be constant within each electrical layer in the

structure. The bias of each layer is established by the quasi-Fermi potential

for the majority carrier in that layer. The quasi-Fermi potentials for the

minority carriers in each layer can either be explicitly set or can be left to

be appropriately chosen based on the values for the majority carriers.

In some cases, an electrode in a structure may be electrically isolated

from external bias connections. One example of this situation is the floating

polysilicon electrode in an EPROM structure. SUPREM-III can approximately

treat this case by allowing an electrical layer to be treated as a neutral

dielectric, even though it may consist of semiconductor material.

The most basic electrical parameters calculated by SUPREM-III are the

total electron and hole concentrations in each electrical layer and in the

entire structure. The electron and hole concentrations for layer j are

defined as

nj = n(y)dy (1.145a)
Yj

pj = fYj+ 1  p(y)dy (1.145b)
Yj

where n and p are determined by the one-dimensional solution of Poisson's

equation. The total electron and hole concentrations for the structure are

obtained by summing nj and pj over all layers

SnT = I J  n. (1.146a)
j=l

PT = i J  pj (1.146b)

j=l
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C.

where J is the number of layers in the structure. The main application for

* these parameters is in the determination of the charge storage capacity of one

or more layers in a device.

SUPREM-III calculates the conductivities associated with both electrons

and holes for each layer and for the entire structure. The conductivities for

layer j are defined as

Yj+j

0nj = q f Un (C)n(y)dy (1.147a)

yj

Yj+j
,pj = q f Vp (C)p(y)dy (1.147b)

Yj

where Un and up are the electron and hole carrier mobilities, respec-

tively, and C is the atomic impurity concentration. The total conductivities

for the structure are obtained by summing nj and apj over all layers

J

anT = a 0nj (1.148a)
- j = 1

J

apT = Opj (1.148b)

j=l

These parameters are used primarily to determine linear region current-voltage

characteristics and threshold or pinchoff voltages. For example, by calcula-

ting On versus gate bias for the channel layer in an n-channel depletion-

mode MOSFET it is possible to evaluate the threshold voltage of the device

when operating in the linear region. The advantages of these calculations

over those provided by SUPREM-II are that conductivity can be calculated as a

function of bias and the results include the effect of depletion regions.
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The sheet resistances associated with electrons and holes are calculated

by SUPREM-I1 for each layer and for the entire structure. These values are

determined directly from the conductivities discussed above. For layer j, the

sheet resistances are based on Eq. (1.147)

Pnj = nj1 (1.149a)

= -I (1.149b)ppj = pj

The sheet resistances for the entire structure are based on Eq. (1.148)

-nT = I (1.150a)

--1 (1.150b)
PpT = OpT"

These values of sheet resistance should be much more reliable than the

SUPREM-I calculations because the presence of depletion regions is taken into

account by SUPREM-III. Thus, the problem of sheet resistance being over-

estimated by SUPREM-II should be eliminated.

SUPREM-III provides for the calculation of capacitance, a parameter that

is not available from SUPREM-Il. Capacitance is defined in general as the

change in charge for a given change in applied bias. The generality of the

structures which can be treated by SUPREM-III poses problems when an attempt

is made to determine a capacitance calculation technique which will be appro-

priate to all structures. The approach taken is to calculate the capacitance

associated with the changes in the total electron and hole concentrations for

a change in the bias applied to one layer in the structure. The capacitances

for a bias change of AV are defined as

A[q *0 n(y)dy]
4 Cn= fV (1.151a)

n AV
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Cp .a[q f:0 p(y)dy) (1.151b)

pV

These calculations can be applied to the determination of electrode and junc-

tion capacitance. A further generalization which has been considered is to

allow the specification of the layers contributing to the total electron and

hole concentrations which are used to determine the capacitance. For example,

in the case of an npn bipolar transistor it may be necessary to evaluate the

emitter-base capacitance by calculating the change in the electron concentra-

tion within the emitter and base layers only, excluding the effect of changes

in this concentration within the collector layer.

1.6.C. Example of SUPREM-Ill Electrical Calculations

The electrical calculations available from SUPREM-III can be illustrated

by means of a simple example. Fig. 1.34 shows the input to SUPREM-III for the

simulation of the channel region of an n-channel depletion-mode MOSFET. The

first set of input commands accomplishes the implantation of an arsenic chan-

nel through a 500A thick gate oxide into a p-type substrate. An n+ polysil-

icon layer is deposited to provide for a gate electrode. The substrate impur-

ity distribution resulting from this process sequence is shown in Fig. 1.35.

The second set of input commands in Fig. 1.34 accomplishes the extraction

of electrical parameters for the depletion-mode device. The initial bias

condition is established with a gate bias of -3 volt and zero bias for the

channel and substrate. The gate bias is varied by six equal one volt steps and

electrical parameters are calculated for each bias condition. The results of

these simulations are shown in Fig. 1.36. The first set of information indi-

cates the locations of the boundaries and the depths for each of the layers in

the substrate. The charge, conductivity, and sheet resistance for electrons

and holes are shown for each bias condition, for each layer, and for the total

structure. The capacitance for electrons and holes associated with a change

in gate bias is also shown for each bias conAition.
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To provide a visual representation of the electrical extraction capabili-

ties provided by SUPREM-Ill, some of the most useful information in Fig. 1.36

has been plotted. Fig. 1.37 shows the electron conductivity of the entire

structure as a function of the applied gate bias. This curve exhibits charac-

teristics typical of a depletion-mode device. For comparison, the conductiv-

ity calculated by SUPREM-11 for the same device is shown by an arrow. This

value is relatively close to the conductivity calculated by SUPREM-III for

zero gate bias. The algorithms in SUPREM-II are unable to determine the

threshold voltage of this device. However, using the curve in Fig. 1.37, a

designer could calculate the threshold voltage based on a preferred

definition.

Fig. 1.38 shows the electron and hole capacitance associated with a

change in gate bias as a function of the applied gate bias. The data is

extracted from Fig. 1.36. The electron capacitance represents the gate-to-

substrate capacitance, while the hole capacitance represents the gate-to-

channel capacitance for the device.

In summary, the electrical parameter calculations available in SUPREM-111

represent a significant improvement over the capabilities of SUPREM-Il. The

inaccuracies present in the SUPREM-11 calculations have been eliminated by

utilizing a numerical solution of the complete nonlinear Poisson equation.

The calculation of capacitance has been added and the calculations of charge,

conductivity, and sheet resistance have been generalized to be applicable to a

wider range of device structures. Finally, the ability to perform calcula-

tions at a sequence of applied bias conditions provides a useful, but not

overly complicated, device analysis capability within SUPREM-IlI.
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Fig.1.11: The joint taif-Gaussian
representation of as-implanted
impurity profile.
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Fig.l.12: Boron as-implanted profiles in (111) and (100)
silicon in a random direction. Pearson IV and

modilsdPearson IV distributions were used. Dose
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Fig. 1.13: Scattering functions f(t1/2) used in the nuclear
scattering cross section do(t) = 1/2 aZt-

3/2f(tI/2).

The marker indicates the point at which the hybrid
cross section switches from the Kalbitzer form on
the left to the Thomas Fermi form on the right.
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Fig.l.14: Comparison of LSS and transport equation calculations
and experimental results for the range profiled9f 355 keV
arsenic implanted into silicon to a dose of l0 cm"2 .
The cross section used for each calculation is indicated
in the key.
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Fig. 1.15: Comparison of a transport equation calculation and
experimental results for total oxygen recoil fluxes
into silicon resulting from an arsenic implant at
100 key through various thicknesses of oxide.
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TITL SUPREtI-2 BIPOLA~R EXAMPLE
GRID %YMAX=.7, DPTH=.3, DYSJ=,0'2'
SUDfS ELEM=-, CQNC-0, ORNT=1i1

COMM BA~SE IMPLANT
STEP TYPE=IMPL, ELEM=B, DOSE=5. 2E1.3, AKEV=25

Comm PA~D OXIDATION~
STEP T('PE=OXIC,, TIME=60, TEMP=853. IIDL=NITJ

Comm P+ OXIDATION
S.TEP TYPE=OXI', TIME=30, TEMP=800'. MODL=NITCO

130 EMITTER IMPLANT

STEP TYPE=IMPL, ELEM=AS, DOSE=3.,)EI5, AKEV=~4')1

P-LOT TOTL=iY, iAXIT, 141ND. 7 CiIN=15, NDfEC-5. 3

1-J-MM ANNEAL

STEP TlF E=iX ID, T IME=45 * TEMP=950., riJDL=NI T0

SHWE FILE-ARK04, TrfPEufA

Fig. 1.16a: SUPREM II input code for bipolar transistor example.

~~~~.~~ it .~ ;iRM3 p;-.lar- example

initiaalize. i Ii S i d;,;=,'007 thicknerss, phos conc3ei

:r, m e n base implant
imrpl ant boron doe=. 2e 1 3 energy=25

comment pad oxidation
ci tt'J..iof t inme=' temp=850(

c:ommnt P+ ox'~i dat ior
d i ff'us io r time=3') temp=800

;:cDmfr-nrt emitter impla~nt
implant arsenic dose=3,6el S enErgy=41
p r in tIay

!---fmm ernt anneal
J i f us io n time=45 t.,- mP 9 5 6 ne ut ral1

P1 total '.m a~ cmin-lefS cm aJ e.2 pi d6.5

X-ivenameszr+ 05S Ztructure

t op

Fig. 1.16b: SUPREM III input code for bipolar transistor example.
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-SIJPREM II
29- SUPREM 3

IT:

0110 8.1 0.2 0.3 0.4 .
DEPTH FROMl SURFRCE (IIICRONS)

Fig. 1.17: SUPREM II and SUPREM III outputs for the bipolar example of Fig. 1.16.

1 (I SURFACE
PROFILE II INTERM.

REIOSIII TAIL

D/D

DEPTH

Fig.I.18: A typical phosphorus doping profile
with a demarkation of the three regions
considered by the Fair and Tsai model.
Also shown~ in the local diffusivity
profile derived by the model.
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GAS SILICON

ZERO
* FLUX

C Cr BOUNDARY

Fs
Fb

MOVING

INTERFACE

FS: EVAPORATION FLUX

Fb: MOVING-BOUNDARY FLUX

Fig.l.21: Model for the redistribution of impurities
during epitaxial silicon growth.

z GAS PHASE

z a zf
EPI LAYER

N(z,t) SUBSTRATE

Zz 0CD- --

Flg.l.22: Schematic cross-section of a silicon wafer
for the purpose of solving Fick's Second Law.
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FLOW

®BOUNDARY I-AYER @ADSORBED LAYER

SSETRSILICON \-.EPITAXIAL
SUSCE PTOR SUBSTRATE FILM

REACTOR TUBE WALL

Fig. 1.23:Schematic section of the horizontal reactor tube along
the length of the susceptor.

GAS PHASE

C6AsH3

' ~~A (3) F. . .

DN

SOLID SILICON

Fig. 1.24: Steps taking part in the doping process and occurring at
the silicon surface: (1) arsine adsorption, (2) arsine
chemical decomposition, (3) arsine surface diffusion and
site incorporation, and (4) covering of incorporated
arsenic by subsequently arriving silicon atoms.
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EXP SIMULATION
0.3- PHOSPHORUS CONC. DATA RESULTS

IN POLY 1.2 x 109 O.75p.m A
ANNEALING TEMP: 0.50p.m x
9500°C 0.25/.m o

E/
SO.2 -

Z
:WC 0. - -

0.1

0 50 100 150 200
TIME (min)

Fig. 1.26: Change in average grain-size as a function of annealing time at
950 0C for three different thicknesses of poly.

10' *6

WET 02 OXIDATION g 8500C ) PHOSPHORUS
10 8000 C DOPE D

10- ,A 750JC POLY-Si -1.0 Fm-A5 C---O.Spm

4.- ' 0 8500C

tn
- 0o 800C <100> S1

O A 750°C
0

00

0 o23
10 010 104

TIME (MIN)

Fig.1.27: Oxide thickness vs. oxidation time for steam (O2 bubbled through
950C H20) ox dation of phosphorus doped polysilicon films and
lightly doped (100) silicon.
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Fig.1.30: Resistivity, grain size and fraction of dopant
segregated at grain boundaries as functions of
poly thickness for phosphorus doped films annealed
at 950C for three hours.
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SINGLE CRYSTAL SILICON SUBSTRATE

Fig. 1.31:Generalized polysilicon structure along with other
thin film and bulk Si layers of interest for process
modeling.
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XXX3Measured
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Fig. 1.33: Comparison of T eory (SUPREM) and experiment for junction depth vs.
Nr4E for a 3100 Adoped poly layer in oxidized and unoxidized regions
(T =1000-C).
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TITLE EXAMPLE 2 - DEPLETION-MODE N-CHANNEL IOSFET

INITIALIZE <100> BORON CONCENTRATION-1E15 DEPTH-1 DX=.01
DEPOSIT OXIDE TIIICKNESS-.06
IMPLANT ARSENIC ENJERGY=100 DOSE-1E12
DEPOSIT POLY TIHICKNESS-.5 PHOSPHORUS CONCENTRATION-lE1S

ELECTRICAL STEPS-6 DEPTH-Z
BIAS LAYER=3 V.MAJOR--3 VDEL.MAJ-1
BIAS LAYER=1 DIFF.LAY=2 V.MAJOR=O
BIAS LAYER-I DIFF.LAY-1 V.MAJOR-O

END

Fig.1.34: SUPREM III input simulating the channel region of an n-channel
depletion-mode MOSFET. The input commands are shown for
specification of the process sequence and initiation of the
calculation of electrical parameters.
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Fig.l.35: The impurity profile in the semiconductor resulting from the
process sequence shown in Fig. 1.34.
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I Y1 Y2 delta Y
I O.OOOOE.OO 9.0004E-02 9.00046~-02
2 9.0004E-02 2.OOOOE+OO 1.9100E+00

V(3,1) a -3.OOOOE+OO
I Total n Total p n Cond. p Cond. ft Rho P Rho
I 1.7987E+02 1.2999E+11 2.6498E-14 6.4222E-06 3.7738E+13 1.5571E+05
2 1.2741E+02 1.5541E+11 2.6658E-14 1.2227E-06 3.7513E+13 8.1787E+04
T 3.0727E+02 2.8540E+11 5.3156E-14 1.8649E-05 1.8813E+13 5.3622E+04
C 1.6880E-16 6.28Z0E-O8

V(3.1) - -2.OOOOE+OO
I Total n Total p n Cond. p Cond. n Rho p Rho
I 1.8929E+10 1.2747E+02 2.4811E-06 6.2891E-15 4.0305E+05 1.6900E+14
2 1.9737E+09 1.0679E+11 4.1313E-07 8.4019E-06 2.4206E+06 1.1902E+05
T 2.0902E+10 1.0679E+11 2.8942E-06 8.4019E-06 3.4562E+05 1.1902E+05
C 4.0460E-08 1.9360E-09

V(3.1) - -1.OOOOE+00
I Total n Total p n Cond. p Cond. n Rho - p Rho
I 3.4173E+11 O.OOOOE+OO 3.7106E-05 O.OOOOE+OO 2.6951E+04 1.7014E+38
2 9.0021E+09 1.0384E+11 1.8836E-06 8.1697E-06 5.3090E+05 1.2240E+05
T 3.5073E+11 1.0384E+11 3.8988E-06 8.1697E-06 2.6649E4-04 1.2240E+05
C 5.9870E-08 4.8000E-11

V(3,1) - O.OQOOE+OO
I Total n Total p n Cond. p Cond. n Rho p Rho
1 7.3371E+11 O.OO0OE+00 7.3880E-05 O.OOOOE+OO 1.3536E+04 1.7014E+38
2 9.6641E+09 1.0371E+11 2.0220E-06 8.1593E-06 4.9455E+05 1.2256E+05
7 7.4337E+11 1.0371E+11 7.5902E-05 8.1593E-06 1.3175E+04 1.2256E+05
C 8.5630E-'08 1.6000E-11

V(3.1) - 1.0000E+00
I Total n Total p n Cond. p Cond. n Rho p Rho
1 1.1503E+12 O.OOOOE+OO 1.1349E-04 O.OOOOE+OO 8.8112E+03 1.7014E+38
2 g.7919E+09 1.0369E+11 2.048SE-06 8.1574E-06 4.8810E+05 1.2259E+05
7 1.1601E+12 1.0369E+11 1.1554E-04 8.1574E-06 8.6550E+03 1.2259E+05
C 6.7520E-08 1.6OOOE-11

V(3,1) a 2.OOOOE+OO
I Total n Total p n Cond. p Cond. n Rho p Rho
I 1.6745E+12 O.OOOOE+OO 1.6432E-04 O.0000E+00 6.4799E+03 1.7014E+38
2 9.8448E+09 1.0367E+11 2.059BE-06 8.1565E-06 4.8549E+05 1.2260E+05
T 1.6843E+12 1.0367E+11 1.5638E-04 8.1665E-06 6.3946E+03 1.2260E+05
C 6.7600E-08 1.6OOOE-11

Fig.1.36: The electrical parameters calculated by SUPREM III for the input
sequence shown in Fig.l.34. Charge, conductivity, sheet resistance,
and capacitance are shown for each of six bias conditions.
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Fig. l.37: The electron conductivity versus gate bias for the
entire substrate of the n-channel depletion-mode device
represented by the process sequence shown in Fig. 1.34.
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2. PRINCIPAL ACCOMPLISHMENTS IN THE PAST YEAR

Most of the accomplishments of the past year will be described in detail

in succeeding sections. They are listed here in concise form. Activities

during the present year have been grouped under five major areas - Thermal

Oxidation, Ion Implantation and Diffusion, Chemical Vapor Deposition,

Materials Research and Interface Physics, and SUPREM Implementation.

2.1 THERMAL OXIDATION

1. A study of the high pressure oxidation kinetics of silicon in both pyro-

genic and dry 02 ambients has been completed. Linear pressure depen-

dence for both B and B/A in the linear-parabolic model was found for H 20

oxidation. In the case of dry 02 oxidation, B was found to be linearly

proportional to pressure, while B/A showed a partial pressure dependence

of the form pfl where 0.7 < n < 0.8. This data has been modeled using

the linear parabolic growth law and incorporated in SUPREM-III.

2. A large body of kinetic data covering the thin oxide (xo < 500 A in dry

02) regime has been gathered in collaboration with E. Irene of IBM.

These experiments made use of the IBM in-situ ellipsometer system and

covered the temperature range 800 - 10000C, and partial 02 pressures of

0.01 - 1.0 atm. This data is still being analyzed, but it appears that

it can be described to first order by a simple decaying exponential

kinetic law. This model has been incorporated in SUPREM-III.

43. Experimental measurements of fixed oxide charge density versus growth

temperature for as-grown and Ar annealed samples have been carried out

over the temperature range 700 - 12000C. The data is not sufficiently

complete as yet to immediately incorporate a model in SUPREM 111, but the
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results are sufficiently encouraging that we expect such a model will be

*forthcoming in the future. Qf shows both a growth rate dependence

a(dx/dt)n similar to OED and OiSF data, and an exponential dependence

on temperature.

4. A theoretical analysis of the thermal oxidation process has indicated

that many of the apparently contradictory results in the literature

regarding molecular vs. atomic oxidant species and the effects of elect-

ric fields on the process, can be resolved if the oxidation process is

modeled as occurring via a two layer Si0 2 structure. The bulk of the

SiO 2 is stoichiometric and amorphous. A thin layer near the Si/Si02

interface is non-stoichiometric (Si rich) and acts as a dense blocking

layer for the oxidant diffusion process.

2.2 ION IMPLANTATION AND DIFFUSION

1. The Boltzmann Transport equation (TE) modeling of ion implanted range

statistics for ion energies >10 KeV has been completed. A simplified

version has been adapted for and incorporated into SUPREM-III.

2. TE Modeling of the range statistics of knock-on ions (recoils) and

channeling tails has shown excellent agreement with experiment in the

first case and promising results in the second, although further work is

required. In the specific case of oxygen knock-ons from an Si0 2 mask,

simplified expressions suitable for SUPREM have been developed although

they will not be implemented in the first released version of SUPREM-III.

We expect to incorporate a general knock-on modeling capability in future

updated versions of the program as more complete data becomes available.

3. Models for intrinsic and extrinsic (i.e., doping dependent) diffusion

coefficients for B, P, As and Sb have been improved and incorporated in
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SUPREM-III. This largely involved a careful literature study to sort out

the best current thinking on diffusion in silicon.

4. Models for oxidation enhanced diffusion (OED) for B, P and As and oxida-

tion retarded diffusion (ORD) for Sb have been implemented in SUPREM-IlI.

These models are based partly on experimental work done at Stanford, but

they also incorporate a wide body of data from the literature.

5. A temperature tolerant metallurgy using WSi2 has been developed for

experimental characterization of transient process phenomena. Both MOS

and PN diode structures have been found to be stable even after repeated

temperature cycling up to 10000C. This technique is currently being

applied to a study of backside gettering (and the roles interstitials and

vacancies play in the process) and to a study of oxide charge annealing.

2.3 CHEMICAL VAPOR DEPOSITION

1. Models for dopant segregation at polysilicon grain boundaries, carrier

trapping at grain boundaries, and grain growth have been combined to

develop an overall predictive capability for resistivity of polysilicon

thin films. A simplified version of this model has been implemented in

SUPREM-III.

2. Work in progress has already established a qualitative understanding of

te oxidation kinetics of polysilicon thin films. A series of experi-

ments has demonstrated that for both lightly and heavily doped polysili-

con films oxidation kinetics can be modeled as in single crystal sub-

strates, with the electrically active dopant concentration determined

from the resistivity model described above. The electrically active dop-

ant concentration determines the total vacancy concentration and hence

B/A in heavily doped films. This model has been implemented in

SUPREM-III.

138

Ie



3. Diffusion from doped polysilicon sources into single crystal substrates

(i.e., buried contacts) has been experimentally studied. It has been

found that OED effects when the top polysilicon surface is oxidized are

similar to single crystal structures, except that an additional term must

be included in the model to account for interstitial recombination at

polysilicon grain boundaries.

4. Preliminary experimental results to understand MoSi 2 and TaSi2 oxida-

tion kinetics and silicide/single crystal contact resistance and dopant

segregation, have been obtained. The results, however, are too prelimin-

ary to include models for these structures in the first versions of

SUPREM-III.

2.4 MATERIALS RESEARCH AND INTERFACE PHYSICS

1. AES and SIMS measurements of the Chlorine distribution in SiO 2 during

02/HCl oxidation have been completed. It has been found that the

Chlorine piles up in a region < 30 A from the Si/S10 2 interface, in the

SiO 2. The profile in the Si0 2 has been measured using SIMS and a

simple analytic model developed to explain the results. The measurements

point to the presence of a field driven transport process.

2. A comparison of AES, SIMS, RBS and XPS has been completed. The relative

advantages of each technique have been tabulated enabling a specific

technique to be chosen as optimum for a particular interface or analysis

problem.

3. An empirical model for P pile-up near the Si/Si0 2 interface (in the

silicon) has been developed based upon a large body of experimental

measurements made under this contract during the past two years. This

model has been incorporated in SUPREM-III and essentially treats the

interface as a large sink for P and other N-type dopants.
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2.5 SUPREM IMPLEMENTATION

1. The overall highlight here has been the re-writing of the SUPREM code to

model multi-layer structures. Substantially improved and in many cases

completely new models for diffusion, oxidation, OED, ion implantation,

Si3 N4 and polysilicon have been implemented in SUPREM-III.

2. The models used in SUPREM for calculation of electrical parameters (MOS

threshold voltage, ps, C, etc.) have been greatly improved over SUPREM-II

primarily by incorporating a rigorous Poisson solution in the program.

These changes have been implemented in SUPREM-Ill.

3. Both the SEDAN (D) and GEMINI (2D) device analysis programs have been

released and widely distributed. Both are directly compatible with

SUPREM outputs.
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3. HIGH PRESSURE OXIDATION OF SINGLE-CRYSTAL SILICON IN DRY 02

L. Lie, R. Razouk, B. Deal

3.1 INTRODUCTION

The increasing demand for improved VLSI device performance and higher

packing density is leading towards an increased reliance on low temperature-

shorter time processing. High pressure oxidation has been gaining wider accep-

tance in the last year as a standard tool in the fabrication of integrated cir-

cuits. Aside from the oxidation time reduction associated with high pressure

oxidation, the substantial reduction in dopant diffusion and redistribution

makes this process particularly suitable for application in the fabrication of

structures with submicron features in both MOS and bipolar devices. Further-

more, results published in the literature by Tsubouchi et al., [3.1] and by

Katz and Kimerling [3.2] indicate reduction in oxidation-induced stacking

faults as a result of the lower temperatures possible with high pressure oxida-

tion. Finally, the successful application of high pressure oxidation of sili-

con to the fabrication of MOS devices in steam as well as in dry 02 ambients

has been realized [3.3,3.4].

In the last two years, we have investigated the high pressure oxidation of

single crystal <100> and <111> silicon in both dry 02 and pyrogenic H20 ambients

[3.5,3.6]. A linear pressure dependence was found for both the parabolic rate

constant B and the linear rate constant B/A in the case of silicon oxidation in

pyrogenic H20 as shown in Fig. 3.1. In the case of dry 02 oxidation, B was

found to be linearly proportional to pressure, while B/A showed a pressure

dependence of the form pn where 0.7 < n < 0.8 as indicated in Fig. 3.2. The

results of this investigation are incorporated in SUPREM III and were described

in detail in last year's annual report. In this report, we briefly examine
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examine the implication of the pressure dependence observed on the physical

variables of the thermal oxidation mechanism.

3.2 DISCUSSION AND CONCLUSIONS

Oxidations of silicon in dry 02, although not as rapid as in steam, can

result in improved oxide properties in terms of reduced electron trapping [3.8]

and silicon defects [3.9,3.10]. Mobbile ionic charges mlay also be reduced with

dry 02 oxidations. With the use of high pressure, thereby, it is possible to

grow high quality dry 02 oxides at rates comparable to steam oxidations at

the same temperature.

As reported earlier [3.5] high pressure oxidation of lightly doped (100>

and <111> silicon in dry 0 2 have been investigated over the temperature range of

8000 to 1000%C and pressure range of 1 to 20 atm. The power dependence of the

linear rate constant B/A was found to be markedly different from that of silic~on

oxidation in pyrogenic H20 over the same temperature and pressure range as can

be seen in Figs. 3.1 and 3.2. This result which can be represented as

B- Pn ,n 1 (3.1)

B/A -Pm, m = 0.7 (3.2)

and is related to the physical variables involved in the oxidation process as

follows [3.7]: B = 2 DC*/N 1 and B/A = C*/(N1(1/k + I/h), where B and B/A are

the parabolic and linear rate constant, respectively, D is the effective dif-

fusivity of the oxidant in the oxide, C* is the equilibrium concentration of

the oxidant in the oxide, N1 is the number of oxidant molecules incorporated

into a unit voluime of the oxide layer, k is a first-order chemical surface

reaction constant, and h is the gas-phase transport coefficient. In terms of

the proportionality of these variables to the oxidant pressure, eqs. (3.1) and

9 (3.2) can then be written as:
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B DC* P (3.3)

B/A -C*k P 0.7  (3.4)

Thus A -c Dk4 I 0 .3  (3.5)

where the assumption is made in writing equations (3.4) and (3.5) that the gas

phase transport coefficient (h) used to describe the flux of oxidant at the

oxide-bas interface is sufficiently large to have a negligible effect on the

linear oxidation rate constant [3.7].

q It is of interest to examine the physical variables outlined in equations

(3.4) and (3.5) and to attempt to relate these variable5 to the pressure depen-

dence obtained experimentally. In the pressure range examined, which can be

considered quite moderate, the diffusion constant D for the oxidant in the sol-

id phase can be assumed constant to a first order approximation. The pressure

dependence of B would therefore come exclusively through C* as outlined in the

Deal-Grove linear parabolic model. This implies that the equilibrium concen-

tration of the Oxiddlit in the oxide obeys Henry's law in that pressure range.

This conclusion is further strengthened by results obtained in the steam oxida-

tion of single crystal silicon [3.5] and doped polycrystalline silicon (des-

cribed in other sections of this report) which have indicated that the parabol-

ic ratL constant is linearly proportional to pressure in the range of 1 - 25

atm. The dependence of the equilibrium oxidant concentration on pressure as

outlined above also implies that based on the Deal-Grove linear parabolic

model, the oxidant transport through the oxide involves primarily molecular

species rather than dissociate ionic species. It should be emphasized that the

analysis carried out here is based entirely on the linear-parabolic Deal-Grove

oxidation model and we will not address at this stage various oxidation mechan-

isms which have been proposed in the literature and which deal with a variety

of diffusing species and electrical or electrochemical fields present during
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the oxidation and which may lead to the varying pressure dependences of the

oxidation rate constants.

Considering the pressure dependence of C* and 0 discussed above, equations

(3.4) and (3.5) suggest that the first order chemical surface reaction constant

(k) is proportional to pressure to a power of about (-0.3). This implies that

although the oxidation rate constant (B/A) and the oxidation rate both increase

with increasing pressure, this increase is primarily due to the increase in

oxidant concentration and that the effective chemical surface reaction constant

is actually reduced at increased pressures over 1 atm. Such a pressure depen-

dence would imply a complex interface reaction mechanism coupled with a poss-

ible saturation in the interfacial flux across the Si/SiO2 interface. This

is in contrast to our analysis of the oxidation of silicon in steam in the same

pressure range [3.5j. In these experiments, using the same analysis carried

out here, we found the chemical reaction rate constant invariant with pressure.

The difference between the steam and dry oxygen oxidation mechanism hinges on

differences in the oxidizing species as well as the presence of hydrogen as a

subproduct component in the overall reaction in steama. The difference in oxid-

ation mechanism is also reflected in the initial rapid oxidation regime ob-

served in dry 02 oxidation and which is not present in most steam oxidations

with the possible exception of lower oxidation temperatures.

Other arguments for the 0.7 power dependence of the linear rate constant

may come from consideration of the interfacial flux at the SiO2/gas inter-

face. As pointed out previously, equation (3.4) assumes a negligible contribu-

tion due to gas phase transport to the linear oxidation rate constant (B/A).

Should that condition change with increasing pressure above 1 atm the effect

could be to reduce the effect linear rate constant.

Finally, it should be pointed out that the effect of oxidant pressure on

the kinetics of silicon oxidation in dry 02 as determined from this work dnd
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summarized in expressions (3.1) and (3.2) was also found to model with an

accuracy of better than 3% the oxidation data at 130 atm obtained by Zeto et.

al. [3.13].

In summary, high pessure oxidation of silicon in a dry 02 ambient over

the temperature range of 8000 to 1000C and the pressure range of 1 to 20 atm

has been characterized. These data have been modeled using the linear-parabol-

ic growth law and are incorporated in SUPREM Il1. The implications of the rate

constant power dependences on the variation of oxygen diffusivity and splubili-

ty in the oxide with pressure have been discussed.

REFERENCES
[3.1] N. Tsubouchi, H. Miyoshi, and H. Abe, Jap. J. Appl. Phys., 17, Suppl.

17-1, 223 (1978).

[3.2) L. E. Katz and L. C. Kimerling, J. Electrochem. Soc., 125, 1680 (1978).

[3.3] N. Tsubouchi, H. Miyoshi, H. Abe, and T. Enomoto, IEEE Trans. Electron
Devices, ED-26, 618 (1979).

[3.4] S. Marshall, R. J. Zeto, and J. S. Kesperis, Electrochemical Society
Spring Meeting, Abstract No. 83, 1977.

[3.5] J. D. Plummer et. al., "Final Report on Computer-Aided Design of
Integrated Circuit Fabrication Processes for VLSI Devices," Stanford
Electronics Labs, TR DXG501-81, July 1981.

[3.6] R. R. Razouk, L. N. Lie, and B. E. Deal, J. Electrochem. Soc., 128,
2214 (1981).

[3.7] B. E. Deal and A. S. Grove, J. Appl. Phys., 36, 3770 (1965).

[3.8] R. G. Gdula, J. Electrochem. Soc., 123, 41 (1976).

[3.9] H. J. Queisser and P. G. G. van Loon, J. Appl. Phys., 35, 3066 (1964).

[3.10] A. Mayer, RCA Review, 31, 414 (1970).

[3.11] R. J. Zeto, E. Hryckowian, C. D. Bosco, G. J. lafrate, R. W. Brower,
and C. G. Thornton, Electrochemical Society Fall Meeting, Abstract No.
206, 1974.

146



25 ,

PYROGENIC H20
(111), (100) Si

20- 8000- 10000C
B(P, T)

SB(,T)

15 B/A (P T)CO IO &B/A (1, T)
Zz

o_-

5-

0 5 10 15 20 25
PRESSURE, P (otm)

Fig. 3.1: Normalized parabolic and linear rate constant B(P,T)/B1,T) and
EB/A(P,TP]/[B/A(1,T)] vs H20 pressure for <100> and <111> siliconoxidation in pyrogenic H20 ambient at 1, 5, 10, 15, and 20 atm.
Temperature ranqe was 8000C - 1000 0C.
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Fig. 3.2: Normalized parabolic and linear rate constant B(P,T)/B(1,T) and
[B/A(P,T]/[B/A(1,T)] vs 02 pressure for <100> and <111> silicon
oxidized in dry 02 at 1, 5, 10, 15, and 20 atm. Temperature range
was 800C - 1000*C.
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4. OXIDATION OF DOPED POLYCRYSTALLINE SILICON

R. Razouk, K. Saraswat, L. Lie, E. Kutlu, B. Deal, J. Plummer

4.1 INTRODUCTION

The trend toward the process modeling of multilayer structures as well as

two-dimensional structures is becoming quite evident as we advance to more com-

plex VLSI structures. In a typical VLSI structure, one or more polycrystalline

silicon films can be used as interconnect between various devices (on one or more

levels) and as parts of active devices such as resistors and transistors. Passi-

vation between the layers is typically accomplished by oxidation of the poly-

silicon film itself or by using the poly-silicon as a source of silicon in the

thermal oxidation of various metal silicides. The characterization of the kinet-

ics of oxidation of polycrystalline silicon films and the electrical properties

of both the films and their oxides are therefore quite important to the continued

advancement of VLSI circuit fabrication technology.

The thermal oxidation of single-crystal silicon has been extensively invest-

igated over the last two decades. The Deal-Grove linear-parabolic growth law has

been the most accepted kinetic model for single crystal silicon oxidation. The

oxidation behavior of polycrystalline silicon, however, differs from that of

single crystal silicon oxidation as a result of the small crystallite formation

* in the polycrystalline silicon structure. Grain growth, recrystallization, dop-

ant segregation and diffusion, carrier trapping at the grain boundaries, carrier

mobility, and density of electrically active dopant are additional factors to be

*taken into account in the oxidation mechanism of poly-Si. Variations in the

overall physical and electrical properties of polycrystalline silicon resulting

from doping and/or thermal anneal, and oxidation can be related to these factors.

Continuing effort has been made in many laboratories to understand the interact-

ive correlations among these factors, principally the effects of dopant carriers
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on the film resistivity for which two main models have been proposed to date,

namely the carrier trapping [4.1-4.43 and the dopant segregation models

[4.5-4.7].

Many publications on atmospheric oxidation of poly-Si in the last few years

[4.8-4.12) illustrate the general interest and need in the investigation of

poly-Si oxidation. The influence of the initial poly-Si film thickness on the

oxidation behavior of poly-Si films has also been observed [4.13,4.14]. A

thorough characterization of the effect of high pressure on the oxidations of

poly-Si, however, is still needed.

Work on the characterization of the effect of pressure on the oxidation kin-

etics of doped and undoped polycrystalline silicon films is the objective of the

first part of this chapter. The oxidation of phosphorus doped LPCVD polycrystal-

line silicon films at pressures in the range of 1 to 10 atm pyrogenic H20 over

the temperature range of 7500 to 850C have been characterized to date and is

described below. The second part of this chapter describes the efforts to model

the kinetics of the oxidation of polycrystalline silicon.

4.2 HIGH PRESSURE OXIDATION OF DOPED POLYCRYSTALLINE SILICON IN PYROGENIC NZO

4.2.1 Experimental

The starting material for the preparation of the polycrsytalline silicon

films used in this work was four-inch diameter p-<100> silicon wafers of 5-9 9-cm

resistivity. The wafers were oxidized in a pyrogenic H20/5% HC ambient at 920%

to grow 1060 A oxides, followed by the deposition of LPCVD poly-silicon films at

625C with thicknesses ranging from 5800 to 6050 A. Half of the total of 144

wafers were doped in PH3 at 9500C for 40 minutes followed by a 10 minute nitro-

gen purge. After removal of phosphosilicate glass, poly-silicon film thickness

was generally reduced by 500 to 600 A. Half of the doped and half of the undoped

samples were annealed in a non-oxidizing ambient in order to stabilize the grain

size. Prior to annealing, 0.32 um vapox caps were deposited at 450°C on these
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wafers to protect the surface of the film and to prevent dopant outdiffusion. Pre-

* oxidation thermal anneals were carried out in N2 at 1000'C, 900'C, 850*C, 800
0 C,

and 750% for 2, 13, 24, 64, and 140 hr, respectively [4.7]. The vapox protective

caps were then removed in a buffered SiO 2 etch following the anneal.

* Resistivity measurements were performed on the polysilicon films by means of

a four point probe. Doped and annealed films showed variations from 5.0 to 6.3 x

10-4 9-cm with the 10000 anneal yielding the lowest resistivity and the 750C

anneal the highest resistivity, as shown in Fig. 4.1. Doped and unannealed

samples showed variations from 5.0 to 5.5 x 10-4 0-cm. Typical standard devia-

tion of the resistivity measurements was ±3%.

Polysilicon film thickness was measured by a NanoSpec spectrophotometer. The

average thickness of the films were measured at 5980 A for undoped unannealed samp-

les, 5700 A for undoped annealed, and 5450 A for doped unannealed as well as

annealed. The thinner results obtained for the doped films were due to the phos-

phosilicate glass removal. Thickness uniformity was generally better than ±2%.

A Gasonics high pressure oxidation system which has been previously described

[4.13,4.15] was used to generate the polysilicon oxide growth data. The same

standard wafer cleaning and drying procedures, which consisted of submersion in

solutions of H20/H2S04, aqua regia, and 10:1 H20/HF with appropriate DI

water rinses following by spin-dry in nitrogen, were carried out prior to oxida-

tions. Figure 4.2 shows a typical high pressure oxidation cycle used to oxidize

the phosphorus doped poly-silicon in pyrogenic H20. Argon was used to pressurize

the system, instead of the oxidizing pyrogenic H20 ambient as was done in the

previous work dealing with the characterization of high pressure oxidation of

lightly doped single crystal silicon in pyrogenic H20. Since the heavily doped

thin polysilicon films are of 5500 A average thickness, the polysilicon oxide

*0 thicknesses grown were limited to less than about 8000 A. Due to the high oxida-

tion rate of doped polysilicon in steam at high pressure and in order to ensure
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maximum accuracy, system pressurization was carried out in argon. Once the tube

pressure had stabilized at the required pressure, steam was introduced. It

should be noted that a time At1 , estimated to be less than 5 minutes, elapses

before the ambient in the tube is completely changed from argon to steam as shown

in Fig. 4.2. At the end of the oxidation cycle, the ambient was switched back to

argon at high pressure for 5 minutes prior to depressurization. In this manner

the effect of the ambient exchange time At1 , on the oxidation kinetics is mini-

mized. A lightly doped p-<lOO> single crystal silicon wafer was included in

every oxidation run as a monitor. Oxide thickness grown on the polysilicon films

was measured by an Alpha-Step profilometer.

4 4.2.2 Results and Discussion

4.2.2.A Oxide Thickness Data

Oxidation data of phosphorus doped poly-Si films at 1, 5, and 10 atm pyro-

genic H20 and at temperatures of 750, 8000, and 850*C are shown in Figs. 4.3,

4.4, and 4.5. The two sets of curves at each temperature represent the oxidation

data of the poly-Si samples which received thermal anneal in N2 prior to oxida-

tion and those which received no anneal. The thickness of oxides grown on the

poly-Si films ranged from 300 A to 6000 A. The results show consistently lower

oxidation rates for the samples which received a pre-oxidation anneal. This

might be related to the effect of dopant segregation at the grain boundaries,

which reduces the electrically active dopant concentration in the grains, as a

result of the pre-oxidation anneal [4.7]. The reduction of the electrically

active dopant concentration in the grains is reflected in the higher resistivity

of the poly-Si samples annealed at 750', 8000 and 850*C as observed in Fig. 4.1.

The effect of the electrically active doping level on increasing the oxide growth

rates of single crystal silicon has been observed and comprehensively character-

ized by Ho and Plummer [4.16,4.17]. In addition to the effect of dopant
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segregation, the difference in oxidation rates between the two poly-Si films

might be also due to a difference in grain size.

Comparison between the data obtained at Fairchild at 1 atm and that obtained

by K. Saraswat of Stanford and reported last year in this program [4.13],

indicates substantial variations at all three temperatures in the oxidation rates

for polySi films of similar initial thickness and resistivity. Figure 4.5 shows

comparison of the data at 8000C. The oxidation rates of the 0.55 Wn initial

polysilicon film thickness are lower than both the 0.5 um and the 1.0 Um initial

polysilicon film thickness. Investigation of the cause of the variation is being

carried out. Structural evaluation of the polysilicon fils using TEM and X-ray

diffraction measurements should help in determining the effect of grain size and

orientation, if any, on the oxidation of polysilicon. Differences in grain size

and orientation could result from different processing parameters such as source,

temperature, and length of doping and annealing.

4.2.2.B Oxidation Rate Constants

The determination of the oxidation rate constants was carried out using the

Deal-Grove linear-parabolic model [4.18] which can be written as

xo2 + Axo = B t + xi2 + Axi  (4.1)

with t = t - ti, xi = 0, and ti = 0 for oxidations in pyrogenic H 20. B = B(T,P)

includes the temperature and pressure factors of the oxidation. The plot of log

parabolic rate constant B versus reciprocal oxidation temperature for phoshporus

doped poly-Si oxidations in pyrogenic H20 for all pressure and temperature

ranges investigated is shown in Fig. 4.7. The parabolic rate constants B for

doped poly-Si are higher than that of lightly doped single crystal silicon,

especially at lower temperatures. For the same temperature range (T < 9000C),

the activation energy of B for H20 oxidations of doped poly-Si is 16 kcal/mole
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(0.69 eV) which is lower than that of lightly doped <100> and <111> single

crystal silicon (26 kcal/mole or 1.1 eV). The activation energy of B in the

lower temperature range of the doped poly-Si oxidation approaches that of the

higher temperature B of lightly doped single crystal silicon. A decrease in

activation energy at lower temperatures for heavily doped single crystal silicon

oxidized in a dry 02 ambient has been previously observed by Ho and Plummer

[4.19). It was also then noted that this decrease in activation energy increases

with increasing doping level. Thus, the decrease in activation energy found for

* the oxidation of the doped poly-Si might be related to the effect of high doping

concentration in the substrate, and the segregation of these dopants into the

* Si0 2 "

The graph of log linear rate constant B/A plotted versus reciprocal oxida-

tion temperature is shown in Fig. 4.8. Higher values of B/A compared to those of

the lightly doped <100> and <111> single crystal silicon at a given temperature

and pressure are also noted. The activation energy for B/A of doped poly-Si is

41 kcal/mole (1.8 eV). This is similar to that of lightly doped <100> and <111>

dingle crystal silicon (45 kcal/mole or 1.9 eV). This similarity would be ex-

pected since the activation energy of B/A should not vary with grain orientation.

It was also noted that up to 10 atm the activation energies of B and B/A of doped

poly-Si in pyrogenic H20 are found to be independent on the oxidation pressure.

The graphs of normalized B and B/A plotted versus oxidation pressure are

shown in Figs. 4.9 and 4.10, respectively. For the entire range of oxidation

parameters investigated, B was found to be linearly proportional to pressure

within the accuracy of the measurements. The same relationship was found for

oxidations of lightly doped single crystal silicon either in pyrogenic H20 or dry

02 pressures up to 20 atm in the temperature range of 8000 to 1000*C. The

pressure dependence of B/A, however, indicates proportionality to pressure to the
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puwer of n with 0.7 < n < 0.8. This relationship deviates from that of oxidation

of lightly doped single crystal silicon in pyrogenic H20 where a linear depen-

dence of B/A on H20 pressure was observed. On the other hand, it is interest-

ing to note that an identical less-than-linear relationship for B/A to pressure

occurs in the oxidation of lightly doped single crystal silicon in dry 02

[4.13,4.20]. Results from the next sets of data on the high pressure oxidation

of undoped polycrystalline silicon in pyrogenic H20 and doped and undoped poly-

crystalline silicon in dry 02 will undoubtedly enable further analysis and lead

us to a better understanding of the kinetics and the effects of high pressure on

the oxidations of polycrystalline silicon films.

4.3 OXIDATION OF DOPED POLYCRYSTALLINE SILICON IN DRY 2

Last year we reported experimental results on the thermal oxidation of heav-

ily phosphorus doped polycrystalline silicon films n dry oxygen [4.13,4.14]. In

this report a discussion of the kinetics of oxidation is presented. The results

reported were for polycrystalline films with thicknesses of 0.5 and 1.0 Pm which

were deposited onto thermally oxidized silicon wafers by low pressure chemical

vapor deposition (LPCVD) at 620C and were doped to solid solubility with phos-

phorus by diffusion from a POC13 source at 1000
0C for 30 min. Oxidations in

dry 02 were carried out at temperatures of 11000, 10000, 9000 and 800 0C for

durations of 30 min. to 88 hr. In our earlier work in this program we have shown

that dopant segregation at the grain boundaries can reduce the number of electri-

cally active dopant atoms in polysilicon substantially, and the effect is strong-

er at lower temperatures [4.7]. For the 8000C dry 02 oxidation, therefore,

additional samples were used where a 64 hr anneal in N2 at 800
0C was done prior

to the oxidation to segregate phosphorus at the grain boundaries. This duration

was sufficient to complete the segregation process [4.7].

For the oxide thickness measurements of polysilicon samples, steps were

first etched in Si02 and then the thickness was measured with an Alphastep pro-
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filometer. The thickness of SiO 2 on single-crystal control wafers was measured

with both an ellipsometer, and the Alphastep profilometer. Agreement within 5%

was obtained between the two methods.

The results of oxidations in dry oxygen are reproduced in Figs. 4.11 and

4.12. It is obvious from Fig. 4.11 that heavy doping enhances the rate of oxida-

tion of polysilicon relative to undoped single-crystal silicon and the enhance-

ment is stronger at lower oxidation temperatures. This behavior is similar to

that observed in doped single-crystal silicon; however, if the data of Figs. 4.11

and 4.12 are compared to those for the oxidzation of phoshporus-doped single-

crystal silicon [4.19], it can be concluded that the enhancement of oxidation

resulting from phoshporus doping is much greater for polysilicon than it is for

single-crystal silicon. This is more obvious at lower oxidation temperatures.

As the temperature is increased, the differences between doped polysilicon and

doped and undoped single crystal silicon become smaller. This can be seen very

clearly for the case of 11000C dry oxidation.

Very little data on similarly doped polysilicon are available in the litera-

ture for direct comparison to our data. Sunami's work [4.8] was focussed on the

wet oxidation (02 bubbled through 900C water) of ion implanted polysilicon.

Kamins [4.9] has only one data point, 850*C steam oxidation of heavily doped

polysilicon for 75 min, and it is in good agreement with our results. The

,4 results obtained by Barnes et. al., [4.10] for 8000C dry 02 oxidation of phos-

porus-doped polysilicon are not in complete agreement with our work. The oxida-

tion rate was slightly lower for ther films doped at 950 0C as copared to 10000C

in our work, which may have resulted in a lower total dopant concentration,

different grain structure and size, and therefore, a slower oxidation rate.

An approximate relationship Xo - Ktn has been shown by Sunami [4.8] to

4 model the oxidation of polysilicon, where K and n are empirical constants used
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for curve fitting. For undoped silicon, n is always between 1.0 (linear oxida-

* tion) and 0.5 (parabolic oxidation). It is evident in Figs. 4.11 and 4.12 that

the slope of the Xo vs t curves for polysilicon is less than that for single

crystal silicon, i.e., n < 0.5, and similar lower values of n can be observed in

the data of Barnes, et. al. [4.10] for heavily P- and As-doped polysilicon. It

can be seen in Fig. 4.12 that n is a function of annealing and thickness of the

films. This is purely an empirical approach that merely indicates the

differences in the oxidation of polysilicon and single-crystal silicon.

Values of oxidation rate constants A, B and Xi were calculated using the

conventional procedure [4.18]. Xi was calculated by plotting the oxide thick-

ness against oxidation time as shown in Fig. 4.13 for the case of 8000C oxida-

tions. Table 4.2 summarizes the values of Xi. It is interesting to note that

Xi is dependent upon polysilicon thickness; the thicker the polysilicon is the

lower the value of Xi becomes. Furthermore, the Xi values are much higher

than for single crystal silicon [4.18,4.19]. These results imply that during the

oxidation process, the initial oxidation regime may be dominant for a longer per-

iod of time for polysilicon as compared to single crystal silicon. From the

plots of (Xo + Xi) vs. t/(X o - Xi), values of A and B were calculated.

One example is shown in Fig. 4.14. It was found that the values of A were close

to zero and sometimes even negative and highly dependent on film thickess. Simi-

larly, Xi was a function of film thickness and temperature. Small or negative

values of A have no physical meaning. We might assume infinite linear rate con-

stant. The values of B were fairly consistent with published results in the lit-

erature and are listed in Table 4.1; comparison data from the literature are also

included. It can be seen that the values of B are significantly higher compared

to undoped single-crystal silicon but only slightly higher compared to doped sil-

icon. This difference is more noticeable at lower temperatures. The increase in
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B with doping is consistent with those observed by Ho et. al. [4.19] for the oxi-

dation of heavily phosphorus-doped single-crystal silicon. Calculated parabolic

rate constants are plotted as a function of temperature in comparison with the

doped and undoped single crystal parabolic rate constants in Fig. 4.15 for dry

oxidation. Although the data points are scattered around the single crystal B

values, there is nothing particular about this scattering. So, it can be con-

cluded that the pardbolic rate constants of polysilicon and single crystal sili-

con are almost the same, which implies that the diffusion of the oxygen molecules

through the oxide is roughly the same for the oxidaton of the two materials.

Oxide thicknesses are calculated as a function of time by using the extract-

ed initial oxide thicknesses and rate constants calculated above, and the results

are given in Fig. 4.16. It can be seen in Fig. 4.16 that the Deal-Grove model

[4.18) can be used to model polysilicon oxidation kinetics for thicknesses higher

than 1000 A provided large values of Xi are assumed and B/A is assumed to be

infinite.

Fig. 4.12 plots the effect of the 64-hour preanneal on the oxidation of

polysilicon in dry oxygen at 8000C. It can be seen that, for the preannealed

polysilicon, the oxides are thinner. This preanneal increased the sheet resis-

tance of the 0.5 and 1.0 Pm thick films frow 10.6 and 4.8 ohms/sq to 12.7 and 5.3

ohms/sq, respectively, which can be attributed to dopant segregation at the grain

boundaries [4.7) and a reduction in solid solubility [4.21]. These two phenomena

will be discussed in more detail later on in this section. These two phenomena

occur gradually as the oxidation proceeds because they are very slow processes

and require extremely long times (especially segregation) to reach saturation

[4.7,4.22,4.23]. Because attempts to obtain variations in the value of B were

not succssful because of scatter in the data, it cannot be ascertained how B is

affected by dopant segregation to the grain boundaries caused by the pre-
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anneal. Large variations in A and Xi were observed; however, meaningful values

could not be calculated for reasons elaborated earlier.

4.4 MECHANISM OF OXIDATION OF DOPED POLYCRYSTALLINE SILICON

In the final report of last year [4.13] the sheet resistance and resistivity

of the remaining layers of polysilicon after oxidation were reported and from the

results, the following observations were made:

1. The electrically active dopant concentration in polycrystalline silicon

is affected by processing subsequent to the doping because of dopant

segregation to the grain boundaries [4.7,4.22] and changes in the solid

solubility [4.21,4.23)]. These changes affect the kinetics of oxida-

tion.

2. The grain boundaries can be oxidized preferentially leading to an

enhanced average oxidation rate of polysilicon [4.12].

The major observations not fully explained are that (1) oxides grown on 0.5

in thick films are consistently thicker than those grown on 1.0 Pm thick films

and (2) polysilicon can be oxidized faster than similarly doped single-crystal

silicon. These observations cannot be explained merely on the basis of the

electrical activity of the dopant. It is evident from the resistivity measure-

ments that the electrically active doping density of the 0.5 Um thick film is

approximately the same as that of the 1.0 um thick film. If the slightly higher

resistivity of the 0.5 um thick films could be attributfd to lower electrically

active doping density, it should result in thinner oxides. As pointed out earl-

ier, the higher resistivity has been attributed to lower carrier mobility because

of the smaller grain size [4.24]. Baldi et. al. [4.11] in their work on oxida-

tion of arsenic doped polysilicon showed that the oxidation rate was significant-

ly influenced by the chemical concentration of arsenic, which was in the range of

1.2 to 4.7 x 1021 cm3 . At these heavy doping levels, the electrically active
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arsenic concentration is expected to be limited by both the electrical, as well

as the total solubility [4.21,4.23]. Therefore, their observations cannot be ex-

plained merely on the basis of an enhanced oxidation resulting from an increase

in vacancies caused by a shift in the Fermi level because, for the Fermi level to

shift, the density of the electrically active dopant must change. The only other

way these and our results can be explained is by assuming that grain boundaries

and the dopant present there in unusually large concentrations play a major role

in the oxidation process of doped polysilicon.

During the doping of the films, dopant will segregate and precipitate in the

grain boundaries, and further processing at lower temperatures will enhance these

mechanisms [4.7]. A major fraction of the total dopant, as much as 80%, can seg-

regate to the grain boundaries [4.7]. Mandurah et. al. reported [4.25] that the

average width of the grain boundaries is in the range of 7 to 10 A. In our sam-

ples, the grain size is expected to be about 1.0 pm [4.25]. Based on these data,

the dopant concentration in the grain bounadries could be in excess of 10
22 cm-3

for an average co. centration in the range of 1020 cm3 and this unusually

large concentration can enhance the reaction at the grain boundaries between the

oxidant and silicon.

In addition to influencing the surface reaction at the grain boundaries, .the

dopant present there could also affect the oxidant transport through the pre-

viously grown Si0 2. It has been demonstrated in several investigations [4.10,

4.11,4.19) that for low and medium dopant concentrations, the parabolic rate

constant B is not a function of the dopant concentration; however, with heavy

doping it increases with the dopant concentration. This behavior has been attri-

buted to the influence of the dopant in the Si0 2 on the diffusivity of the

oxidant [4.19].During oxidation, a fraction of the dopant segregates from Si to

the Si0 2 . At lower dopant concentrations in Si the concentration in Si0 2 are
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not sufficient to influence the diffusivity of the oxidant; however, at higher

* concentrations in Si, the segregated dopant in the grown Si0 2 is sufficient to

increase the diffusivity of the oxidant. This is reflected in an increase in B

because it is directly proportional to the oxidant diffusivity [4.16,4.18] and,

*as is evident in Eq. (4.1), such an increase in B will lead to a thicker oxide.

Because, in polysilicon, the dopant concentration in the grain boundaries can be

22 -3in excess of 10 cm" , it is probable that a large fraction of this dopant will

* segregate into the oxide, which would result in an increase in B and therefore,

in an increased oxidation rate. Because of the faster oxidation rate at the

grain boundaries, the average oxidation rate of polysilicon could be higher than

that of similarly doped single-crystal silicon. The conditions that increase the

dopant segregation to the grain boundaries will also enlarge this disparity.

Mandurah et. al. [4.7] observed that lower temperatures lead to greater

segregation. It can be seen in Figs. 4.11 and 4.12 that the enhanced oxidation

rate is higher at lower temperatures.

The reason why 0.5 jpm thick polysilicon oxidizes faster than 1.0 Vm thick

polysilicon can be explained. The grain size in the thinner films is always

smaller than in the thicker films, and as a result, the number of grain boundar-

ies per unit area at the surface being oxidized is higher in the thinner films.

Therefore the undulations in the oxide thickness are closer to each other in the

thinner film, resulting in larger average thickness of the oxide. Another factor

that may contribute to this behavior is dopant segregation and redistribution at

the Si/SiO 2 interface at the grains. During the growth of Si0 2 , phosphorus
I

segregates into the grains of polysilicon as it does in single crystal silicon.

It has been shown [4.26] that the diffusivity of the dopant is extremely large in

the grain boundary and because of this effect any excess dopant in the grains

migrates to the grain boundary and quickly redistributes there. The dopant seg-
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regated at the Si/SiO 2 interface probably goes through this process and further

modifies the reaction kinetics at the grain boundaries.

The picture that emerges from the preceeding discussion is summarized here.

As the oxidation proceeds, the oxidant reaches the SiO 2/Polysilicon interface,

where its reactions with the silicon at the grains and grain boundaries could be

different. Because the dopant is electrically active within the grain, the oxid-

ation rate on the surface of the grain should be that of single-crystal silicon.

On the other hand, no electrical activity is expected in the grain boundary [4.7,

4.27,4.28]; however, because the structure of the grain boundary differs strongly

from that of the grain, its oxidation behavior could also deviate sharply. Dop-

ant concentration in the grain boundaries can be unusually large because of

dopant segregation, and this could lead to an enhanced oxidation rate caused by

an increase in the surface reaction rate and diffusivity through the grown SiO 2.

The exact role of the dopant in this process is not clear and further work is

required to obtain a better understanding. The rapid diffusion of the dopant

atoms in polysilicon also complicates its behavior. The grain boundaries provide

a "low impedance path" for diffusion, and this leads to a very quick redistribu-

tion of the dopant. All of these effects depend on the grain size, which, in

turn, depends on deposition, doping, and high-temperature processing [4.22,4.25).

The grains in the as deposited LPCVD films are on the order of a few hundred A,

however, after doping and/or annealing, their size increases to several thousand

A and the extent of this phenomenon is heavily dependent on the dopant type and

density, processing temperature, and time [4.22,4.25). Therefore, during oxida-

tion the structure of polysilicon will change continuously, and the extent of the

effects due to grain boundaries will vary accordingly. Because of this, the

models developed for a stable single-crystal silicon structure such as modeled by

Eq. (4.1), cannot be applied directly to polysilicon and must be modified. In
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single-crystal silicon for a given set of oxidation parameters B and B/A can be

approximated by constants; however the presence of grain boundaries complicates

the case of polysilicon, and B, B/A, and Xi cannot be treated as simple

constants. To fully understand the kinetics of polysilicon oxidation, first the

role of grain boundaries should be investigated, and only then can a theoretical

model be developed.

4.5 MEASUREMENT OF THIN OXIDES ON POLYSILICON

From the preceeding discussion it is evident that B/A and Xi are severely

affected by the presence of dopant and the grain boundaries in polysilicon.

These two factors influence the linear region of the oxidation process more than

the parabolic region. Therefore, in order to fully understand the kinetics of

the oxidation process, we must study the growth of thin oxides on polysilicon.

From a device point of view, thin oxides are also very important in VLSI cir-

cuits.

The measurement of thin oxides on polysilicon is not very straightforward.

To begin with, the surface of the polysilicon is very rough and the oxidation

process further increases the roughness. In the results reported above, because

of the surface roughness of polysilicon, interpretation of the surface profiles

generated by the Alphastep profilometer became a tedious task, especially for

thinner oxides. The thickness-measurement accuracy of the oxides (on polysili-

con) thinner than 1000 A was found to be highly questionable, the va;-iation

between various measurements and their interpretation was larger than ± 20%.

Therefore, in this work we were forced to avoid very thin oxides on polysilicon.

For oxides between 1000 and 2000 A, the variation was less than ± 7.5%, and for

greater thicknesses it was negligible.

Furthernore this measurement technique to determine oxide thickness should

be reexamined in terms of the thickness undulations observed by Irene et. al.
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[4.12). To interpret the data, an average of the varying surface profile is

taken, and therefore this technique yields only an average of oxide thickness.

The use of ellipsometry is not possible in this case because of multiple

layers confusing the measurement [4.29]. Use of a spectrophotometer is possible

only for thicker oxides, because for thinner oxides shorter wavelengths are need-

ed but they are absorbed by silicon and thus no interferen . pattern can be

observed. Thus measurement of thin oxides is not possible by any of the existing

conventional techniques. However we must investigate the oxidation kinetics in

the thin oxide regime in order to increase our understanding of the mechanisms.

Therefore alternative teqhniques to measure the oxide thickness need to be

investigated first.

One possible technique is shown in Fig. 4.17 where a capacitor is formed by

evaporating aluminum on top of the oxide. By measuring the capacitance, C,

between the aluminum and polysilicon electrodes the oxide thicknss, tox , can be

calculated from the relationship

CA K ox t (4.2)

ox

where eo is the permittivity of free space, Kox is the dielectric constant

and A is the area of the capacitor.

To determine the feasibility of the technique circular capacitors as shown

in Fig. 4.17 were fabricated with 50, 100, 200, 400 and 800 um radii of the alum-

inum gates (dots in Fig. 4.17). Initial measurements showed considerable varia-

tion in the oxide thickness calculated from Eq. 4.2 as a function of capacitor

area. It is believed that the parasitic capacitances and resistance associated

with the polysilicon/Si02/Si structure enter into the measurements and thus the

measured capacitance is different from that predicted by Eq. 4.2. In order to

predict the correct value of the Al/Si0 2/polysilicon capacitance, the influence

of the parasitic resistance and capacitance must be first evaluated.
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The capacitances and the resistances associated with a ring-dot Al/Si0 2/

Mpoly-Si/Si0 2/Si structure are shown in Fig. 4.18. It is evident that besides

the Al/SiO 2/poly-Si capacitance, Cox, there are many other parasitic elements

involved. In particular, the spreading resistance of the polysilicon Rsp, oxide

capacitance between the polysilicon and the Si substrate CO, the capacitance of

the depletion or inversion layer in the Si substrate Cs and the resistance of

the substrate Rs. In general these elements are distributed; however to simplify

the analysis we will initially treat them as lumped elements. In the remainder

of this section an analysis is presented to help determine the influence of these

parasitic elements.

The equivalent circuit of this structure is shown in Fig. 4.19 (a) and the

equivalent which is measured is shown in Fig. 4.19 (b), where, Cm and gm are

the measured values of the capacitance and conductance. Obviously Cm can be

appreciably different from Cox* Let C0 represent the series combination of CO

and Cs. From the equivalent circuit of Fig. 4.15 it can be deduced that

1. lim Cm = Cox (43)

Rsp + 0

For samples with heavily doped polysilicon, therefore we can expect to

measure Cox directly.

oxCo

2. lim Cm = C' + (4.4)C + C
0 oxRsp + OD

For samples with lighter doping in the polysilicon the measured capacitance

will depend upon CO (i.e. CO and CS) and therefore on the oxide thickness, to$

and depletion layer thickness in the Si substrate. In the limiting case where

the influence of Cs is assumed to be negligible
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for to tox Cm C

0 ox 2 ox

for tx >> tox Cm C0

for to << t ox Cm C ox

Therefore, to keep the error in the Cox measurement small, we should use thin

oxides between the polysilicon and the silicon substrate.

Figs. 4.20 and 4.21 show the results of simulations where Cm/Cox has been

calculated as a function of Rsp, t ox and to for various substrate dopings. By

using Figs. 4.20 and 4.21 this technique should yield results for any arbitrary

combination of doping density, and substrate oxide thickness to.

An easier technique is to measure the parasitics separately. Fig. 4.22

shows two structures fabricated side by side. The structure in Fig. 4.22 (a) is

identical to the one in Fig. 4.22 (b) except the oxide on the polysilicon is

missing. The basic idea is to measure the equivalent resistance and capacitance

of the structure in Fig. 4.22 (a), then use this number in the measurment of the

second structure, to calculate the polysilicon capacitance. These techniques

are currently being pursued in an investigation of thin oxides on polysilicon.

4.6 SUMMARY AND CONCLUSIONS

High pressure oxidation of phosporus doped polycrystalline silicon in

pyrogenic H20 over the temperature range of 7500 to 8500C and pressure range of 1

to 10 atm and atmospheric pressure oxidation in dry O2 over the temperature range

of 800 to 11000C have been characterized. At atmospheric pressure a variation in

oxide growth rates of the poly-Si films originating from two different sources

(Stanford and Fairchild) was noted; investigation of the cause of the variation

is being carried out at present. For oxidation in H20, the parabolic and

linear rate constants, B and B/A, were found to be higher than those of lightly

doped single crystal <100> and <111> silicon oxidations in pyrogenic H20, espec-

ially B/A which is higher by approximately an order of magnitude. The activation
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energy for B was found to be slightly lower compared to that of lightly doped

*D single crystal <100> and <111> silicon oxidations in pyrogenic H20; whereas the

activation energy for B/A of the doped poly-Si was found to be similar to that of

the lightly doped <100> and <111> silicon oxidation. The parabolic rate

constant, B, increases linearly with pressure for the conditions investigated in

this work. The linear rate constant B/A, however, increases with a less than

linear function.

In the case of dry 02 the rate of oxidation of polysilicon was higher than

the correspondingly doped single crystal silicon, values of B were higher than

those for lightly doped silicon but coirparable to those for heavily doped single

crystal silicon and extremely large values of B/A and Xi found.

These results indicate that the thermal oxidation of polysilicon cannot be

fully explained by the existing models of oxidation of single crystal silicon.

There are two important factors which make the oxidation kinetics of the thin

films of polysilicon different--the presence of grain boundaries, and the finite

thickness of the film. Because of these two factors, several other mechanisms,

Ssuch as dopant segregation to the grain boundaries, rapid diffusion of the dopant

along the grain boundary etc., influence the kinetics of oxidation significantly,

especially in the thin oxide regime.

The use of conventional techniques to measure oxide thickness on polysilicon

is limited to about 1000 A. A new technique is being developed where an oxide

capacitance measurement yields the oxide thickness.

All of these results taken together will enable a correhensive and accurate

model to be incorporated in SUPREM III for polysilicon oxidation. At the present

time, SUPREM III uses essentially the same models for single crystal and poly

oxidation. Based on the results of this chapter, it is clear that a better model

for polysilicon is needed. The work described here is aimed at such a model.
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TABLE 4.1

Parabolic rate constant B (v2/min)

D--r 02 Oxidation

Ho et. al. [14] Barnes et. al. [10]

Temp (*C) This work <111> Si @ 8 x 10 20cm -3 @ 5 x 10 20cm -3

800 5.1 x 10-5  4.5 x 10-5  5 x 10 5

900 7.2 x 10-  8.5 x 10-5

1000 2.34 x 10-4  1.6 x 10- 4

1100 4.5 x 10-4  4 x 10- 4

TABLE 4.2

Oxidation Xi (A)
Temp.

0.5 m Poly-Si 1.0 Jim Poly-Si

8000C 1100 A 600 A

9000C 600 A 600 A

1000 0C 1000 A 500 A

11000 C 1000 A 600 A
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Fig. 4.1: Resistivity of phosphorus doped poly-silicon films after annealing
in a nitrigen ambient at 750', 800', 850', 9000, and 1000% for 140,
64, 24, 13, and 2 hr., respectively.
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Fig. 4.2: Typical high pressure oxidation cycle used in the oxidation of
phosphorus doped poly-silicon films in pyrogenic H20. The various
stages of oxidation and the change in ambients are shown.
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Fig. 4.3: Oxide thickness versus oxidation time for annealed and unannealed
phosphorus doped poly-silicon films oxidized in pyrogenic H20 at 1

atm and 750* - 850C.
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Fig. 4.4: Oxide thickness versus oxidation time for dnnealed and unannealed
phosphorus doped poly-silicon films oxidized in pyrogenic H20 at 5
atin and 750' 8500C.
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Fig. 4.5: Oxide thickness versus oxidation time for annealed and unannealed
phosphorus doped poly-silicon films oxidized in pyrogenic H20 at
10 atm and 7500 - 8500C.
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Fig. 4.6: Oxide thickness versus oxidation time for poly-silicon films
prepared at Fairchild and at Stanford. The phosphorus doped
poly-silicon films were oxidized in pyrogenic H20 at 1 atm and
800%C. The initial polysilicon film thicknesses and resistivities
are indicated.
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Fig. 4.7: Parabolic rate constant B versus 1000/T for annealed and unannealed
phosphorus doped poly-silicon films oxidized in pyrogenic H20 at
1, 5, and 10 atm over the temperature range of 750 ° - 8500C.
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Fig. 4.8: Linear rate constant B/A versus 1O00/T for annealed and unannealed
phosphorus doped poly-silicon films oxidized in pyrogenic H20 at
1, 5, and 10 atm over the temperature range of 75Q0 - 8500 C.
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Fig. 4.9: Normalized parabolic rate constant B(P,T)/B(1,T) versus H20
pressure for annealed and unannealed phosphorus doped poly-silicon
films oxidized in pyrogenic H20 at 1, 5, and 10 atm. Temperature
raiige was 7500 - 850C.
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Fig. 4.10: Normalized linear rate constant EB/A(P/T)]/[B/A(1,T)] versus H20
pressure for annealed and unannealed phosphorus doped polysilicon
films oxidized in pyrogenic H20 at 1, 5, and 10 atm. Temperature
range was 750* - 850C.
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Fig. 4.11b: Oxide thickness vs. oxidation time for dry 02 oxidation of lightly
doped (100) silicon.
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Fig. 4.12: Oxide thickness vs. oxidaton timne for wet 02 (0? bubbled through
950C H20) oxidation of phosphorus-doped polysilicon films and
lightly doped (100) silicon.
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Fig. 4.13: A linear plot of oxide thickness vs. time to extract Xi.
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It is therefore seen that a plot of (Xox + Xi) vs. tox/(Xox - Xi) should result

in a straight line. The slope of this line is B and the intercept at

Sox/(X ox - Xi) = 0 is -A. This is illustrated in Fig. 5.2a.

b. Plot Xox vs. (t + TV)Xox

In this method, an initial value of Xi is adopted. The corresponding

value of r is estimated graphically by plotting Xox vs. tox and extrapola-

ting the curve back through Xi to the time axis (Fig. 5.1a).

By dividing both sides by Xox, equation 5.2b may be rewritten as:

Xox + A = B(t +T) (5.5)ox X ox

A plot of Xox vs (t + i)/Xox should therefore yield a straight line where

the slope is again B and the intercept at (t + T)/Xox = 0 is -A. This is

shown in Fig. 5.2b. It is easily seen that the accuracy with which the rate

constants are calculated depends entirely on how good the estimate of Xi or z

is. One solution to this difficulty is, instead of estimating a thickness

* X. at tox = 0, we could pick a thickness X at tox = tI where X is an oxide

thickness beyond the fast initial oxidation regime. This is equivalent to

shifting the time axis by tl. This is illustrated in Fig. 5.3.

For any thickness Xj and time tj we can write:

(X X2) + A(Xj - X1 ) = B(tj - tI) (5.6)

A plot of (X. + X1 ) vs. X Xl could then be used to calculate B and B/A.

Xi or i could then be calculated by substituting in eq. 5.2a or 5.2b.

c. Plot 1/(dXox/dt) vs. Xox

In this method, the oxidation rate as a function of the oxide thickness

Xox is obtained either graphically or numerically. The inverse of the rate
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is then plotted as a function of thickness. Equation 5.1 is rewritten as

1 =2 - +' (5.7)dX0 ox B o B

Therefore a plot of the inverse of the oxidation rate vs. thickness should

yield a straight line. The slope of this line is (2/B) and the intercept at

Xx= 0 is (A/B). Fig. 5.2C is a typical plot for this method.

In the inverse rate method, however, the accuracy of extracted rate

constants is directly proportional to that of the differentiation process. It

should be noted here that the closer the X0ox - tox data points are, the

more accurate the calculation of the oxidation rate constants will be.

In the case of oxidation of <111> oriented silicon in dry oxygen, Deal

and Grove [5.11 used the second method to calculate the rate constants. From

the different values of T for temp~eratures in the 7000 - 1200%C range, corres-

ponding values for Xij were obtained and a constant value of 230 A was adopt-

ed. The value of Xi used in the extraction of the rate constants has not

been constant in the literature over the years. Table 1 shows the different

P values adopted over the span of 15 years.

TABLE 5.1 HISTORY OF Xi

Reference Value of Xi

Deal & Grove, Ref. [5.1] 230 A 30 A

Hess & Deal, Ref. [5.11) 160 t 40 A

Razouk, Lie, & Deal, Ref. [5.9) 40 t 0 A
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5.2.3. Effect of Xi or T on the Value of B & B/A:

The value of Xi adopted in this study was obtained by maximizing the

number of (Xox, tox) data points that fit a linear-parabolic relationship.

Henceforth, this value will be referred to as the optimum Xi. This value of

Xi was obtained by plotting (Xox + Xi) vs. tox/(Xox - Xi) for different values

of Xi. Fig. 5.4 shows a typical example.

It was found that for values of Xi close to the optimum value, the data

could be fit to a straight line down to a thickness Xc . Xc was found to

* be a sharp function of Xi. For data below Xc, the plot deviated sharply

from a straight line due to the fast initial regime.

It is important to note that if the data correspond to oxide thicknesses

greater than Xc, a straight line (Xox + Xi) vs. tox/(Xox - XI) plot is ob-

tained for a range of values of Xi, smaller and larger than Xi (opt). In

*Fig. 5.4 it is observed that:

0 If Xi = Xi(a) > Xi(opt), B is larger and (B/A) is smaller than the

rate constants obtained with the opt. Xi (Fig. 5.4a). The

linear-parabolic relationship fits the data beyond Xc(a) where Xc(a)

> Xc(opt) (Fig. 5.4b).

* If Xi = Xi(b) ( Xi(opt), B is smaller and (B/A) is larger. The

linear-parabolic relationship and the Xox - tox data intersect at

point P (Figs. 5.4a and 5.4b). The thickness beyond which the linear-

parabolic relationship fits the data Xc(b) was also found to be larger

than that in the optimum case Xc(opt) (Fig. 5.4b).

To estimate the error in the rate constants caused by improper values of

KX, a set of Xox - tox data were generated using the following expression to

4 simulate the initial fast regime:
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(Xo2(t) - Xo2 (o)) + A(XoM(t) - Xox(O))

Bt + K I - et/ ) + K2 I2 (1 - t/ 2)

The values of B, B/A, Xox(o), KI, TI, K2 and T2 used were the values

obtained experimentally from the (100> - IOOOC - 100% 02 data in simulating

the initial regime. These were:

B - 28590 A2/min

B/A - 8.65 A/,min

The oxidation rate was obtained by numerical differentiation.

An inverse rate plot resulted in a straight line (beyond the fast initial

regime as shown in Fig. 5.5). It is seen that the linear-parabolic

relationship applies beyond 400 A. The rate constants obtained from the

straight line fit were identical to that used in the generation of the Xox-

tox values. Using the optimum Xi method, a value of 118 A was found. The

(Xox + Xt) vs. tox/(Xox - Xi) plot obtained is shown in Fig. 5.6 and the rate

constants found from the straight line fit were:

B - 28520 A2/min

B/A - 8.66 A/win.

which are practically the same values used in the simulation (( 0.25% error).9

This analysis shows that the optimum Xj technique should be used for

extracting the linear and parabolic rate constants.

Table 5.2 summarizes the results obtained for the rate constants when

using other values of Xj between 100 A and 140 A as shown in Fig. 5.6.

From Table 5.2 it is seen that in the case of X1 a 140 A the error in B and

B/A is approximately 30% and 10%, respectively. In this case, Xi is only

22 A away from the optimum value of Xi.
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Table 6.2

, X (A) S(A2/min) S/A(A2/in) t Error 8 I Error W/A

100 24360 9.36 .14.61 * l.971

110 26030 9.01 - 8.71 * .gS9

120 29410 8.$6 * 3.001 - 1.171

130 32970 8.19 #IS.61 - S.461

140 36640 7.8 ,tN.28 - 9.041

Therefore, using a value of X different from the Optimum value would

result in a good empirical fit to the data beyond a thickness Xc. However,

the details of the physics of the oxidation process might be lost. Consequent-

ly, the rate constants should be obtained either by the optimum t technique

or the inverse rate technique. These thods have been shown to yield the

saw results and still contain all the physical information of the problem

involved.

In this Investigation, (100), <111), and (II0) oriented silicon wafers

were oxidized in dry 02 up to a thickness of S0 - 600 A. The growth was

monitored by a high-temperature In-situ automated ellipsometer (S.9]. The

linear and parabolic rate constants were obtained by optimizing X as

detailed ea-lier.Table 5.3 summarizes the results obtained for S different

tem ratures in the 800 - 1000C range. Besides values of 8 and SiA, the

opt~mum value of Xt is also shown. It should be noted that for (100) and

(111>, xi(opt) decreases with temperature. For the case of (110), Xt(opt)

is practically constant with temperature.

5.2.4. Parabolic Rate Constant

The parabolic rate constants are shown for (I00>, (111), and (110) in

Fig. 5.7a, 5.7b, and S.1c, respectively. The values obtained by the Optimin
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Rate Constants Extraction using X

00

tox/(Xox-Xi) (min/Rng)

(a)

q Rate Constants Extraction using -T
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( tox + "T)/Xox (min/Ang)

(b)

Fig. 5.2: Linear and parabolic rate constants extraction:
(a) using XI, (b) using T.
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Rate Constants Extraction using Inverse Rate

(U-- Si

6 0

Oxide Thickness (Rng)

(c)

Fig. 5.2c: Linear and parabolic rate constants, extraction using an inverse
rate plot vs. thickness.

C.). .. X,

tj t.

Oxidation Time (min)
Fig. 5.3: Linear and parabolic rate constants extraction by shifting the

time axis to t1 and fitting the data beyond Xi.
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Effect of Xi on the Rate Constants
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Fig. 5.4: Effect of the value of Xj on: (a) the extracted values of B and

B/A, and (b) on the ftt1o the experimental data.
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Fig. 5.5: Rate constants extraction using the inverse rate method.
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Fig. 5.6: Effect of Xi on extracted rate constants. The plots shown are
for X1 - 100, 110, 120, 130 and 140 A.
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7. Si/Si02 INTERFACE CHARGES

T. Akinwande, C. Ho, J. Plummer

7.1 INTRODUCTION

As device dimensions shrink, and with the increase in importance of oxide

isolation, an improved understanding of the charges associated with the Si-SiO 2

interface is essential to the fabrication of IGFETs. Of particular interest are

the fixed oxide charge density, Nf, and the interface state trap density, Dit.

which affect the threshold voltage, I-V characteristics, leakage between devices,

breakdown voltages and transfer efficiency in CCO's. These charges become more

important in thin gate oxide IGFET's, tunnel HIS diodes and HESFETs with tunnel

barriers as these are some of the devices being considered for VLSI. It is well

established that these charges are dependent on processing conditions such as

oxidation time and temperature, pull time, annealing abient, temperature and

duration, and material properties such as surface orientation. Previous studies

have resulted in much valuable qualitative knowledge of the SI-SIO2 Interface

and reasonable control of the associated charges. Nevertheless it Is the concen-

sus ong Interface specialists that numrous questions are yet to be answered.

An example is the fact that there Is no quantitative model that describes the

dependence of these charges on process paraiters and mterial properties. Such

a model would be of great uSe in a program such as SUPREH, and moreover, It would

be of great help in understanding the oxidation process as wll as the optimiza-

tion of devices and process technologies.

7.2 CURRENT UNI)ERSTANDING Of XI( CHMGIS

The current understanding of the as-grown and annealed values of the fixed

oxide charge density lf is best illustrated by the Deal Qf triangle (7.1] in

Fig. ?.I. The upper curves represent as-grom values while the horizontal bottom

carve represents the annealed values. Lamb et. al. (1.Z] obtained a slightly
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different behavior of the innealed Nf values as shown in Fig. 7.2. The inter-

face state trap density Olt follows the saea pattern as the fixed oxide charge

density Nf but Dit magnitudes can be further reduced by a low temperature

hydrogen anneal C7.3] as in Fig. 7.3. These results have led to the development

of several qualitative models to explain the origin of the chargt4. The wost

important models are discussed below.

7.2.1 Excess Si or SI3 model [7.4 - 7.8]

The annealed properties of the fixed oxide charge Nf have led to the

belief that silicon point defects (Si!) or Incompletely oxidized Si atoms are

the origin of Nf. The fixed charges have been correlated with oxidation rate

(7.8] and thus an anneal In an Inert ambient Is equivalent to zero oxidation rate.

Similarly the low temperature anneal properties of Dt in hydrogen amients

[7.33 and high temperature anneals In chlorine [.S3 have led to the belief that

the origin of Ott is the small number of SI dangling bonds produced during the

oxidation process that remain in electrical communication with the substrate.

Closely related to the excess S1 model Is the oxygen vacancy model (7.6] In gaich

a chemcal reduction of the oxides by CO resulted In increased charge densities.

There are also models which postulate that an SlOx layer is responsible for the

charpes [7.73 and that annealing at high temperature Is equivalent to driving the

oxidation reaction to completion. Unfortunately chemical profiling techniques
p

such as XPS, AES, ASP, RBS, NS, etc. are not sensitive enough to draw definite

conclusions about the presence or absence of excess SI near the SIlSiOj inter-

face.

1.2.2 Lattice Mismatch (strain) Pbdels V.4. 7.9-111

Using lattice Pismatch and free volw* concepts, it has been shown that a

significant amunt of strain energy is stored in the bonds at the Si-Si Z
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interface [7.4]. It has been postulated that strained bonds and dangling bonds at

the interface could lead to states within and outside the Si bandgap [7.9]. Simi-

lar to this is the Strain Induced Charge Transfer (SICT) model in which strain in

the Si-O-Si bridging bonds leads to charge transfer between Si and 0 atoms [7.11].

Also similar to above mentioned models, is the idea that postulates that strain at

the interface leads to a semiconductor layer with band tails. It has been sug-

gested that these band tail states are the oriVin of interface trap states [7.10].

Other models inclke those in which SiO2 and Si are believed to form a het-

erojunctton. It is believed that a defect level exist% In the naro depletlon

layer formed between SI and S02, allowing electrons at the surface to tunnel to

various energy levels (7.12]. The Variable Energy VE model is similar In concept

7.13].

7.3 EXPERINITAL RESULTIS AND OISCUSSION

It can be seen from the above discussion that sach Is still to be un4erwstood

about the nature, origin and control of these charges. It was with this In mind

that we began a series of experiments in the past year, to understand their prop-

erties and origins.

Experiamts have been conducted on 4111) and (100) oriented n-type Si

(a) to investigate the possible dependence of the annealed values of the

interface charges on tqeerature,

(b) to investigate the behavior of the charges ander thermal cycling and

hence help determine if the charges have an equi'ibrfa value related

to temperature,

(c) to deteryine accurately the as-grwom values of the oxide charges at the

Si-SiOZ interface as a function of teMperature.

The variation of Ar annealed values of the fixed oxide charge Mlf with tea-

perature is shown in Fig. 7.4. Contrary to Published results (7.1j, we found the
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Fig. 10.1: Densities and fluxes of reactants in oxidizing silicon.
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Fig. 1U.Z: Pure interstitial in silicon lattice.
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Fig. 10.3: The split interstitialcy - two SI atoms sharing a single lattice
site.
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Fig. 10.4: The bond centered interstitialcy - d second possible configurtion.
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Fly. 1U.5: Single oxidation reaction
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Fig. tO.b: Creattoi, of silicon Interstitlalcy at interface.
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FiY. 10.7: Lattice fit at interface.
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11. OXIDATION ENHANCEMENT TECHNIQUES AND THE PHYSICAL MODELING OF SILICON OXIDATION

W. A. Tiller, Y. T. Thathachari, W. E. Dibble, Jr.,
I

D. N. Modlin, and E. M. Young

11.1 INTROUCTION

Although d great many investigators have probed the ideal and defect struc-

ture of silica both theoretically and experimentally, we still do not have a

completely acceptable picture of its structure that allows us to correlate crys-

talline vs. vitreous features. stoichiometric vs. non-stoichionetric features,

point defect vs. electron state features, interstitial vs. substitutional diffu-

sion features, etc. In the present atomistic modeling of the thermal oxidation

of silicon [11.1-11.4], the structure of the near interfacial region is of

crucial concern because this is thought to be a key deternining factor in its

role as d diffusion blocking layer (11.4) and in the formation of both fixed

oxide charge and interface charge states.

To shed more light on this picture, two theoretical and two experimental

studies were instituted some time ago, and some of their results will be reported

here: (1) steric origin of the Si-O-Si angle distribution in silica, (2) ener-

getic interactions of foreil, species with silica, (3) electric field-enhanced

oxidation of silicon, and (4) laser light enhanced oxidation of silicorn. A dis-

cussion of this work follows.

11.2 STERIC ORIGIN OF THE Si-O-Si ANGLE DISTRIBUTION IN SILICA

We initially partitioned the structural features into primary building block

considerations (the SiO 4 tetrahedron), dimer unit considerations (Si207 species)

and ring structure considerations. The basic structural unit in silica is the

oxygen tetrahedron surrounding a silicon interstitial with a free energy of

formation -98% of the total free energy of formation for any of the silica

280

limml mli n ..



polymorphs [1.5]. Negligible deformation occurs in these tetrahedral units as

* they corner-share bridging oxygens to form the different polymorphs. Thus, a

description of these various structures reduces to a description of the relative

orientation of adjacent tetrahedra; i.e., the dimer unit.

We have found that the dimer units can be fully characterized in terms of

the three angles 0, 61 and 62. The angle 0 is made by two silicons at the bridg-

ing oxygen and is commonly called the TOT angle (-1440 in quartz). The dihedral

angles 61 and 62 give the degree of rotation of these two tetrahedra at fixed

0 relative to a chosen reference frame. The dimers combine to form ring struc-

tures in three dimensions which become the major macroscopic structure determin-

ant. It appears that dimer parameters leading to rings other than 6-membered

(Si6018 ) are unlikely to exhibit long range order. Our first significant success

with this new modeling approach has been to show that all the crystalline poly-

morphs of Si0 2 can be generated form a remarkably small set of values of 0, 6

and 62.

Most recently, the constraints on closed n-ring assemblies (Sin 0 3n) have

been assessed to identify those constraints leading to possible vitreous struc-

tures. Vitreous silica data suggests a distribution of TOT angles from 1200 to

1800 with a peak at -144 0C [11.6,11.7]. The origin of the TOT angular distribu-

tion has been discussed by many investigators [11.8-11.12] and many factors have

been suggested as determinants of this angle; i.e., the covalent energy of the

Si-O bond, the coulombic energy, the non-bonded Si-Si interaction in the dimer,

etc. While these factors are undoubtedly relevant to determining the correct TOT

angle distribution, in our studies we have found the 0-0 separation to be a sin-

gularly important and restrictive criterion for determining the dimer configura-

tions.

A detailed investigation of interatomic distances in all known silica

polyniorphs showed that the 0-0 separation was considerably larger than the van
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der Waals, or non-Donded contact, distance of 2.9 A. We decided to make the 0-0

distance a restrictive criterion in d Monte Carlo study of acceptable TOT angles

for three dimensionally connected silica dimaers and trimers. We will discuss the

dii er study here.

In the dimer study, we assumed perfect tetrahedra with a Si-U bond length of

1.6U A. We chose one of the two tetrahedra as a reference and fixed it in space

as illustrated in Fig. 11.1. Here, the bridging oxygen, U1, is chosen as the

origin while U 2 define the x-axis. The x-y plane is defined by Si, along witn

U1 and U* The Si1 lies on the perpendicular bisector of 01-U2 which is parallel

to the y-axis. The line 03-U4 is pdrallel to the z-axis. Tie position of the

second tetrahedron, defined by 05, 06, 07 and Si2, is deterwined by three angles

These angles are chosen as the Euler angles, a, 8 and y.

The second tetrahedron can be derived froiii the first by (i) rotation about

the x-zxis by angle a (framie x, y', z'), (ii) rotation by angle 8 about the new

z' axis (frahie x', y'', z') and (iii) rotation uy angle y about the new x' axis

(frame x', y'.", z"). From Fig. 11.1, it is easy to see that the angle 8 is the

angle 05-01-U2* The angles y and c can be considered as dihedral angle rotations

around 01-02 and about 0 1-0, respectively, with the reference plane being the

being the plane U -0U -0 In our dimer study, the angles a, 8, and y are chosen5 1 2*
as rdndom values uniformly distributed in the range U-3bU° . No syiunetry rela-

tions for these angles were invoked because we wanted to avoid any possible bias.

For each of the dimers thus specified, the TOT angle was calculated from the

Si-Si distance. The U-U and Si-O distances for atoms in different tetrahedra

were then computed, and if any U-U distdnce was below our allowed miniaum of 2.9

A, the dimer was abandoned as not having passed our restrictive criterion. A new

diimr was then chosen Dy another random triad of angles. If all the U-U dis-

tances were larger than 2.9 A, the dimer was accepted and its maximum O-U
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distance noted (saved for future reference). Both the sample pool, based on 2400

C diriers, and the accepted dimer distributions of TOT are shown in Fig. 11.2.

When no restrictions whatsoever are placed on the three dimer angles, it can

be shown that the TOT distribution follows a sine curve as observed in Fig. 11.2.

* The shaded area represents the distribution for the accepted dimers; i.e., those

where the 0-0 distance is not less than 2.9 A. This distribution has cutoffs

near the 1200 on the low end and 1800 on the high end of the scale with a maximum

at -1450, all in excellent agreement with the experimental observations for

silica. This result is the remarkable consequence of a single stipulation on the

minimum acceptable 0-0 separation (2.9 A) in adjacent tetrahedra and is not based

in any way on a specification of detailed energetic considerations.

For these distributions, we chose boxes of 100 width and thus expected the

frequency of occurrence of the three dimer angles a, a and y to be -67 on the

average. As shown in Fig. 11.3, this expectation is met for the three angles and

they are seen to be uniformly distributed over the entire 0-360*C range.

Our finding, simply stated, means that based upon purely geometrical consid-

erations, when adjacent tetrahedra assume random orientations, the TOT angles

have a distribution centered around 1440 and extending to 1100 and 1800 on the

sides. This result does not mean that, in a given structure, there should be at

least a pair of oxygens in the adjacent tetrahedra of the dimer with a separation

of -2.9 A. The actual separation found in a particular structure and consequent-

ly the TOT angle may be determined by a numbet ,ther criteria, among which are

the long range forces that determine the closec tructures plus the dimer

and trimer configurations.

Since the observed minimum oxygen separation in silica is much larger than

the 3.0 A usually expected in molecular structures, one might wonder if there is

another potential function operating to yield a larger 0-0 contact distance, say
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-3.4 A. However, scrutiny of the low quartz structure shows us that the minimum

0-0 separation in adjacent tetrahedra is not between units sharing a corner but

between units linked by an intervening unit; i.e., a trimer. Although the mini-

mum 0-0 distance is 3.4 A in the dimer, it is 3.30 A in the trimer. Thus, the

minimum 0-0 separation in a particular dimer is probably associated with the

connectedness of that dimer to its adjacent ring structures.

Considering the accepted dimers of Fig. 11.2 a step further, we sorted them

in terms of the minimum 0-0 separation using boxes of width 0.2 A and found the

TOT angle for each box; i.e., the average plus the standard deviation. These

results are presented in Fig. 11.4. Here, the vertical dimension in the

histrogram is the standard deviation of the TOT angle for the box. For example,

with a minimum 0-0 separation of 3.3 to 3.5 A, the TOT angle is -140*. Clearly,

the small values of the minimum 0-0 distance correlates with the smaller TOT

angles. The observed minimum separation and the TOT angles in known polymorphs

of silica are in reasonably good agreement with this curve.

We may now ask if the stipulation of a minimum 0-0 distance is qualitatively

different from a stipulation that the Si-Si separation is not to be less than 3.0

A, say. Our answer is yes! While the former naturally leads to the observed

distribution of the TOT angles, the minimum Si-Si separation fixes only the mini-

mum TOT angle. Finally, our results are helpful in a specific manner in the

modeling of amorphous silica. Instead of starting with a distribution of the TOT

angle, we need only a minimum allowed 0-0 separation and a random distribtuion of

the dimer angles. We can then use the dimers from the accepted pool as described

above to build more extended structures.

11.3 ENERGETIC INTERACTION OF FOREIGN SPECIES WITH SILICA

We have used the CNDO/2 molecular orbital method to obtain the interaction

energy between various Si0 2 symmetry fragments (dimers, trimers, n-rings,
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etc.). The recent work of de Jong [11.12,11.13] showed that the minimum cluster

of atoms necessary to model the valence state of the bridging oxygen and those of

neighboring silicon atoms in silica glasses consists of two SiO 4 tetrahedra

sharing a bridging oxygen, as illustrated in Fig. 11.1; i.e., a dimer unit. In

order to account for the effects of the surrounding structure, de Jong [11.13]

required that four criteria be satisfied: (1) all the orbital energies, Ci, of

the occupied molecular orbitals should be negative, (2) the total energy, ET,

should show a minimum in its variation with TOT angle, e, and e - 140% to be

consistant with the radial distribution function for silica glass, (3) the bind-

ing energy of the molecule should be negative or close to zero and (4) the bond

overlap population and other relative measures of bond energy should be consis-

tent with the geometries and dimensions obtained from silicate structures. de

Jong [11.13] found that the molecule H6Si2O7 fulfills these conditions.

By placing hydrogen atoms on the non-brfdging oxygens in H6Si207, the

electron density on the molecule could be decreased, and by suitable choice of

the orbital exponent, bonding parameters and orbital electronegativity for hydro-

gen, identical overlap calculations for all Si-O bonds in the cluster resulted

and identical charges on all the oxygen atoms were found. This is what one would

expect for an average linkage in a completely polymerized silicate melt.

The fundamental chemical basis of our modeling using CNDO/2 is that chemical

reactivity is determined solely by the electronic structure of the clusters of

atoms used in the calculations. de Jong and Brown [11.12] calculated several

electronic spectra for H6Si2O7 using CNDO/2 and showed them to be nearly identi-

cal with the experimentally derived spectra for vitreous silica. Thus, because

of the close similarity of electronic structure, it is felt that the H6Si207

cluster will serve quite well to model chemical reactions between the

bridging oxygens and various interstitial species.
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Our approach to the present study is to start at the simplest silica struc-

tural element, the dimer, and proceed through the trimer to the various n-rings

lying almost in a plane and finally to the most complex structural element, a

series of n-rings connected three-dimensionally. Our previous computer program,

inherited from de Jong [11.13], only allowed the handling of 82 orbitals so that

a tetramer ring unit in a pseudoplane was the largest structural element that

could be treated. This program is being expanded to handle 256 orbitals, but the

present results are with the old program. Some additional limitations of the

present method are that (i) the Si-O bond lengths are not optimized for minimum

total energies, (ii) the reaction energies are determined only at OK and (iii)

these calculated energies are not absolute so that only relative energies between

different species or conditions are likely to be relevant.

11.3.A Interaction Energies with the Dimer Unit

Using the H6Si2O7 molecule in the eclipsed conformation, a neutral or

charged species, X, is placed on the bridging oxygen in the upward direction at

distance d from O(br) and lying in the Si-O-Si plane as illustrated in Fig.

11.5a. The total energy, ET, is calculated. The reaction equation to evaluate

the total energy change, AET, is of the form

H + H6Si20 + H6Si 207 Xa; AET E E P - Z ER  (11.1)P R

where a, P and R refer to adsorbed, product and reactant, respectively. To date,

we have obtained the data presented in Table I for the parallel 11) and

perpendicular (.) configurations of the molecules; i.e., 11 or to the Si-O-Si

plane.

The minimum energy geometries were initially assumed to be those of the

highest symmetry. However, additional calculations on the reactions between 02

and O(br) in the dimer have shown that the total energy minimum actually occurs
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with the 0-0 axis bisecting the TOT angle but with one oxygen in the Si-O-Si

* plane while the other is out of the plane. Further calculations are underway to

determine the precise minimum in ET as a function of the rotation of the dia-

tomic molecule ad its distance from O(br).

11.3.B Intraction Energies with the Tetramer Unit

Using the H8 Si4O12 molecule in the tetramer form, a variety of species

X were placed in the ring at different coordinate positions, as indicated in

Fig. 11.5b. The reaction energy was minimized for X - 0 located at the

coordinates (0.5, 0, 0) with values of AET given in Table II for this and

other choices of X. In evaluating the energies for charged species, the electron

work function for SiO 2 was taken as 5.1 eV. From Tables I and II, we note that

SiI is an unfavored species where 01 is strongly favored, and we note that

the H20 interaction is stronger than the 02 interaction which is consistent

with the experimental solubility data for SiO 2 .

11.3.C Formation of Vacancies and Frenkel Defects

CNDO/2 calculations using normal bonding parameters yield equilibrium Si-O

distances, d(Si-O), greater than the values found in natural silicates. This led

to problems in calculating ETfor VO . To decrease the calculated equilibrium

values of d(Si-O), it was necessary to increase the orbital exponent of Si,

Si, from its normal value of 1.383 [11.13] to 1.86. This contracts the Si

orbitals and produces a minimum in the total cluster energy at d(Si-O) =1.61.

Using both dimers, D, and tetramer, T, as the reactant species, Table III

provides the values of AET for various product species. Most important, we see

that the decomposition of two dimer units at the silica surface to produce two

V0 plus an 02 gas molecule is strongly favored as is the reaction to form

V0 + 01. In addition, Frenkel defect formation in the bulk silica due to the

reaction of 4 tetramers; i.e.,
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4T + 2 (T-Vo) + 2(T-0); AET = +3.32 eV (11.2)

is also well favored with a Frenkel defect formation energy of 1.61 eV. This is

a likely candidate for determining the bulk V0 and 01 population for SiO 2.

The values of AET for these reactions are given in Table III.

11.3.D Interaction Energies with Various Trimer Units

A variety of trimer structures, such as illustrated in Fig. 11.5c, have been

considered. Comparing total energies of clusters having the same condensation

(condensation _= numer of bridging oxygens/number of nor-bridging oxygens) but

different configurations, one finds virtually no energy difference between them

(AE-100 cal/mole). The large number of naturally occurring polymeric silica

species undoubtedly results from the minimization of the total free energy via a

large configurational entropy.

When the silica condensation (O(br)/O(u-br)) is changed, however, larger

energy differences between clusters are observed. An interesting relationship

between Si tetrahedra of differing condensation has been evaluated. For example,

the total energy of an isolated Si tetrahedron with no O(br), QO, is -78.382

atomic units (a.u.) for the standard parameterization. The situation for Q1

(one(br) per tetrahedron), Q2 and Q3 are respectively -69.008 a.u., -59.089

a.u., and -49.170 a.u. Thus, the energy per bridging oxygen bond created is

about +10 a.m.

11.4 ELECTRIC FIELD ENHANCED OXIDATION

For our negative point experiments, the Si wafer rested upon a quartz plate

at a distance of 0.5 cm below the platinum needle indicated in Fig. 11.6 and a

negative voltage was applied to the needle. Some results are shown in Fig. 11.7

which give oxide thickness profiles on Si <111> substrates for oxidation times of

0.25, 0.5, 1.0, 2.0 and 4.0 hours at 9000C in pure 02. The needle current was

held at -51jA during these experiments.
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The bell-shaped profiles of oxide thickness mimic those of the ion beam

intensity such that the peak in oxide thickness lies directly below the tip of

the point electrode and the constant background level occurs where the beam

intensity has fallen to zero. The peak oxide thickness is plotted as a function

of time in Fig. 11.8 for this 900 0C data. Here, each data point is the average

of several identical experiments.

Both Si <111> and Si (100> data exhibit similarly cancave-upward curves with

the <100> lying below the <111> for short times and being almost identical for

long times. These results can be readily explained by noting that, at short

times, the growth curves approach that of the native oxidation process while, at

long times, the growth rate is dominated by the ion flux and approaches a unit

slope on the log-log scale. If we make the assunption that the flux of oxidant

due to the ion beam is independent of that due to the native growth process and

that linear superposition holds, we expect that

X B(r) = XN + XE (r) (11.3)

where B, N, E and X refer to beam, native oxide, enhancement and thickness, res-

pectively, while r refers to the distance coordinate from the beam axis. Since

XE is proportional to t while XN is proportional to t1/ 2, the former domin-

ates at long t while the latter dominates at short t.

One of the most striking features of the negative point results is the rela-

tive insensitivity of the oxide thickness profiles to changes in temperature (see

Fig. 11.9). As the temperature is increased, the peak oxide thickness, XB(O),

remains relatively constant at 875 A for I =-5u~A when one corrects for ion beam

flicker which disappears at -700*C. At T =700'C, XB(O) begins to increase

reaching 1200 A at 1000*C. This change is mainly due to changes in XN with T

because we expect that
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4

XE(O) : Jpt/qNo  (11.4)

where Jp is the peak current density, t is oxidation time, q is the magnitude

of the electronic charge and No is the density of 0 atoms in SiO 2.

The value of Jp is measured in a room temperature apparatus and is assumed

to be independent of T, although first order analysis predicts it to decrease

slightly with increase of T. It will also decrease slightly with increase of I

because of charge repulsion effects. Assuming a value of XN - 20 A at low teii-

* peratures, one calculates XB(O) - 820 A for I = -5pA, t = 1 hr, and No =

4.5 x 1022 atoms/cm3 . This agrees fairly well with the value of 875 A extra-

polated from Fig. 11.9.

As T increases above 700°C, XN contributes more strongly to XB and, at

950C with I = -5PA, XN accounts for a thickness increase -30% over the due

solely from XE(O). At 700'C, for t = 0.5 hr, XN - 40 A, as seen in Fig.

11.10. At these low temperatures, the ion beam flux essentially dominates the

growth process.

11.5 LASER LIGHT ENHANCED OXIDATION

Over the course of this past year, our work in the area of photon-enhanced

oxidation of Si has uncovered several interesting results. One experiment util-

ized a Lexel argon-ion continuous laser to generate a photon flux of selectable

photon energy and adjustable intensity. Only one wavelength of the five most

oowerful wavelengths (2.4 eV, 2.5 eV, 2.54 eV, 2.6 eV and 2.7 eV) is utilized at

a time. The beam was directed into a thermal oxidation furnace so as to hit the

*center surface of a vertical sample of Si at a few degrees off of the surface

normal (see Fig. 11.11). This slight angle avoids multiple-reflection measure-

ment errors in beam power density. Except for the presence of the beam spot, the

silicon sample was otherwise exposed to typical thermal oxidation processing.

Typical oxidation conditions were 2 hours at 9000 C in dry 02 which result-

ed in control oxides of - 450 A and - 300 A for the <111> and <100> orientations,
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respectively. The peak oxidaton enhancement (measured via ellipsometry) varied

linearly with beam power density and was in the 3% to 30% range. Experiments

were also carried out at low but conste'it beam power density, while the photon

energy was varied. In this case, the percent oxidation enhancement was observed

to increase linearly with beam wavelength. Thus, the enhancement is largely a

photonic effect rather than a thermal effect.
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Table I

x+ H S12O0 Eclipsed Dimer (TOT =143.60, =1.383)

Ad Species, X AE T (e0)

F 2(11) -0.0130 1

H 2(II) -0.03035

0 2(1I) -0 .09106

N 2(1iI) -0 .28620

H 20(11) -0.39027

C1 2(I I) -0 .41195

OH (II) -0. 737 18

HCt(II -1.24453

co2(I -1.51771

H + -13.7462

0 -8.897

0 -0.6608

4Si +8.717

Si +++29.22

0 2( )-3.54
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Table II

Xa + H8Si4012 Tetrainer Ring (TOT = 143.60)

Ad Species, X Ring Position AET (eV)

0 (0.50, 0, 0) -3.04

0 (0.50, 0, 0) +9.7

0++  (0.50, 0, 0) +9.0

02 (0, 0, 0) +7.387

H20 (0, 0, 0) +9.84

H+  (0, 0, 0) -10.28

OH- (0, 0, 0) +1.88

293



Table III

Point Defect Formation Energies

Reaction Species Product Species AE T (eV)

D D-V + 0(g) +8.97
0

2D 2D-V + 0 (g) +0.50
0 2

D D -V + 0(g) +0.28
0

D D + 2e +45.60

2D U-V + D-U -1.07
0 1

2D D-V + D-0 +21.75
0 1

3T 2(TOV ) + T-0 (0,0,0) +7.88
0 2

T + T-0 (0,0,0) 2(T-0 )-4.56
2I

4T 2(T-V )+ 2(T-0 )+3.32
0 1

T T - V + 0(g) +8.90
0
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Fig. 11.1: (a) Tetrahedra dimers. (b) Coordinate system used. x,y axes are
marked. z-axis is perpendicular to the plane of the paper. a, 8
and I a-e the three angles defining the dimer.
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Fig. 11.2: Distribution of the TOT angle: the X-axis is the TOT angle in
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angle in1 boxes of width 10 degrees. Shaded area represents the4 distribution in the dimers with oxygen-oxygen separation not less
than 2.9 A. The expected distribution of the TOT angle with no suchrestriction is a sine curve shown in dashed lines. 519 dirners were
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Fig. 11.3: The distribution of the three dirier angles a, 8 and y: the x-axis

is the angle in degrees, the y-axis is the number of dimers with the

particular dimer angle in a box of width 10 degrees. The horizontal

lines mark the average of 67, the expected value for the 36 boxes of

width 10 degrees, for a total sample of 2400 dimers.
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Fig. 11.4: The x-axis is the minimum 0-0 separation, rm, in the accepted diniers
in boxes of width 0.2 A. The y-axis is the average TOT angles for
the dimers in each such box, the vertical line representing the
standard deviation in the angle.
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Fiy. 11.5: Schematic illustrations of adsorption of species X to various silica
fragments at distance d, (a) silica dimer, (b) silica tetramer ring,
(c) silica trimer.
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I Fig. 11.6: Schematic illustration of system for applying an electric field to

an oxidizing Si wafer.
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Fig. 11.7: Oxide thickness profiles due to the ion beam at I = -5P.A for a 900%C
0 oxidation with a Si <111> substrate and various times.
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= 1 hr on a Si <111> substrate.
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Fig. 11.10: Oxide thickness profile for <111> and <100> Si orientations at
7000C, I = -5uA and t = 0.5 hr.
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12. ION IMPLANTATION RANGE STATISTICS

L. A. Christel, J1. F. Gibbons

12.1 INTRODUCTION

Ion implantation has found extensive use in introducing controlled quanti-

ties of impurity-dopant atoms at desired depths into the target substrate in

silicon integrated circuit technology. In this process, the impinging dopant

ions enter the sample and deposit their energy in a complex series of scattering

events, eventually coming to rest in a spatial distribution within the target.

The use of ion implantation in silicon integrated circuit fabrication has

some distinct advantages over doping by high temperature diffusion processes.

The total dose of impurities can be precisely controlled by accurate monitoring

of the ion beam current and time of exposure. The maximum concentration of the

implanted ion distribution may be placed at any desired depth by appropriate

selection of the ion energy. It is even possible to customize the ion profile by

performing multiple implants at various doses and energies.

The reproducihility and uniformity across the wafer, and from wafer to

wafer, which are obtainable using ion im~plantation are essential for such appli-

cations as boron implants for threshold control in silicon-gate n-channel MOS

transistors. Further, as such devices are scaled to smaller dimensions with gate

4 oxide thicknesses approaching 200 A or less, the requisite shallow source-drain

junctions are achievable and perhaps practical only with ion implantation.

As implantation applications grow in number and significance, detailed

4 understanding and accurate modeling of the process and its applications corres-

pondingly become more essential. Such modeling also can no longer be considered

n a one-dimensional "isolated" sense. Rather, as device dimensions shrink both

* laterally and vertically, interactions of implantation with other processes
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involved in IC technology may dominate such very small structures. Two-dimen-

sional modeling of such interactions becomes vital and additionally will contri-

bute enormously to understanding the basic physical mechanisms of those other

processes themselves.

The successful utilization of ion implantation depends on the ability to

predict and control the electrical effects which result from given implantation

conditions. To this end, the ion stopping theory of Lindhard, Scharff and

Schiott (LSS) [12.1-12.5] has proven invaluable as a means of approximately

predicting primary ion range and damage distributions in semi-infinite targets.

The LSS theory is used to calculate spatial moments (i.e. the mean and standard

deviation) of the distributions, from which actual profiles must be constructed.

Unfortunately, the LSS approach suffers from several distinct drawbacks. Speci-

fic areas of the implantation process itself as well as its implications and

interactions have not been well understood nor adequately modeled.

As in the threshold control application already noted, practical device

processing very frequently involves implantation into target structures composed

of a substrate on which one or more thin films of varying compositi.,r ,au :Cen

grown or deposited. LSS thpory assumes an isotropic or amorphok; semi-infinite

target. The effects of such a multi-layered target on the ion range distribution

are not considered. Also not modeled is the experimentally observed dopant

profile's deep channeling tail that results from ions scattered into the rela-

tively open "channeling" directions of the crystalline silicon substrate.

Furthermore, "knock-on" atoms from a masking surface layer which are recoiled

into the substrate from collisions with the primary ion beam can critically

affect electrical properties and device performance. This "recoil implantation"

process also cannot be analyzed by LSS theory.

The substrate itself can be severely damaged by implantation. An initially

crystalline substrate may be driven amorphous or large densities of vacancy-
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interstitial point defect pairs created. Such damage distributions are integ-

rally involved in implant annealing activation, but have not been adequately mod-

eled. An approach similar to that of LSS has been used by Winterbon et. al.

[12.6] to calculate energy deposition profiles. In this case however, the

assymetry of such profiles necessitates the use of many moments for an accurate

description. In addition, non-nuclear effects including electronic stopping hust

be neglected.Brice [12.7] has circumvented these problems to some extent by using

a variation of the LSS moments approach to determine the more symmetric intermed-

iate range distributions, and then calculating energy deposition profiles direct-

ly from these. Unfortunately, such approaches again require the assumption of a

homogenous target and therefore fail to address the problem of multilayered

me di a.

As device geometries diminish and new structures develop, understanding and

modeling of all these aspects of implantation, as in SUPREM, will aid immeasurab-

ly in optimizing processes and minimizing costly and time-consuming empiricism.

12.2 BOLTZMANN TRANSPORT EQUATION APPROACH TO RANGE STATISTICS

During the past several years, emphasis in this project has been oriented

very strongly toward modeling of the detailed mechanisms of the implantation pro-

cess itself. A new approach for the direct calculation of primary ion and recoil

range and damage distributions was one major development. By numerical integra-

tion of the linearized Boltzmann transport equation, ion range and damage distri-

butions in multilayered targets, including recoil effects, have been successfully

wodeled [12.8].

In this transport equation (TE) approach, quantities of interest are deter-

mined by calculating in an step-wise 'fashion the momentum distributions of both

primary and recoil particles as a function of distance z from the target surface.

It is asined that the target is amorphous or aligned in a rando, direction and

possesses translational syimetry in all directions parallel to its surface. Thus
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only two components of momentum, or equivalently an energy and direction cosine,

are necessary to describe a particle's state of motion. Let F(*,z)d be the

number of particles (integrated over time) with momentum in the interval dP about

p at depth z. There will be one such distribution function for each projectile

type. The spatial evolution of each distribution is governed by the Boltzmann

transport equation:

= NJ F )da(p' + ) ()do( + P) +Q(+*) (12.1)
3Z Cos e+. Cos e+

p

Here for simplicity we assume a single element target with number density N. The

total differential scattering cross section do(+ + +') represents a differential

area presented to an incident ion by each target atom. Any ion which enters this

area with momentum p is scattered to momentum P'. A particle which scdtters to a

momentum (or energy) below some fixed limit is considered stopped, and is removed

from the distribution. In this way the range profiles of both primary and recoil

particles are generated. The quantity Q is a generation term which (for recoils)

allows particles to be created from rest.

IP The distribution functions are assumed known at the surface plane z = 0.

Recoil distributions are identically zero there, and the momentum distribution of

the primary ion is taken to be a delta function:

F(+,O) = 06( - o) (12.2)

where 0 is the total dose (per cm2 ) and p is the (unique) momentum of ions in

the incident beam. With these initial conditions, the coupled transport equa-

tions are integrated numerically to determine the distributions at all depths z.

Crossing a material interface, as occurs in a multilayered target, necessitates

309



changing only the number density and cross sections to quantities appropriate to

the new material and continuing the integration. No changes occur in the momen-

tum distributions because these are continuous functions of z for any target com-

position. Such an approach is thus easily applied to targets of practical inter-

est.

In the past several years, elaboration of the transport equation model and

implementation in a computer program have remained a major thrust of the work.

q Some of the many possible types of calculations, including recoil range distribu-

tions and stoichiometric disturbances iii compounds, have been described in last

years annual report and in several related publications [12.9,12.10,12.11].

During the past year, specific areas of activity have been:

1. Calculations of the total numnber of oxygen atoms which are recoil implanted

from Si02 films into silicon during through-oxide implantation.

-*2. Development of a displacement criterion which can be used in conjunction

with calculations to predict the extent of amorphous layers produced in

silicon during implantation.

3. Improved calculations for very light ion implantation.

4. Initial investigation of very low energy ion implantation.

12.3 OXYGEN RECOIL YIELDS

As described in last year's annual report, the TE approach can be used to

calculate the spatial distribution of oxygen atoms which have been recoil im-

planted into a silicon substrate during through-oxide implants. In addition, a

simple procedure was developed which allows one to approximate the oxygen recoil

distribution for arbitrary ion energy and oxide thickness. The approximate con-

centration C(x) at distance x from the interface is assumed to be of the form

C(x) =Ae-x/L (12.3)
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where the parameters A and L are given by

~[

A =( A) " 8.7 • 104  exp v.-x)J [cm '3] (12.4)

L = 3.75 dE0 [A] (12.5)

where

E0 = incident ion energy (keV)

to = incident ion dose (Cm- 2 )

tox= oxide thickness (A)
t

Rp = projected range of ion in SiO 2 (A)

/pp

An example of a recoil oxygen distribution is given in Fig. 12.1 where we

compare the TE calculation for 200 keV As implanted into 1000 A Si02/Si with

the experimental results of Magee et al. [12.12]. One can see from the figure

that although the exponential approximation agrees well in the deepest part of

the distribution, there is significant disagreement near the interface.

One can correct for this discrepancy if one considers the recoil yield,

defineu as the ratio of the total number of recoil atoms in the substrate to the

number of incident ions. Experimentally, the recoil yeild is obtained by inte-

grating the recoil range distribution and dividing by the incident dose. Since

the recoil distribution is a maximum at the interface, the integral of the

distribution, and hence the recoil yield, will be dominated by those recoil atoms

which cross the interface with the lowest energies. These recoil generally res-

ult not from collisions involving the primary ion, but from secondary and higher
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order collisions involving recoils which have been generated earlier in the film.

Such "cascade" recoils are more difficult to account for in calculations.

When calculating the recoil range distribution, the recoils considered are

*only those which are created with an energy above some threshold (typically 1/40

of the initial ion energy). The neglect of these recoils has a negligible effect

on the deeply penetrating part of the recoil distribution, but critically affects

the value obtained for the total number of recoil atoms crossing the interface,

and hence the recoil yield. In order to account for these cascade recoils, a

modification of the TE calculation was made. With this modification, any recoil

which is created by a particle moving with energy greater than the threshold is

included.

In Figs. 12.2-12.4 are presented the results of calculations for the oxygen

recoil yield as a function of oxide thickness for boron, phosphorus and arsenic,

respectively, each at two different energies. One expects the recoil yield to be

a maximum when the interface occurs at the depth of maximum energy deposition,

typically about 0.8 times the projected range of the incident ion. This behavior

is confirmed by the fact that the projected ranges (indicated by arrows in the

figure) are slightly greater than the oxide thickness corresponding to the

maximum recoil yield.

The yields presented here are higher than would be obtained by integrating

the approximate exponential profiles. The extra yield is almost entirely con-

tained in the first few hundred angstrom of the substrate. Thus these results

can be used to correct the exponential approximation if the additional yield is

assumed to lie near the interface.

A reasonable procedure would be to add a second exponential profile charac-

terized by decay length L' and prefactor A', such that the total yield Y satis-

fies OY=AL+A'L'. The question then is how to determine A' or L' (Since Y is
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known, only one of A' and L' must be determined). One possibility is to assume

that L' is equal to the range of the highest energy recoil which is neglected in

the calculation of the recoil range distribution. Consider again the example

illustrated in Fig. 12.1. A TE calculation indicates that the total yield in

this case is about 1.6, whereas the exp iential approximation implies a yield of

only 0.6. The recoils which are originally neglected are those with energies

less than about Eo/40 = 200 keV/40 = 5 keV. The projected range of 5 keV

oxygen in silicon is about 100 A. If we set L' = 100 A, then to account for the

excess yield we must have A' = 1021 cri-3 . The dashed line in Fig. 12.1 shows

the exponential correction with A' = 1021 c,11-3 and L' = 10-6 cm. It can be

seen that when this high yield correction is added to the original approximation,

the experimental results are reproduced very well.

le.4 DISPLACEMENT CRITERION FOR AMORPHIZATION OF SILICON

It has been known for some time [12.13,12.14] that the complete activation

of implanted dopants requires anneal temperatures of about 600°C if the substrate

has been rendered amorphous by the implantation. However, temperatures of about

1000°C are necessary to remove compensating point and line defects if the sub-

strate has been heavily damaged but is not amorphous. Since lower process temp-

eratures are almost always advantageous (e.g. to prevent wafer warpage and dopant

redistribution), it is of interest to determine the conditions under which a

crystalline semiconductor such as silicon is rendered amorphous by implantation.

Vook [12.15] found that curves of the dose necessary to render the surface

of silicon amorphous as a function of temperature for bo"on, phosphorus and anti-

mony ions, could be collapsed into a single curve if one considered not the dose

itself, but the amount of energy density deposited into atomic processes. This

energy densty was taken to be the dose multiplied by the quantity v/Rp where v is
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the total energy deposited into atomic processes per incident ion [12.16] and Rp

the projected range of the incident ion [12.17]. Such a procedure leads to the

conclusion that when the amount of energy density deposited into elastic atomic

processes exceeds a certain threshold, a continuous amorphous layer is formed.

Experimental evidence reviewed by Gibbons [12.18] and Vook [12.15] indicates that

this critical energy density lies in the range of 6-10 - 10 20 key/cm 3 for sub-

strates which are held at low enough temperature during implantation to insure

that all defects produced remain as stable damage.

Although this is a useful criterion for the production of an amorphous lay-

er, such estimates suffer somewhat from the fact that they do not acount for the

spatial distribution of the energy deposited into atomic processes. Since the

* time of Vook's analysis, both the calculations of Brice [12.16] and the TE calcu-

* lations [12.19) have shown that the damage is not uniformly distributed, but is a

maximum at a depth slightly less than Rp. Thus the simple energy density model

cannot, e.g., predict the extent of a buried amorphous layer which is known to be

produced by implantation of light ions such as boron into low temperature sub-

strates. To make such predictions, a more detailed knowledge of the spatial dis-

tribution of damage is necessary. The damage density profiles calculated by the

TE method give such information. Alternatively, one might use TE calculations to

determine the number of lattice displacements which occur at each depth. Relat-

ing the critical energy density to the nmber of lattice displacements is mnore

difficult because of the complexity of the recoil phenomena involved.

With the TE calculations, it is possible to determine quite accurately the

fraction of the silicon lattice which is displaced at each depth during ion im-

* plantation. In the calculations, the momentum distributions are used in conjunc-

* tion with the scattering cross section to determine the number of silicon recoils

produced per unit volume at each depth. Dividing by the number density of
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silicon (5 • 1022 cm-3) yields the fractional displacement of the lattice at

that depth. These results have been correlated with the extent of implantation-

induced amorphous layers which have been measured experimentally by channeling

and backscattering of MeV He particles.

In Fig. 12.5 we present the experiiental results of North and Gibson [12.20]

obtained by channeling and backscattering of 2 MeV particles, for the disorder

distribution resulting from implantation of 150 keV boron in silicon held at

liquid nitrogen temperature. The backscattering spectrum obtained with the

sample aligned in the <110> direction is normalized channel by channel to a spec-

trum obtained with the sample oriented in a random (non-channeling) direction.

Thus a value of 1.0 indicates complete randomness of the sample and this has been

found to imply that the sample is amorphous at that depth. The position of the

edges of the buried amorphous layer produced by the implantation are taken to be

the points at which the normalized yield drops half the distance to the lowest

yield outside the amorphous region (yields of about .62 for the left edge and .77

for the right edge). Thus the amorphous region in this case is observed to lie

between 0.15 and 0.55 microns.

Shown with the experimental data in Fig. 12.5 is the result of a TE

calculation for the fractional displacement of the lattice under the same implant

conditions, assuming displacement energies Ed (the energy necessary to remove a

silicon atom from its lattice site) of 10 eV and 20 eV. Comparison of the

calculated curves with the experimental results indicates that the fractional

displacement at both edges of the amorphous layer is about 8.5% for Ed = 20 eV

and about 12.5% for Ed = 10 eV. Thus in this case, it appears that about 10%

lattice displacement results in amorphous silicon.

The results of TE calculations indicate that the number of displaced atoms is

proportional to the energy density deposited into atomic processes. In Fig. 12.6

315



we compare the TE calculation with the results of Brice [12.16] for the energy

deposited into atomic processes under the same conditions as in Fig. 12.5. It

can be seen that for this case, in which the ion range distribution is known to

be highly skewed, the assumption by Brice of Gaussian intermediate range distri-

butions results in significant differences when compared to the TE calculation in

which the energy deposition is determined more directly. The dashed horizontal

line in Fig. 12.6 indicates the level of damage necessary to create an amorphous

layer using the energy denstiy criterion that 10 21keV/cm 3results in amorphous

silicon. Note that at a normalized depth of 1.2, the TE calculation yields

better agreement between the observed and predicted edge of the amorphous layer.

If one com~bines the energy density criterion with the 10% atomic displacement

criterion, one concludes that an average of 200 eV of deposited energy into atom-

ic processes results in one displacement, i.e., the average energy given to a

silicon recoil is about 200 eV.

Sriilar results for implantations of silicon into room temperature silicon

at 100 and 200 k V [12.19] indicate again that about 10% lattice displacement is

necessary to induce the amorphous transition at low temperature. Thus it appears

that the 10% displacement criterion is rather independent of ion mass and energy

as long as the sub~trate is held at sufficiently low teuperatures.

12.5 LIGHT ION IMPLANTATION

4 When the ion to substrate mass ratio becomes less than unity, the possibil-

ity exists for ions to scatter through angles greater than 900 in a single colli-

sion. Ions involved in such collisions are actually traveling back toward the

4 surface of the sample after the scattering event. Since the TE method as cur-

rently implemented involves forward integration in depth, those backscattered

ions can be accounted for only approximately. In addition, the recoil effects

4 that are associated with these ions are neglected. All these effects are notice-
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able for boron in silicon (M 1/M 2 = 0.39) and quite significant for boron in

* Gallium Arsenide (M1/M2 = 0.15).

Toward the end of this fiscal year, work was started on an extension of the

TE method to allow more accurate determination of profiles in the very light ion

case. The idea is to apply a "multiple pass" approach. At each step in the

forward integration, the source density of new backscattered ions is determined

as part of the ordinary calculation. Instead of assuming such ions are stopped,

the source density is stored for later use. After the calculation has proceeded

once through the target, a reverse calculation begins, starting at the deep end

of the profile, and proceeding back toward the surface. At each step, the source

function which was previously stored is recalled and added back into the momentum

distribution. If a third pass is desired, another set of source densities is

stored (these now are ions which have scattered back toward the surface once, but

have reversed their motion again to be travelling forward). The calculation

proceeds until the profiles converge to a final result.

In Fig. 12.7, we show the results of a multiple pass calculation for 50 keV

boron implanted into GaAs. It can be seen that after four passes that the pro-

file has converged to the final result. So far, the method has been implemented

only for the primary ion. Work in the future will involve the implementation of

this approach to recoil and damage effects.

12.6 SUMMARY AND PLANS FOR FUTURE WORK

The one-dimensional version of the Boltzmann transport equation approach is

essentially complete. A simplified version, which calculates primary ion range

distributions in multilayered targets has been implemented in SUPREM 111. Recoil

and damage effects may be added as the need and/or desirability arise.

In addition to those areas already discussed, the work of the next several

years mrust necessarily involve research which anticipates the major trends now
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occuring in the integrated circuits industry. As devices shrink to sub-micron

dimensions, the thickness of overlying films, such as oxides, must corresponding-

ly be reduced. This will in turn require implantation energies to be lowered.

At present, there exists very little theoretical or experimental data for ion

range and damage distributions at energies below 10 keV. It is expected that the

Boltzmann transport equation can be extended to the calculation of range and

damage distributions for ions that are implanted at very low energies.

In addition to studies in low energy implantation, the decreasing lateral

dimensions of devices requires a more accurate knowledge of mask edge effects

occurring during implantation. One would like to be able to predict the extent

to which ions penetrate laterally beneath a masking layer. The extension of a

Boltzmann type of approach to two dimensions is possible in principle, but the

implementation of such an approach would require prohibitive amounts of computing

time. Some initial work should be started, however, in an attempt to determine

what options are available with regard to this type of approach. Either a

simplified Boltzmann type approach or perhaps an entirely new method will

eventually be necessary if a complete two-dimensional process modeling program is

to become a reality.
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et. al. [12.12] for the oxygen recoil distribution resulting from
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13. GETTERING AND TRANSIENT PROCESS CHARACTERIZATION

* G. Bronner, C. Ho, J. Plummer

13.1 INTRODUCTION

0 The ability to efficiently follow a phenomenon's time behavior has proven

a useful tool in the search for better I.C. process models. In this section

we briefly review the work of previous years which showed the feasibility uf

using a single sample to characterize a time dependent phenomenon. We then

explain in detail the work of this past year, which has concentrated on apply-

ing this technique to the problem of gettering. Finally we discuss what the

results suggest for the future.

In order to study time behavior, investigators often resort to the use of

multiple samples, with each sample corresponding to a different point in the

time course of a transient phenomenon. Thiis approach has a nunber of draw-

backs.

First, multiple samples may require much processing. This can lead to

use of a limited number of samples or time points. In addition, undesirable

variations from sample to sample may occur due to an unknown cause. This may

lead to misinterpretation of the data. Such data. when put into SUPREM, would

have limited predictive power if used to simulate new processes.

Ideally, a single sample should be monitored vs. process time and temper-

ature "in situ", as, for example, in the use of automated ellipsometry to mon-

itor oxidation kinetics [13.1]. In electrical techniques requiring electrical

contacts or interconnects, present aluminum metallization is not compatible

with the high temperatures of most processes being chiaracterized. An electri-

cal contact technology capable of withstanding high process temperatures, and

conventional chemicals used in sample preparation, would be extremely useful
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in this work. Additionally, this contact technology should not interfere with

the transient high temperature processes that will be monitored--i.e. the

technology must be relatively low temperature and should not introduce elecL-

rically active impurities into the sample. Such a contact metallurgy allows a

single sample to be repeatedly heat cycled with interspersed electrical meas-

urements, as illustrated in Fig. 13.1. From such measurements a great deal

can be learned about the time/temperature behavior of transient processes.

We proposed tungsten silicide (WSi2) as a material which fulfilled the

requirements. To test its feasibility, wafers were processed incorporating

MOS capacitors and n+-p diodes with WSi 2 metal lines. These wafers were

then annealed at temperatures ranging form 7000C to 11000C. The capacitors

were measured to see how WSi 2 affected the Si0 2/Si interface and thus cap-

acitor quality. The results were promising. The n+-p diodes were measured

for leakage currents to check whether or not impurities were diffusing from

the silicide into the bulk Si. WSi 2 contacts did not seem to affect the

n+-p diodes in any way. When used as a gate electrode WSi 2 also performed

well. The sputtering process by which the silicides were deposited did seem

to introduce some damage to the Si0 2/Si interface. However, the damage

annealed out at high temperature leaving the WSi 2 gate capacitors indistin-

guishable from Al gate devices.

Confirming these results is another experiment. Bipolar transistors were

fabricated using WSi 2 metal lines. These devices should be more sensitive

to metallic contamination than p-n diodes. In a p-n diode one has diffusion

currents which can increase the leakage currents seen due to effects far away

frow the device. In the bipolar device, any excess base currents can be

attributed solely to contamination in the base-emitter space charge region.

The bipolar devices were fabricated and immediately after metal deposition

the solid curve in Fig. 13.2 was measured. The wafer was then cleaned and
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annealed at 850°C for 1 hour. The same device was again measured. It is also

plotted in the figure, this time as a dot/dash line. We see that the collec-

tor currents are unchanged while the base current is increased at low levels.

We believe this rise is due to trace contamination from the metal tweezers

used in handling the wafer. Indeed as we measured devices away from the peri-

phery of the wafer we found no change in device characteristics. This is

important in several ways. It establishes our ability to detect low levels of

contamination. Additionally, it demonstrates our ability to study the perfor-

mance of the same device after annealing.

13.2 GETTERING AS A TRANSIENT PHENOMENON

During the past year, work has concentrated on applying this technique to

the problem of backside damage gettering. Since gettering is believed to

involve silicon point defects, it was thought that characterization of this

process would provide useful insight into the role of these defects in an

interaction of damlaged layers with other processes such as diffusion and

oxidati on.

To get reasonable yields from large circuits, processing must be as clean

as possible. Studies have shown that even in the cleanest laboratories,contam-

ination can be introduced from sources such as tweezers, quartzware, and furn-

ace tubes [13.2]. A method frequently used to remove unwanted contaminants is

backside damage gettering. The aim of gettering is to draw impurities away

from active device areas (where they degrade circuit performance) to nonactive

areas such as the backside of a wafer. See Fig. 13.3. Although gettering has

been studied extensively [13.3-13.6], it is still not well understood.

To monitor the gettering action with time we chose the bipolar transistor.

Looking at Fig. 13.3, the region where metallic impurities are least desireable

is the base-emitter space charge region. Impurities here give rise to genera-

tion recombination currents [13.7], which degrade performance at low current levels.
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This effect can be seen in Fig. 13.4. Simple theory predicts that both the

collector current, Ic, and the base current Ib, should be exponentially

dependent upon the base-emitter voltage, Vbe such that Ic or lb - exp

{qVbe/kT). In fact, the collector current, Ic, does behave that way, but

the base current does not. One finds the following dependence: Ib - exp

{qVbe/mkT}. As one scans across a wafer measuring many devices, one finds a

distribution in the base currents. As predicted by the Shockley, Read, Hall

recombination theory [13.8], one finds the m-factors in the exponential varies

such that I < m < 2. When m = I we have negligible contamination, while the

case of m = 2 corresponds to contamination by a hetal which introduces a trap

level into the middle of the silicon bandgap. Thus, by looking at the base

currents across the wafer we hope to track the contamination level as a func-

tion of time.

Qualitatively this can be done for the wafer characterized in Fig. 13.4.

However, quantifying these results, i.e. correlating a certain base current

specifically to some N cm-3 metal atoms, is difficult. For the wafer shown

in Fig. 13.4 this is not possible due to the unknown nature of the

contaminants. If, on the other hand, a sample is intentionally contaminated

with a well behaved metal, the task may be more amenable. Gold is nearly ideal

for these purposes. It introduces a trap level very close to the middle of the

silicon bandgap [13.9]. Additionally, there is a large body of work on gold

diffusion in silicon [13.10-13.12]. This information base makes interpretation

of results possible.

For our first gettering experiment, a wafer was processed with bipolar

transistors on it. As outlined in the start of this report, WSi2 was used

as the metal layer. After normal fabrication was completed a thin layer of

gold was evaporated on the back of the wafer and then driven in at 8500C.
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Once the wafer was gold doped, a backside damage region was created using a

Nd-YAG laser on half of the wafer. Recent studies have shown laser damage to

be an effective getter which is stable through high temperature processing

[13.13]. The wafer was measured before and after anneals of 1/2 hour, another

1/2 hour, 1 hour, and 4 hours. All the anneals were done in nitrogen at a tem-

perature of 850%C. In Fig. 13.5 we have plotted normalized Nt (the level of

gold contamination) as a function of anneal time. We see that Nt drops

sharply after a 1/2 hour heat treatment and then gradually relaxes back to its

original value after long anneal times.

This behavior is contrary to expectations. Once gettering action has

begun, one expects device performance to improve monotonically until all impur-

ities have been removed from the device. Possible explanations of the data

are: 1) The backside damage is being annealed out at 850%C and the gold, after

initially being trapped at the backside, is being released. This seems unlike-

ly due to the reported stability of laser damage. 2) Gold is being gettered to

the backside. However, additional impurities from the furnace and/or the

WSi2 layer are degrading the devices. 3) Gettering action is not occuring.

Instead the change in device characteristics is just the gold reequiliberation.

Of these possibilities we feel the last is most plausible. When gold dif-

fuses into a wafer, it moves primarily as an interstitial atom, since inter-

stitial diffusion is much faster than substitutional diffusion. However, once

equilibrium is reached, gold prefers to sit substitutionally on the silicon

lattice. This requires the reaction of an interstitial gold atom with a sili-

con vacancy such that: AU + V + AUSB.To the gold atoms, the free silicon

surfaces look like sources for vacancies. This leads to the pile-up of gold at

the surfaces which is commuonly referred to as a "U-shaped" profile (see Fig.

13.6). To prevent this pile-up fromn saturating the backside damage region with
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gold, approximately 10 microns of the back surface was etched away prior to the

laser damage. These factors may explain the experimental results above. Dur-

ing the first anneal, gold is driven towards the back side as a surface pile-up

is re-established. This results in a depletion of gold from the front of the

wafer. During subsequent anneals, as equilibrium is approached, gold returns

to the front of the wafer with concentrations similar to those seen initially.

Thus, from this experiment, conclusions are difficult to draw. Additional

information might be obtained by analysis of gettering in an uncontaminated

sample. By changing the times and/or temperatures of the anneals it is hoped

that we can determine what conditions are necessary for effective gettering.

In addition, these tests should tell us whether the wafer was being contamina-

ted by the furnace and/or the silicide layer.

A second experiment was pursued to look at these questions. As in the

previous experiment, a wafer was processed with bipolar transistors on it, with

WSi2 used for metallization. After the normal fabrication was completed,

half of the wafer was backside damaged using a Nd-YAG laser. The wafer was

then annealed in a nitrogen ambient at 850C for times of 1/2 hour, 1/2 hour, 1

hour, 2 hours, 4 hours, and 8 hours. After each anneal the wafer was rapidly

cooled to room temperature, given a 1/2 hour forming gas anneal at 450°C, and

then electrically characterized.
4

To evaluate the effectiveness of the gettering, a number of identical dev-

ices across the wafer were characterized. As previously discussed, the base

current of any device at low current levels can be modelled such that Ib -
4

exp {qVbe/mkT}. Due to the statistical distribution of the impurities, the

base currents show a spread which can be modelled by a distribution in

m-factors. If gettering is taking place, we would expect the m-factors to
I

approach 1 and the spread in the base currents to disappear as the impurities
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are drawn from the base-emitter space charge region. In Fig. 13.7 we have

plotted the results. Initially the devices show in-factors in the range of 1.13

to 1.56 with a mean of 1.3. Subsequent annealing increased the mean to 1.6

while decreasing the spread. From this we can conclude several things. First,

it is obvious that the furnace and the WSi 2 layer are not contaminating the

devices in any significant way. It is also clear that for the times and

temperature used in this experiment (850C for up to 16 hours) gettering was

not yet evident. And our ability to follow the time behavior of our devices

was again demonstrated.

Since gettering did not seem to be taking place at 850 0C, it was decided

to repeat the same experiment, this time performing the anneals at 950'C. As

in the previous case, devices were fabricated and then backside damaged with a

Nd-YAG laser. The wafer was then annealed for times of 1/4 hour, another 1/4

hour, 1/2 hour, 1 hour, 2 hours, and 4 hours. Again the data from this experi-

ment was reduced to the form of a plot of m-factors vs. anneal time (see Fig.

13.8). Initially the characteristics are scattered with m-factors between 1.5

and 1.7 with a mean of 1.6. With subsequent anneals the mean finally rises to

1.73 with the scatter in values decreased considerably.

Thus in these two experiments we have been unable to see any gettering of

metallic impurities at either 850°C or 950C for times up to 16 hcurs. There

are several possible explanations for this:

1) Perhaps gettering is simply not occurring in the time/temperature

range we are using. This is a possibility since we used laser backside damage

as our gettering agent. This is a new process which has not been well charac-

terized. We may simply be using inappropriate parameters. To avoid this un-

certaintly, the next set of experiments are based on an Argon Ion Implantation

darilage gettering scheme which is known to getter effectively.
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2) Another possibility is that gettering is taking place but competing

contamination is masking its effect. This seems unlikely considering the

stability of the device characteristics during long anneals in the previous

experiments. It seems unlikely that a quasi-equilibrium situation would be

reached whereby the amount of metallic impurities drawn to the backside getter

is balanced by the amount of new contamination entering the device. Neverthe-

less, to check this possibility, the next set of devices fabricated will have

both bipolar and MOS devices. The MOS devices with their protective gate

oxides, should be immune from contamination. Thus by comparing MOS and bipolar

characteristics we can determine if contamination is a problem.

3) Finally, we must ask if we are really looking at metallic contamina-

tion when we examine the behavior of the base current in bipolar transistors.

Vacancies are hypothesized to affect many processes in silicon. Indeed the

models used in SUPREM to explain oxidation of heavily doped silicon and the

diffusion of heavily doped regions depend on these formalisms. Recently, it

has been suggested that vacancies can affect device performance [13.14]. This

seems plausible. Vacancies are known to introduce levels into the silicon

bandgap. See Fig. 13.9. At 950C the total number of vacancies in lightly

doped silicon VT is 2.7 x 1012 cm-3 . At 850°C, VT is 8.6 x 1011 cm 3 . In

doped regions these values are even higher. If these vacancy levels were

frozen in and if theyi were electrically active, they could dominate the genera-

tion-recombination processes and swamp out any effects due to metallic contam-

ination.

To test this idea, we performed the following experiment. A wafer was

tures ranging from 6000 C to 1000°C. After each anneal the wafer was ccoled to

room temperature as quickly as possible. It was then given a 1/2 hour anneal

334



in forming gas at 4500C. Bulk lifetime was then measured by looking at the

qP change in conductivity as a light was strobed on and off.

If frozen-in vacancies actually limit device performance, we should see

the lifetime dropping off with higher anneal temp~eratures. A plot of lifetime

vs. inverse temperature (T VS. 1/T) should extract the activation energy of

vacancy formation. This is done in Fig. 10. We see that from 7000C tc 10000C

the lifetime is essentially constant. Only at the lowest anneal temperature,

600 0C, is the lifetime somewhat higher. From this we conclude that frozen-in
9P

vacancies do not seem to affect device behavior. Thus, when we look at low

current operation of bipolar transistors we are indeed looking at a phenomenon

caused by metallic impurities.

We should qualify the above statement, noting that the result is obtained

by looking at recombination in the bulk and it then is being applied to the

case of generation in a depletion region. This is valid if Shockley, Read,

Hall recombination is valid. To check this, the same experiment is to be

repeated using lifetime in MOS capacitors, which will test lifetime in a

depleted region.

Beyond that, we have a numnber of plans for the future. Our first is to

process a wafer fully, including a gettering technique we know to work well.

Another wafer will receive the same process, except for the gettering treat-

ment. It will receive the same backside damage, but instead of one long

anneal, it will receive several shorter ones with its device characteristics

being monitored along the way. Thus we will see if five one-hour anneals, for

example, is the same as one five-hour anneal.

If the results of the above experiment are positive, we will then inten-

tionally contaminate another wafer with gold. We will then try to getter the

gold, tracking this gettering through its electrical effects, and thus
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L2
quantifying it. We will then attempt to characterize gettering using various

backside treatments. People have reported using many forms of damage to getter

impurities. Whether gettering using these is a fundamentally different pro-

cess, or if they all represent minor variations on the saie theme, is a major

project we hope to undertake.

We would like to point out that these studies should provide useful infor-

mation on the ways in which damaged layers interact with various silicon point

defects and other processing steps. The comparison between phosphorus diffu-

sion gettering and the other types of damage gettering should be particularly

fruitful in this regard. This stems from the work of various persons studying

heavy doping effects in phosphorus diffusion. These studies have led to an

understanding of the interactions between phosphorus and silicon vacancies,

which are believed to be the dominant defect in heavily doped phosphorus lay-

ers. Similarities and differences in gettering behavior should help establish

the ways in which damaged layers interact with point defects.

13.3 SUMMARY

We have shown that the use of WSi 2 metallurgy allows us to characterize

efficiently a high temperature transient process. Therefore, we have begun to

use the technology to address the many problems included under the heading of

getterinj. While our initial experiments have been inconclusive, they have

still taught us a great deal. As this knowledge is applied in the next genera-

tion of experiments, we believe that much data and insight related to the

interactions of heavily damaged regions and silicon point defects will be

gained. This understanding should be crucial to understanding the interdepen-

dencies of process steps, and lead to much improved models in SUPREM III. All

of the diffusion and oxidation models used in SUPREM III depend upon knowledge

of local and instantaneous concentrations of interstitials and vacancies. The
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techniques used in this project should provide vital information about the

behavior of these defects in silicon.
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14. POLYSILICON AND SILICIDE CONTACTS TO SILICON

B. Swaminathan, F. Shone, K. C. Saraswat, R. W. Dutton, J. D. Plummer

14.1 INTRODUCTION

40 Ohmic contacts to silicon in a device structure have traditionally been made

using metals such as Al, Ti, Mo, etc. In this type of technology, contact forma-

tion is done towards the end of the device fabrication. All of the high tempera-

qP ture steps are completed before the metal to silicon contacts are formed. After

the contacts are formed only low temperature fabrication steps are allowed

because the metal to semiconductor contacts cannot withstand high temperatures.

During the last few years several new technologies have been emerging which util-

ize entirely different techniques to form contacts. In these technologies the

contacts are formed early in the process sequence and thus are subjected to

several high temperature steps. The motivation for this change has generally

been denser device structures. This change modifies the requirements imposed on

the materials being used to form contacts. Because of increasing use and inter-

est in these types of contacts, it is important to develop suitable process

models for SUPREM.

Doped polysilicon is increasingly being used to form contacts to source and

drain junctions in MOS transistors [14.1] and to emitters in bipolar transistors

[14.2]. In these applications the doped polysilicon serves two roles. First, it

acts as a source of dopant to form the junction and then it also forms the cont-

act to the junction. As a result the polysilicon contact is self-aligned to the

junction. No additional contact hole opening is required in this scheme. Thus

the junction area is minimized resulting in an overall reduction in device size.

Contact to the polysilicon can be made with conventional metals like Al or by

refractory metal silicide layers. This contact is generally made in an area of
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the circuit where the material underneath the polysilicon is thick SiO 2 . In

other variations of this scheme the junction is first formed by conventional

techniques and a silicide or polycide (silicide/polysilicon combination) layer is

simply used to form the contact to it. The use of doped silicide contacts dir-

ectly to silicon has also been suggested [14.3,14.4] where the doped silicide

acts as a source of dopant diffusion to form the junction arnd simultaneously

forms an ohmic contact as well. This technique is similar to the use of doped

polysilicon, however, it has the advantage of lower silicide resistivity for

interconnection applications.

In these and other similar situations the silicide/silicon anid silicide/

polysilicon/silicon interfaces are subjected to high temperatures after their

formation. This allows the dopant to move in and out of the various layers and

to redistribute accordingly. There are very serious implications of this

behavior. It has been observed that if MoSi2 contacts to N shallow junctions

are annealed above 700C the contact resistance increases very rapidly [14.3].

The higher the anneal temperature, the higher the contact resistance becomes. If

instead the silicide is doped heavily with phosphorus the contact resistance re-

wlains low [14.4]. Tsai et. al. [14.5] and Pan et. al. [14.6] have observed that

if WSi 2 contacts to doped thin polysilicon films are subjected to high tempera-

tures, a substantial amount of dopant can diffuse from the polysilicon to the

WSi2 . At the WSi 2/polysilicon interface the concentration is not uniform.

There are probably both segregation and redistribution effects taking place.

Again there are important device implications of these effects.

In this report we described the details of dopant diffusion frow doped poly-

silicon into single crystal silicon to form polysilicon contacts to silicon, and

the effects of oxidizing ambients during diffusion. Dopant segregation at the

and poly-Si/Si interface have been taken into account. A brief description of

silicide to silicon contacts is also given.
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14.2 POLYCRYSTALLINE CONTACTS TO SINGLE-CRYSTAL SILICON

(P Polysilicon is now finding increasing use as a source for diffusing dopants

into single-crystal silicon both in bipolar and MOS circuits. Novel devices have

been proposed in which the self-alignment features made possible by the use of

polysilicon contacts have been exploited. This report discusses the work done in

1981-1982 on characterizing dopant diffusion from a polysilicon doping source to

single-crystal silicon. This is a continuation of work reported in the 1981

annual report [14.7].

14.2.1 Polysilicon Doping Source in an Oxidizing Ambient

It was shown in the 1981 annual report [14.7] that in the diffusion of

dopant from a polysilicon doping source, an important effect is the absorption of

interstitials in the grain boundaries in the polysilicon. The silicon self-

interstitials are generated at the oxidizing interface, and any which reach the

substrate enhance the diffusivity of dopants there. Thus the oxidation enhanced

diffusion is strongly dependent on the structure and thickness of the polysili-

con. The concentration of interstitials in the substrate has been postulated to

be

(CI  C*) =(C I - C*) exp (1.1
I substrate 1  ) surface e (

Here C is the concentration of interstitails induced by the oxidation and C* isI I
the equilibrium intersitial concentration. Zpoly is the thickness of polysilicon

still unoxidized and LI is a characteristic adsorption length for interstitials

in polysilicon. From this the oxidation enhanced diffusivity, D may be written

as follows.

D= D + A K(x) exp 01 (14.2)
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In this expression Do is the diffusivity in the absence of oxidation and

includes high concentration effects, AIK is an empirical constant and dx/dt is

the oxidation rate.

A. Confirmation of Interstitial Absorption

The experiments described in the 1981 report [14.7] did indeed show the

absorption of silicon self-interstitials at the grain boundaries. But these

experiments involved seperating the effects of high-concentration diffusion and

imovingboundary oxidation from that of oxidation enhanced diffusion. An

additional experiment was therefore performed to demonstrate in a simple and

incontrovertible manner the interaction of interstitials with grain boundaries.

In this experiment the polysilicon layer was not doped and, instead, the

diffusion in a phosphorus buried layer was studied. The starting wafers were

predeposited with phosphorus from a POC1 3 source at 950°C for 30 minutes. The

phosphorus was then driven-in by a heat treatment at 1200°C for 30 minutes in

oxygen. A 5 um thick boron-doped epitaxial layer was grown (Pn the samples in an

atmospheric pressure reactor using silane at 10500 C. Polysilicon was then

deposited on the wafers by reducing the temperature of the reactor to 7500C. Two

thicknesses of polysilicon were deposited - 3000 A and 6000 A. Next, successive

layers of oxide, nitride and oxide were deposited in the APCVD reactor. Stripes

of 1 mm wide nitride regions alternating with 1 mm wide bare regions were

obtained by photolithography. The samaples were subjected to oxidation for

various times in oxygen at 1000 0C. The differential diffusion of the buried

layers under oxidizing and non-oxidizing conditions was revealed using spreading

resistance measurements and by using a copper sulfate solution which stains the

n-type region. The resulting structure is shown in Fig. 14.1 and it is expected

that the regions that are oxidized will have diffused more than the regions under

nitride as schematically illustrated in the figure.
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Figures 14.2(a) and 14.2(b) show spreading resistance measurements of

concentration profiles in some of these buried layer structures which had been

oxidized in dry 02 for 17.5 hours. The greater diffusion in the region and

that was oxidized is clearly evident in Fig. 14.2(a) for the sample with 3000 A

• of polysilicon. In contrast in Fig. 14.2(b) which is for the sample with 6000 A

of polysilicon, che concentration profiles in both the oxidized and unoxidized

regions are nearly the same and are also very similar to the profile in the

Punoxidized region of the sample with 3000 A of polysilicon. The difference

between the two samples is clearly caused by the absorption of interstitials at

the polysilicon grain boundaries. The 6000 A polysilicon film absorbs most of

the interstitials that are generated by the oxidation, while the 3000 A film

allows a larger fraction of the interstitials to reach the substrate. Further

confirmation was obtained by subjecting the sdmples to more oxidation. This

reduced the thickness of polysilicon in the oxidized regions sufficiently to

allow enough interstitials to reach the substrate to cause a significant

difference in the diffusion in the oxidized and unoxidized regions, even for the

sample with 6000 A of oxide.

B. Effect of Grain Size

The experiments described above have established that the grain boundaries

of polysilicon are very effective in absorbing interstitials that are generatcJ

by oxidation. The area of grain boundary per unit volume in a layer of polysili-

con is inversely proportional to the average grain size of the polysilicon. It

may therefore be expected that smaller grained polysilicon will be more effective

in absorbing interstitials than larger grained material.

The effect of the grain structure of the polysilicon doping source was stud-

ied by fabricating structures as in Fig. 14.3. The polysilicon layers were 3000

A thick and deposited at 750C and 900*C. Since at 900C, silicon deposited dir-

ectly on single-crystal silicon tends to form poor epitaxial layers rather than
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polycrystalline layers, the 900 0C films were deposited on 500 A nucleating layers

of polysilicon deposited at 750 0C. The grain sizes for the films deposited at

7500C and 950% are estimated to be 500 A and 1000 A respectively [14.8]. The

samples were implanted with 3.3 x 1014 atoms/cm2 of phosphorus at 60 KeV and then

then diffused for various times at 10000C in wet oxygen. Junction depths were

measured by angle lapping and staining.

Fig. 14.4 shows junction depths as a function of the square root of time for

the two different grain-size samples oxidized in wet oxygen at 10000C. It is

seen that in the regions protected by the nitride, the junction depth increases

linearly with the square root of time and is practically the same for both sizes

of polysilicon grains. In the oxidized regions, the junction depth is not a lin-

ear function of the square root of time because the OED effect increases with

time as the polysilicon is consumed. Moreover the junction is greater for the

larger grained material as expected. Absorption lengths of interstitials of 500 A

and 1000 A were extracted for the two samples.

14.2.2 Arsenic Diffusion from a Polysilicon Doping Source

Concentration profiles after arsenic diffusion from a polysilicon doping

source have been studied using Rutherford backscattering spectrometry. The con-

centration profile has been found to be mainly determined by the diffusion in the

single-crystal silicon since the diffusion in the polysilicon is so rapid that

the concentration profile in the polysilicon is relatively flat. Segregation to

the grain boundaries of arsenic has been found to be an important factor which

causes two effects - a pile-up of arsenic at the polysilicon/single-crystal sili-

con interface and a difference between the surface concentration in the single-

crystal silicon and the average concentration in the polysilicon. The effect of

interface oxide layers between the polysilicon and the single-crystal silicon has

been studied.
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<100> oriented boron-doped silicon wafers of resistivity 8-12 a-cm were used

as the substrates in all the experiments. Some of the wafers had 120 A or 60 A

of thermal oxide grown at 850*C. A few wafers had the very thin oxide formed by

boiling the wafers in the peroxide cleaning solutions. The other wafers were

dipped in hydrofluoric acid after the cleaning treatment, and may therefore be

expected to have the cleanest surfaces. The wafers then had 3000 A of polysilicon

deposited on them at 750 0C at atmospheric pressure from silane with hydrogen as

the diluent.

After the polysilicon deposition the samples were implanted with arsenic at

50 KeV to a dose of 101 atoms/cm2 . 5000 A of silicon dioxide were then deposit-

ed on the samples at 4500C. This oxide layer is to protect the surfaces of the

samples from the furnace ambient and to prevent the evaporation of arsenic in the

high temperature diffusions that were performed next. The annealings were car-

ried out in a nitrogen ambient and varied from 1 hour at 1000C to 7 days at

8000C.

Ellipsometric measurements on the sample which had oxide grown by boiling in

hydrogen peroxide solutions, gave an oxide thickness of 20 A. But Auger analysis

indicated that the amount of oxygen in the layer is what would be present in 5 A

of stoichioietric silicon dioxide. Similarly the sample which received the

hydrofluoric acid dip and is therefore nominally free of oxide was found to have

the amount of oxygen that would be present in 2 A of stoichiometric oxide.

Figs. 14.5(a) and 14.5(b) show the arsenic concentration profiles both in

the polysilicon and in the single-crystal substrate for samples annealed at

1000% for 4 hours. Fig. 14.5(a) is for the sample wich had "20 A" of oxide

between the polysilicon and the substrate while Fig. 14.5(b) is for the sample

with "0 A" of oxide. It is seen that the profiles are much the same for both the

samples. There is a pile-up at the polysilicon/single-crystal silicon interface
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which is a little less for the sample with "0 A" of oxide. The reason for this

is that with the cleaner interface the substrate causes some of the grains in the

polysilicon near the interface to be reoriented. This was also confirmed by

channeling measurements. In the sample with "0 A" of oxide, the arsenic has

diffused slightly deeper in the substrate than in the sample with "20 A" of

oxide. Figures 14.6(a) and 14.6(b) are arsenic concentration profiles for

diffusion from a polysilicon doping source diffused at 8500C for 3 days and 8000C

for 7 days. The difference between the surface concentration in the substrate

and the average concentration in the polysilicon is clearly seen. The profiles

in the substrate are seen to be reasonably well fit by the Chebyshev polynomial

expression given by Nakajima et. al. [14.9]. This expression has been derived on

the assumption that the diffusivity of arsenic in single-crystal silicon is

directly proportional to the concentration at high concentrations. Since the

polynomial expression fits the concentration profiles in the substrate, the

diffusion mechanisms in the single-crystal silicon must be unaffected by the

*presence of a deposited polysilicon layer.

It was found that 60 A or more of oxide between the substrate and the depos-

ited layer completely blocked any diffusion of arsenic from the polysilicon to

the substrate for an anneal at 1000 0C for 4 hours.

The observed pile-up at the interfaces has been explained in terms of segre-

gation of arsenic to the grain boundaries [14.10]. Consider two sections, one

through the middle of the polysilicon layer and one at the bottom interface. The

bottom section is a plane which lies on an interface between the polysilicon

grains and single-crystal silicon. The section through the middle of the depos-

ited layer could pass through an occasional grain boundary, but is mainly through

the bulk of the grains. The backscattering measurement averages over the 1 mm

square area of the incident beam and therefore if arsenic segregates to the

interfaces of the grains, a pile-up would be expected.
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Less pile-up of arsenic is evident in Fig. 14.5(b) because in this sample

some of the grains at the interface have changed their orientation to that of the

substrate because of the very clean interface. Hence the interface between the

<100> oriented silicon and the randomly oriented crystallites is no longer a

perfect plane. The pile up at the interface is therefore smeared out.

Mandurah et. al. [11] have used electrical measurements to determine the

amount of dopant not segregated to the grain boudaries by assuming that dopant

which is segregated to the grain boundaries is electrically inactive. The rela-

tionship that they have found between NGB, the concentration of dopant per cm
3

at the grain boundaries and NG, the dopant concentration in the grains is

NG= A exp (14.3)

20 3
When arsenic is the dopant, at a concentration level around 2 x 10 atoms/cm

the value of the heat of segregation, Qo, was found to be 0.41 eV. The value

of the pre-exponential factor AQs/NSi was 0.022 for a grain size of 1600 A. The

heat of segregation is not dependent on grain size while the pre-exponential

factor should be inversely proportional to the grain size.

In our experiments we have two effects which are a manifestation of arsenic

segregation to the grain boundaries--the pile-up of arsenic at the polysilcon/

single-crystal silicon interface and the difference between the average arsenic

concentration in the polysilicon and the arsenic concentration at the surface in

the single-crystal silicon. We have attempted to correlate our measurements to

calculations form the values of Mandurah et. al.

Measurements of the amount of arsenic piled up at the polysilicon/single-

crystal silicon interface which is analogous to the grain boundary have values of

4.1 x 1014 , 5 x 1014 and 5.8 x 1014 atoms/cm2 , respectively, for samples annealed

at 1000 0C for 4 hours, 8500C for three days, and 800 0C for seven days. Assuming
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that the grains are cubic, QGB' the number of arsenic atoms per square centimeter

of grain boundary is given by

GB i NGBL (14.4)

where L is the grain size. Using Eqs. (14.3) and (14.4), and knowing the grain

size of 1600 A measured by Mandurah et. al. and the average concentration in the

polysilicon, QGB was calculated. Measured and calculated values are compared

in Table 14.1. It is seen that there is fairly good agreemaent between the values

obtained from the two entirely different measurement techniques.

Measured and calculated values of the ratio of the surface concentration of

arsenic in the single-crystal silicon to the average concentration in the poly-

silicon are given in Table 14.2. The calculated values are NG/N where NG is

the concentration in the grains and N is the total average concentration in the

polysilicon given by NGB + NG. These values were calculated using Eq. 4 but

scaling the pre-exponential factor to account for the different grain sizes. The

grain sizes are 3800 A, 1800 A, and 1300 A for the films annealed at 1000 0C for 4

hours, 850°C for 3 days and 800C for 7 days respectively. Again there is good

areement between measured and calculated values.

14.3 SILICIDE CONTACTS TO SINGLE-CRYSTAL SILICON

During the last few years, the use of refractory metal silicides has been

heavily investigated to form interconnections in VLSI circuits. It has been

observed that silicides of tungsten (W), molybdenum (Mo), and tantalum (Ta) and

titanium (Ti) have reasonably good compatibility with IC fabrication technology

[14.3,14.12-14.16]. They have fairly high conductivity, they can withstand all

the chemicals normally encountered during the fabarication process, thermal oxi-

dation of their silicides can be accomplished in oxygen and steam to produce a

passivating layer of Si0 2 , their contacts to shallow p-n junctions are
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reliable, and fine lines can be etched by plasma etching these materials. This

indicates that the silicides of W, Mo, Ta and Ti will be used as interconnection

layers in a manner very similar to polysilicon.

As an interconnection layer, the silicides are required to make contacts to

heavily doped single crystal silicon and polysilicon. The silicide layers are

incorporated early in the process sequence and are subjected to several high tem-

perature steps afterwards. This causes interdiffusion of dopants, which could

alter the device behavior.

Mochizuki et. al. [14.3] annealed MoSi 2 contacts to heavily phoshporus-

doped N+ diffusions and observed that up to 7000C the contact resistance

remained low; however, above 700C it increased rapidly. By interposing a layer

of N+ polysilicon between the MoSi 2 and single crystal silicon the increase

in the contact resistance did not take place until 1000°C. They were not able to

determine the cause of this increase. Similar behavior was observed by Inoue

et. al. [14.4]. They recognized that the problem was caused by dopant diffusion

from the silicon to the silicide, causing depletion of donor impurities at the

surface and hence resulting in increased contact resistance. To overcome this

problem they doped the silicide heavily with phosphorus prior to the anneal and

found that in this case no increase in contact resistance took place even after

annealing up to 11000C. Their results are shown in Fig. 14.7; obviously in this

case the loss of dopant did not take place and therefore the contact resistance

remained stable.

In order to investigate these changes in contact resistance one must first

understand the basics of metal to silicon (M-S) contacts [14.17,14.18). Because

of the work function differences a potential barrier is formed when a metal is

put in contact with a semiconductor as shown in Fig. 14.8. If an M-S contact has

no potential barrier at the interface, a true ohmic contact results which has a

linear current-voltage characteristic and its resistance is just that of the bulk
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semiconductor. However, M-S contacts can appear ohmic for other reasons as

well. If the potential barrier is so low that a negligible amount of voltage

drops across the interface, again an ohmic behavior is obser-- 4 (e.g., Au and Pt

on p-type Si). However, practical ohmic contacts on n-type ,., are made by metals

such as Al, Au, and Pt, which are known to form fairly high barriers (0.7 - 0.9

eV) on lightly doped Si. Since it is also known that the barrier height is

essentially independent of the semiconductor doping concentration (except for

qimage force lowering which should be less than 0.2 eV for ND < 10 20 cm-3 ), it is

clear that relatively high barriers (> 0.5 eV) exist in such contacts on heavily

doped silicon. Therefore, these contacts are ohmic for a different reason.

When the doping concentration is high the depletion region width becomes

small as shown ini Fig. 14.8(a). Therefore, electrons can easily tunnel through

the barrier, in addition to the thermionic emission process. This added component

of current reduces the voltage drop across the contact such that most of the

applied voltage is dropped across the semiconductor bulk. Thus the terminal

current-voltage characteristic of such a contact is ohmic.

Fig. 14.8(a) depicts the situation where the semiconductor is lightly

doped. In this case, the depletion width is so wide that the only way the

electrons can get into the metal is by thermionic emission over the potential

barrier *B*

Fig. 14.9 shows plots of specific contact resistance as a function of doping

density in n and p type Si for different barrier heights E14.17]. It is evident

that contact resistance increases sharply as the doping density decreases. It

can also be seen that higher barrier materials give higher contact resistance and

are more sensitive to the doping density in the silicon. It is obvious from

Fig. 14.9 that to cause a factor of ten change in contact resistance such as

shown in Fig. 14.7 only a factor of 2 to 3 change in doping density is required.
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This change is needed only near the silicide/silicon interface just sufficient to

* cause a change in barrier thickness [14.17,14.18] and could be caused by

interdiffusion and segregation of dopant at high temperatures.

Tsai et. al. [14.5] have observed considerable diffusion effects in a WSi+/N

* polysilicon structure. They deposited WSi 2 on phosphorus doped polysilicon and

annealed it with and without an oxide cap and found that phosphorus diffused very

rapidly from the polysilicon into WSi2 and into the ambient if the WSi2 was not

capped with SiO 2 . A 1000C anneal in their case lowered the phosphorus

concentration in the polysilicon by about an order of magnitude. Pan et. al. [6)

have recently studied this phenomenon in more detail. In their work the

diffusion of dopants (B, P, and As), from the doped polysilicon through the

silicide of a polycide during 8000 or 1000C annealing, was observed. The

redistribution of boron in a polycide structure was found to be quite different

from that of phosphorus and arsenic. The dopant concentration in the WSi 2

layer depends on the type of dopant, annealing conditions, film, and the

stoichiometrics of the silicide. The diffusivity of the dopants was found to be

more than three orders of magnitude higher than in single crystal silicon.

This rapid diffusion and redistribution can explain the changes in contact

resistance [14.3,14.4]. If the silicides have to be used as a contact material

the modeling of dopant diffusion in silicides and segregation and redistribution

at the silicide/silicon interface is of extreme importance.

In our work, we seek to expand the modeling ability of SUPREM to include

silicide to single crystal and polycide to single crystal contacts, in addition

to doped polysilicon to single crystal contacts. Electrical properties and

impurity profiles are being investigated in these structures. Silicides of

tungsten and tantalum (WSi2 and TaSi2 ) are being used to form contacts with
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doped silicon. In our future work the contact resistance will be measured as a

function of high temperature processing. This will allow us to obtain important

information from the point of view of process design and will point to cases of

more interest which need to be examined in more detail.

In order to understand the redistribution of dopants across the polysilicon,

polycide/silicon and silicide/silicon interfaces and their implication for elect-

rical behavior of the contacts, we are investigating the ability of various sili-

cides to dissolve dopants from nearby silicon in terms of both the thermodynamics

of the process as well as the kinetics.

The first question to be answered is what is the concentration of dopant

that can be accommodated by a silicide in contact with doped silicon at thermal

equilibrium. In the dilute limit, we would expect the silicide concentraion CM

to be related to the silicon concentration CS by a simple Boltzmann relationship

CM = CS eQ/kT (14.5)

where Q could be positive or negative and also contain temperature dependent

terms. One goal of this part of the program is to measure Q for important sili-

cides and dopants.

In addition to strictly the thermodynamics of the process, the kinetics will

also be important to device processing. As a second part of this study, we are

investigating the diffusion of dopants through silicides and possible segregation

that might occur at the silicide/silicon interface.

Techniques being applied include Auger sputter profiling ASP, RBS and sec-

ondary ion mass spectrometry SIMS. These techniques are being used to obtain

elemental concentration profiles for the mesurements necessary to answer the

questions raised above. Finally, any OED effects observed when polycide or sili-

cide contact structures are thermally oxidized are of interest. The combination of
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these various contacting schemes will greatly enhance the modeling capability of

SUPREM; for each of the materials, the objective is to develop quantitative

models suitable for SUPREM implementation.

At the present time this work is just getting underway. Initial studies of

WSi 2/Silicon contacts are in progress, specific results will be reported in the

future.
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Table 14.1

Calculated and Measured Arsenic Concentrations in the Grain Boundary

B2

atoms/cm2 of grain boundary

Temperature (°C) Measured Calculated

1000 4.1 x 101 4  4.4 x 1014

850 5.0 x 1014  7.1 x 1014

800 5.8 x 1014 8.3 x 1014

Table 14.2

Ratio of Surface Concentration to Poly Concentration

Csurface/Cpoly

Temperature (*C) Measured Calculated
U

1000 0.75 0.71

850 0.41 0.42

800 0.24 0.30
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15. DIFFUSION OF ARSENIC IN POLYCRYSTALLINE SILICON

* B. Swaminathan, M. Kump, K. Saraswat, R. Dutton

15.1 INTRODUCTION

The results of studies on the diffusion of dopants from polysilicon doping

sources to the single-crystal silicon substrate in various ambients have been

detailed in another section of this report. In this application, the value of

the diffusivity of the dopant in the polysilicon itself is usually of little

consequence, since the diffusivity is so large that the dopant is distributed

uniformly in the polysilicon, and the overall profile is determined by the

diffusivity in the single-crystal silicon. However the characterization of

dopant diffusion in polysilicon is of interest for some device applications. The

performance of high value polysilicon resistors used in static memory is limited

by the diffusion of dopant, primarily along the grain boundaries, from the highly

doped contact area to the lightly doped resistor area. Diffusion along the grain

boundaries will also limit the performance of devices fabricated on large-grained

polysilicon thin films obtained by laser recrystallization.

The diffusion of arsenic in polycrystalline silicon films has been studied

over the temperature range of 750 to 950 0C and for §rain sizes from 0.21 Jim to

0.51 Pm [15.1]. Rutherford backscattering spectrometry has been used to measure

the concentration profiles of arsenic, initially introduced into the polysilicon
I0

by ion implantation, after various annealing steps. The concentration profiles

have been found to be determined by a combination of several factors--a low dif-

fusivity in the bulk of the grains, a much higher diffusivity in the grain bound-

aries and the segregation of arsenic to the grain boundaries. The diffusivity of

arsenic in the grain boundaries is independent of concentration, with an activa-

tion energy of 3.9 eV, very close to that of the low-concentration arsenic diffu-
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sivity in single-crystal silicon. However, the value of the diffusivity is 1.3 x

105 exp (-3.9/kT) cm2 /sec, four orders of magnitude higher than the single-

crystal value. The diffusivity in the interior of the grains is the same as that

in single-crystal silicon.

15.2 EXPERIMENTAL PROCEDURE

<100>-oriented silicon wafers with 1000 A of thermally grown silicon dioxide

were used as substrates for the deposition of 1 pin thick layers of polysilicon in

a low-pressure chemical-vapor-deposition reactor at the pressure of 0.2 Torr and

a temperature of 625°C. To study the effect of changing grain size and structure

on the diffusivity of arsenic, some of the polysilicon films were annealed in a

nitrogen ambient at 1100 0C or 1200 0C for one hour. Transmission electron micro-

scopy was used to measure the grain sizes of the three kinds of films. The as-

deposited films had an average grain size of 0.21 pm, the films annealed at

1100 0C had a grain size of 0.36 pm, and the films annealed at 1200% had a grain

size of 0.51 pim. X-ray diffraction was used to measure the texture of the var-

ious films. The as-deposited films had a great deal of <110> texture and very

little of any other texture. The <110> texture was less for the films annealed

at 1100 0C and still less for the films annealed at 12000C. The other textures,

particularly <311>, increased with higher temperature annealing. These results

are consistent with the work of Kamins, et. al. [15.2].

The three kinds of films were implanted with 40 KeV arsenic ions to a dose

of 1016 atoms/cm2 , and a 4000 A layer of silicon dioxide was chemically vapor

deposited on the films at 450 0C. The samples were then subjected to heat treat-

ments in a nitrogen ambient, ranging from 3 minutes at 950% to 24 hours at

750C. For the shortest diffusion times, heating transients were minimized by

pushing the wafers into the furnace without a boat. X-ray diffraction confirmed

that these heat treatments were for such short times or were at such low tempera-
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tures that little grain growth or change in structure of the polycrystalline

silicon could occur. The arsenic distributions in the samples before and after

the heat treatments were measured using 2.2 meV, 4He+ ion backscattering.

15.3 EXPERIMENTAL RESULTS AND INTERPRETATION

Fig. 15.1 showis the concentration of samples annealed at 800 0C for six

hours. It is seen that there is a sharp peak in each profile near the surface of

the polysilicon layer. The concentration then drops off more slowly with depth.

This latter portion of the profile is well fitted with a complementary error

function as shown.

These concentration profiles can be explained by the low diffusivity of the

arsenic in the interior of the grains and the much higher diffusivity in the

grain boundaries. After the 40 KeV ion implantation, the arsenic is mostly in

the interior of the grains in a region less than 1000 A from the surface. On

heat treatment, some of the arsenic moves from the bulk of the grains to the

10 grain boundaries, where it tends to segregate [15.3,15.4]. The amount of arsenic

reaching the grain boundaries is limited by the slow diffusivity in the bulk of

the grains and arsenic remaining in the interior of the grains is responsible for

the peak near the surface in the concentration profiles of Fig. 15.1. The

arsenic which reaches the grain boundaries diffuses very rapidly there. This

source-limited diffusion tends to produce a complementary error function

concentration profile, similar to the case of diffusion from a low-diffusivity

layer into a substrate with much higher diffusivity [15.5].

Since the portions of the concentration profiles resulting from grain-

9 boundary diffusion are well fitted by complementary error functions, the grain-

boundary diffusivity must be independent of concentration. This is in contrast

to the case for diffusion in single-crystal silicon where there is a strong con-

* centration dependence of the diffusivity because of which the profile deviates
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from analytic forms such as the Gaussian or the complementary error function.

Values for the grain-boundary diffusivity were extracted from the concentration

profiles using the parameters found by fitting complementary error functions to

the data. For the samples shown in Fig. 15.1, the grain-boundary diffusivity is

3.7 x 10- 14cm 2/sec at 800C. This value is about the same for the initially

unannealed polysilicon sample of 0.21 pm grain size, and for the samples with

grain sizes of 0.36 pin and 0.51 pm.

Fig. 15.2 shows an Arrhenius plot of the measured grain-boundary diffusivity.

The data are seen to be described very well by 1.3 x 105 exp (-3.9/kT) cm 2/sec.

The diffusivity of arsenic in the polysilicon grain boundaries is four orders of

magnitude higher than the diffusivity at low concentrations in single-crystal

silicon, but the activation energy is quite close to the single-crystal value of

4.1 eV [15.6]. These results are surprising since the activation energy of diffusion

in the grain boundaries of metals is only half that of diffusion in the bulk [15.7].

It is seen in Fig. 15.1 that 1-e larger-grained polysilicon samples have larger

peaks near the surface and less arsenic diffused deep into the samples. In the

larger-grained material, the arsenic has to diffuse a greater distance in the grain

before reaching a grain boundary, hence more of the arsenic remains in the interior

of the grains.

These measurements of the concentration profile do not readily yield inform-

ation on the value of the diffusivity in the bulk of the grains. Still a rough

estimate can be made from the concentration profile of Fig. 15.3, which is for a

sample of polysilicon with 0.51 urn grains, implanted with arsenic and annealed at

9000C for 1 hour. The arsenic which has diffused out to the grain boundaries is

distributed uniformly through the depth of the film, while the arsenic still in the

interior of the grains near the surface forms a peak in the concentration
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profile. This peak is broader than the initial ion-implanted concentratioi

profile because of bulk diffusion. The broadened surface peak may not be Gauss-

ian because of concentration-dependent diffusion. Considering the limited exper-

imental depth resolution of about 400 A, an approximate diffusivity may be

extracted by fitting the surface peak with a Gaussian distribution. The

resulting value for the bulk diffusivity is 8 x 10-15 cm 2/sec at 9000 C, compared

to a grain-boundary diffusivity of 1.6 x 10-12 cm2/sec at the same temperature.

Diffusivity in single-crystal silicon of arsenic at a concentration of 2 x 1020
O2

atoms/cm3 is also about 8 x 10-15 cm2 /sec. Thus the diffusivity in the interior

of the grains seems to be the same as that in single crystal silicon.

We used the values provided by Mandurah et al. [15.3] for arsenic

grain-boundary segregation, to verify that most of the arsenic which has left the

surface implanted layer remains in the grair, boundaries. For the heat treatments

used in our experiments, the amount of arsenic transported by lattice diffusion

away from the grain boundaries into the grains was small compared to the amount

in the grain boundaries, and the situation corresponds to Harrison's "type C"

[15.8]. The simple analysis which fits the measured profiles by complementary

error functions is therefore justified, and it is not necessary to use the much

more involved analysis of Whipple [15.9].

15.4 2-D NUMERICAL SIMULATION OF DIFFUSION IN A GRAIN

The two-dimensional process simulation program SUPRA [15.10] has been used

to simulate the diffusion of arsenic in a grain of polysilicon with a grain

boundary. The polysilicon layer is idealized as having equally spaced grain

boundaries perpendicular to tOe surface as shown in Fig. 15.4(a). There is

reflection symmetry about the center of a grain between grain boundaries and

about the middle of a grain boundary, for initial conditions consisting of a sur-

face implanted layer of dopant. Therefore only one half of a grain needs to be
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considered. The structure used in the simulat'on is shown in Fig. 15.4(b). The

grain boundary region is modeled by a 5 A wide sliver at the right edge of the

structure, while the rest of the structure simulates the interior of a grain.

The grain boundary region is specified t,) have a dopant diffusivity indepen-

dent of concentration and a value much higher than in the interior of the grain

as indicated by the experimental results discussed previously. The segregation

of arsenic to the grain boundary i. modeled by specifying a segregation coeffi-

cient. Assuming cubic grains, the segregation coefficient, m, is given by

m6 = 1 G L (15.1)
6 N G

where 26 is the thickness of Ane grain boundary, N GB/N G is the ratio of the con-

centration of arsenic in the grain boundary to that in the interior of the grain

and may be calculated from the values given by Mandurah et al. [15.3], and L is

the grain size. At 800% m6 is approximately 500 A.

As discussed above, the diffusivity in the interior of the grains seems to

be about the same as in single-crystal silicon. In the simulations the depen-

* dence of the diffusivity on the concentration as given by Fair [15.11] were used.

Both the increase in the diffusivity at high concentrations because of the

increase in the vacancy concentration, as well as the decrease in the diffusivity

caused by arsenic clustering are taken into account.

The results of simulation for a sample implanted with 10 16 atoms/cm ?of

arsenic and annealed at 8000C for 6 hours are shown in Fig. 15.5. The contours

of constant concentration after redistribution are shown in Fig. 15,5(a). it is

seen that the arsenic at the top of the vicinity of the grain boundary is deplet-

ed. The arsenic diffuses rapidly down the grain boundary'.and back fromi the grain

boundary to the interior of the grain. At any depth greater than 0.2 P~m, less

than 101A of the dopant is in the interior of the grain, most of the dopant is in
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the grain boundary. In order to compare the simulation with experimental

results, the two-dimensional concentration profiles had first to be reduced to

the one-dimensional concentration profile obtained from the RBS measurement which

gives the average concentration at any horizontal plane. That is

CI (y) = W J C2 (xy)dx (15.2)

where Cl(y) is the effective 1-D concentration profile, W is the width of the

simulation region and C2 (x,y) is the 2-D concentration profile. In addition,

one other effect has to be taken into account. The diffusion in a grain with

grain boundaries is actually a three-dimensional problem, but the idealized

structure on which the simulation has been performed, Fig. 15.4(a), is a two-

dimensional one. The grain boundaries should run not only perpendicular to the

plane of the paper as in Fig. 15.4(a), but also parallel to the plane of the pap-

er and with the same spacing as the other set of grain boundaries, if grains with

a square cross section are assumed. This effect can be corrected for by weighing

the regions near the grain boundary by a factor of 2 in taking the section aver-

age indicated in Eq. 15.2. The comparison of experiment with simulation is shown

in Fig. 15.5(b). The grain size and the diffusivity in the grain boundary have

been used as adjustable parameters to fit the experimental data. The value of

the grain size used in the simulations is half the value of 3600 A measured by

transmission electron microscopy. This discrepancy might be due to uncertainties

in the procedure for measuring the grain size from a transmission electron micro-

graph, and to errors involved in assuming grains with a square cross section in

correcting for the three dimensional effects. The value of the diffusivity in

the grain boundary used in the simulation is 4.2 x 10-14 cm2 /sec as compared

to 3.8 x 10-14 cm2/sec, the value extracted by fitting the data with a comp-

lementary error function. This difference is because of the small amount of

arsenic which has diffused back into the grain from the grain boundary.
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For the conditions in which the experiments with arsenic were performed, the

interpretation of the profiles is much simplified because the profile is neatly

separated in two regions, a surface region where the dopant is mostly in the

interior of the grains and a tail region where the dopant is mostly in the grain

boundary. This circumstance occurs because of the large amount of arsenic segre-

gation to the grain boundary. The work of Mandurah et al. [15.3] has shown that

in the case of boron there is no segregation to the grain boundary, and hence

most of the dopant is always in the interior of the grain. Fig. 15.6 shows the

results of simulation for boron diffusion with a grain boundary diffusivity 104

times the diffusivity in the interior of the grain. It is seen that the profile

follows no simple pattern.

The amount of lateral diffusion that might be expected from a contact region

in a polysilicon resistor or transistor structure has been simulated. Fig. 15.7

is the top view of a polysilicon layer with a highly doped arsenic region on the

leic and with a grain boundary. After an inert ambient anneal for 5 hours at

1000 0C, the arsenic has segregated to the boundary and diffused along it to pro-

duce a finger of approximately 5 tim length. This compares well with EBIC meas-

urements of the same structure by Johnson et al. [15.14].

15.5 DIFFUSION MECHANISMS IN THE GRAIN BOUNDARY

The arsenic concentration profile in the grain boundary has been shown above

to be of the form Noerfc(y/2/D D) where D is the diffusivity in the grain

boundary and t is the diffusion time. No, the surface concentration in the

grain boundary is determined by the amount of arsenic implanted in the

polysilicon, and by the concentration-dependent diffusivity in the interior of

the grain. The grain boundary diffusivity is independent of concentration, and

since the activation energy is 3.9 eV, very close to that of the diffusivity at

* low concentrations in single-crystal silicon, it may be suspected that the diffu-

sion mechanisms are similar in the grain boundary and in intrinsic silicon.
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In the case of metals the activation energy for diffusion in the grain

boundaries is often only half that for diffusion in the bulk [15.7). This might

be because of the great difference between the neighborhood of a diffusion atom

in the interior or a grain and that of one in a grain boundary. The interior of

a grain in a metal usually has the atoms close-packed around the diffusing atom,

but at the disordered region constituting a grain boundary, the packing is much

looser. However for the case of silicon, because of the very open diamond lat-

tice, the structure of the immediate neighborhood around an atom may be similar

whether it is in the interior of a grain or in a grain boundary. This could

account for the activation energies of diffusion in bulk silicon and in the grain

boundary being so close.

Impurity and self-diffusion in single-crystal silicon are believed to occur

predominantly via interactions with vacancies in various charge states. The

concentrations of the charged vacancies are a function of the Fermi level. The

activation energy for impurity diffusion with a vacancy in the rth charge state

is [15.11]

Q H r + r-

where (15.3)

Q Q &=H rA r +E r

Here H r is the enthalpy of formation of the vacancy, Q, is the effective activa-

tion energy for diffusion of the impurity with the vacancy, Q is the migration

*energy of the impurity-vacancy complex, E r is the binding energy of the impurity-

vacancy pair, &H r is the migration enthalpy of the vacancy and AQ r is the poten-m

tial energy difference between a vacancy at a third coordination site from the

* impurity and one at infinity.
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For arsenic in silicon Fair [15.11] has given

Ds 0.066 exp (3.244)+ 12.0 n-exp (4.05) cm2 /sec (15.4)

where 3.44 eV is the activation energy for diffusion with neutral vacancies and

4.05 eV is the activation energy for diffusion with negatively charged vacancies.

We estimate from our data that the activation energy of grain boundary diffusiv-

ity of arsenic is 3.9 ±0.2 eV. Comparing this to Fair's data might lead one to

conclude that the diffusion in the grain boundary is with negatively charged

vacancies. However it would not be unexpected that the activation energies for

diffusion in the bulk and in the grain boundary be somewhat different. Moreover

the data of Fair are questionable. Fair in an earlier paper [15.12] gives an

expression for the diffusivity of arsenic in intrinsic silicon which is close to

the second term of Eq. 4 and which is also close to the data of Chiu and Ghosh

[15.6]. The earlier work is referred to in a later paper [15.13] but the

diffusivity given earlier is stated to be only the component from negatively

charged vacancies, and a contribution from neutral vacancies is added. This is a

substantial term and modifies the diffusivity in intrinsic silicon by a factor of

2 or more at all temp~eratures below 1150*C. No reason for this discrepancy with

his own earlier data or with the data of others is given. Drawing definitive

conclusions based on these results would therefore be unwarranted.

The best explanation for the independence of the diffusivity from the con-

centration level in the grain boundary would be that the Fermi level in the grain

boundary is not a function of the arsenic concentration because the arsenic in

the grain boundary is not electrically active. In the case of diffusion in

single-crystal silicon, it is the dependence of vacancy concentration on the

Fermi level which causes most of the concentration dependence of the diffusivity.

The diffusion mechanisms might therefore be about the same in the grain boundary

as in intrinsic silicon, but with a much higher concentration of vacancies.
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15.6 COMPARISON WITH PREVIOUS WORK

There are differences between our results and published work on diffusion on

polysilicon. Kamins et al. [15.15) reported a strong correlation between <110>

texture and the diffusivity of boron and phosphorus in thick films of

polysilicon. For the thinner films used in this work, no such relationship was

found, the arsenic grain boundary diffusivity being independent of X-ray texture.

The grain-boundary diffusivities of arsenic obtained in this work are two

orders of magnitude higher than the values reported by Tsukamoto et al. [15.16)

and Ryssel et al. [15.17]. We believe that this difference is caused by an

incorrect interpretation of the data in their work. As discussed above, the

broadening of the surface peak in Fig. 15.3, gives an indication of the

diffusivity in the interior of the grains. This value of diffusivity is the same

as in single-crystal silicon at the same dopant concentration, and is two orders

of magnitude lower than grain boundary diffusivity. It appears that Tsukamoto et

al. and Ryssel et al. have extracted all their diffusivity values from

measurements of the surface peak.

Johnson et al. [15.14] have reported results of electron-beam-induced-

current and transmission-electron-microscope measurements on arsenic-diffused

lateral diodes fabricated on laser-recrystallized polysilicon diodes. As

mentioned above their results are consistent with our data.

15.7 SUMMARY

The diffusivity of arsenic in the grain boundaries in polycrystalline sili-

con has been studied experimentally and modeled with two-dimensional process sim-

ulation. It has been found that the diffusivity is much higher than reported by

earlier workers. The activation energy for diffusion in the grain boundary is

close to that for diffusion in the bulk. The diffusion in the interior of the

grain is the same as in single-crystal silicon. Simulations have shown that the
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concentration profiles in polycrystalline silicon after diffusion are very much

influenced by the amount of segregation to the grain boundaries. Boron profiles

are quite different from arsenic ones because there is no segregation of boron to

the grain boundary.

REFERENCES

[15.1] B. Swaminathan, K. C. Saraswat, R. W. Dutton and T. I. Kamins, "Diffusion
of Arsenic in Polycrystalline Silicon," Appl. Phys. Lett., 40, p. 795,
1982.

[15.2] T. I. Kamins, M. M. Mandurah and K. C. Saraswat, "Structure and Stability
of Low Pressure Chemically Vapor Deposited Silicon Films," J.
Electrochem. Soc., 125, p. 927, 1978.

[15.3] M. M. Mandurah, K. C. Saraswat, and T. I. Kamins, "Dopant Segregation in
Polycrystalline Silicon," J. Appl. Phys., 51, p. 5755, 1980.

[15.4] B. Swaminathan, E. Demoulin, T. W. Sigmon, R. W. Dutton and R. Reif,
"Segregation of Arsenic to the Grain Boundaries in Polycrystalline
Silicon," J. Electrochem. Soc., 127, p. 2227, 1980.

[15.5] M. L. Barry and P. Olofsen, "Doped Oxides as Diffusion Sources: I. Boron
into Silicon," J. Electrochem. Soc., 116, p. 2227, 1980.

[15.6] T. I. Chiu and H. N. Ghosh, "A Diffusion Model for Arsenic in Silicon,"
IBM J. Res. Dev., 15, p. 472, 1971.

[15.7] N. A. Gjostein in "Diffusion," Am. Soc. Metals, Metals Park, Ohio, p.
241, 1973.

[15.8] L. G. Harrison, "Influence of Dislocations on Diffusion Kinetics in
Solids with Particular Reference to the Alkali Halides," Trans. Faraday
Soc., 57, p. 1191, 1961.

[15.9) R. T. P. Whipple, "Concentration Contours in Grain Boundary Diffusion,"
Phil. Mag., 45, p. 1225, 1954.

[15.10] D. Chin, M. Kump, and R. W. Dutton, "SUPRA: Stanford University Process
Analysis Program," Stanford, California, 1981.

[15.11) R. B. Fair in "Impurity Doping Processes in Silicon," edited by F. Y.
Wang, North Holland Publishing, Amsterdam, 1981.

[15.12] R. B. Fair and J. C. C. Tsai, "The Diffusion of Ion-Implanted Arsenic in
Silicon," J. Electrochem. Soc., 122, p. 1689, 1975.

382



[15.13] R. B. Fair and J. C. C. Tsai, "A Quantitative Model for the Diffusion of
Phoshporus in Silicon and the Emitter Dop Effect," J. Electrochem. Soc.,
124, p. 1107, 1977.

' [15.14) N. M. Johnson, D. K. Biegelsen and M. D. Moyer, "Grain Boundaries in P-N
Junction Diodes Fabricated in Laser-Recrystalliz d Silicon Thin Films,"
Appl. Phys. Lett., 38, p. 900, 1981.

[15.15] T. I. Kamins, J. Manoliu, and R. N. Tucker, "Diffusion of Impurities in
Polyrystalline Silicon," J. Appl. Phys., 43, p. 83, 1972.

[15.16) K. Tsukamoto, Y. Akasaka and K. Horie, "Arsenic Implantation into
Polycrystalline Silicon and Diffusion to Silicon Substrate," J. Appl.
Phys., 48, p. 1815, 1977.

[15.17) H. Ryssel, H. Iberl, M. Blier, G. Prinkle, K. Habergerr and H. Kranz,
"Arsenic Implanted Polysilicon Layers," Appl. Phys., 24, p. 197, 1981.

3D

383



10

21 U
10a• 1oE 4 A

8
20

10

19
to

1

2 2
10

As - IMPLANTED PROFILE

1 21
Z.

1 20
ti 10

o ,i ERFC FIT

19

(b)

22
10

to

20
Io

19

10

1S (€)

0 500 1000 1500

4 DEPTH (nm)

Fig. 15.1: Concentration profiles of arsenic in 1 Um polysilicon films of
different grain sizes after annealing at 800% for 6 hours in

nitrogen. The initial profile of the arsenic introduced by a 40 KeV

4i implant at a dose of 1016 cm" 2 is also shown. The average grain
sizes of the films are 0.21 um (a), 0.36 (b) and 0.51 (c).
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16. PRACTICAL CONSEQUENCES OF DOPANT SEGREGATION

R. W. Barton, C. R. Helms, W. A. Tiller

16.1 SURVEY OF DOPANT SEGREGATION EFFECTS ON DEVICE BEHAVIOR

In previous periods we have experimentally and theoretically modeled the

0 segregation of phosphorus and arsenic at the Si-Si02 interface. A version of

the model has been incorporated into SUPREM III. In the following sections of

this report some of the practical device consequences of the segregation effect

are discussed and examples of calculated profiles using an analytic solution to

the dopant segregation problem presented.

16.1.1 Effects on Interface Properties

In previous work we presented a few atomic models for the binding site of

phosphorus in the Si/Si02 interface. These were based on idealized atom

arrangements in a silicon <111> interface which, to first order, we assumed were

not disrupted by the presence of phosphorus. Several second order effects due to

phosphorus segregation, however, may account for some anomalous properties of the

interface that have been reported in the literature.

We concluded in previous work that the phosphorus has no first order effect

on electrical properties of the Si/Si02 interface. The dopant related effects

reported by Snell [16.1] were considered too small in comparison to the total

density of segregated phosphorus. To second order, however, Snell's observations

would be consistent with the properties of a phosphorus rich layer in the inter-

face.

Snell observed, for instance, that the density of interface traps will in-

crease with phosphorus doping level. These defect states, with energies in the

silicon band gap, have been associated with dangling bonds in the interface £16.2).

Since their density is so small, we did not associate them with a driving force
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* for segregation. Most of the phosphorus atoms, we concluded, retain their four-

fold coordination in the interface (with bonds either to silicon or oxygen

atoms). It remains true, however, that a dangling bond attached to a phosphorus

atom will be more stable than one attached to silicon and so the probability of

* finding a dangling bond should increase in the presence of high P concentrations.

* The fraction of interface phosphorus atoms associated with interface electron

traps appears to be about two percent.

The extra dangling bonds that appear in highly doped samples, however, might

not be associated directly with phosphorus atoms. It is possible that the

presence of large P concentrations strains the lattice in the interface region

and leads to the formation of extra electron defects on silicon atoms.

The indirect effect of phosphorus segregation on the properties of interface

silicon atoms might also be used to account for Ho's observations of dopant

enhanced oxidation rate [16.3]. Ho observed that, in heavily doped samples, the

linear oxidation rate of silicon will increase. The linear rate constant, in

contrast to the parabolic rate onstant, is thought to be associated with a reac-

* tion mechanism at the Si/SiO2 interface. In a detailed kinetic analysis, Ho

reported that the dopant enhancement effect occurs through increases in the pre-

exponential rate constant. The activaiton energy of the interface reaction is

not significantly affected by doping level. This can be interpreted to mean that

the concentration of reaction centers is increased in the heavily doped inter-

face. If the phosphorus contributes to the number of dangling bonds in the

* interface, it might also be increasing the nunber of sites where oxygen can

become attached. This was modeled by Ho as an increase in the silicon vacancy

concent rat ion.

Having identified the dopant segregation phenomenon in the Si/SiO 2 inter-

face, it would not be unreasonable to expect that similar phenomena occur in the
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other silicon interfaces. Evidence has already been found, for instance, for the

segregation of arsenic to the grain boundaries of polycrystalline silicon [16.4).

This segregation has been found to significantly reduce the concentration of

active charge carriers in a thin polycrystalline film. Evidence has also been

found for the segregation of arsenic to the free surface of silicon [16.5]. (The

evidence is sketchy, however, since the dopants evaporate rapidly from the

crystal surface). High dopant concentrations will probably have an effect on the

kinetic properties of this surface, influencing silicon epitaxial growth rates

and the rates of dopant incorporation from gaseous sources.

16.1.2 Effects on Dopant Distributions in Silicon

The understanding and control of dopant concentration profiles in a silicon

wafer is a necessary part of device fabrication. Many practical problems assoc-

iated with these concentration profiles, however, have challenged our ability to

understand fundamental diffusion processes. Many of the profiles can only be

uniderstood through the use of diffusion constants that depend variously on con-

centrations, concentration gradients, or position in the sample (see reviews by

Hu [16.6] or Tsai [16.7]). Chemical potential fields, related for instance to

dopant segregation, also need to be considered in the diffusion models.

A typical SUPREM simulation is shown in Fig. 16.1. Two phosphorus profiles

are shown here, one resulting from an ion implantation step, the other showing

the effect of a subsequent, high-temperature, "drive-in" anneal. The program

also generates from these profiles device parameters such as sheet resistance and

junction depth.

The SUPREM program has now been revised to account for the effects of inter-

face segregation. Fig. 16.1, however, does not show the phosphorus pile-up that

we would expect to observe in the Si/SiO2 interface. As a consequence, this

simulation may be overestimating the amount of phosphorus that exists in the bulk of
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the silicon. Also, if the segregated phosphorus is electrically inactive, the

simulation may be predicting sheet resistances that are too low in the silicon

wafer.

We have already observed significant changes in a silicon dopant profile due

to the effects of interface segregation. In Fig. 16.2, we show three Auger

sputter profiles which illustrate the evolution of dopant distributions near the

interface with oxidation time. Of particular interest is the profile obtained

after ten minutes of oxidation. We have noted that this sample contains more

phosphorus in the interface than can be accounted for by redistribution from the

* SiO 2-

We proposed that the interface contains phosphorus which had diffused into

_4 the interface from the bulk of the silicon. We attributed the gradients on the

silicon side of the interface to a diffusion profile which accompanies the flux

of phosphorus.

The revised model in SUPREM III will be able to simulate diffusion profiles

*such as those shown in the ten-minute oxidation sample. However, many of the

* expected effects can be predicted from an analytical solution to a simplified

version of this diffusion problem. This solution will be described in the next

* section. The solution will then be compared to our Auger profiles in the follow-

ing section.

* 16.2 INTERFACE FIELD EFFECTS ON SOLUTE DISTRIBUTIONS DURING CRYSTAL GROWTH-

THEORY

16.2.1 Introduction

Solute redistribution is an important problem in many practical studies of

phase transformations. It originates in the tendency of a growing phase to

either reject or absorb impurites as they are encountered in the parent solution.

It results in concentration gradients that can extend from the moving interface

far into either phase. Dopant gradients that are expected to arise from the
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redistribution during oxidation are reproduced in Fig. 16.3. A quantitative

understanding of these dopant distributions is important since they can influence

electrical behavior in MOS devices. The redistribution problem is equally impor-

tant in the semiconductor crystal growth process--where resulting dopant grad-

ients influence the velocity and morphology of the crystal growth front, while

simultaneously determining the doping level in the product crystal.

A quantitative analysis of the redistribution effect begins with Fick's laws

of diffusion:

J =-D aC (16.1)ax

aC aJ (16.2)

_ax

where J represents the flux of a diffusing species, C is concentration, and D is

the diffusion coefficient; x and t represent position and time, respectively.

These equations must be solved in the vicinity of a moving boundary where

the concentrations in the two phases (1 and 2) are related by an equilibrium

coefficient:

Cl
k = - (16.3)

C2

In order to solve equations 16.2 and 16.3 for C(x,t), however, it is easier

to change to a frame of reference fixed in the boudary, where the solute atoms

will appear to approach the origin with an additional flux given by boundary

velocity v.

-D c vc (16.4)ax

aC _! (D C aC (16.5)at ax a+ va
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These were the equations solved by Grove, Lestiko and Sah [16.9] for the dopant

redistributions that occur during oxidation. They assumed that the velocity, v,

had a parabolic time dependence.

v = at1/2  (16.6)

Equations 16.4 and 16.5, however, do not take into account the chemical

forces associated with surface segregation. As discussed previously, these

forces, particularly the interface fields, can lead to non-uniform dopant distri-

butions in an extended region near the interface. During a diffusion process,

these forces can lead to additional solute fluxes that will drastically alter the

expected solute redistribution profile. These extra fluxes are driven by the

gradients in single particle potentials, PO(x), that are associated with the

interface fields. The fluxes from the field will be proportional to an Einstein

mobility: D/kT. The more complete diffusion equations, then, may be written as:

J = -D 2-- vc _ k- I-x (U(x)) (16.7)

C L- (D C + @C (v + D L + 2DC 12 px (68Bt- x -@x) @-x T . DT 32 (u@(x)) (16.8)
at ax ax axvkT ax kT ax 2

Tiller and Ahn [16.10] have shown how the existence of interface fields can

alter the concentrations of dopant incorporated into a growing crystal. They

solved equations 16.3 and 16.7 for a crystal growing at constant velocity (the

steady state solution). They used a simple form for interface fields.

iPO(x) = a exp (ax) (16.9)

Their resulting concentration profile is very dependent on growth velocity. At

low velocities the dopant is able to diffuse relatively quickly, and a close

approximation to an equlibrium dopant profile is maintained near the interface.
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At higher velocities, however, solute fluxes become dominated by the motion of

the interface and equilibrium distributions are not achieved. The result can be

* measured as an effective distribution coefficient, k', that varies with growth

velocity and crystal orientation. These effects have been observed by Hall

[16.11]. A comparison between Hallis measurements of the effective distribution

li coefficient and those predicted by Tiller and Ahn is shown in Fig. 16.4.

Using parameters defined in equation 16.9, Tiller and Ahn showed that the

interface distribution will approximate an equilibrium distribution during growth

* as long as

V <<« kBaT D(16.10)

This condition is in fact satisfied during the silicon oxidation process.* As a

result, we do not expect velocity dependent effects, similar to those shown in

Fig. 16.4 to occur during oxidation.

Additional interface field effects can occur, however, during the initial

oxidation process. In this initial transient period, while the solute is first

beginning to pile-up in front of the moving interface, we will find that an

interface field can cause solute to move in directions that are just the opposite

of those expected from normal redistribution theory. These additional fluxes

will be important in our understanding of the ten-minute oxidation profile shown

in Fig. 16.2.

16.2.2 A Segregation Model for the Initial Transient

The intitial transient solute profile can, in principle, be obtained from a

solution to equation 16.8. No exact solution, however, has yet been given for this

* V - 20 A/min. D 5 x 1013 A2/min.

B -O.3 eV kT= 0.1 eV

- -.05 A-1 397



equation. We will instead demonstrate the principle effects of segregation on

* the initial transient with a few simple approximations.

Our approximations center on a simplified functional form for the interface

field. Instead of Tiller and Akin's exponential form, we will employ a square

well chemical potential, illustrated in Fig. 16.5. In equilibrium, this chemical

potential should result, as shown, in a box-like distribution of dopant near the

interface. The object of our diffusion calculations will be to determine how

fast this box can be filled with phosphorus from an initially flat concentration

profile.

The step-like chemical potential of Fig. 16.5 allows us to treat the inter-

*face as if it were a separate chemical phase with a greater affinity for phos-

phorus. Since the chemical potentials are uniform in each phase, the much simp-

* ler form for the diffusion equation can now be used to solve for the concentra-

tion gradients (equation 16.5 instead of 16.8). The segregation phenomenon will

manifest itself through a boundary condition: a distribution coefficient, like

eqn. 16.3, will apportion the dopant between the interface plane and the bulk plane.

The square well chemical potential is a severe approximation to the sort of

interface fields expected here. However, if the width is chosen to correspond to

* a single lattice distance, the square well may be a very good approximation for

* the monolayer model of segregation. We have chosen to leave the width, 6, as an

adjustable parameter. The total volume of the equilibrium distribution, given by

* the product U6, is a material parameter that can be determined from Auger sputter

profiles.

In order to simplify the problem further, we have made three more assump-

tions: (a) We assume that the SiO 2 is impermeable to phosphorus (the actual

distribution coefficient between silicon and SiO 2 is greater than ten.), (b) We

assume that the growth velocity is constant (as it usually is in the early stages
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of silicon oxidation), and (c) we assume that the interface region is so narrow

that concentration gradients are insignificant in that region. We are assuming,

in other words, that the diffusion constant in the interface phase, DI, is

infinite. These assumptions allow us to concentrate our efforts on the determin-

ation of dopant profiles in the bulk of the silicon.

We will now describe our boundary conditions for the diffusion process in

silicon. The initial condition should appear as in Fig. 16.6. The concentration

is uniform at every point--except for a finite discontinuity in the interface.

At time t = 0+, therefore, no phosphorus has diffused into the boundary. As in

many diffusion problems, the calculated flux has a pole at time zero.

Our expression for the initial condition is:

C at x =0
c I (t = 0) = c CS i (t = 0) = Cc at x 0 (16.11)

We expect the concentration of solute in the interface phase to increase uniform-

ly as solute is dumped into it from the silicon (see Fig. 16.7). These changes

will be governed by the solute conservation principle:

a Si

L ( c) X- 0)-- o) (16.12)

where 6 is the width of the interface layer. If we note in addition the propor-
tionality between CI and CSi we can write a boundary condition at x = 0 that

employs only silicon concentration variables:

S[Si ] =  [ CSi vCS] (16.13)

where k = CI/cSi(x = 0).

The other boundary condition is determined by the uniformity that should

exist in the silicon at distances far away from the interface:
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CSi (x = m) = constant (16.14)

The solution specified by equations 16.5, 11, 13, and 14 appears as follows:

r1/2
C(x,t) c + Co a (-pl2 erfc | + (pt) (16.15)

L2t 11

+ b (-20-P 112) exp [(28)01/2 + (4a32 + 48p1 1 2 )t]

x erfc L-112 + (2o + pI / 2 ) t 1 /

1rfc2 11/2 1121

+ c (p) exp [-2(p) 1  erfc20/2

(1-(po)1/2+ 2pt) exp [-2(po) / 2] erfc LG12 (Pt)1/2]

where

1 c -a -b (16.16)
1p/2

b= -q Pl1/2
20 + 2p1 2  2(0 + p /2)2 8+ pl12

16.2.3 Results

In Figs. 16.8 and 16.9, we illustrate the calculated solution to the initial

transient problem (equation 16.15). In these figures, we have used a chemical

potential well that would result in an equilibrium distribution that is 40 A wide

and 12 times more concentrated in the interface than in the bulk silicon. The

other parameters of interface velocity and phosphorus diffusion coefficient
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correspond to published values for the oxidation of silicon at 9000C. (Ce.

1.2 x 1o0 cm , D = 4.25 x 10 A/mmn, v = 3 A, from references 16.12 and 16.13).

The first frame (Fig. 16.8a) shows a phosphorus distribution after .005

minutes of oxidation; it closely corresponds to our initial condition. The

second frame (16.8b) shows the interface beginning to fill up with phosphorus,

accompanied by steep concentration gradients in the silicon. In Fig. 16.8c, the

near interface region has nearly reached equilibrium, although a small

concentration gradient persists deeper in the silicon wafer.

Fig. 16.9 illustrates the final stages of the initial transient, after 50

and 200 minutes of oxidation, respectively. Note that in the time between these

two profiles, the gradient near the interface has changed from positive to

negative values. This transition is coincident with a reversal in the direction

of phosphorus flux in the region of the interface. As the chemical potential

well fills up with phosphorus, the normal redistribution process that accompanies

the rejection of dopant from the SiO 2 begins to dominate the profiles. The

redistribution does not begin to cause a phosphorus pile-up in the bulk of the

silicon, however, until after at least 250 A of oxide have been grown.

16.2.4 Conclusions

One of the objects of our study has been to determine the rate at which

interface concentrations increase during the early stages of oxidation. This

rate is given by the flux of solute from the silicon into the interface, and will

be influenced by the velocity of the interface as well as by concentration grad-

ients in the silicott. In the early stages of oxidation, however, the flux is dom-

inated by concentration gradients. This has been shown by comparing profiles such

as in Fig. 16.8 to profiles obtained by setting the interface velocity to zero.

After one minute of oxidation the phosphorus distributions are essentially identi-

cal. After 20 minutes of oxidation (at 9000C) the stationary interface has only
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twenty percent less phosphorus than the moving interface. It is only in the

later stages of oxidation, when the concentration gradients are small, that the

movement of the interface has a predominant effect on the evolution of the inter-

face concentration. All of this is in contrast to the former theories of redis-

tribution, where the dopant profile was directly related to interface movement.

We have also studied how the shape of the potential well affects the evolu-

tion of the dopant profile. Since it is difficult to measure interface width

directly in the laboratory, it was felt that the theoretical width, 6, could be

q determined from comparisons between theoretical and experimental dopant profiles

in silicon. Unfortunately, we have found that, as long as the volume of the

potential well remains constant, the relative height and width of the well has no

significant effect on the evolution of the profiles in the silicon. Presumably,

this is because the impurity fluxes are controlled by concentration gradients

that extend far into the bulk of the solid, where they are not affected by the

interface field. For this reason, as long as one is not concerned with the exact

distribution of solute in the interface region, the square well may accurately

model the effects of many different interface segregation phenomena.

16-.3 DOPANT SEGREGATION EFFECTS ON THE SOLUTE DISTRIBUTION DURING OXIDATION -

PREDICTIONS AND APPLICATIONS

16.3.1 Comparisons with Auger Sputter Profiles

The initial transient study was first motivated by the need to understand

the Auger sputter profiles obtained after 10 minutes of oxidation at,9000C (se2

Fig. 16.2). The phosphorus pile-ups observed in these samples contain an unusu-

ally large amount of phosphorus and are accompanied by a depletion in phosphorus

concentrations in the bulk of the silicon. One of the profiles is repeated in

Fig. 16.10 along with the calculated results of our diffusion analysis.

De~rpite the crude "square well" approximation employed in our diffusion cal-

culatioi, fairly good agreement is found between the theoretical and experimental
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profiles shown in Fig. 16.10. The theory predicts approximately the total amount

of phosphorus that has collected in the interface region, and also shows the

concentration gradient in the depletion region. This prediction is based on the

same values (taken from the literature) of interface velocity and diffusion coef-

ficient as those used in Fig. 16.8. The volume of the potential well has also

been determined by measuring an equilibrium phosphorus distribution in a sample

that had been annealed in N2 at 9000C.

By studying the evolution of the distibution theory with time, we have

determined that the interface region will fill to within 90% of its equilibrium

interface concentration after 90 minutes of oxidation at 9000C, and after 420

minutes of oxidation at 8000C. Both of these results have been confirmed by our

Auger measurements.

Unfortunately, these changes in the dopant pile-up are not sensitive to the

relative height and width of the chemical potential well. Therefore. we have n".

been able to use the theoretical width, 6, as an adjustable p r -. ! W ur com-

parison. The actual width of the interface remains unknown &-ce our experimen-

tal profiles are broadened by the effects of ion knock-on mixing. In order to

show that a narrower and taller equilibrium distribution can be used to make the

same predictions, we have analytically convoluted a theoretical profile and com-

pared it also to the ten minute Auger profile (Fig. 16.11).

The theoretical curve in this figure is based on a potential well that has

the same volume as that used in the calculation of Fig. 16.10, but is only 3 A

wide.This profile was broadened with a 14 A wide gaussian distribution. Although

the experimental profile does not show the same symmetry as our theoretical pre-

diction, the two curves still have about the same volume, and both show concen-

tration gradients in the silicon. A similar comparison could be made with a

wider theoretical interface and a correspondingly narrow distribution.

403



16.3.2 Comparisons with Previous Redistribution Theories

The practical consequences of our segregation model can be evaluated by comn-

paring its predictions to previous theories of dopant redistribution. We have

already seen that segregation can give rise to depletions in dopant concentration

on the silicon side of the interface. So far, however, we have only illustrated

dopant profiles is heavily doped samples, and in regions very close to the inter-

face. More extended dopant distributions are shown in Fig. 16.12 and 16.13.

The segregation profiles in these figures are comp~ared to predictions from

the SUPREM numerical simulation program (see previous section). The depth scales

in these figures correspond more closely to diStdnces important in device fabri-

cation. In each figure, the previous redistribution theory predicts that phos-

phorus ought to be piled-up in front of the moving interface. Because of the

growing segregation layer, however, our model predicts significant depletions in

interface phosphorus concentrations. The concentration differences are typically

about twenty percent, and can extrnd over distances of 1000 A. Both figures show

the results of a 900*C, 50 minute oxidation process, which result in oxide thick-

nesses of approximately 300 A. Fig. 16.13, however, is based on a sample doped

in the bulk to only 1017 cm-3 of phosphorus. At these lower dopings the

phosphorus diffusion constant is smaller [16.12) and so the resulting concentra-

tion gradients are steeper and confined more closely to the interface. After 50

minutes of oxidation, the segregation layer is closest to its equilibrium concen-

tration in the more heavily doped sample.

16.3.3 Effects on Implanted Layers

In the previous comparisons, we considered only changes in dopant profiles

from silicon wafers that were assumed to be uniformly doped. Where the initial

distribution is not uniform, however, or where there is a limited amount of im -

purity in the sample, the segregation effects can be much more significant. This
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is illustrated for an ion implantation process in Fig. 16.14. This figure shows

an estimate of the differences between implanted and diffused layers for models

that either include or do not include segregation effects. Unfortunately, an

exact prediction is not possible since our initial transient model is based on a

uniform initial condition. The segregation effects included in SUPREM III will

provide a more detailed comparison than is possible with our transient model.

In Fig. 16.4 we have used the phenomenological relations to estimate the

amount of dopant that will become trapped in the interface after a sufficiently
S

long anneal. This amount of segregated dopant was then subtracted from the total

dose in the implanted layer. Notice that, in contrast to the profiles of Figs.

16.12 and 16.13, the ten percent difference in phosphorus concentrations extend

throughout the diffused layer. This will be a reasonable prediction as long as

the peak in the implanted profile was originally close to the interface.

Using the above estimate, SUPREM calculates that the profile with less phos-

phorus is also associated with a ten percent greater sheet resistance in the sil-

icon (p = 21.3 ohms/square). The depth to the p-n junction is also 500 A less in

the profile that accounts for interface segregation. Both of these effects canS

significantly influence device behavior.
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Fig. 16.1: SUPREM II simulation, showing the results of phoshporus implantation
(dose - 5 x 1016, ion energy = 100 KeV) and a subsequent drive-in
anneal (40 min., 1150 0C, N2 ).
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after ten minutes of oxidation has reached there after diffusing out
of the bulk silicon. Phosphorus concentrations in this sample are
depleted on the silicon side of the interface.
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A. The parameter k • 6 was determined from measurements on
equilibrium distributions at 900C.
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17. EFFECTS OF ION BEAM MIXING ON PROFILES OF THE Si-Si02 INTERFACE

FOR THIN OXIDES

M. A. Taubenblatt and C. R. Helms

17.1 INTRODUCTION

Previous Auger sputter profiling studies of ultrathin SiO 2 layers [l] have

* shown that thinner layers result in the reduction of the Si-Si02 interfdce

* widths. These results have been explained by intrinsic properties of the thin

oxide layers or by surface roughening effects [17.1,17.2,17.3]. In this study, a

model is developed, based on the spatial distribution of the ion energy, which

can be modeled by a position dependent diffusion constant. This sputter induced

* diffusion causes the observed interface broadening, and is greatly reduced for

thin oxides, due to the kinetics of the process in accordance with experimental

observations. To verify this model, in addition to the data of references 1-3,

additional samples were investigated to insure that the growth process was not

effecting the interface width. This was done starting with a 100 A oxide that

was chemically etched thinner so that the interface in all cases would be identi-

cal.

In section II, this model is presented, and an approximate analytical ex-

pression is developed which gives the dependence of interface width on the ini-

tial oxide thickness. Also exact numerical solutions of the diffusion equation

are calculated, which give the shape of the Auger profile, and show that the

* analytical solution is correct.

In section III, experimental procedure is discussed and the techniques used

to measure the initial oxide thickness. These were; ellipsometry, sputtering

time to the interface (50% point) and the peak heights of the Auger KLL transi-

tions.

In section IV the results are compared to theory.
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17.2 THEORETICAL MODEL

The derivation of the relationship between the deposited ion energy and the

effective diffusion coefficient, D, follows the analysis of Schwartz and Helms

and also Haff and Switkowski [17.4,17.5]. We repeat this derivation here for the

sake of clarity.

The model is analogous to thermal diffusion theory. A bombardment ion pene-

trates the surface, causing random collisions, and thus displacements of the bulk

atoms just beyond the surface. For low ion energies the scattering is isotropic,

thus the assumption of random displacements is valid. The path of an atom is

described by a random walk. The net distance R traveled by this atom is then

R2 = na2t (17.1)

where 52 is the mean square displacement length and n is the number of displace-

ments occuring per atom per unit time. The diffusion constant is then given by

[17.6]

1 a R 2 ( t )1 2

at =6 n 2  
(17.2)

To determine n, the Kinchin-Pease formula is used [17.7]. This formula

gives the number of collisions occuring due to an ion of energy E as E/2Ed where

Ed is a displacement energy. The number of collisions is thus E/Ed since two

atoms collide in a displacement event.

At this point we depart from previous analyses, and consider the ion to dep-

osit its energy over a spatial range. Thus let E(Z) be the energy deposited per

unit depth into the target. For low ion energies, the displaced atoms due to one

ion will not stray far from their initial locations, and one can then consider

E(Z)/Ed to be the local number of collisions per unit length caused by an inci-

dent ion at depth Z into the target. Thus n(Z) is given by:
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n(Z) : E(Z) J/Eden (17.3)

where J is the incident ion current, e the electron charge, and n the atom

density of the target. It then follows from (17.2) and (17.3) that

) 1 E(Z)Ja 2  (17.4)6 Eden

For low ion energies a2 is roughly given by the nearest neighbor distance

squared, (3A) 2 , and Ed for SiO2 is 25 eV. It only remains then to determine the

energy deposition profile E(Z). This profile can be approximated using the LSS

theory [17.8] based on using scattering (stopping) cross sections to determine

the moments of energy and ion distributions. The moments for a power law (1/3)

scattering, suitable for low energy ions is calculated in Sigmund and Sanders

[17.9] and is used here to estimate the moments <x> and <AX 2> of the energy

distribution, where x is the direction of ion incidence. Then E(x) takes the

functional form

E(x) = e-(x-<x>)2
E~x)= e-(x-x>)(17.5)

2 <Ax 2 >

which must be normalized, so that

E o Io E(x)dx (17.6)ion 0

where Eion is the incident ion energy.

The mechanism of interface width reduction with thin oxides is now clear.

Figure 1 shows E(x) plotted for a thick and a thin oxide. For a thick oxide, the

entire energy distribution will sweep past the interface region as the target is

sputtered away. But for a thin oxide, much of the energy is deposited beyond the

interface, so that the total energy deposited near the interface is reduced.

We may now define an approximate broadening parameter
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2= (Dt)totaI (17.7)

If D were a constant, 2 would be an exact solution of the broadening, but since

D is dependent on both position and time (due to sputtering) (17.7) is only

approximately correct. Thus we may write

2 =f d D fd dx d E(x)adx (17.8)
o or o 6 E dS

where d = oxide thickness, r = sputtering rate = --and S = sputtering yield in

atoms/ion.

When d is large compared to the extent of E(x) (d>> <x>) W2 reduces to

2 Eiha2  (17.9)
max 6 EdS

which is identical with [17.4]. Using (17.5), and evaluating (17.8) in terms of

error functions, we arrive at the equation;

d erf a + erf 7 (17.10)
= W2max 1 + erf (

where a = <x>/ V2<Ax2>. This equation is plotted in Fig. 17.2 with a = 1.3 (a

is nearly constant over a variety of ions and is independent of energy).

In order to verify that the approximation (17.7) is correct, the numerical

solution of the diffusion equation with position (and time) dependent D has been

calculated using finite difference equati.ons. Fig. 17.3 compares the numerical

solution to an error function solution with Dt given by (17.10) for an initial

step function profile. The numerical solution is very nearly an error function,

and the approximation (17.7) is thus shown to be quite accurate.

The above discussion applied to ions normally incident to the target. In

our experimental chamber the ions strike the target at 490 off normal incidence.

Since the 2nd moment in the transverse direction (<y2>) in non-zero, this caus-

es an additional complication. Fig. 17.3 shows an off-normal incident ion beam.
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The x direction is along the incident ion trajectory, the y direction

transverse to this, and the z direction along the target normal. To compute E(Z)

(energy deposition as a function of depth into the target), we must integrate

along the y direction. Thus E(Z) is given by

E(Z) = j fz/sine exp [-(x-<x>)2/2<Ax2> - y2/2<y 2>] dy (17.11)

where x = z/coso + ytane and K = normalization constant. Substituting for x, and

defining z = <x> cos 0, we have
q

E(Z) = K-jz/sinO exp [-(zcosB - ytane) 2 /2<Ax 2 > - y212<y2 >] (17.12)

This may be reduced to the equation

E(Z) =Ke - (x 2/2 <AX 2 eff> [I+ erf(,(s/nA - (z-))17.13)

where A = (tan2e/<Ax 2> + 1/<y2>)

B = tan6/cos0 <Ax2>

1/<Az2 eff> = (B2/A + 1/cose <Ax2 >) (17.14)

For typical parameters the term in brackets varies -10% as z goes from 0 to -,

so that it can be neglected. Thus, for off normal incidence, E(z) has approxi-

2mately the same functional form as for normal incidence, but with a new <Az eff>

* as defined in (17.14).

To calculate the moments needed to determine E(z) we use the computations of

Sigmund and Sanders [17.4], representing the SiO 2 lattice as a solid with

atomic mass 20 (average mass of Si0 2 ) with the atomic density of Si0 2 . A 1/3

power law potential is used, which is valid over the range 100-7000 eV for Ne and

300-22,000 eV for Ar. These parameters are listed in Table I.
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17.3 EXPERIMENTAL

The oxide samples were prepared on (100) n-type starting material, and grown

in -1% 02, 99% Ar at 1000 0C for -90', using standard integrated circuit tech-

niques. The oxide grown in this manner was 100 A. The thinner oxide samples

were prepared by etching this 100 A oxide in 200:1 HF solution (etch rate

-15A/min). Thus any effects due to oxide growth kinetics were eliminated.

The oxide thicknesses prepared in the above manner were measured using three

techniques; ellipsometry, sputtering time to 50% point, in the profiling experi-

ment and the ratio of the Auger KLL lines for Si (1606 eV) and SiO 2 (1619 eV)

for the starting surface.

The ellipsometry was performed using a Gaertner automated ellipsometer and

Gaertner software. The ellipsometric measurements of the oxides were quite sen-

sitive to the assumed substrate index of refraction (especially the imaginary

part). The generally used value of 3.85 - 0.02i did not give results in agree-

ment with other techniques. Since the substrate index is known to vary with sur-

face preparation [17.10], we found much better agreement by measuring the sub-

strate index for our samples directly. Less than 15" elapsed between removing

the sample from 100:1 HF and the measurement. The substrate indices measured in

this way ranged from Ns = 3.83 to 3.85 and Ks = -0.08 to 0.16.

Thicknesses from sputter times were determined by using a pre-determined

sputter rate from thicker oxides measured with ellipsometry. Taking sputtering

geometry and escape length effect into account, the sputtering time to the 50%

point of the Si 92 eV Auger line is 2.5 A less than the original interface,

assuming a near step interface.

Due to escape length effects, the KLL Auger line of Si and Si0 2 (1609 eV,

1619 eV) can be used to determine the thickness of oxides less than -50A. The

Auger signal strengths for Si and SiO 2 are given by:
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S e-dl-

SSio2 = A(1 - e- d/L) (15)

where d = oxide thickness, L = escape length at 1600 eV = 22 and A = the

senstivity ratio of bulk SiO 2 to Si = 2. Figure 5 compares the thicknesses

determined by the above techniques. Auger sputter profiling (ASP) was done in a

Varian ASP system using a single pass CMS (cylindrical mirror analyzer) with

integrated electron gun, and a Varian ion gun mounted at 49% off sample normal.

17.4 COMPARISON WITH THEORY

To compare this theory of interface broadening with experiment, we have

measured the interface width (10% to 90%) for oxide samples of various thick-

nesses for 3KeV Ne and 1 KeV Ar.

For an error function profile the 10% to 90% width is given by Wknock.on =

3.6 p2, with W2 defined by (7) and (10). We must also consider the broadening

effect of escape length, given by 2.2L [17.11] and the intrinsic interface width,

Wo. These broadening factors add in an RMS manner [17.11], so that

Wmeasured = Wo  Wknock-on + (2.2L)2  (17.16)

Thus we compute a Wknock-on experimental =Wmeasured - 2 (2.2L)2  (17.17)

The comparison of theory and experiment is shown in Fig. 6 where Wo is

assumed to be 10 . The assumptotic thick oxide, value of Wknock.on has been

compared in [17.4], and since we are interested in the behavior of thi 3xides

compared to the generic function (17.10), the data curves have been fitted to

Wmax•
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As can be seen, the data follows the predicted curves, with 3 KeV Ne having

a much more extended effect than 1 KeV Ar, since the energy deposition curve for

3 KeV Ne penetrates more quickly.

17.5 CONCLUSION

A theory has been developed, relating the interface broadening to the energy

deposition profile of the sputtering ions analgous to thermal diffusion. From

this theory, we expect thinner oxides to have narrower interfaces, and for this

effect to be more pronounced for deeply penetrating ions, such as 3 KeV Ne. Com-

pared to 1 KeV Ar, analysis of oxide samples of identical starting thickness

shows good agreement with this theory. This data is not explained well by assum-

ing thin oxides have narrower intrinsic interfaces, since all starting oxides

were of identical thickness, nor by roughening theories, since they do not

account for the differing behavior of 3 KeV Ne and 1 KeV Ar.

TABLE I

Ion Energy <x> <X2> <y2> <Azeff2>

Ne 500 eV 16A (IOA) 2  (8A)2  1OA (5A)2

Ne 1000 eV 25A (16A)2  (12A)2  18A (9A)2

Ne 3000 eV 52A (33A)2 (24A)2  34A (18A)2

Ar 500 eV 11A (7A)2  (5A)2  7A (4A) 2

Ar 1000 eV 18A (11A)2  (8A)2  12A (6A)2

Ar 3000 eV 37A (24A)2  (17A)2  24A (13A) 2
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18. Si3N4 OXIDATION KINETICS

T. I. Kamins

18.1 -INTRODUCTION

It has long been recognized that a model for the oxidation of silicon

nitride would be a useful addition to SUPREM since silicon nitrid- is often

oxidized during the formation of a field oxide using LOCOS processing (Fig.

18.1). It is necessary to know the oxidation rate both to ensure that a suf-

ficient thickness of nitride is available to mask the field oxidation and also

to enable etching of the grown oxide over the nitride without excessive

thinning of the field oxide outside the nitride-covered regions.

In the past year it was decided to address the subject of oxidation of

nitride, but it was recognized that manpower limitations would not allow a

complete experimental stu~dy. Instead it was decided to attempt to compile

existing data from the literature and from SUPREM users; if sufficient data

could be obtained, a preliminary model would be included in SUPREM III, with

refinement of the model as further information became available. Initially it

was desired to consider the oxidation of silicon nitride deposited both by

atmospheric-pressure and low-pressure chemical vapor deposition in the 900-

950%C temperature range normally used for these formation processes. Silicon

nitride formed by plasma-enhanced CVD at lower temperatures was not to be

considered in this initial study. Information about the oxidation at both

atmospheric pressure and at high pressures was to be obtained, if possible,

since high-pressure oxidation is becoming more commnonly used for the formation

of thick field oxides.

The study started with a thorough literature search, which produced

information about the oxidation of silicon nitride under a wide range of
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experimental conditions. In each experiment the nitride was formed under

somewhat different conditions and processed differently so that direct compar-

ison between studies is somewhat questionable. Since, however, any model used

in SUPREM will initially be applied to material formed and processed under

varied conditions, it was decided to ignore the different experimental condi-

tions in the various studies and attempt to obtain a fairly consistent model

for as much of the experimental data as possible. Some of the experimental

data was rather arbitrarily excluded if it differed markedly from the majority

of the available data or if the authors, when they could be contacted, ex-

pressed severe reservatior,,s about the quality of the data. Data from refer-

ences [18.1-18.7] was used in the study, while data fom references [18.8-

18.11] was excluded.

In addition to obtaining information from the open literature, a survey

was sent to SUPREM users requesting any data which they might have on the oxi-

dation of silicon nitride. It was felt that this application would be a

useful test of the concept of compiling data for construction of a model since

the fine details of the experimental conditions were not to be considered.

The data obtained from the survey were very limited. One set of data was vol-

untarily supplied by Gordon Wright of Synertek. Another (and very valuable)

set of data was obtained from Jim Stimmell of National. This turned out to be

some of the most useful information in the entire study since it contained

data taken under consistent conditions at several different pressures and

allowed modification of the tentative model.

18.2 POSSIBLE OXIDATION MECHANISMS

The basic possible oxidation mechanisms are shown in Table 18.1 below for

dry or wet oxidation. ("Wet oxidation," "steam oxidation," and "pyrogenic oxi-

dation" will be lump~ed together in this discussion.) In both cases a gaseous
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TABLE 18.1 - POSSIBLE REACTIONS

Dry 02 : Si3N4 + 302 + 3SiO 2 + 2N2 t

Wet 02 : Si3N4 + 6H20 + 3SiO2 + 4 NH3+

Si3N4 + 6H20 + 3SiO 2 + 6H2t + 2N2t

byproduct is formed along with the solid silicon dioxide. It is the presence

of this byproduct and the necessity of removing it from the silicon nitride-

silicon dioxide interface which can cause possible differences from the well-

characterized oxidation of silicon. Figure 18.2a shows the fluxes of the

oxidizing species and the nitrogen-containing byproduct, while the concentra-

tions of these species are Thown in Fig. 18.2b. In our analysis we will

consider that the transfer of the oxidizing species at the outer surface

of the oxide layer is rapid so that the concentration of the oxidizing species

in the oxide near its outer surface is proportional to the pressure of the

water vapor in the gas phase, and the concentration of the nitrogen containing

byproduct near the outer surface of the oxide is zero.

If there is no effect of the nitrogen-containing species at the

oxide-nitride interface, the analysis is analogous to the oxidation of

silicon. Expressions for the diffusion and reaction fluxes can be written:

FI = D 0  o ; F2 = 6 kn Coi (18.1)

In steady state, the fluxes may be equated and related to the formation

rate of the oxide:

(x 6 kn Cos

2N \ t- F =1 + 6 knoDo (18.2)
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This equation may be solved for the oxide thickness:

Xo2 + X ( Cos t (18.3)

which is in the familiar form

X2 + A xo = B t (18.4)

where the linear rate constant B/A in the reaction-rate-limited case may be

written as

B 3 kn 3 k( H

A = N Cos - N P (18.5)

and the parabolic rate constant B in the diffusion-limited case is

B = N Cos - N P (18.6)

Both rate constants are proportional to the pressure P of the water

vapor in the gas phase. A log-log plot of oxide thickness vs. time should

show a slope of unity at short times and a slope of 1/2 for long times.

Alternatively the product of pressure and time may be used as the independent

variable.

If however, the oxidation rate is affected by the concentration of the

nitrogen-containing species in the system, the analysis becomes more complica-

ted. If the diffusion of the nitrogen species away from the nitride-oxide in-

terface is slow, its presence there may impede the reaction rate at this in-

terface. In addition, the presence of this species in the oxide may retard

the inward diffusion of the oxidizing species.

We can consider the first of these effects by following a model by Enom-

oto, et al [18.2]. As before, we can write expressions for the fluxes of the
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oxidizing species related to diffusion and surface reaction and equate these

expressions in steady state:

C C.
F F = Do o = 6k C (18.7)

0 X 0n 01

In addition, we must now write an expression for the similar fluxes

related to the nitrogen-containing byproduct:

Fn=Dn CniC = 4k C (18.8)

The crucial assumption in Enomoto's model is made at this point. He

assumes that the reaction-rate "constant" is, indeed, constant when the con-

centration of the nitrogen-containing bypoduct at the interface is small so

that it does not impede the surface reaction. Above a critical concentration,

the reaction rate constant is assumed to decrease inversely with increasing

concentration of the byproduct at the interface. This assumption is admitted-

ly arbitrary but allows analytical solution of the equations in a special case

of interest. With this assumption, the oxidation rate can be written as

DX 9 k' C , ' 4 Do  1
0 n Cn n + 0 C s (18.9)

dt 4 N 9k nC n Dn Xo

in the region where the surface-reaction rate is impeded by the presence of

the byproduct at the interface. In the surface-reaction-rate-limited region

of oxidation, the second term in the square root is dominant, and the oxide

thickness can be obtained:

81kDn CC 1/3
81n n Cos 1 /3 81 kn' D CH 1/3

p1/3  t2/3  (18.10)016 N 2  16 N 2

The oxide thickness is found to be proportional to the 2/3 power of the time.

For longer times, the second term is small, and the solution reduces to the
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familiar diffusion-limited case with a 1/2 power dependence on time. For

small times, of course, the linear rate "constant" is assumed to be constant

so that the linear behavior seen in the simpler case is observed. Therefore,

on a log thickness-vs-log time plot (Fig. 18.3), a region with slope 2/3

should appear between the region with slopes of unity and 112. Whether this

region can be differentiated from the gradual transition from a slope of 1. to

a slope of 1/2 in the simpler model is debatable, although Enomoto argues that

this region can be unambiguously recognized. It should also be noted that

Enomoto's model predicts a 1/3 power dependence of oxide thickness on the

pressure of the water vapor.

In any study of the oxidation of silicon nitride, the relationship

between the oxide thickness formed and the amount of nitride consumed oust be

known. The widely varying values given in the literature arise because of the

different values used for the density of silicon nitride. Values between 2.8

and 3.4 g/cm3 have been used. The most consistent observations of the

dependence of the density on the deposition conditions are reported by Chu, et

al. [18.12]. They report an increase in density from 2.78 to 3.01 g/cm 3 as

the deposition temperature is increased from 850 to 12000C, compared to a bulk

density for silcon nitride of 3.18 g/cm 3 . If the deposition or final

annealing temperature is the dominant variable determining the density, a

value of approximately 2.8 g/cm 3 is applicable in the cases of most

practical interest, with a corresponding conversion ratio of 1.6 - 1.7.

18.3 EMPIRICAL MODEL

With these preliminary comments, we can analyze the available data to

obtain a model useful for SUPREM. A tentative examination of the data

indicated that, over a limited range, a simple relationship could be used to

fit the available data. As an initial approximation we can assume an inverse
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exponential dependence on temperature and power-law dependences on time and

water-vapor pressure:

ax~ n KI eEak tK K3  (18.11)

If Enomoto's model is valid over this range, the powers of time and pres-

sure should be 2/3 and 1/3, respectively. If the simpler linear-parabolic

model is applicable, the product of time and pressure could be used as the

independent variable, with the power varying between 1 and 1/2. Figure 18.4

shows the dependence of nitride consumed on the product of time and pressure

at 1000 0C, where the most extensive data is available. If the nitride con-

sumed is dependent only on the product, the data should fall on a single line.

Since it obviously does not, the different model must be used.

From the data of Fig. 18.4, however, we do see that the amount of nitride

consumed depends approximately on the 0.7 power of time so that K2 = 0.7 in

the emp~irical model. As we will see below, the 0.7-power dependence is also

reasonable for temperatures of 900 and 1100*C. In order to obtain the pres-

sure dependence, the time required to consume a constant amount of nitride can

be found as a function of the pressure. A plot of log time vs. log pressure

should be a straight line with a slope of -K3/K2. Fig. 18.5 shows that this

relationship holds over the pressure range 1-10 atm. The slope of -1.42 indi-

* cates that K3 = 0.7 x 1.42 = 1.0; that is, the amount of nitride consumed

* should be linearly proportional to the pressure, unlike the 1/3-power depen-

* dence predicted by Enomoto's model. The ratio of the amount of nitride con-

sumed to the pressure is plotted as a function of time in Fig. 18.6 for a tem-

perature of 900'C, indicating the usefulness of the relationship over this

range of time, pressure, and temperature although the physical mechanism res-

ponsible for the linear dependence is not clear. Similar plots are obtained

438



at 1000 and 11000 C. Finally, the apparent activation energy can be found from

an Arrenhius plot using data from Fig. 18.6 and similar data at other tempera-

tures at fixed times. From Fig. 18.7, we can see that an activation energy of

approximately 1.9 eV satisfies the data. There is, however, more uncertainty

in this parameter than in the others since the choice of data to emphasize is

somewhat arbitrary. If data only from the study by Miyoshi, et. al., which

covers the widest temperature range, is used, a value of 1.74 eV is obtained.

This suggests that extrapolation to widely different temperatures is not

valid. In addition, a plot of very limited data from Miyoshi, et. al., at

800C suggests that different mechanisms may be dominant at lower temperatues,

since the time-dependence corresponds to a slope closer to unity than to the

value of 0.7 applicable at higher temperatures.

Within the empirical model, however, the values of Ea, K1, K2, and K3 can

be specified. IF the value of activation energy of 1.9 eV is used, K1 is

found to be 1.1 x 107, while K1 is 2.3 x 10
7 if the activation energy is

chosen to be 1.74 eV. The final empirical expressions can then be written as

nAXR = 1.1 x I07(e1.9 eV/kT)t0.7 PH20

or (18.12)

, AXn = 2.3 x 107(e-1.74 eV/kT) tO(718.

where the amount of nitride consumed is given in nanometers, time is in

minutes, and water-vapor pressure is in atmospheres. Comparison with experi-

mental data shows reasonable agreement over the temperature range 900 to

1100C and the pressure range 1 to 10 atm. The model does not seem to be

accurate at 800°C; data taken at much higher pressures (eg 70 atm [18.10]) or

at pressures much less than one atmosphere [18.2] are also not in agreement.
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More data is needed, especially at lower temperatures, which will be used in

practical high-pressure oxidation in the near future.

Within these limitations, however, the empirical model should be useful

as a preliminary model in SUPREM III and has been implemented. It can be

refined and extended, hopefully from user feedback. In addition, the time,

pressure, and temperature dependences identified in this study may be useful

in identifying the physical mechanisms controlling the oxidation of silicon

nitride.
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Fig.18.2a: Fluxes of oxidizing species and the nitrogen-
containing by-product in Si3N4 oxidation.

Fig. 18.2b: Concentration profiles of the reactants andreaction products illustrated 
in Fig. 18.2a.CN 
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Fig.18.3: Qualitative predictions of Enornoto's model for the
growth kinetics Of S10 2 on S1iN~4.
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