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COMPUTER AIDED DESIGN OF INTEGRATED CIRCUIT

FABRICATION PROCESSES FOR VLSI DEVICES

Introduction

The work described here‘builds upon an established program which over the
past five years has resulted in the development of three generations of com-
puter aided process modeling programs - SUPREM I, II and III. The second gen-
eration version - SUPREM Il - is currently in use at more than 150 industrial
firms and university research groups and is generally regarded as the pre-
eminent tool of its type available today. A significant number of published
papers from groups all over the world reference this computer program, and in
fact, many papers include simulated results obtained from SUPREM. It has
found widespread application in the design of state-of-the-art MOS and bipolar
fabrication processes.

SUPREM III, which will be released in the immediate future, substantially
upgrades the program in that it makes it possible to simulate structures with
up to five material layers. Built in models for Si, Si0Oz, Polysilion and
Si3Ng are included and other materials can easily be added with user
defined parameters. A large number of new and/or improved physical models for
oxidation, diffusion, epitaxy and ion implantation are included in SUPREM III,
these have, for the most part, come from experimental and theoretical work
under this program over the past five years. These new models should greatly
expand the range of applicability and the accuracy of the program.

The specific goals of this research have been and continue to be the

formulation of basic physical and mathematical models of integrated circuit




fabrication processes which can accurately predict the structure of small
geometry VLSI devices (and other arbitrary device structures) which will
result from a given fabrication sequence, and to implement these models in a
comprehensive process modeliny conputer program. Such a program, it was
believed at the outset of this work, would significantly reduce costly and
time consuming iterative, experimental approaches to developing or optimizing
silicon technologies. This has in fact occurred. SUPREM III represents a
major step along the path towards improved simulation tools.

It is clear that the historical trends in integrated circuit technology
over the past two decades towards increased complexity and smaller active
device dimensions will continue. Modern device structures employ lateral
device dimensions on the order of 2-3 u and vertical dimensions well below 1
um. There are no basic physical mechanisms which will prevent a reduction in
each of these dimensions by an additional order of magnitude over the next
decade. Practically accomplishing this continued scaling, however, depends
upon our ability to physically understand and quantitatively model the
fabrication techniques which will be used in the construction of such devices.

For devices with relatively large geometries (>5 u) and loose processing
tolerances, relatively simple models suffice for prediction of vertical de-
vice structures resulting from a given fabrication sequence. As device dimen-
sions shrink, however, it becomes essential to employ more robust process mod-
els and to consider the interaction both laterally and vertically of various
processing steps, if accurate simulation of structures is to be obtained.

This is important even with today's 2-3 um device geometries; it will become
essential for smaller devices.

Large geometry devices can be successfully modeled as one-dimensional

structures. This is true for both process models and electrical models.




Devices with lateral dimensions below a few microns, however, require two-dim-
ensional models for accurate simulation. This need has stimulated a large
body of work in recent years on two-dimensional electrical models of device
current-voltage characteristics. One example of this type of work is the 2D
program GEMINI, developed under this program. Work of this type has resulted
in remarkalyle advances in our understanding of swall geometry device physics.

Progress has not been as rapid, however, in two-dimensional process mod-
eling. While some basic 2D process modeling programs have been developed at
Stanford (SUPRA for example) and elsewhere, these programs do not incorporate
robust 2D kinetic models which can accurately predict doping profiles and dev-
ice geometries under a wide range of conditions. This is a direct result of
our need for improved physical models of oxidation, ion implantation, diffu-
sion, and CVD. It is quite clear that these processes are not one dimension-
al. Recent experimental evidence has clearly indicated that oxidation or im-
purity diffusion in a localized region of a silicon substrate can substan-
tially affect oxidation or diffusion rates in laterally or vertically adjacent
regions of the substrate. There is no clear agreement at the present time on
the basic physical mechanisms responsible for such results, although much has
been learned in the past several years. It is clear, however, that we must
quantitatively understand such phenomena if we are to accurately model small
device structures.

A specific goal of this program is to understand and model these two-dim-
ensional effects. We have made substantial progress in this regard in the
past year. It appears now that the basic physical phenomena underlying these
interactions are the roles of point defects--silicon vacancies and intersti-
tials--in impurity diffusion, thermal oxidation, and other processes. The

generation and consumption of these point defects during high temperature
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fabrication steps appear to be the unifying physical effects which can explain

many of the phenomena which have been regarded as anomalous to date. We have
used such models to quantitatively understand a variety of process phenomena
and have incorporated some of these models in SUPREM II. More such models are
in SUPREM III. The unifying role of these mechanisms is a cornerstone of the
work described in this report. We regard such models as absolutely essential
to accurate modeling of two-d.mensional effects in small devices.

Simply stated, the Tong-range objective of this research is the develop-
ment of a 2D process modeling program which contains physically correct 2D
kinetic models. Most of the effort under this program will be aimed at exper-
imental and theoretical work to uncover the basic physical mechanisms which
govern 2D oxidation kinetics, 2D diffusion, etc. This is a major problem area
with very difficult materials problems. It will become clear in the technical
discussions later in this report that 2D process modeling involves much more
than solving 1D equations in two dimensions. Basic physical laws and under-
standing are lacking at present. Effects such as lateral OED, oxidation under
masking Si3Ng layers, lateral and vertical effects of high dopant concen-
trations on diffusion coefficients, and a host of other known experimental
effects cannot be explained by a simple extrapolation of known 1D physical
laws to 2D structures. This program is aimed at generating the physical
understanding needed to develop 2D kinetic models.

An essential part of this will be to develop models for bulk point defect
(interstitial and vacancy) generation, recombination and diffusion, since it
is clear that the local concentrations of these defects determine local dif-
fusion coefficients, oxidation rates, etc. In fact an alternative statement

of the overall objective of this program would be to develop techniques for

calculating Tocal (i.e. time and position dependent) process parameters
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suitable for process simulation. Such process parameters will of necessity be

geometry dependent which means that diffusion coefficients and oxidation rate

constants, for example, will depend on the presence or absence of nearby heav-

ily doped regions or oxidizing interfaces. This will imply a tight coupling

between surface geometry and resulting impurity profiles in small devices.
In this context, the overall objectives of this program are:

(1) To develop accurate physical models for the basic technologies
used in the fabrication of silicon integrated circuits--oxidation,
ion implantation, diffusion, and chemical vapor deposition (CVD).

(2) To develop accurate physical models for the interaction of these
processes, for example, the enhancement of diffusion coefficients
in an oxidizing ambient.

(3) To develop accurate physical models based upon silicon point defects
for two-dimensional process phenomena in small geometry devices.

(4) To develop high resolution analytic tools for the experimental
characterization of small device structures.

(5) To implement improved process models in updated versions of SUPREM III
so that this program is capable of accurately simulating small devices
and multi-layer structures.

(6) To aim toward a robust 2D process modeling program (SUPREM IV) which
would combine outputs from this program with numerical techniques
developed under other support.

(7) To disseminate the results to the defense industry.

Because this is a fairly mature research program, the next section

~

describes our present situation with regard to SUPREM and its process models

in surmary form. This section is intended to provide an overall perspective




of the program and to provide background information for the detailed sections

which follow. These later sections describe specific activity in the past

year and project proposed activity in the future.
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1.  PRESENT STATUS OF SUPREM

The overall objective of the process modeling program SUPREM is to permit a
process/device designer to accurately simulate complete silicon fabrication tech-
nologies. The program input is, in essence, a processing schedule specifying a
sequence of times, temperatures, ambients, depositions, implant doses and energies,
predepositions, etc. The program output, available after each step in the process
sequence, is, in the case of SUPREM I and II, the one dimensional impurity profile
in the bulk silicon and any overlying Si0p layer. In the case of SUPREM IlI, the
structure may incorporate additional material layers above the bulk and/or Si02
including polysilicon and Si3N4. The thicknesses and dopant profiles in each of
these layers are calculated by the program during each process step.

By way of introduction to the work described in this report, it will be use-
ful to review the past achievements and present status of the physical models used
in SUPREM. We will do this by illustrating the progression of physical models from
SUPREM I through SUPREM III. The increase in capability of the program through
each of its versions should become apparent.

The basic structure of SUPREM is illustrated in Fig. 1.1. The program is des-
igned so that steps can be simulated either individually or sequentially just as
they would occur during the actual fabrication of an IC. In addition to dopant
profiles and Tayer thicknesses, junction depths, sheet resistance and MOS threshold
voltages are also calculated in versions II and III. An example of a typical
SUPREM output in this case from an early version of SUPREM III is shown in Fig.
1.2. In the following pages, a detailed discussion of the models used in versions

I, II and III will be given.

1.1 THERMAL OXIDATION

The rate of Si02 growth on silicon has historically been described by the

well-known linear-parabolic growth law [1.1].




i 5 *tEE Gttt (1.1)

where X, 1is the oxide thickness, t 1is time, and B and B/A are the
parabolic and linear rate constants respectively. B is proportional to the
oxidant solubility in the Si0p (and hence to oxidant partial pressure), and
to the oxidant diffusion coefficient in the Si0. B/A 1is also, to first
order, proportional to oxidant solubility (and hence to pressure) and to kg,
the Si/Si0) interface reaction rate constant. The two rate constants B and
B/A separate the overall oxidation process into diffusion of the oxidant
species through any existing Si02 layer and reaction at the Si/Si0; inter-
face, either one of which may be rate limiting depending on temperature and
Si02 thickness.

The parameter t 1is related to any initial oxide thickness, Xi at
t =0 by

X%+ AX;

t =—‘—B—— (1.2)

and has also been used to correct eqn. 1.1 for the "anomalous”" fast inital
growth rate up to X5 = 200 A in dry O2.

As written in equations 1.1 and 1.2, the oxidation growth law provides
limited physical insight into the underlying physical processes involved. One
can generally state that anything which affects the rate of diffusion of 02
or Hp0 through the Si0, layer (such as high dopant concentrations in the
Si02) should affect B. Alternatively, anything which affects the Si/Si02
jnterface chemical reaction rate (such as substrate crystal orientation)
should affect B/A. However, the detailed mechanisms which may be responsible
for these changes in B and B/A  are not apparent from eqgn. 1l.l.

In modern device structures, which are makinyg increasing use of lower

temperature processes and thinner Si02 layers, B/A or the interface reaction
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rate is increasingly the dominant rate limiting parameter. It has also become
clear in recent years that the detailed mechanisms involved in B/A are respon-
sible for nany important process phenomena (oxidation enhanced diffusion or
OED for example). A substantial amount of our work in thermal oxidation over
the past several years has, therefore, concentrated on determining the detail-
ed mechanisis involved in B/A. This activity has been reported in detail in
our previous annual reports. Since it is essential to much of the work to be
described later, we outline here the basic ideas which have evolved from this
work.

The basis of our model is shown in Fig. 1.3. 02 from the gas phase is
incorporated into the surface of the Si02 layer and is known to diffuse to
the Si/Si107 interface where the reaction converting silicon to Si0p takes
place. The work of Doremus [1.2], Jorgensen [1.3], Rayleigh [1.4], and
Collins and Nakayama [1.5] presented conflicting evidence concerning the pres-
ence or absence of an important charged oxyygen ion in the diffusion process.
The work of Mills and Kroger [1.6] clearly showed that a doubly negative
oxygen interstitial ion was the dominant species in the hiygh temperature con-
ductivity of Si02. The first-order pressure dependence of the parabolic
rate constant B in the Deal and Grove model [1.1] seems to indicate that the
dominant diffusing species is molecular oxygen. It is quite surprising that
20 years of work on this basic question has not resolved the issue of the main
diffusing species in Si oxidation. For the purposes of the present discus-
sion, we will consider 0y as the dominant species for thick oxide layers.

At the Si/Si0, interface, dissociation of the 0z occurs as a first
step in the oxidation reaction. When silicon and an oxyyen species react in
the interface region to form an Si02 molecule, a necessary quantity of “free

volume" rust also be supplied so that the molecule can fit into the normal




Si02 network structure. From density considerations, the average spacing
between Si atoms in Si0p is about 1.3 times the average spacing between Si

atoms in the Si lattice. This would lead to a 70% strain in the Si0p if the

lattice continued in a coherent way into the Si0p film. If the interface
moves into the Si at V cm/sec, the oxide thickens at 2.25 V cm/sec, which
means that the “free volume" must flow in at a rate of 1.25 V cm/sec per cin?
of interface area, to produce an unstrained film. If no "free volume" is sup-
plied, then the excess free energy stored as strain in the Si0p film is suf-
ficient to strongly retard the oxidation reaction at normal driving forces.

A portion of the required "free volume" for the reaction may be supplied
as shown in the top reaction in Fig. 1.3. In general, we might expect some
lattice mismatch to occur at the interface, stored as a cross-grid of dislo-
cation lines (dangling bords) and some of the mismatch to be stored as strain
in the Si0z film.

Two alternative means of providing the necessary free volume at the inter-
face are shown in the middle and bottom of Fiy. 1.3 and are based upon point
defects in the SiO2 and silicon layers. In the middle reaction, vacancies (Siv)
from the silicon substrate provide the reaction sites or the required "free
volume." In the bottom reaction, silicon atoms are removed from lattice sites
to create interstitials (Sij) and the required reaction sites for the growth
of the Si0p. Note that possible charge states of the point defects have been
neglected in the reactions proposed here. Si vacancies are known to exist in at
least three charge states, Siy+, Siy-, and Siy=, in addition to neutral
vacancies, very little is known at the present time about possible Sij charge
states.

It is believed that all three of these mechanisms play a role in the oxida-

tion process. Each of them likely dominates under specific process conditions.

For example, the reaction involving S™ js believed to dominate in the case of
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heavily doped N* substrates when the position of the Fermi level is near the
conduction band and the equilibrium concentration of vacancies is dramatically
increased. This mechanisin is the basis for our quantitative model explaining
the enhanced oxidation rates of N* substrates [1.7,1.8].

The bottom mechanism in Fig. 1.3 has been postulated by Dobson [1.9,1.10]
and the excess interstitial flows produced during thermal oxidtion may be the
mechanism of oxidation enhanced dopant diffusion effects [1.9-1.12]. In addi-
tion, the interstitials produced during the reaction have been linked to oxida-
tion-induced stacking faults [1.11, 1.13]. Finally, it might be conjectured at
this point that some of the excess interstitials move into the Si0p layer.

Such a flow would then very probably be closely related to the observed fixed
oxide charge Nf that has been discussed as incompletely oxidized silicon atoms
[1.14].

This basic concept of the roles of point defects in many related proces-
ses has been successfully used to quantitatively model the effects of enhanced
oxidation over heavily doped regions [1.7,1.8]; to quantitativley model the
growth and retrograde growth of oxidation induced stacking faults [1.11,1.13];
to qualitatively explain enhanced diffusion coefficients during thermal oxida-
tion [1.12]; and to qualitatively explain the dependence of fixed oxide charge
(N¢) on process parameters [1.15]. These and other implications of this type
of modeling are indicated in Fig. 1.4. Such a model thus appears to be of major
significance in accurately modeling and understanding many of the fabrication
steps used in silicon integration circuits. It is believed that as device
geometries shrink towards submicron structures, this type of point defect model-
ing will be essential if we are to accurately model VLSI structures. Additional
discussion of this model and its implications are contained in our last two

annual reports. [1.15,1.16].
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We turn now to a detailed discussion of the oxidation kinetic models used
in SUPREM I, II and III. These models are summarized in Table I which will be
referred to in the following paragraphs. All three versions of SUPREM produce
1D vertical cross-sections through the illustrated structures in the Table.
A1l versions of SUPREM employ an incremental form of the classic linear-
parabolic growth equation. The increment of oxide thickness aXy grown from

time point tj_1 to tj is calculated as

ax X, - X,

o i j-1

[ -(2x,_; +A) + ~/(2X1'~1 + M2+ st - ti-l)—]] (1.3)

Nj =

For each successive increment, the rate constants B and B/A apropriate for the
substrate and ambient conditions applicable to that interval are calculated.
Specifically incorporated in the functional format of the rate constants are
numerous process variables demonstrated to influence oxidation kinetics that
have been quantitatively characterized and modeled under this program. Thus,

for either Hp0 or dry Cp oxidations,

8=8" [3 (P, +P, )] (1+ecd] [e] (1.4)

Q L HCL dependence
substrate doping dependence

oxidant pressure dependence

— "intrinsic" parabolic rate constant

Similarly, the linear rate constant for Ho0 oxidation is




(o

B/A = (B/A)" [1/2(P; + P;_1)] [1+ w(c - 1)] [n] [] (1.5)
* 4 L orientation
dependence

HC1 dependence

substrate doping dependence

— oxidant pressure dependence

— "intrinsic" linear rate constant

However, for dry 02 oxidations, B/A has been found to have a different
oxidant pressure dependence, and an "anomalous" fast initial oxidation as

discussed below; thus,

0.75 0
1

B/a = (B/A)" (172 (p07% + p975)] (1 + w(cT - 1)] (n] (=] 1+ keFiY (1.6)

L thin oxides

Equations 1.4-1.6 express the most general relationship implemented in
SUPREM (Version III) to describe oxidation kinetics. Versions I and II contain

only a subset of the factors in eqns. 1.4-1.6 as described below.

1.1.,A. Lightly Doped "Intrinsic" Kinetics

Rate constants for the oxidation of lightly doped, <11ll>-oriented single
crystal silicon at one atmosphere oxidant pressure (no chlorine additions to
the ambient) were determined in the first year or two of this program. ror
dry 0, both Bi and (B/A)7 may be well-represented as singly-activated

processes [1.17,1.18]:

~E /KT

gl = C, e where  C, = 7.72 x 102 12 hr (1.7)

E] = 1.23 eV
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-E,/kT
e 2

(B/A)Y = C, where  C, = 6.23 x 10% u/hr (1.8)

2.0 eV

E2

For Hp0 oxidation, both 81 and (B/A)1 also appear to be activated
processes but with differing activation energies for higher vs. lower tempera-

ture ranges [1.15, 1.19]:

i -E) /KT 2 2
B = C1 e where T > 950°C: C1 = 4.20 x 10° u"/hr (1.9)
E; = 0.78 eV
T < 950°C: €1 = 1.70 x 104 w2/hr
E] = 1.17 eV
(3) =cpe where T > 900°C: C, = 1.77 x 108 whr  (1.10)
A 2 2
E2 = 2.05 eV
T < 900°C: 2 = 2.07 x 106 w/hr
E2 = 1.60 eV

"Pyrogenic steam" and "wet 02" (a 95°C H20 bubbler) in one atmosphere
ambient pressure have been estimated to correspond to an effective Hp0 oxi-
dant pressure Py,g = 0.92 atm [1.19). The rate constants will vary accord-
ingly, as discussed below.

B has been found to have no significant substrate orientation dependence.
However, B/A is observed to be ~ 1.7X greater for <111> than for <100> silicon

in both H20 and dry 02 oxidations [18]. Thus,

« 111> =1 (1.11a)

« <100> = 1/1.7 = 0.595 (1.11b)

Dependencies for other orientations have not been determined, although they are

expected to lie between the <111> and <100> rates.
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As indicated in Table 1.1, SUPREM I's complete oxidation model consisted of

eqns. 1.7-1.11. In fact the break in activation energy reflected in equations
1.9 and 1.10 in B and B/A for H20 oxidation, was not included in SUPREM 1.

Versions II and 111 contained all of the above models for "intrinsic" oxidation.

1.1.B. Oxidant Pressure Dependence

Recent work under this program has characterized the effect of oxidant
pressure on the kinetics of silicon oxidation in both dry 02 and pyrogenic
steam for T = 800-1000°C and P = 1-20 atm. In pyrogenic steam, both linear and
parabolic rate constants were found to be linearly proportional to Ho0
pressure as indicated in Fig. 1.5 [1.15,1.19]. The same relationship was
observed by Deal and Grove for pressures below 1 atm [1.1].

For dry 02, B also exhibited a linear pressure dependence, as in Fig. 1l.6.
However, the linear rate constant B/A demonstrated a sub-linear pressure depen-
dence, with proportionality to the power of n where 0.7 < n < 0.8, as shown in
Fig. 1.7 [1,16, 1.20].

Typical high pressure oxidation cycles employ an approximately linear
pressure ramp in the oxidizing ambient at temperature to acheive the desired
oxidation pressure. Addition of a linear pressure ramp capability in SUPREM
allows simulation of the complete cycle oxidation kinetics. For such a linear
pressure ramp, the effective rate constants during the time increment tj.1
to t; may be calculated. In the case of a linear pressure dependence of the
rate constants, as for both B and B/A in H20 and B in dry 0z oxidations,
the effective rate constant is found to be simply the average value during

that time increment:

B = B, [1/2(P; + P, ;)] (1.12)
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In the more general case of a P" dependence, as for B/A in dry 02 ox-

idations, however, the effective rate constant becomes

n+l -p n+l

B _ i 1 i i-1
LMk oy Bl cen (1.13)

This dependence may be seen to reduce to the simple average when n = 1, Also,
when pressure is unchanged during the time interval, the dependence reduces to
the proper PN,

For ease of implementation, a simple averaging during each time increment
has been incorporated in SUPREM III. This approach is rigorously correct for
both B and B/A in H20 oxidation, and for B in dry 02 oxidation. For B/A
in dry 02 kinetics, some error is introduced. This error should be small
and in any case is incurred only during the pressure ramp, a small contribution
to the total oxide growth. SUPREM versions I and II assumed linear pressure
dependence for both B and B/A under all conditions and thus did not encounter

this problem.

1.1.C.  Substrate Uoping Dependence

Under conditions of high substrate doping levels, oxidation rates may be
increased substantially [1.21]. Work under this program [1.22, 1.7, 1.8] has
suggested that the major enhancement is seen in B/A or the interface reaction
rate. Increasing substrate doping increases the total silicon substrate
vacancy concentrations [1.23]. Vacancy consumption has been suggested to be
directly involved in the interface oxidation reaction as described earlier.
Thus the linear rate constant has been shown to correlate directly with the

increased vacancy levels with heavy doping,

B/A = (8/A)" [1 +s(c’ - 1)] (1.14)
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where s is a measure of the intrinsic vacancy role in the interface oxidation

reaction, experimentally found to be

s = 2.62 x 100 exp (FLeid &) (1.15)

and Cy is the normalized total vacancy concentration, given by

n. 2
+{ i -(n ={n
(@) () < ()

C - (1.16)
v 1+ct+c +C
with
ct = exp [(E* - E4)/kT], EY = 0.35 eV
C- = exp [(Ej - E-)/kT], E- = Eg - 0.57 eV
C= = exp [2E; -~ E= - E)/KT], E® = Eg - 0.12 eV

The above expressions should be recoynized as the normalized intrinsic concen-
trations of vacancies in the three charge states with their corresponding
state energies in the silicon bandgap. Finally, the silicon energy bandgap

Eg, intrinsic Fermi level Ej, and intrinsic carrier concentration n; are

£ =17 - 4732107 | =T | o (1.17)

y * ) T + 636 *

E, = £g/2 + 2T (an 0.719) (1.18)
_ 16 .3/2 -0.605 eV) -3

n, = 3.87 x 10 T exp (__—-FT___) cm (1.19)

For phosphorus doping, a small enhancement of the parabolic oxidation
rate has also been measured. This is likely due to an increased oxidant
diffusivity in .ne Si02 due to dopant segregation into the Si02. B is

modeled empirically as
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(1.20)

5 = 9.63 x 10718 exp (iz——f—%—e! (1.21)
q = 1.28 exp (:O—%—LV (1.22)

CT is the total concentration of dopant in the substrate side of the Si/SiO2
interface (but not the interface pile-up peak level seen with phosphorus). A
“threshold" doping level of ~1019 cm~3 should perhaps be reached before

eqn. (1.21) is applied.

Eqn. (1.21) should also be reasonably applicable for other n~type dopants
such as arsenic and antimony that should show fairly similar behavior in seg-
regation to and complexing in the growing oxide. For p-type dopants such as
boron, however, the dependence of B on doping level is even less weil char-c-
terized. Irene and Dong [1.24] have found for oxidation in dry 02 of ¢
single heavy boron doping level of -6 x 1012 cm=3 that enhancement of B
is significant but with a decidedly different temperature behavior than for
comparable phosphorus doping levels. Substantially more work is obviously
needed for both p and n-type dopants.

Note that n-type dopants show substantial interface pile-up during oxida~
tion (as described in previous annual reports and in Section 16 of this
report). However, there is still sone question as to what degree these pile-
up peaks are either mobile or electrically active. In any event, the para-

' meter values for eqns (1.15) and (1.21) were derived without considering the
pile-up and peak levels but rather the doping levels just beyond the very
narrow pile-up peaks (~100 1 into the silicon).

’ As shown in Table 1.1, SUPREM Il and III contain the heavy doping model
described above. SUPREM 1 did not.
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i 1.1.0. Chlorine Additions To The Ambient (HC1 Dependence)
r‘ Addition of a chlorine species to the oxidizing ambient has become common

industrial practice for the passivation of thermally grown silicon dioxide

films. Improved threshold stability and more uniform dielectric strength of
such films have been well documented [1.25-1.27]. Significant increases of
oxidation rate by such chlorine additions have also been observed [1.25, 1.28,
1.29].

Various chlorine species have been used, including most commonly HCIl
[1.30], trichloroethylene C2H013 (TCE) [1.31]1, and 1.1.1. - trichloroethane
H3CC13 (TCA, €33) [1.32]. Understanding and physical modeling of the kinetics
for any of these species, however, have not been achieved. Perhaps the most
extensive data base exists for HC1 oxidation, including substantial work
done under this program as described in previous years' reports [1.33,1.34]
and journal papers [1.30,1.35,1.36]. While this data has not been conclusive
in understanding the physical mechanisms involved, the data is of inmediate
value as the range of temperature and % HCL ambient includes most conditions
of practical interest. This data is also directly applicable to TCA oxida-
tions because of the identical H/C1 ratios in the two species. A given % TCA
ambient has been shown to be equivalent to an HC1 ambient of exactly three
times that % [1.32]. No such simple direct equivalence has been demonstrated
for TCE oxidation. (However, the use of TCE as the chlorine species has
decreased.)

A basic modeling capability of HC1 and (TCA) oxidation kinetics is there-
fore feasible for inclusion in SUPREM based empirically on the available HCI
data. This capability, suitable for most chlorine oxidations of practical in-
terest to the process engineer, is implemented in SUPREM III as multiplicative

factors in the calculation of both B/A and B,
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B/A = (B/A)1 n (1.23)
B=gle {(1.24)

In this formulation, n and e contain the HCl depencencies of B/A and B,
respectively, and will vary with 8 = % HCl, temperature T, and major component
of the ambient (02 vs. Hp0).

For HC1/02 ambients, the extensive data produced in this program
includes 0 - 10% HC1 for T = 900 - 1100°C. As the HC1 concentration increases
from 0 to 10% for a given temperature, the oxidation rate increases. This
increase is reflected in a continuous increase of the parabolic rate constant
B, but the linear rate constant B/A levels off with increasing HC1 after an
initial increase with the first 1-2%, as seen in Figs. 1.8 and 1.9 [1.30].

The increases in B/A are similar for both <100> and <111> orientations. Thus,
no significant additional orientation dependence appears to be introduced by
HC1, and the intrinsic orientation dependence already included in « of eqn.
(1.11) remains adequate.

Because understanding the mechanisms involved is still incomplete, this
data is implemented in SUPREM III as Took-up tables of n and €, as in Tables
1.2 and 1.3. Linear interpolation is employed for conditions of % HCl and T
intermediate to available data points in the range of the look-up tables, for
want of any strong contraindications. For condi*.ons beyond the range of
available data, the best procedure is even less obvious. Some limited data
for T = 1150°C from 0 to 11% HCl1 has been analyzed for an effective B only
[1.37]. The observed enhancement ¢ values are very similar to the correspond-
ing values for T = 1000°C in Table 1.3. So in SUPREM III the last applicable
table point (or interpolated value) is employed for both € and n for condi-

tions beyond the range of Tables 1.2 and 1.3.
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Table 1.2

T-= 900°C 1000°C 1100°C

8 = 0% HC] n =1.0 1.0 1.0
1% 1.750 1.250 1.621
3% 1.750 1.486 2.207
5% 1.750 1.486 2.207
1% 1.750 1.486 2.207
10% 1.750 1.486 2.207

Look-up Table for SUPREM Implementation of HC1 Dependence n of
Linear Rate Constant B/A on Temperature T and % HC1 © in HC1/02

Oxidations.
Table 1.3
T = 900°C 1000°C 1100°C
8 = 0% HC1 e = 1.0 1.0 1.0

1% 1.083 1.658 1.355
3% 1.250 1.840 1.490
5% 1.444 2.075 1.641
7% 1.639 2.332 1.816
10% 2.028 2.759 2.102

Look-up Table for SUPREM Implementation of HC1 Dependence e of
Parabolic Rate Constant B on Temperature T and % HC1 6 in HC1/02
Oxidations.
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For HC1/H20 oxidations, data produced in this contract included additions

of 5% HC1 for T = 900 - 1100°C. The oxidation rate is found to decrease with HC1
such that addition of HC! serves to dilute the oxidizing species. The effective
parital pressure of the oxidant is reduced. This reduction is calculated in

SUPREM III for a given 6 = % HCl via

n=1- (8/100) (1.25)

1 - /6/100) (1.26)

€
This empirical approach should be useful for most chlorine oxidations of
practical interest, within the range of conditions for which data is currently
available. Better understanding of the mechanisms involved will be necessary,
however, for complete predictive capability particularly outside the available
data range.
The modeling capability expressed in equations 1.23-1.26 and Tables 1.Z2and

1.3 is implemented only in SUPREM III.

1.1.E. Thin Oxide Dry 02 Kinetics

It is well known that the growth of very thin (<500A&) Si02 layers in dry
02 occurs by fundamentally different mechanisms than thicker layers [1.1,1.16].
Direct manifestations of this include faster growth kinetics and different opti-
cal and physical properties. No satisfactory explanation has yet been provided
for these results. We believe that SUPREM must be able to accurately model such
thin Si0z Tayers since gate oxides <400 A are already an essential part of VLSI
MOS circuits. Because of this a major part of our oxidation activities in the
past two years has been aimed at resolving these questions. We have developed
special experimental techniques (in-situ etching prior to oxidation) and have
gathered a substantial amount of experimental kinetic data. This body of data
has been considerably expanded during the present contract year under a joint

program with E. Irene of the IBM Watson Research Laboratory [1.16].
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Some experimental data also exists in the literature on the growth kinet-
ics of thin Si0p layers [1.38-1.45]. One of the first detailed studies was
reported by Van der Meulen and Ghez [1.38,1.39]. Their work involved oxida-
tions between 700° and 1000°C in dry 02 and in 02/N2 mixtures with the
02 partial pressure as low as 0.01 atm. They found that both <111> and
<100> orientations exhibited essentially linear growth at least down to ~50
A in thickness. The pressure dependence of the growth rate, however, varied
from close to p0-5 at 700°C up to close to pl-0 at temperatures of 1000°C
and higher. This result is in contradiction to the predictions of the linear-
parabolic growth law [1.1] which predicts a pl-0 pressure dependence under
all conditions, but agrees with the high pressure kinetic data obtained under
this program and described earlier.

In an effort to explain their experimental results, Van der Meulen and
Ghez proposed that the interface reaction is actually more complex than that

proposed by Deal and Grove. They suggested that three reactions occur, given

by

$i-Si + 0p » Si-0-Si + 0 (1.27)
Si-Si + 0 » $i-0-Si (1.28)
0y 5 20 (1.29)

While the first two reactions are not stoichiometric in Si0p as written,

they are intended simply to indicate that both molecular and atomic oxygen are
assumed capable of reacting with the silicon to form Si02. Based upon their
kinetic data, Van der Meulen and Ghez determined rate constants for the first
reaction (ki) and for the combination of reactions (1.28) and (1.29) (k3).

The corresponding activation energies were found to be 1.91 eV for k} and

0.58 eV for k3., Because of this difference in activation energies, kj
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would be expected to dominate at higher temperatures and therefore a p1-0
pressure dependence and the normal Deal-Grove relationship should apply at
these temperatures. At lower temperatures, k3 should dominate, leading to a
p0~5 pressure dependence and a growth law with different effective rate
constants. Thus they concluded that oxidation by molecular oxygen was domin-
ant at high T while the atomic oxygen reaction becomes increasingly important
as T decreases.

Recently Blanc [1.45] has proposed a kinetic model for thin oxides which
in essence uses only Eqs. (1.28) and (1.29). That is, he assumed that the
reaction involving molecular oxygen [Eq. (1.27)] does not occur at all. Based

upon this, he derived a growth law given by

1

> u+ s (exp2u-1)=bt (1.30)

where ax = sinh u and a and b are rate constants. For thin oxides, this pre-
dicts a linear parabolic growth law similar to [1.1], but with different
effective rate constants. Blanc has compared his theoretical predictions with
the data of Irene [1.46] at temperatures of 780°-980°C with apparently good
agreement. As Blanc points out, however, his model predicts a pO'5 pressure
dependence for the interface reaction rate; this would seem to be in
disagreement with the data of Van der Meulen and Ghez.

Other models have been proposed to account for the enhanced growth rates
of thin oxide layers. Grove [1.47], for example, proposed that molecular
oxygen is ionized at the outer SiO2 surface, forming 05. Coupled diffusion
between the OE and holes then effectively increases the 05 diffusion rate
until an oxide thickness on the order of the extrinsic Debye Length is reached

(120 A for dry 02 and ~5 A for H20). This model might also be

expected to be at least partially successful in explaining the
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;1 experimental results of Jorgensen [1.48] in which externally applied electric

fields were found to affect oxidation rates.

Accurate modeling of the thin oxide regime is most hindered today by the
lack of a comprehensive body of experimental data. If such data did exist, it
would then likely be possible to differentiate between the various proposed
models or to define a new model. A major effort in this program has, there-
fore, been aimed at obtaining such a body of data. Since an oxidation rate
Taw may result from a number of possible mechanisms, the observed reaction
rate law may not be conclusive evidence for a particular mechanism. There-
fore, a large matrix of experimental conditions has been sought in order to
reduce the number of possible mechanisms involved by discarding those which
are valid only under some of the exprimental conditions. Thus, the effects of
temperature, partial pressure of oxygen in the oxidizing ambient, silicon
orientation and the doping density of the silicon substrate were investigat-
ed. Oxidations were carried out in collaboration with E. A. Irene of IBM, us-
ing their in-situ ellipsometry capability and cover the temperature range of
800-1000°C, partial pressures of 0.01-1.0 atmospheres 02, three substrate
orientations and a variety of substrate doping levels.

The results which have been obtained (of which Fig. 1.10 is an example),
suggest an enhancement of the oxidation rate of the form

Ko g+ xle'ml + Kze't/Tz (1.31)
where the first term is the usual linear parabolic relationship and the second
two terms correspond to decaying exponentials which dominate over the first
220 A and 200 A of growth respectively. A more detailed discussion of these
results is contained in section 5 later in this report. SUPREM III contains a

simplified version of eqn. 1.31 as indicated in Table 1.1. This
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should greatly improve the predictive capability over SUPREM II (which arti-
ficially multiplied (B/A)T by 10X for X < 200A) and SUPREM I which did not

model the thin regime at all. At the present time we are still uncertain

about the physical mechanisms responsible for egn. (1.31).

2. TON IMPLANTATION

Past versions of SUPREM (Versions I and II) utilized essentially look-up
tables to calculate range distributions as shown in summary form in Table
1.4. As device geometries shrink, the limitations of this approach become
apparent, particularly because most modern device structures employ implants
through masking layers. In addition to complicating calculated range
distributions, such multi-layer structures introduce additional effects such
as the possibility of knock-on ions from the nasking layer. We first review
here the method by which implanted profiles are calculated in SUPREM I and II
and then describe a new approach, developed under this program and employing
the Boltzmann Transport model, which is erployed in SUPREM IIl. This new
approach promises a wuch more general and robust process modeling capability.

The simplest description of an implanted impurity profile in silicon or
silicon dioxide is a symmetrical Gaussian curve with first two moments the
projected range Rps and the standard deviation s calculated from the LSS
theory [1.49]. However, experimental distributions of many ions, such as
boron or arsenic, are found to be asymmetrical. The simple Gaussian approxi-
mation of those implanted profiles is often inadequate so that higher order
moments must be used to construct range distributions. Gibbons and Myiroie
[1.50] have shown that the third central morent is enough to provide suffi-
cient information to construct accurate distributions when the asymmetry is
not excessive (less than the standard deviation). In these cases, the distri-
bution can be represented by two half-Gaussian profiles, each with a different

standard deviation, o1 and 92, joined together at a model range Rm as
27
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shown in Fig. 1.11. This method can be used for profiles such as arsenic and

L. phosphorus. However, for boron a modified Pearson IV distribution [1.51] is
found to be more realistic. For the joint half-Gaussian distribution, the two

sides are given by

¢ (y) =P, exp [-(y - R )2/20%] 0<y <R (1.32)

: 2
P, exp [-(y - R) /20%] R <y(w

C,(y)

The parameters are determined from table look-up and interpolation [1.50,
1.52]. A1l ions (B, P, As, and Sb), are modeled this way in SUPREM I.

Hofker et al. [1.53] have shown that the implanted boron profiles in
amorphous silicon before annealing, may be described by a Pearson-type IV
distribution. They have experimentally determined the fourth moment ratio.
Although this distribution describes well the profile of boron from the sur-
face to a distance somewhat beyond the peak of the distribution, Fig. 1.12
shows that the approximation fails to model the observed exponential tail that
is due to random scattering of boron ions along channeling directions. Based
on experimental results [1.54-1.56] an empirically modified Pearson IV distri-
bution can be used by adding an exponential tail with a fixed characteristic
length (0.045 um), independent of dose, energy and crystalline surface orien-
tation [1.51]. The tail is attached to the shoulder of the standard Pearson
IV distribution in SUPREM II, where the concentration drops to 50 percent of
the peak value. Of course, after the addition of the tail, renormalization of
the distribution to the implanted ion dose is necessary. Typical resulting
profiles from this modification are shown in Fig. 1.12. These profiles are
representative of those generated by SUPREM II.

Practical device processing very frequently involves implantation into

target structures composed of a substrate on which one or more thin films of
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L varying composition have been grown or deposited. LSS theory assumes an iso-

tropic or amorphous semi-infinite target. The effect on ion range of implan-
tation into such a multilayer target is not considered. Also not modeled is
the experimentally observed dopant profile's deep channeling tail that results
from ions scattered into the relatively unobstructed open “"channeling" direc-
tions of the crystalline silicon substrate. Further, the secondary implanta-
tion of "knock-on" atoms from a masking surface layer into the substrate as
recoils from collisions with the primary ion beam critically affect electrical
properties and device performance. This "recoil implantation" process also
cannot be analyzed by LSS theory.

The substrate itself can be severely damaged by implantation. An ini-
tially crystalline substrate may be driven amorphous or large densities of
vacancy-interstitial point defect pairs created. Such damage distributions
are integrally involved in implant annealing and activation, but have not been
adequately modeled. An approach similar to that of LSS has been used by
Winterbun et al. [1.57] to calculate eneryy deposition (damage) profiles. In
this case, however, the asymmetry of such profiles necessitates the use of
many moments for an accurate description. In addition, non-nuclear effects
including electronic stopping rust be neglected. Brice {1.58] has circumvent-
ed these problems to some extent by using a variation of the LSS moments
approach to determine the more symmetric intermediate range distributions and
then calculates energy deposition profiles directly from these. Unfortunately
such approaches again require the assumption of a homogeneous target and
therefore fail to address the problem of multilayered media.

In a transport equation approach [1.59.1.60] quantities of interest are
determined by calculating in a step-wise fashion the momentum distributions of

both primary and recoil particles as a function of distance z from the target
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surface. It is assumed that the target is amorphous or aligned in a random
direction and possesses translational symmetry in all directions parallel to
its surface. Thus only two components of momentum, or equivalently an energy
and direction cosine, are necessary to define a particle's state of motion.
Let F(p,z)dp be the number of particles (integrated over time) with momentum
in the region dp about p and depth z. There will be one such distribution
function for each projectile type. The spatial evolution of each distribution

is governed by the Boltzmann transport equation:

R RE IS
p P

Here for simplicity we assume a single element target with number density N.
The total differential scattering cross section da(ﬁ»ﬁl) represents a differ-
ential area presented to an incident ion by each target atom. Any ion
which enters this area with momentum p is scattered to iiomentun 51. A par-
ticle which scatters to a momentun (or energy) below some fixed limit is con-
sidered stopped and is removed from the momentum distribution. In this way
the range profiles of particles are generated. The factors of cos (8) result
from the fact that a particle moving at an angle 6 with respect to the z axis
travels a distance dz/cos (8) as the entire distribution moves the distance
dz. The quantity Q is a generation term which (for recoil distributions)
allows particles to be created from rest.

The distributicn functons are assumed known at the surface plane z = 0.
Recoil distributions are identically zero there and the momentum distribution
of the primary ion is taken to be a delta function:

>

F(p,0) = ¢6 (p - p (1.34)

o)

K}




where ¢ 1is the total dose (per cmz) and p is the (unique) momentum of ions
in the incident beam. With these initial conditions the transport equation is
integrated numerically to determine the distributions at all depths z > 0.
Crossing a material interface during the integration, as occurs in the case of
multilayered target, necessitates changing only the nunpber density and cross
section to quantities appropriate to the new material. No changes in the
momentum distributions occur because such distributions are continuous func-
tions of z for any target composition. Such an approach is thus easily
applied to targets of practical interest.

To apply the transport equation (TE) effectively to problenis in ion
implantation some additional assumptions must be made. These assumptions are
not inherent in the TE approach but arise from our limited knowledge of the
scattering process itself and are typically niade in all wethods. In
particular we assume (1) the scattering cross section do is the sum of an
elastic nuclear part do, and an inelastic electronic part dog, (2)
scattering consists of a series of independent binary events so that
contributions from elements in a multi-element target may be simply summed,
(3) electronic stopping acts only as an energy dependent drag force which
removes eneryy continuously from the distribution, (4) only nuclear events
dgenerate recoils, produce lattice disorder, or cause significant argular
deflections, (5) classical two body mechanics wmay be used to describe the
angular deflections of both incident and recoil particles, and (6) for each
nuclear event involving energy transfer T (assumed much greater than the bind-
ing energies of lattice atoms), a particle of energy T is created i1n the
appropriate recoil distribution consistent with assumption 5.

The results of such TE calculations have been found to be guite sensitive

to the differential nuclear cross section used. The scattering function
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f(t1/2) used in dop(t) is determined by parameter constants A, m and q

f1.61, 1.62]. The constants A = 1.309, m = 0.333, and q = 0.667 were origin-

ke

ally fit to an interatomic potential based on the Thomas-Fermi model of the

atom and have been used in most work to date. However, Kalbitzer [1.63] has

proposed that the parameters x = 2.54, m = 0.25, and g = 0.475 will provide a
better fit to a large collection of experimental data taken under conditions
where nuclear stopping dominates (i.e., when the LSS-normalized energy e < 1).
The two scattering functions differ most in the low energy region and are
compared in Fig. 1.13. We belijeve that the Kalbitzer cross section is better
at low energy transfers but that near € = 1 values closer to the Thomas-Fermi
cross section should be used. We have therefore constructed a hybrid cross-
section which ayrees with that of Kalbitzer at low eneryy transfers but
evolves continuously into the Thamas-Fermi cross section at hgher transfers.
The mark shown in Fig. 1.13 gives the approximate point where the hybrid
crosses over from Kalbitzer to Thomas-Fermi. A cross section which is very
similar to this hybrid but which has a more fundamental basis was recently
proposed by Wilson, et al. {1.64].

In Fig. 1.14 TE calculations using both the Kalbitzer and hybrid cross
sections are compared with a Pearson type IV distribution generated from LSS
moments for a dase of 1016 arsenic per cn? at 355 keV. Also shown is
experimental data from Hirao, et al. [1.65] of arsenic jmplanted into single
crystal silicon substrates which were misaligned by 8° from the (111) direc-
tion. For direct comparison the Kalbitzer cross section was used in the LSS
calculation. Under these conditions (e = 0.5) we expe.t nuclear scattering to
be the dominant stopping mechanism and hence sensitivity to the nuclear cross
section is most effectively exaniined. The figure shows that the TE and LSS

calculations using the Kalbitzer cross section agree well near the peak of the

distribution. However the LSS profile is wore skewed, and both the TE and LSS
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calculations yield profiles that are somewhat deeper than the experimental data
would suggest. By comparison, the TE calculation using the hybrid cross section
is seen to agree quite well with experiment. The disagreement which occurs in
the deepest part of the distribution is most likely due to channeling effects.

Similar types of profiles can be easily obtained in multi-layer targets
such as those illustrated in Table 1.4. This capability is implemented in
SUPREM III. As an example, we consider an implantation of arsenic into a target
censistirg of a silicon substrate coated with silicon dioxide (Si02).During the
fmplantation, oxygen atomé will be recoil-implanted from the oxide to the sili-
con. Since oxygen can introduce deep levels in silicon it is of interest to
determine the total number of oxygen atoms (per cm) which ultimately reside ;n
the silicon substrate. For a given initial ion energy, this number will be a
function of the oxide thickness. Goezberger, et al. [1.66] have used surface
state techniques to measure the dependence of total oxygen recoil flux on oxide
thickness for an implant of 5 x 1013 ¢m~2 arsenic at 100 keV. We have calcu-
lated the same quantity using the Kalbitzer crossAsection with the results given
in Fig. 1.15. As can be seen from the figure, the TE results are in good agree-
iment within the experimental error. Such a calculation can be very valuable in
assessing the merits of conventional implantation processes.

SUPREM 111 contains the full multi-layer modeling capability for the pri-
mary implanted ion (as shown in Table 1.4). It does not contain the capability
to predict recoil profiles or damage distributions even though this is inherent
in the Boltzmann Transport approach, because present general algorithms for
implementing these capabilities require unacceptable amounts of computer time. A

specific objective of future work is to reduce the required time and hence to add
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these capabilities to the program. Some progress in this regard has been made

in the specific case of 0 recoils from Si0p layers as described in our
annual reports [1.15,1.16].

A final example of the new ion implantation modeling capability is shown
in Figs. 1.16 and 1.17. Fig. 1.16 contains the SUPREM Il and SUPREM III input
command files for a bipolar transistor with an implanted base and emitter.
This particular device is a high frequency structure with very shallow junc-
tions. The outputs produced by SUPREM Il and SUPREM III are shown in Fig.
1.17.

The arsenic emitter profiles are quite similar, both having the charac-
teristic plateau shape and a junction depth of 0.18 microns. The most notice-
able difference in the results of the two programs is the boron base region.
SUPREM II models the boron base implant with a Pearson IV distribution having
an empirically determined exponential tail added to the profile to account for
residual channeling. By contrast SUPREM IIl uses the more fundamental Boltz-
mann transport approach to modeling the boron implantation, resulting in a

narrower base region which much more closely fits the experimental data.

1.3. DIFFUSION

Impurity diffusion is an essential part of all semiconductor device fab-
rication. When all impurities are present at concentrations below the intrin-
sic carrier concentration at the process temperature, nodeling of iipurity
diffusion is relatively straightforward. This is not the case, however, in
many processing techniques of practical importance. In past versions of SUP-
REM (Versions I and II), we have generally relied on diffusion models devel-
oped elsewhere. Under this contract, specific experimental work has concen-
trated on "anomalous" diffusion which occurs during thermal oxidation of the

silicon surface. New models, which incorporate such effects are included in
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SUPREM III. 1In the paragraphs below we outline first the models used for
diffusion in non-oxidizing ambients and then review some of the recent work
under this program which addresses the additional effects which occur in
oxidizing ambients. Table 1.5 summarizes the diffusion models which will be
discussed.

The most general case of impurity diffusion in silicon may involve a non-
constant diffusivity along the impurity concentration gradient, as in high
concentration diffusions in which the impurity concentration exceeds the in-
trinsic carrier concentration ni(T) at process temperature. An effective
electric field driving force or electrostatic potential gradient may be estab-
lished by the concentration gradient of either the impurity under question or
another impurity present at greater concentration. Further, the long-range
effects induced by nonequilibrium phenomena such as oxidation of the surface
alter diffusion deep into the bulk. Simulation of such processes must involve

the complete one-dimensional continuity equation

¢ 3 (&) g_a__(‘ _ag)
st = oax Qoax/E okt x \PC (1.35)

where D is the effective diffusivity, and C and E are the total and electri-
cally charged impurity concentrations, respectively. The potential ¢ is
= KT n

¢
where n and nj are the electron and intrinsic carrier concentrations, res-
pectively. Thus, the first term in the continuity equation represents class-
ical concentration gradient-driven diffusion, including non-constant diffusiv-
ity. The second term incorporates the electrostatic potential gradient-driven

flux and also includes non-constant diffusivity. The sign of this field-

driven flux term depends upon the charge polarity of the field-driven species.

38




"o

Physically rigorous simulation of a diffusing impurity should therefore

track all of the different mobile species, both charged and neutral, with
which the impurity atom may associate. Further, diffusivities of each of the
species must be known and possible interactions and/or exchanges amony the
different species may be significant. Physical understanding of such
processes is incomplete, however. The nunerical tasks presented by such
complete simulation are also formidable.

Rather, the diffusion models in SUPREM at present represent an attempt to
utilize the more accurate point defect-assisted diffusion models developed
both in the literature and in work under this program. Vacancy-assisted mod-
els have been the most well-developed, and include the widest range of process
conditions, particularly under non-oxidizing surfaces. Interstitial-assisted
diffusion has been used to complement these models to simulate altered diffus-
ivities under oxidizing surfaces.

Under non-oxidizing conditions, group IIl and V impurity atoms in silicon
have been modeled to diffuse larygely by silicon vacancy-assisted mechanisms,
such as vacancy-impurity pair diffusion. Thus the diffusion coefficient is
proportional to the concentration of such point defects. Although the concen-
tration of neutral defects at any given tewperature is independent of the
impurity concentration (so long as it does not approach that of silicon
atoms), the concentrations of defects with various charge states (which have
been identified within the silicon bandgap) depend on the Fermi level position
in the bandgap and thus are a function of impurity concentration. Recently,
Fair [1.67] summarized some of the latest work on diffusion in silicon and
suggested that the effective diffusion coefficient should be the sum of sev-
eral diffusivities, each accounting for impurity interactions with different
charge states of lattice vacancies. The effective diffusion coefficient under

non-oxidizing conditions DN can thus be expressed as
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Dy = D} + 07 [V']+ 0] [V1+ o: wvh) (1.37)

where D¥ is the intrinsic diffusivity due to each identified charge state,

v, of vacancies (v: =, -, x, +; i.e., doubly negative, singly negative,
neutral, and positive), and [VV] is the concentration of vacancies in each
charge state, normalized to the intrinsic concentration of that state. Using
the Boltzmann approximation it can be easily shown that these normalized

concentrations may be given by

n.

2
1=, - (2—) and V') = L (1.38)
1 1

where n is the free electron concentration. Thus under intrinsic conditions

(n = nj), Eq. (1.37) becomes

Dy = DY + D] + D + 0} (1.39)

i.e., the intrinsic diffusivity is the sum of the diffusivities resulting from
the various vacancy charge states.

Often, not all of the intrinsic diffusivities due to the various vacancy
charge states are significant. For each commonly used dopant, specific vac-
ancy charge states have been found to be dominant in determining Dy while
the contributions of other charge states are less significant and may be neg-

lected.

1.3.A. Boron

Boron as an acceptor is negatively charged in the silicon lattice. It
diffuses primarily with V¥ and VX vacancies. Thus, boron diffusivity is

largely determined by the D* and DX contributions [1.68,1.69]:
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Dy (B) = D} + D‘i“ (%)

D [9.037 + 0.72 (f})] exp (134%%—9!) cmz/sec (1.40)

1

In this instance, V* and VX assisted diffusion of the dopant exhibit

similar activation energies. It may be seen that DY in particular will dom-
inate for boron except in heavily doped n-type silicon.

SUPREM III implements egn. (1.40) for Boron intrinsic diffusivity.
Earlier versions of SUPREM (I and II) utilized approximate versions of this
expression due to the lTack of detailed information at the time those codes
were written. In SUPREM I and II, the form of the diffusion coefficient

implemented is given by

1e o)
=D

B-Yi |T1+8 (1.41)

D

where Di is the intrinsic diffusivity, which by comparison with Eqn. (1.40),
contains contributions from neutral and + charged vacancies. B8 = D*/DX is
a measure of the effectiveness of charged vacancies relative to neutral ones
and was empirically determined to be = 3 for Boron. Table 1.5 summarizes

these results.

1.3.B. Arsenic

Arsenic as a donor appears to diffuse primarily with VX and V= vacan-

cies. The diffusivity becomes [1.69]:

Dy (As) = D}+ D (?xj) (1.42)

0.066 exp(:élé%-gl) + 12.0 ({}) exp :31%%—21) cm2/sec
i
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In this instance D? and D; are comparable throughout the process temperature
‘ range. The relative significance of DX vs. D~ diffusion of arsenic will

then depend entirely upon the doping level and “"polarity" of the silicon.

SUPREM II1 implements eqn. (1.42) for As diffusion. Earlier versions (I and
II) used an approximate form (eqn. 1.41) with 8 = 100. This value of B was
empirically determined to provide reasonable agreement between experiment and
theory.

At moderate doping concentrations, the net electron concentrations may be
taken to equal the As concentrations, and application of eq. (1.42) is
straightfoward. With high doping levels, however, the electron concentration
n will deviate significantly fom the total arsenic Cy. Further, this n vs.

Ct dependence may depend critically on the nature of the As doping source.

For ion implanted arsenic, the total arsenic concentration is [1.69]

N IR TS T 7 YU B

I

To satisfy charge neutrality requirements, the net electron concentration
becomes

n= C(As+) - C(As+)(v=) (1.44)
With high doping Tevels the latter two species in eqn. (1.43) will account for
substantial fractions of the total As, and n will not increase directly with
Ct. Mass-action relates each of the constituent As species in eqn. (1.43)
to n. The (As*)(V-) pair is found to be relatively less significant in
contributing to Cr. Thus, with

C(As+) «n
3 (1.45)
Clashyvr) ="
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the dependence of n vs. CT resulting from eqn. (1.43) is well approximated by

3

CT (As) = n + K(T) n (1.46)
II
where K(T) exhibits a slight temperature dependence
K(T) = 9.41 x 10'44 exp(tgl%%—gy) cm6 (1.47)

For chemical source arsenic diffusions, the deviation of n from Cy at
high doping levels appears even greater. Arsenic clustering models have been
invoked to rationalize this dependence. Fair and Weber [1.69,1.70] have
proposed that, in addition to the (As+)(V-) and (As+)(V=) pairs formed, another

complex appears
2 AT+ VT = (AsT), (V) (1.48)

Two As atoms are involved via the reduction of Asp03 molecules in the
chemical source by the Si surface. Vapor phase doping likaly involves Asp
and Asq species, while again monatomic As is negligible [1.69]. Formation of
the (As*)2(V®) complex becomes much more significant than with implanted

As diffusion. Thus eqn. (1.43) becomes

c

Tehen AT T Cash (v Cashy ) * Cash), () (1.49)

Chem

Here, the (As*)2(V*) species appears more significant in contributing to
Ct than (As*)(V-) or (As*)(V=). With mass-action requirements, the n
vs. Cy dependence is found to be well approximated in the case of chemical

sources by

c (As) = n + K'(T) n? (1.50)

Tchem
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Recent data of Murota, et al. [1.71] have confirmed this n4 dependence. The
temperature dependence of a two-As atom cluster contribution to Cy has been
estimated to be =1.6 eV by Schwenker, et. al [1.72]. Thus,

« 1.13 x 10‘68.exp(%$——‘?l o’ (1.51)

K'(T)

1.3.C. Phosphorus

Phosphorus has been observad to exhibit perhaps the most complex
diffusive behavior of the commonly used dopants. Particularly in high
concentration diffusions as for emitter regions of bipolar devices, such
"anomalous" features as both enhanced and retarded diffusion, "kink"
formation, enhanced "tail" diffusivity, and emitter-base push (i.e.,
enhancement of the diffusivity of other impurities such as boron present in
the silicon beneath the high phosphorus region) have been observed. No
single unified physical treatment of phosphorus diffusion has satisfactorily
reconciled all of this anomalous behavior. However, models, particularly from
the work of Fair [1.69,1.73], have been developed to allow reasonable

simulation of many of these features of the diffused phosphorus profile.

1.3.C.1. Isoconcentration Diffusion

In the absence of a rapidly changing profile gradient, the basic
phosphorus diffusion model is a logical extension of the mechanisms of
impurity diffusion discussed above. Phosghorus as a donor diffuses with VX,
V=, and V= vacancies [1.69]

2
X -(n =/n
Dy + (F{)* i (‘n‘)

25 a(S) ¢ hon (1) o (44
i

Dy (P)

2
+44.2 (2—) exp (L‘?—%%LV) cn?/sec (1.52)
1
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For lightly doped silicon, DX dominates the diffusive behavior. With heav-
ily n-type material, the charged vacancy pair-diffusion, in particular D7,
will largely determine the phosphorus diffusivity, because of the (n/ni)2
dependence. SUPREM I again implemented a simplified version of egn. (1.52)
(i.e. eqn. 41 with p/nj replaced by n/nj and 8 = 100). SUPREM II used
in essence egn. (1.52).

As with arsenic, the electron concentration n will deviate significantly
from the total phosphorus Ct at high doping levels. In analogy with egs.

(1.43) and (1.44), the total phosphorus and electron concentrations are

[1.69,1.73]:
= - + + = .
P2 Sty Cotyny T Cehn) (1.53)
n = C(P+) - C(p+)(v=) (1-54)
The resulting n vs. Cy dependence is well approximated by
C P n 3
T(P) =n+ K"(T)n (1.55)
K*(T) = 5.33 x 1070 exp (i‘l—ﬁ—?—“ﬂ> cn® (1.56)

1.3.C.2. High-Concentration Profiles

With high-concentration surface-diffused layers of phosphorus, many
more features must be taken into consideration. A typical profile is composed

of three regions as shown schematically in Fig. 1.18.

da.  Surface Region

In the surface region, the diffusivity is given by Eq. (1.52)
and may be seen to be dominated by D¥. The diffusivity will increase with
increasing surface concentration, until at concentrations above ~3-4 x 1020

cm=3 the diffusivity will then begin to decrease. This effect may be attri-
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buted to silicon bandgap narrowing due to the strain induced on the lattice by
the combination of the finite phosphorus misfit and the relatively high solu-
bility of phosphorus i the silicon lattice. This misfit strain-induced band-

gap narrowing may be surface orientation dependent, and is estimated by

[1.74,1.75,1.76]: :
- -22
aEg. e <111> = -1.5 x 10 [CT - CD(T)] ev (1.57)
' ‘ S
26
where Cy(T) = giii—f—l%——
[r(°c)]

aEg ¢ <100> = 1.23 4Eg ¢ 11 (1.58)

where CTS is the total surface concentration of phosphorus (neglecting the
interface pileup within ~100 A of the 5i/Si07 interface).

Another strain effect which must also be included affects the diffusivity
of ion-implanted phosphorus profiles. In this case, it is observed that the
di?fusivity is further decreased under high dose conditions, probably due to
permanent lattice disorder [1.74,1.76] produced by the implantation process.
Thus in the case of ion-implanted phosphorus, an additional bandgap narrowing
is calculated from [1.76]

AE = -2.3 x 1070

0.25
. @,) eV (1.59)
I
where Qp is the phosphorus atom dose (cm=2).
Thus, the total bandgap narrowing

AE = AL + AE (1.60)

may be quite substantial, and must be accounted for by replacing nj in egn.

(1.52) with an increased effective intrinsic carrier concentration

-AE
= -4 -3
Nig = Ny exp( 2kT) cm (1.61)
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The importance of including the bandgap narrowing effect is illustrated by
Fig. 1.19 where the calculated diffused phosphorus profiles with and without
AEg are compared.

With these considerations, the surface region diffusivity may be calcula-
ted and is found to be monitonically decreasing with depth into the silicon
(Fig. 1.18), until the end of this region occurs at the point where the Fermi
level drops below 0.11 eV from the conduction band edge, crossing the ioniza-
tion level identified with V® vacancies [1.77]; a characteristic electron

concentration ng is defined at this Fermi level value

21 -0.39 eV -3
ng = 4.65 x 10 exp(————ETg—) cm (1.62)

b. Tail Region B

The key assumptions of this modeling are now invoked. Diffusion of
phosphorus in the surface region has been largely via (P*)(V®) pairs
created at the surface. When the Fermi level crosses and falls below the V=
ionization level at the characteristic ng, V¥ vacancies whether "free" or
paired with the ionized P* will lose an electron, with V- vacancies

1t .
R et ¢ ) e $ P AV (1.632)

+ =

(PHOVT) ¢ PPV o PT v 4T (1.63b)

¥4

Because the binding energy of the (P*)(V-) pair is ~0.3 eV lower than

that of the (P*)(V") pair, the dissociation of phosphorus-vacancy pairs

and creation of free V- vacancies is more likely and proceeds more rapidly

via reaction (1.63a) than (1.63b). Both reactions will contribute to creating
a supersaturation of V- vacancies above and effectively independent of the

equilibrium concentration corresponding to the local doping or Fermi level.
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This supersaturation, as implied by eqn. (1.63), will be correlated with the
concentration of (P*)(V®) pairs originally created at the surface. The
excess vacancies have a finite but substantial lifetime or diffusion length esti-
mated to be ~1/4 sec or ~25 u at temperatures in the range -900 -1100°C
[1.73,1.78]. Thus, they will enhance phosphorus diffusivity in the "tail" region
substantially above that called for by the local Fermi level; and, this enhance-
ment will be virtually constant, decaying only slowly deep into the bulk.

By applying these assumptions and invoking mass-action, the V= vacancy
supersaturation and enhanced tail diffusivity are estimated (with bandgap

narrowing effects discussed above explicitly included) [1.73,1.74]:

_nX .- [V
DrarL = Dy + Dy vl
i (1.64)
3
n 3AE ~(X-X_)
= nX -)s g +0.3 ev) ( e )
D7 + Dy {n 7 e’“’( KT )[1 * e"p( k)| e\
e 1

where ng is the surface electron concentration and Xe is the depth at

which ng is reached. Note that the decay length of this enhancement extends
considerably beyond Xg and in fact well beyond the point at which the phos-
phorus doping reaches ni and intrinsic diffusivity Dj would otherwise be
reached. An enhancement factor G corresponding to the vacancy supersaturation

driving this increased diffusivity may be defined for later use below:

X - - -

0D VIV Dy

0.% + D pX
i i i phosphorus

G

(1.65)

48




c. Intermediate (Transition) Region

The transition from the diffusivity Dg at the end of the surface
region at Xe to the enhanced diffusivity DyapL occurs over a finite depth
that varies from ~1500 A at 875°C to -500 A at 1000°C and vanishes for
temperatures in excess of 1050°C. A "kink" in the phosphorus profile is
observed at the point at which Dypj is reached. This transition region is
perhaps the least well understood in the phosphorus profile. It is not un-
reasonable that the phosphorus-vacancy pair dissociation reactions of egs.
(1.63) driven by Fermi level changes along the profile gradient occur not
instantaneously but over a finite depth.

Empirically, Boltzmann-Matano analysis has indicated that the dif-
fusivity in this region increases with depth in proportion to n-2 [1.73,
1.79]. Thus, the diffusivity calculated at Xg using egn. (1.52) is multi-
plied by (ne/n)2 with further depth until the point at which Dyayp of

eqn. (1.64) is reached and the tail region begins.

d. Emitter-Base Push

Because of the long decay length of the excess vacancies created by
the phoshporus diffusion, the vacancy supersaturation will exist throughout
the tail region and even past any metallurgical junction into which the phos-
phorus may diffuse. The charge state of the excess vacancies will likely
continue to change in response to the local Fermi level. Thus, the vacancy
supersaturation approximated by the enhancement factor G defined above will
enhance the diffusion not only of phosphorus in the tail region, but also of
other impurities of the dominant "polarity" type both in the tail region and
beneath the tail region. For example, the empirically observed "emitter-base
push" enhancement of boron diffusivity in the p-type base region beneath a

phosphorus n-type emitter region becomes [1.73]
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DBASE (B) = Di (8) [G] (1.66)
where Di (B) is the intrinsic boron diffusivity in the base region.

1.3.D.  Antimony

Antimony as a donor diffuses with VX and V- vacancies [1.69],

X -(n

(1.67)
0.214 exp :g_g%e_v + 15.0(2-) exp iﬁ%—el cm/sec

i

Dj is somewhat greater than D? at process temperatures and will dominate
in n-type material. As with B, As and P, SUPREM I and II used a simplified

expression for Sb diffusion, given by eqn. 1.41.

1.2.E. _Solid Solubility

The above models must be applied with care particularly as the dopant
concentration approaches its solubility limit in silicon. This limit estab-
lishes CTmax in applying eqns. (1.46) and (1.50) for arsenic, and eqn.
(1.55) for phosphorus, for example. Dopant in excess of CTmax Will likely
precipitate and is considered not diffusable, not contributing to the n vs.
Ct dependence of arsenic and phosphorus, and not contributing to the misfit

strain-induced bandgap narrowing AEgmf in the phosphorus model [1.74].

1.3.F. Diffusion Under Oxidizing Surfaces

The oxidizing surface has long been observed to alter the diffusive
behavior of the commonly used dopant impurities even at considerable depth
into the bulk. Boron, phosphorus, and arsenic exhibit oxidation-enhanced
diffusion (OED) [1.80,1.811, as shown for example in Fig. 1.20. Antimony, on

the other hand, has recently been reported to demonstrate oxidation-retarded
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diffusion (ORD) [1.82]. While some measure of understanding and quantitative
modeling of OED has been achieved, ORD is a more recently observed phenomenon
and presents new challenges to modeling.

As diffusion is most probably a silicon point defect-assisted process,
consideration of QOED and ORD must beygin with an understanding of the influence
of the oxidation process on the substrate silicon point-defect population
kinetics. A reasonably current view of the oxidizinyg interface is shown in
Fig. 1.3, which represents a composite of the ideas of many groups. Workers
such as Sanders and Dobson [1.83] have for some time suggested that the oxid-
jzing interface acts as a vacancy sink and interstitial source. Evidence for
this view has been indirect but substantial. For example, interstitial gener-
ation during oxidation has formed the basis of successful modeling of OED and
the related growth of oxidation-induced stacking faults (OISF) [1.84].

Vacancy consumption in the interface oxidation reaction has been proposed as
the basis for the enhanced oxidation of heavily doped silicon {1.7,1.8]. If
these reactions at the oxidizing interface do in fact occur, then their

influence on impurity diffusion may be addressed.

1.3.F.1. Dual Mechanism Impurity Diffusion

As has been noted, impurity diffusion via vacancy-assisted mechan-
isms has already yielded well-developed models, particularly for fhe non-oxid-
izing interface. Interstitial-assisted diffusion rechanisms, such as the
Watkins relacement (kick-out or partial interstitialcy processes [1.75, 1.85]
have been visualized, but models utilizing these mechanisms in silicon have
been less well-developed. A general formulation for impurity diffusion would
consider both possibilities, and propose both substitutional and interstitial
impurity populations, Csy and Cyp, respectively, diffusing together

through the Si lattice.
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(The precise nature of an interstitial impurity, as with Si self-inter-

stitials or even Si vacancies, may not be obvious; a "pure" interstitial with
perhaps four dangiing/broken bonds in the lattice would seem energetically to
be unfavorable. The impurity atom may exhibit some partial interstitial
nature, perhaps by sharing a lattice site with a silicon "interstitial." Thus
dopant atoms of this nature may diffuse via interstitial-assisted mechanisms,
while purely substitutional impurity atoms diffuse through vacancy-assisted
processes. This allows the total impurity concentration to be separated into
substitutional and interstitial populations.)

Thus, we may define the total impurity concentration Ct as

CT = CSI + CII (1.68)
and overall dopant diffusion becomes [1.75]
3 /achI) (azc”> (1.69)
— =D —3—] + D —_— 1.69
at ST\ 342 1\7,,2

where Dgy and Dy are the vacancy-assisted and interstitial-assisted
diffusivities, respectively.

In thermal equilibrium, under non-oxidizing conditions, and for lightly-
doped silicon, the intrinsic interstitial impurity flux will be some fraction

fi1 of the intrinsic substitutional impurity flux

D;I ¢ = f c (1.70)

i .0
11 Ps1 Cs1
where fy; will vary with the impurity. It seems likely that fyj will also
contain some temperature dependence if the diffusion processes via inter-

stitials vs, vacancies exhibit different activation eneryies.
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The defect and impurity populations are not independent, and exchanges

may take place among the various species in the silicon lattice--vacancies,

interstitials, substitutional impurities, and interstitial impurities. One
likely process, the Watkins replacement mechanisin, involves creation of inter-
stitial impurities Iy (and substitutional silicon Sig) via exchange

between silicon interstitials Si| and substitutional impurities Ig,

Sip + Ig 2 Sig + I (1.71)

KT G €

c = Ky (T) Cey C
Il CSi 1 SI

I (1.72)

where C; is the silicon interstitial concentration and Kj' (T) is a tem-
perature dependent reaction constant. The concentration of substitutional
silicon Csi is so large (-~ the density of lattice sites) compared to the
other species that it may be assumed unaffected by the reaction and absorbed
into K1'(T).

With this exchange process, and substituting from egn. (1.70), the inter-
stitial impurity flux may be approximated under general non-equilibrium condi-

tions through the substitutional impurity flux and the silicon interstitial

D,.C m1= o"c(E-I-> (1.73a)
VI A\ I1 7SI "SI\ o -/oa
11 I

population

Variation of the interstitial-assisted flux with total interstitial population
is explicitly included. However, the dependence of (DII/DiII) on doping

is not obvious because of uncertainty concerning the possible charge states of
silicon interstitials that may make different contributions, with different

temperature and doping dependencies, to the interstitial assisted
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diffusivity. With no additional information available, Dy will be assumed
relatively unaffected by doping, and (1.73a) becomes
ST R (1.73b)
II°1r 11 °sI “si c.0 '
1
If the Si interstitial population is assumed to vary relatively little

with depth X into the silicon, then egn. (1.69) becomes

2

aC . /C 32
T _ i I SI
I3 ‘[DSI * DSI(—C o)] e (1.74)

I

The commonly used dopants are assumed to be largely substitutional (dif-
fusing mostly via vacancy-assisted mechanisms) in silicon. Egn. (1.74) may
then be considered the diffusion equation for the total impurity concentration
with an effective diffusivity that combines a dominant vacancy-assisted diffu-
sion process with a supplemental interstitial-assisted diffusion mechanism,

C

- L (e
D= Dgp * fiy DSI(C o) (1.75)
I

This effective diffusivity will vary with vacancy concentration through Dgp.
Disturbances in the populations of silicon interstitials or vacancies will
also alter the apparent overall diffusivity by driving exchanges between the
two populations of impurities, each with different intrinsic diffusivities, to
shift the relative proportion of impurities diffusing by vacancy vs. inter-
stitial-assisted mechanisms. This exchange may occur via reaction {(1.71),
yielding the explicit interstitial dependence in eqn. (1.75). A second poss-
ible reaction may involve the combination of an interstitial impurity with a

silicon vacancy to produce a substitutional impurity

Siy + I1 2 Is (1.76)
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Csy = Ko (T) €€y (1.77)

(Implied in reactions (1.71) and (1.76) is the annihilation of a silicon

interstitial with a silion vacancy to reproduce substutional silicon,

Siy + Sip § Sig (1.78)

CVCI = K3(T) CSi = Ké (T) (1.79)

This reaction implies a mass-action relation between the vacancy and inter-
stitial concentrations that applies in thermal equilibrium. The significance
of this mass-action in diffusion processes would be dependent on the activa-
tion energy barrier to the reaction, which will determine the time constant

required to recover from non-equilibrium conditions.)

1.3.F.2. Silicon Interstitial Generation

The influence of the oxidizing interface on impurity diffusivity
will depend on disturbances produced in the point defect populations. Inter-
stitial generation will depend on the oxidation and substrate parameters.

Fair [1.75] contends that the limiting reaction at the oxidizing inter-
face that leads to interstitial generation depends upon interstitial oxygen
ions 07%. The interstitial generation rate should exhibit a half-power
dependence on oxidation rate (dxo/dt)0'5. (An alternative explanation
for this power dependence is given in section 10 of this report.)

The interstitials created are subject to recapture at surface kink sites
during surface regrowth [1.84]. The surface kink density p is dependent on

surface orientation, with {1.75]

p<111> = 1.5 p<100> (1.80)
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With increasing substrate doping, whether n or p type, the total equili-
brium concentration of vacancies will increase [1.23]. The increasing vacan-
cies will reduce the interstitial concentration by recombination reaction
(1.78). This may be considered a manifestation of a mass-action relation pre-
viously considered. The time constant required is not known, but the possible
mass-action with its activation enerqy barrier may in any event yield a direct
proportionality

._LT « (1.81)

I

C ¢,
Cy

where CJ and C} are the equilibrium concentrations in 1ightly-doped silicon.
The above annihilation of interstitials and time constant will be mani-
fest as a finite decay length or lifetime of the generated interstitials.
Thus, the generated interstitial concentration will decrease with depth X away
from the oxidizing interface as exp (-X/Lp), where Lp is the decay length.
Chlorine additions to the oxidation ambient will tend to reduce the
excess interstitials flowing into the substrate. Murarka [1.86] proposes that
chlorine reacts with silicon at the interface to produce vacancies that in

turn may recombine with oxidation-generated interstitials,

Si +35 C1, ¥ SiC1 + si (1.82a)
Siv + SiI « Sis (1.82b)

Fair [1.75] contends that u = 1 in reaction (1.82a) and therefore,
-0.5 (1.83)

-0.5
Cp= (pep )7 = (pyey)

where P or P are the partial pressures of the chlorine addition to
Clp HC1

the ambient.
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With the above considerations, the interstitial supersaturation with the

oxidizing interface may be expressed as

005

. X/
¢, (e Ky(T) exp( LD) aX
L) 41 ( 2 (1.84)

+
o C 0.5
C, v [p 1+ Kg(T) pae)

where K4(T) and KS(T) are complex equilibrium and proportionality constants.

1.3.F.3. Oxidation-Enhanced Diffusion

By combining eqgns (1.75) and (1.84), the effective diffusivity under

oxidizing conditions becomes

D = Dy + 8D, (1.85a)
Ci
- i v
Dy = Dg; *+ fyy Dgy <Cv) (1.85b)
3 0.5
i CJ K4(T) exp ( X/LD)(dXO>

g.

The diffusivity has readily separated into two components. The first,
DN, 1s the impurity diffusivity under non-oxidizing conditions or a non-
oxidizing surface. It contains both the vacancy-assisted term Dgy and the
"equilibrium" non-oxidizing fractional interstitial-assisted contribution.
Dy has in fact been modeled very well as an entirely vacancy-assisted pro-
cess, as already discussed above for the commonly used dopants. The inter-
stitial component has not been specifically considered, but apparently no ser-
ious failures have been discovered in most applications of a purely vacancy-

based model under non-oxidizing surfaces. The interstitial component perhaps
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makes only relatively minor contributions in such cases. With heavy doping,
Dgp will increase substantially and the interstitial conmponent apparently
becomes even less significant relative to the increase of the total D. Thus,
under non-oxidizing conditions--and especially with higher doping levels, Dy

is satisfactorily modeled using eqns. (1.40), (1.42), (1.52), and (1.67) for B,

As, P, and Sb, respeciively

Dy ~ Dy (B, As, P, or Sb) (1.86a)

N N
Under oxidizing conditions, however, interstitial generation adds an addi-
tional interstitial component ADgy to the total diffusivity. Depending upon
the oxidation conditions, this OED enhancement contribution may become compar-
able to and even exceed the Dy component to enhance the overall diffusivity D.
Note, however, that estimation of ADox depends upon the value for D;I’
the vacancy-assisted diffusivity under intrinsic non-oxidizing conditions. As
already noted, models for Dg; have to this point neglected to distinguish a
smaller interstitial component from the assumed dominant vacancy contribution,
grouping both together as purely vacancy-assisted diffusion. Fortunately, if

the interstitial component is comparatively small under intrinsic non-oxidizing

conditions, then only very slight error will be introduced by assuming

Di; = Of (1.86¢)

in calculating ADgy. (This assumption will be shown to be consistent with

experimental observations below.)

a. Oxidation Rate

OED of B and As has been observed to be greater in Hy0 than

in dry 07 oxidation. Thus effect correlates with the higher oxidation rate

58




in H20 that generates a greater interstitial supersaturation. aDgy has

been observed to approximate a (dxo/dt)" power dependence, but the value

of n has not been completely resolved. Taniguchi, et al. [1.81] found empiri-

cally that n 0.3 for B and P in both dry 02 and Hp0 oxidations. Lin,

et. al. [1.87] observed n = 0.4 - 0.6 for B and P in dry O2. This sublinear
dependence is consistent with observations for (0OISF) stacking fault growth
[1.88], which has also been modeled to result from interstitial generation at
the oxidizing interface [1.86]. From theoretical consideration of the poss-
ible reactions producing and consuming interstitials, Fair [1.75] and Hu
[1.89] both conclude that n = 0.5. Thus, the assumption of n = 0.5 in the
derivation of Eqn. (1.85c) for ADyx appears reasonable. (However, recently
Ishikawa, et al. [1.90] reported significantly higher values for n that also

varied with the dopant: n = 0.7-0.8 for phosphorus and n = 0.9-1.1 for

arsenic. This issue should be considered unresclved at present.)

b. Effect of Time-Averaging

The experimental observations of OED have been, of necessity,
time-averaged over the total oxidation period to find an effective average
enhancement AD ox. Given a power law (dxqo/dt)" dependence of the true
instantaneous) enhancement aDgy, a correction may be used. The experimental
observations were generally for relatively long oxidation times and thick ox-
ides, for which the linear-parabolic oxidation behavior is reasonably approxi-

mated as parabolic growth.

0.5

dx
o .(B). 1 (B
at '(2x0)' : (3) (1.87)
=L © w0 =(—@—) AD (1.88)
ox L f OX 2-n ox :

0

0
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{ Thus, with n = 0.5,

(1.89)
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c. Orientation and Proportionality Constant

Surface orientation will determine the kink density p that in
turn will reduce the interstitial concentration through surface regrowth.
Fair [1.75] estimates p = 1012 cm~2 for <100> silicon. Thus, by compari-
son of a similar derivation for OISF growth, based on the interstitial super-
saturation, with stackinyg fault data for 100% dry 02 oxidations [1.75], and
including the time-averaging correction from eqn. (1.89), the proportionality
factor Kg4(T) in aDgy is estimated

-0-5

K (T 1.5)K, (T
o1 (L5)K,(T) 1.90)

p(100) ~ ~ p(Il1)

1.31 x 107 e,(p<+2.82ev) cm

kT sec

Thus, OED enhancement is greater for <100> than for <111> silicon, as experi-
ments observed [1.91]. Also, as seen via the negative effective "activation
energy” of the proportionality factor, the enhancement is greater at lower

temperatures, also as demonstrated experimentally {1.80,1.81].

d. Fractional Interstitial Contribution and Impurity Dependence

The fraction of the substitutional flux that occurs by an in-
terstitial-assisted mechanism is fyy for lightly doped silicon in non-oxid-
izing ambients. From the formulation of Eq. (1.85), fy; also is a direct
measure of the diffusivity enhancement factor produced by the oxidation-gener-
ated interstitial supersaturation. This factor will vary with the impurity
under consideration. Fair [1.75] has suggested that fyj in fact should cor-
relate with the energy required to create an interstitial impurity atom. The

efficacy of the interstitial-assisted mechanisms should be directly related to
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the ease with which the impurity may be displaced into an interstitial site
(by a silicon interstitial). Mizus and Higuchi [1.82] have noted that impur-
ities with smaller ionic radii should therefore show a greater tendency to
diffuse via interstitials. Thus, because the ionic radii vary as

B <P <As = Si (1.91)

one should expect fy; to vary in inverse order.
Indeed, Fair's anaylsis [1.75] has produced the quantitative ratios at

oxidation temperatures (~1000-1100°C) for fyy:

frg (B :P i As) = 0.17 : 0.12 : 0.09 (1.92)

However, note that fy; may not remain constant with temperature. It is
a parameter indicating the relative magnitudes of interstitial vs. vacancy-
assisted diffusion mechanisms. These two processes will likely have different
activation energies. Thus, fyj as the ratio will also show a temperature
dependence. Further, the diffusion energies vary with the impurity. Again,
the fi; temperature dependence may then quite possibly also vary with the
impurity.

The effective diffusivity under oxidizing conditions in eqn. (1.85) has
been fitted to the OED data of Lin, et al. [1.80] in dry 0 oxidation of

<100> silicon to obtain values of fip for boron, phosphorus, and arsenic.

-0.48 eV

f,,(B) = 4.09 exp —ET—‘?—) (1.93a)
. -0.57 eV

F11(P) = 5.50 exp —ﬁ—e—-) (1.93b)
-0.63 eV

£, (AS) = 6.85 exp (——Wﬁ—) (1.93¢)

A slight temperature dependence is found that also varies somewhat with the

impurity. The ratios of fI] for the impurities are i good agreement with
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Fair's results [1.75] at comparable temperatures. The relative order of OED

enhancement of the impurities is determined by the fyj values, decreasing in
order from B to P to As as seen experimentally.
The values of fyy are comparatively small at lower temperatures, for

which the OED enhancement is most significant. Thus for T <1000°C,

f., ¢0.1 (1.94)

I1

consistent with the assumption eqn. (1.86b,c) made in fitting the data. How-
ever, at higher temperatures, the intrinsic interstitial contribution becomes
comparable to the vacancy-assisted component, and the fyj values become for

T > 1200°C -

f.. ¢ 1.0 (1.95)

I1

Assumptions in eqn. (1.86b,c) thus become very questionable. Fortunately, at
these higher temperatures the OED enhancement factor also becomes less signi-
ficant (K4(T) becomes negligible). Errors introduced by assumptions in

eqn. (1.86b,c) in calculating ADgx thus become unimportant.

e. Heavy Substrate Doping

With increasing substrate doping, as the silicon becomes ex-

trinsic, (CV/C;) becomes greatly enhanced. The vacancy-assisted Dgp and
therefore Dy increase correspondingly. However, the increased vacancy
concentration should reduce the interstitial supersaturation by recombination.
The OED enhancement ADox thus decreases as (Cv/Ci) even as DN increases.

These expectations have been confirmed experimentally, in good quantitative
agreement [1.75] with the formulation for aDgx in eqn. (1.85c), by the data

of Raniguchi, et al. [1.81] for oxidation of silicon heavily doped with both B
and P.
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f. Interstitial Decay Length

By examining the effect of increasing depth x from the inter-
face on the OED enhancement, Taniguchi, et al. [1.81] concluded that the
interstitial supersaturation extended considerable distances into the bulk.
The effective interstitial diffusion decay length Lp showed some slight tem-
perature dependence, decreasing with temperature from ~30 u at 1000°C to
~25 u at 1100°C. Thus, a reasonable, conservative assumption for the lower

temperature range at which ADgy is significant is

Ly = 25 u (1.96)

g. Chlorine Oxidation

As discussed above, the OED enhancement should vary as

(PHcy)~0:° for chlorine additions to the ambient. Chlorine at the inter-
face is expected to generate vacancies that may then recombine with intersti-
tials to reduce Cy and ADgy [1.75,1.86]. Limited data is available for
diffusion of boron and phosphorus in HC1/02 ambients from the work of
Nabeta, et al. [1.92]. They observed that chlorine additions at 1100°C and
1150°C did indeed reduce ADgyx to -0 and D to ~Dy for HC1/0, in
excess of a few percent. However, at 1000°C increasing HC1/02 up to 10%
produced 1ittle change in ADgx, and reduction of D to -Dy did not occur.

Fitting egn. (1.85) for D and ADyx to this limited data yields reason-

able agreement with

-80 8 =
K(T) = 2.31 x 103 exp (2:388Y) (atm) 05 (1.97)

The activation energy of ~9 eV appears very high. It is apparent that the
influence of chlorine on OED is complex and 1nadeqdately understood, as is the

influence of chlorine on oxidation kinetics (see the discussion of chlorine
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oxidation kinetics earlier in this report). Additional data for OED in

chiorine oxidation is needed.

1.3.F.4. Silicon Vacancy Annihilation

The analysis above has neglected disturbances to the silicon vacancy
population due to the oxidizing interface, tacitly assuming equilibrium vac-
ancy concentrations. Undoubtedly, however, the oxidation process reduces
vacancy levels both directly by vacancy consumption in the interface oxidation
reaction and indirectly by recombination with the excess interstitials gener-
ated. A vacancy undersaturation relative to non-oxidizing conditions should
result.

Unfortunately, understanding of the annihilation kinetics of vacan-
cies during oxidation is even less than that of interstitial generation. As
vacancy annihilation has been postulated as a step in the interface oxidation
reaction [1.81, 1.7], the vacancy consumption rate may perhaps be directly
related to the oxidation rate, possibly also by a power law similar to that
proposed for interstitial generation. Other factors are known to influence
vacancy levels as well. For example, heavy doping enhances vacancy concentra-
tions; it also enhances diffusivity and oxidation rate, in direct correlation
with those enhanced vacancy levels [1.67, 1.7, 1.23]. Recombination with gen-
erated excess interstitials may reduce vacancy concentrations. The distur-
bance of vacancy concentrations from equilibrium due to oxidation may be
expected to decay with depth into the bulk, perhaps with a comparablie decay
length to that for the excess interstitials.

Clearly, the interaction of vacancies with interstitials and the oxidi-
zing interface is complex. The direct dependence of vacancy concentration on
oxidation rate is not known. The dependence on heavy doping and interstitial

recombination may be approximated by
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where (CS/C@O) represents the variation of vacancy concen.ration with

heavy doping under non-oxidizing conditions, and (CV/CS) is the reduction

in vacancies due to recombination with excess interstitials generated by the
oxidation process. This mass-action driving force (C?/CI) has been used to
approximate the (CV/CS) factor in analogy with eqn. (1.81). Again, the time
constant required to achieve equality of these two quantities is not known.
The extent to which this approximation is valid in the transient, quasi-
steady-state situation of on-goin§ oxidation is also not known. Clearly there

is much work remaining to be done in this area.

1.3.F.5. Oxidation-Retarded Diffusion

Allowance for vacancy consumption during oxidation yeilds a modified

form of the effective diffusivity in egn. (1.75),

. (e [c® . /C
i \ I 1 I
JOREY (q) % () (1-9%a)

v I

D=D —(i-+f D] 4 (1.99b)
SI\T; 11 %s1{ o .
I

For B, P, and As, oxidation produces OED, indicating that the enhancement
of interstitial-assisted diffusion due to interstitial supersaturation more
than compensates for reduction of vacancy-assisted diffusion due to vacancy
undersaturation. This implies that f]] for these impurities must be suffi-
ciently large. In fact, fy; must be significantly greater than the values

in eqn. (1.93) that were derived assuming no vacancy consumption during
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oxidation. Large values of fy| are consistent with the small ionic radii of
these dopants relative to silicon.

Antimony, however, is substantially larger than silicon. This suggests
that this impurity should show little tendency to diffuse via interstitials;
i.e., fi1 (Sb) should be relatively very small. In this instance, then

diffusion is almost entirely via vacanies. Egn. (1.99) then becomes

o o 0o
. C C C
. nl v 1. [
v

Reduction of vacancy-assisted diffusion during oxidation will overwhelm
enhancement of the negligible interstitial-assisted diffusion; overall diffus-
ivity will in fact be retarded. These expectations of ORD for Sb have been
confirmed experimentally in the limited data of Mizuo and Higuchi [1.82] for
Sb diffusion in both Hy0 and dry 0 ambients. The degree of reduction of
D(Sb) was observed to be substantial, with as much as 50% or more reduction in
D(Sb), in reasonable agreement with eqn. (1.100).

It appears reasonable, then, to use eqn. (1.100) to estimate Sb diffusion
under oxidizing conditions. Egn. (1.84) for the interstitial supersaturation
(CI/C?) may be used with slight modification. (Ci/Cv) in eqn. (1.84), repre-
senting the recombination driving force, has already been explicitly included
in eqn. (1.100) as (Celcio) and should not be carried in substituting from
eqn. (1.84) into egn. (1.100). Still, understanding of the vacancy undersat-
uration during oxidation remains poor, and considerably more work is needed.
when such models are developed, then the impurity diffusivities of eqn. (1.40),
(1.42), (1.52) and (1.85) for B, P, and As, and eqn. (1.67) and (1.100) for Sb

will demand major reworking.
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1.4. EPITAXY

The growth of epitaxial layers is an essential part of bipolar processes

and some MOS processes. It is, therefore, important for a general purpose
process simulator to accurately model this technology. Such modeling is
complicated by the dynamics of how growth rate and doping levels in epitaxial
layers are related to gas phase silicon and dopant atom concentr/tions. SUP-
REM Versions 1 and Il avoid these questions by assuming a simple segregation
model of the gas solid interface as described below.

The general situation is depicted in Fig. 1.21. Impurity redistribution
during epitaxial growth includes both a diffusive component as well as a seg-

regation effect. It is assumed that the bulk gas phase has a uniform

-

equivalent concentration of single dopant species CEI. This is a fictitious
concentration equal to the desired uniform epi-doping concentration.
At the solid gas interface, there exist two flux components, Fg and

Fp as indicated in Fig. 1.21. Fg is an impurity “evaporation” flux,

*
Fg = h(kCgy - cy) (1.101)

where h is the impurity evaporation coefficient. As evaporation flux, we
define any impurity flux exchange between the gas and the solid, other than
direct moving boundary incorporation; C; is the impurity concentration at
the solid surface, and k is the surface equilibrium segregation coefficient

defined as

k = - (1.102)
gl

The term Fp is a flux induced by the interface motion and can be calculated

as in the dase of thermal oxidation, It is given by

67

'-'--lilil-lllIlllIlllIlIlllIlIlllllllIlIlllIll!llIlIlIllIIlIlllIIIIIIIIIIIIIIIIIIIIIIIJ




*

where v is the interface velocity (growth rate). Within the solid (silicon)
body, diffusive flow of impurities is accounted for as has been discussed
previously.

A substantial amount of work, under this program ...-:r the past several
years, has been aimed at improving the above model for epitaxial growth. A
specific objective has been to understand the physical mechanisms responsible
for transport of silicon and dopant atoms from the gas phase to appropriate
lattice sites on the substrate. An accurate and general purpose (i.e. not
system specific) physiochemical model which describes the growth rate and
incorporation of dopant atoms into silicon epitaxial films during deposition
from a SiHg-As3-Hz mixture has been developed. Table 1.6 summarizes the
older models in SUPREM versions 1 and II and the new model, described below,
which is implemented in SUPREM III [1.93].

Epitaxial films with uniform impurity distribution are often required in
IC fabrication. However, the distribution of impur.ties near the film-sub-
strate interface is, in general, nonuniform. During the initial stages of
growth the dopant incorporation process goes through a transient period, and
2-3 min are required [1.94] before the steady-state epitaxial doping level is
established. As a result, a transition layer corresponding to this initial
transient develops, and the epitaxial dopant concentration within this layer
is either higher or Tower than expected, depending on the initial conditions
prior to the deposition cycle (e.g., substrate surface concentration, prebake
time, prebake temperature, etc.). A special case of this initial transient
problem is the commonly known “autodoping” phenomena, which occurs when light-

ly doped films are deposited on heavily doped buried-layers/substrates.
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The extent of this transition layer imposes severe limitations on the fabrica-
tion of submicron epitaxial films, which will be required with the development
of VLSI technology.

Epitaxial films with intentional, non-uniform impurity distributions are
sometimes also required. These can be used to fabricate specialized devices
or to optimize device characteristics. Examples of these are the hyper-abrupt
epitaxial tuning diodes, in which precisely controlled impurity distributions
are needed in order to obtain the specific C-V characteristics. Non-uniform
doping profiles can be fabricated by varying with time the dopant gas flow
entering the epitaxial reactor during deposition.

The general problem is that of determining a computer model capable of
simulating the epitaxial doping profile resulting from any given time-varying,
gas-phase composition during growth. The model must also account for thermal
redistribution of dopant atoms in silicon during epitaxial deposition.

Because the redistribution of impurities within the solid is controlled by
diffusion, the starting mathematical framework is to solve Fick's Second Law
throughout the solid silicon, from a plane very deep inside the substrate up
to the silicon surface. That is (see Fig. 1.22)

Mz,b) - D—‘-"—(ié—t-)- >25 2, (1.108)
§z

where N is the dopant concentration in the solid, D is the diffusion coeffi-
cient of the impurity in solid silicon, and z and t are the spatial and time
variables, respectively. As shown in Fig. 1.22, the z-direction goes perpen-
dicular to the silicon surface, and z¢f is defined as the location of the

moving gas-solid interface.
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The solution to the diffusion equation during dpitaxial growth must
satisfy the following initial and boundary conditions. The initial condition
is given by

N(z,0) = f1(z) (1.105)
where f1(z) represents the distribution of impurities in the substrate just
before epitaxial deposition.

The boundary conditions are

SN _

D Bz | zee 0 (1.106)
SN _ 2

D 57 2=z, = f7(t) (1.107)

Equation (1.106) indicates that the impurity diffusive flux at a plane
very deep in the silicon substrate is zero. This is a reasonable boundary
condition because silicon wafer thicknesses are much larger than diffusion
lengths in bulk silicon.

Equation (1.107) indicates that the impurity diffusive flux in the solid
at the gas-solid interface is, during epitaxial growth, a function of time.

As will be shown later, an expression for f2(t) can be derived from a basic
understanding of the mechanisms controlling the incorporation of impurities in
the epitaxial silicon during growth. The time-dependence of Eq. (1.107) is
related to (i) the transients associated with the establishement of a steady-
state deposition process, and (ii) the time-variation (if any) of the gas-
phase composition in the reactor. Notice that the autodoping problem falls in
the first category. The right-hand side of Eq. (1.107) is a function of
dopant partial pressure, epitaxial growth rate, deposition temperature, and to

a lesser degree: reactor geometry, hydrogen velocity, etc. In order to solve
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Fick's Second Law during epitaxial growth an expression for fo(t) in Eq.
(1.107) must be obtained. This is accomplished by using the epitaxial doping

model described below.

In this section, the behavior of dopant species in each important region
of an epitaxial reactor is studied in detail, both in terms of gas-flow dynam-
ics and chemical kinetics. Figure 1.23 shows schematically a section of the
horizontal reactor tube along the length of the susceptor. Three main regions
are indicated in Fig. 1.23: 1) main gas stream, 2) boundary layer, and 3)

‘ adsorbed layer. The main gas stream consists of hydrogen mixed with silane
and arsine flowing by forced convection. The boundary layer is a thin layer,
about 5 mm thick, through which reactants diffuse to the silicon surface. The
adsorbed layer consists of a population of hydrogen, silicon-, and dopant-
containing species that occupy adsorption sites and are capable of moving on
the solid surface. The behavior of dopant species in each of these three reg-
ions is now discussed, and equations describing this behavior will be derived.

The equations will then by used to obtain an expression for fz(t) in Eq. (1.107).

1.4.A. Main gas stream.

In most epitaxial reactors, gas-phase depletion of dopant species in the

main gas stream is almost negligible. Therefore, the partial pressure of

P dopant species in the main gas stream region can be assumed to be independent
of position, and nearly equal to the partial pressure of dopant species at the
reactor input. Moreover, the time constant associated with the transport of

P dopant species in the main gas stream by forced convection is of the order of
1 sec [1.94], while the time constant of the overall doping process in a
horizontal reactor is of the order of 40 sec [1.95]. Therefore, it can be

) assumed that any time-variation of the dopant partial pressure at the reactor

input is transmitted "instantaneously” throughout the main gas streain.
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Consequently, the following expression can be used to describe the behavior of

dopant species in the main gas stream region

P, (t) PD°(t) (1.108)

p!

in which Pp is the partial pressure of dopant species in the main gas stream
region, and Pp° is the input dopant partial pressure.

1.4.8. Boundary layer

The time constant associated with the transport of dopant species through
the boundary layer by diffusion is of the order of 0.1 sec [1.95], which is
much shorter than that of the overall doping process. Therefore, it is reas-
onable to assume that the flux of dopant species leaving the boundary layer by
adsorbing on the silicon surface (Fg) follows closely any time-variation of

the dopant flux entering the boundary layer from the main gas stream.

Fo(t)  F(z,t) (1.109)

The two fluxes in Eq. (1.109) can be expressed in terms of deposition
parameters. The flux of dopant species leaving the main gas stream toward the

wafer surface [F,(z)] can be approximated by [1.96]
Fo(2) =k [Pp® = Pp*] (1.110)

in which ky is the boundary layer mass transport coefficient of dopant
species in hydrogen, and Pp* is the dopant partial pressure just above the
gas-solid interface. kp is a function of reactor geometry, hydrogen veloc-
ity, gas-phase temperature, etc. An expression for Fg(t) is obtained in the

next section,

1.4.C. Adsorbed layer

In order to determine Fg, the sequence of steps taking part in the
doping process and occurring at the silicon surface must be considered in

detail. These steps are shown in Fig, 1.24 [1.96]. When an arsine molecule
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in the gas phase is close to the silicon surface it undergoes a process of
adsorption [step (1)]. The arsine molecule, once adsorbed, decomposes
chemically yielding elemental arsenic [step (2)] which then diffuses on the
surface until it finds an incorporation site and attaches to it [step (3)].
The arsenic atom, now incorporated in the silicon lattice, is quickly covered
by subsequently arriving silicon atoms [step (4)], and diffuses into (or out
of) the bulk silicon. For the treatment presented here, it is sufficient to
select one of the above steps as the rate-limiting step, leaving all other
steps in the sequence near thermodynamic equilibrium [1.95]. If step (1)
above js assumed to be the slowest in the sequence, the surface steps can be
summarized in the following two reactions

(1) Arsine adsorption

—
[o2]
=

~—
x

. s _F
ASH3(g) +s ¥ ASH3 -S; K-l = F—TG—N—Y = (1.111)

O*»O
w
~

(ii) Chemical decomposition, site incorporation, and covering of arsenic

by silicon

AsHy-s 2 As(ss) + s + % Hy(9g)

(kHN)(eNS)PH23/2

K. = (1.112)
2 ‘(eDNs)

where s represents a vacant adsorption site on the surface, AsH3-s
represents an arsine molecule occupying an adsorption site, Ky and Ky are
equilibrium constants, 6p is the fraction of adsorption sites occupied by
arsine, Ng is the surface density of adsorption sites per unit area, kf
and kg are the forward and reverse reaction rate constants for arsine

adsorption, ® is the fraction of adsorption sites which are vacant, ky is
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Henry's law constant, and Ph, is the hydrogen pressure (-1 atm). An

expression for Fg can now be obtained by using £q. (1.111) and (1.112)

F$ = k[P - N/K,] (1.113)
= kelPp - N/Kp .

where kf = kf (eNs) is a kinetic constant associated with arsine adsporption
and Kp = K1K2/kH is a thermodynamic constant relating dopant species in the
gas phase and the solid silicon. Equations (1.110) and (1.113) can now be
used to obtain the following expression relating Fg and the input dopant

partial pressure Pp°
s _ Do P
F> = kmf[P - N/K'] (1.114)

in which kps = [1/ky + 1/kf1-1.

As discussed earlier, the times associated with gas-phase mass transport
of dopant species are negligible as compared to the time constants measured
for the overall doping process. Therefore, the only mechanisms that could be
responsible for these long time constants ought to be associated with the
adsorbed Tayer.

By considering mass balance of dopant species in the adsorbed layer the

following equation is obtained

8N d(eDNS)

Fo = N(Ze) + D57 lpezf = @

(1.115)

where g is the epitaxial growth rate. In Eg. (1.115), F¢ represents the

rate at which the adsorbed layer increases its population of dopant species.
The second term in Eq. (1.115) represents the rate at which the adsorbed layer
decreases its population of dopant species due to the silicon covering step
(see Fig. 1.24), and the third term represents diffusive exchanges between
dopant atoms in the adsorbed layer and the bulk silicon. The right-hand side

of Eq. (1.115) represents the rate of change of the density of dopant species
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per unit area in the adsorbed layer, and becomes zero when the overall doping
process reaches steady state. By substituting Eq. (1.114) into Eq. (1.115),
the following expression is obtained
oN SN(z¢)

kmelPp® = M(ze)/Kpd = oN(z¢) + D | pepp = Ky —g— (1.116)
in which Eq. 1.112 was used with KA z kH(eNS)PH23/2/K2. Eqn. 1.116 relates
the epitaxial dopant concentration at the silicon surface N(zf) and the
input dopant partial pressure Pp°. It is clear from Eq. (1.115) and (1.116)
that any abrupt variation of Pp° with time during epitaxial growth is not
transmitted "instantaneously" to N(zf) because some time is required before
the population of dopant species in the adsorbed layer 6pNg accommodates
to the new steady-state condition. This storage-like behavior of the adsorbed
layer is responsible for the relatively lony time constants measured experi-
mentally for the overall doping process. Equation (1.116) can be rearranged

to give the boundary condition fp(t) needed in Eq. (1.107), i.e.

SN ° dN(Zf)
037 |pegr = Folt) = -k elPp® = N(2o)/KpD + aN(zg) + Ky—ge—  (1.117)

Fick's Second Law (Eq. 1.104) can now be solved subject to the initial
and boundary conditions given by Eq. (1.105) and (1.106) and (1.117),
respectively. Values for the parameters in the doping model (kmf’ KP, KA)
can be determined as described in [1.93].

Figures 1.25a and b show examples of the simulation capability of this
new model. The figures show both measured and simulated doping profiles cor-
responding to the time-varying arsine flows indicated in the insets. In both
cases the input to the epitaxial system consisted of an increaasing step in

arsine flow followed by a decreasing step, the combination simulating a pulse.
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The epitaxial layer in Fig. 1.25a was deposited at 0.33 wm/min, and the pulse

duration was 8.6 min. The epitaxial layer in Fig. 1.25b was deposited at 0.59

wn/min, and the pulse duration was only 48 sec. The broken line shows the
impurity profile simulated by SUPREM III. The solid line shows the corres-
ponding majority-carrier distribution obtained by using the SUPREM IIl output
and calculating a one-dimensional solution to the Poisson's equation. The
computer program SEDAN was used to obtain the Poisson solution [1.97]. The
circles indicate the epitaxial doping profile as determined by capacitance
voltage measurements on deep-depletion MOS structures [1.95]. The agreement
between the simulated majority-carrier profile and the measured profile is
better than that between the SUPREM III output and the measured profile. This
is because the profile measured by the capacitance-voltage technique is a
closer representation of the majority-carrier distribution than it is of the
impurity distribution [1.98]. The experiments shown in Fig 1.25 were carried
out in a horizontal reactor (Hugle Model HIER II). The parameters used to
simulate the Hugle reactor were obtained from the data in [1.95], and are
shown in Table VII together with those corresponding to the Unipak unit used
in other studies reported in earlier annual reports. Table 1.8 shows values
of decay time and decay length L [1.94,1.95] for each reactor at different

silicon growth rates, calculated from

(1.118)

L

gt (1.119)
It is interesting to observe that + and L of each reactor (for a given growth
rate) are remarkably close, which indicates that the extent of any transient

phenomena (including autodoping) is independent of the horizontal reactor
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used. These experiments clearly indicate that SUPREM is capable of simulating

epitaxial doping profiles corresponding to different time-varying dopant gas

flows. Moreover, these experiments demonstrated that the simulation capabil-

ity of SUPREM is not restricted to one single reactor.

Unipak Hugle
Kp (cm'3 atm'l) 1.05 x 1026 3.8 x 10%°
Ko (c:m'zsec'1 atm'l) 4.85 x 1012 5.26 x 1018
Kp (cm) 5.7 x 1072 4.1 x 1072

Table 1.7. Reactor parameters corresponding to the Unipak and the Hugle units

Unipak Hugle
T (sec) L (um) T (sec) L (um)
0.3 um/min 59 0.3 64 0.32
0.45 um/min 47 0.35 46 0.35
0.6 um/min 39 0.39 36 0.36

Table 1.8. Decay time t and decay length L calculated for the Unipak and the
Hugle reactors at different silicon growth rates
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1.5. POLYSILICON

CVD deposition of polysilicon is of major importance in modern MOS tech-
nologies and is finding increased use in bipolar structures as well. In addi-
tion to film thickness and dopant masking properties, thermal oxidation rates
and electrical resistivity are of prime importance in correctly simulating
such structures. A large amount of work, primarily concentrating on resistiv-
ity, has been undertaken under this program in the past few years. We have
included, for the first time in SUPREM I1I, a modeling capability for polysil-
icon.

From a user's point of view, the program should ideally function as il-

lustrated in the flow chart below.

User Input: Deposit 5000 A poly, 600°C, LPCVD
¥

Program Calculates: Grain Size, resistivity
+

User Input: a) Oxidize - T, t, ambient

b) Dope - Dose, energy or predep
c) Anneal - T, t, ambient
d) Etch - t, conditions

¥

Program Calculates: Grain size, resistivity, oxide thickness

In order for SUPREM to accomplish this, accurate process models are re-
quired for the following steps.

(1) Grain growth as f (T, t, doping level)

(2) Oxidation kinetics as f (T, t, ambient, doping level)

(3) Dopant diffusion in poly as f (T, t, doping level)
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(4) Dopant segregation at grain boundaries as f (T, t, doping level)
(5) Carrier trapping at grain boundaries as f (T, t, doping level)

(6) Carrier mobility

At the present time, basic models exist for each of these steps. Some of
these models are more developed than others, as will become apparent in the
paragraphs below. Further work is needed to refine the oxidation and diffu-
sion models, in particular, however. The basic models which are implemented,
should provide a reasonable simulation capability for SUPREM III. It is our
intent to continue work on these models, and to provide updates for SUPREM 111
as improvements become available. In the paragiraphs below, a summary of the

models as they now stand is provided.

1.5.A. Grain Growth

The grain-growth mechanism in poly Si is believed to be controlled by
diffusion. This movement can be accomplished by a series of diffusion jumps
of individual atoms across the grain boundaries, and the growth rate is then
determined by the diffusion rate of the atoms across each grain boundary. In
the absence of a driving force, the number of jumps in the opposite direction
is equal and, as a consequence, there is no net movement of atoms. When a
driving force exists, the free energy is reduced and atoms migrate from one
grain to another which contributes to the migration of the boundary and the
resultant grain growth.

The driving force has the following two components: (1) energy differ-
ence between atoms at one side of grain boundary and at the other, and (2) in-
terfacial energy between two grains. Because of this interfacial energy, the
grain boundary tends to minimize its area, which makes the driving force in-

versely proportional to the boundary curvature. The driving force can be ex-
pressed by [1.99],
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2
F= a—"f_’— (1.120)

where A is a grain-boundary energy, b is the lattice constant, L is the
average grain size, and a is a geometric factor. The migration rate of the
boundary is not only proportional to the external driving force but also to
grain-boundary mobility. Thus mobility measures atom migration under an
external driving force and is directly proportional to the Si self-diffusivity
in a diffusion-controlled growth regime [1.99]. This leads to greater grain-

boundary mobility at higher vacancy concentrations. The mobility is given by:

p9
b= 1T (1.121)

where D9 is the Si self-diffusion constant along a boundary.
The boundary migration rate is the product of mobility and the driving
force,

d _ . _ a?pd (1.122)

A )

which when rearranged and integrated, results in:

2 9

lc

L dt (1.123)

-

t
=L(2)+2 S an? .
0

If the grain-boundary energy and Si self-diffusivity do not vary with time,
the final grain size can be expressed in terms of the initial grain size L,

and a grain-growth rate constant kp,

N

. 2
L= [Lg+ kr t . (1.124)
where K, is
o - 2’09
r kT
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When .the initial grain size is small compared to‘J;;E;j, this reduces to

L = kr~fE~which is valid when the poly-Si is deposited at temperatures much

lower than the annealing temperature. Because the active doping concentration

changes with the grain size and out-diffusion, the following equation is used

in the ith time step to determine the grain growth with the new rate constant.
ab’ AiD?

Li 17 Ly *(“ET T (titi - ty) (1.125)

where the subscript i indicates the ith time step. The model to calculate the
change of active doping concentration, which determines D? as a function of
grain size due to segregation at the grain boundaries will be discussed in a
later section. The grain-boundary free energy Aj, which changes as a func-
tion of the polysilicon layer thickness and the amount of impurity segregation
at grain boundaries, is determined empirically.

Because of the energy balance, grain boundaries are the preferred sites
for mobile defects, primarily vacancies. The silicon self-diffusion constant

at grain boundaries can be related to the bulk self-diffusivity by [1.100]:

0d 6 1?2
0?9 = p! (—{l) [1 + AC,exp ﬁ-] (1.126)

D

in

where G; is heat of segregation, A is the vibrational entropy factor, pl
is the diffusivity in bulk, here the subscript in denotes the intrinsic
palysilicon, and C; is the impurity concentration in an atomic fraction in-
side the grain determined by the segregation of impurities at the boundary,
which is a function of grain size. The ratio of the two diffusivities can

also be expressed by,
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(1.127)

AG
exo [ ¢2)

where AGp is the difference in the activation energies between the grain
boundary and the bulk, y is the ratio of pre-exponential factors of the two
diffusivities. The activation energy for grain-boundary diffusion is always
lower than that for diffusion through grains, which implies that AGp should
be positive [1.101]. One significant consequence is that the relative impor-
tance of grain-boundary diffusion becomes less at higher temperatures. The

grain-boundary diffusivity DY is given by,

4Gy

Y G2
[1 + AC1 exp(E%) ]

Here, bulk self-diffusivity bl as a function of doping concentration can be

p% = (1.128)

determined from the vacancy concentrations [1.101].

When the average grain size in polysilicon becomes comparable to the
thickness of the polysilicon layer, many grains are in contact with the oxide
layer and/or the Si substrate interface and the interfacial energy becomes
more important in the growth mechanism. Grains with an orientation having
Tower interfacial energy will grow at the expense of grains with high inter-
facial energy. This will result in preferential orientation where some grains
can grow several times larger than others and this is believed to be the cause
of secondary recrystallization in polysilicon layers. This secondary recrys-

tallization has a quite different origin from that in the metal systems.
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In SUPREM 111, the thickness effect is described by modifying the grain

boundary energy term according to an empirical equation,

= Ao
r = 1+h interface area (1.129)

grain boundary area

where the constant h is determined from experimental res_its. The interface
area is always 2 per square of polysilicon, and the total grain boundary area
per square of polysilicon is calculated by assuming that all grains are spher-
ical and have the same size.

An example of the application of this grain growth model is shown in
Fig. 1.26. Simulated and experimental results are shown for three different
polysilicon film thicknesses, annealed at 950°C. Despite the effect of a
variable active concentration throughout annealing, the increment of grain
size follows a VE_ dependence. The variations are not significant. The
empirical parameter h in Eqn. (1.129) was determined to be approximately 3 by

matching the simulated and experimental data.

1.5.8. Polysilicon Oxidation

Polysilicon films are widely used in MOS technologies today and are
finding increasing use in bipolar structures as well. These films are
generally deposited by CVD or LPCVD and are commonly subjected to thermal
oxidation processes during device fabrication. In some applications (load
resistors in static RAMS for example), the polysilicon films are lightly doped
and exhibit oxidation kinetics intermediate between <111> and <100> single
cyrstal kinetics. This behavior is to be expected because of the variety of
grain orientations present in polysilicon films. Modeling of the oxidation
kinetics in this case is relatively straightforward since the <111> and <100>

orientations represent upper and lower bounds for oxidation rate in single
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crystal substrates. In fact, modeling can proceed via the familiar linear

parabolic growth law

X&- X, X - X,
( g ) ( ) (1.130)
where
B B B
K’(lll) > K' Poly > K‘ <100>
and
BooLy = BSINGLE CRYSTAL

The parabolic rate constants are expected theoretically to be equal in
the two cases because the physical process represented by B is oxidant diffu-
sion through an amorphous Si02 layer. Thus whether the S$i02 is grown on
single crystal (of any orientation) or on polysilicon, B is expected to be the
same. This has been confirmed experimentally. Since the B/A values for <111>
and <100> single crystal are different by only a factor of = 1.7, an average
value can be used for polysilicon with reasonably accurate results.

The major difficulty in modeling polysilicon oxidation kinetics occurs
when the films are heavily doped, as they often are when used for MOS gate
electrodes or for interconnects. The effect of doping on the oxidation kinet-
ics of single crystal silicon has also been investigated and accurate models
are available for this process. The most widely accepted model is due to Ho
and Plummer [1.7,1.8], according to which, the presence of dopant in the silicon
shifts the Fermi level, causing an increase in the number of vacancies, which
enhances the surface reaction between silicon and the oxidant. In addition, the
presence of dopant in the Si0p increases the diffusivity of the oxidant
leading to an increased oxidation rate through a change in the parabolic rate
constant B. This model works well for single crystal silion; however, it cannot
be expected to completely explain the oxidation behavior of polysilicon - mainly

because of the presence of grain boundaries. It is widely known that dopant
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segregation [1.102], carrier trapping [1.103] and carrier tunneling [1.104] at

the grain boundaries can markedly change the electrical properties of

polysilicon. Therefore it is expected that grain boundaries should also play
a very important role in the oxidation behavior of polysilicon, since the

electrically active doping concentration determines the total vacancy

concentration and hence B/A in [1.7, 1.8].

Irene et. al. [1.105] have indeed observed by TEM studies that there are
thickness undulations in the oxide because of different oxidation behavior at
the grain boundaries. Kamins and MacKenna [1.106] have reported that at lower
oxidation temperatures where the oxidation mechanism is predominantly surface
reaction controlled, the rate of oxidation of polysilicon is characteristic of
the random orientation of the grains as described above. The different oxida-
tion rates across the surface cause surface roughening. At higher oxidation
temperatures where the oxidation is predominantly diffusion controlled, a
smoother polysilicon oxide surface is produced. Most other work has been
aimed at determining the doping enhanced oxidation of polysilicon and investi-
gating processing conditions where in an MOS process, for example, for the
growth of a given thickness of gate oxide, the thickness of the oxide on the
polysilicon could be maximized. Sunami [1.107] studied steam oxidation of
phosphorus doped polysilicon in the temperature range of 700-850°C, Kamins
[1.108] studied steam oxidation of phosphorus doped polysilicon at 850°C and
Barnes et. al. [1.109] studied oxidation of phosphorus doped polysilicon in
dry 0y in the temperature range of 750-900°C. Baldi et.al. [1.110] investi-
gated steam oxidation of arsenic doped polysilicon at 850°C, where doping was
done during the growth. In most of these studies no attempt was made to
understand the basic kinetics of the process so that a generalized model could

be developed for the thermal oxidation of polysilicon.
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Under this contract, a series of experiments have been underway for some
time to try to resolve some of the questions regarding the kinetics of oxid-
ation of heavily doped films [1.16]. Fig. 1.27 is representative of some of
the results. Additional details are described in Section 4 of this report.

Several interesting observations can be made from this figure which indi-
cate that additional mechanisms entering into the polysilicon oxidation
process make it substantially different from that of single crystal silicon.
For all oxidations the oxides grown on 0.5 um thick polysilicon are consis-
tently thicker than those grown on 1 um thick films. The effect is stronger
for thinner oxides.

It is obvious from the figure that heavy doping enhances the rate of oxi-
dation of polysilicon relative to undoped single crystal silicon. The en-
hancement is stronger for lower oxidation temperatures. This behavior is sim-
ilar to that observed for doped single crystal silicon; however, if the data
in the figure are compared to that of the oxidation of phosphorus doped single
crystal silicon [1.7, 1.8], it can be concluded that the enhancement of oxida-
tion because of phosphorus doping is much greater for polysilicon than for
single crystal silicon. In fact, it appears that a reasonable interpretation
of the data for very heavily doped films is to let B/A + = and B = single
crystal value.

After studying a significant body of data, we have concluded that a reas-
onable interim fit to the experimental results can be achieved in SUPREM III
if we simply make use of the single crystal models for heavy doping kinetics,
modified to account for the fact that not all the impurities in polysilicon
are electrically active. Thus SUPREM III uses the grain growth model des-
cribed earlier and the resistivity model to be described shortly, to calculate

the electrically active dopant concentration in a polysilicon film and from
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this n value, (B/A)grr can be calculated from the models used for single
crystal oxidation.

This approach is not rigorously correct because other phenomena apparent-
ly occur in polysilicon oxidation. However at the present time, this approach
will allow reasonable accuracy in simulated oxide thicknesses We plan to up-

date this approach in SUPREM III as new data and models become available.

1.5.C. Polysilicon Resistivity

The model used to calculate the electrical resistivity of polysilicon for
SUPREM III is described in this section. This model combines models for grain
growth, dopant segregation and carrier trapping at the grain boundaries and
therefore can predict the resistivity as a function of process parameters,
such as temperature, time, doping density, etc. This resistivity model has
resulted from a major effort over the past several years under this contract,
involving both experimental work and theroetical analysis.

The resistivity of undoped and lightly doped polycrystalline-silicon is
on the order of 10° to 109 @-cm which is several orders of magnitude high-
er than that of single-crystal silicon. Resistivity is fairly constant in
this range, and ~hanges in dopant concentrations result in only small varia-
tions in resistivity. At medium doping levels, however, resistivity is a
strong function of dopant concentration and a slight increase will cause it to
drop sharply. At high doping levels, resistivity approaches that of single-
crystal silicon although it will always remain slightly higher.

Polycrystalline silicon is generally viewed as composed of small crystal-
lites joined together by grain boundaries. Inside each crystallite, the atoms

are arranded in a periodic manner forming small single crystals, while the
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grain boundaries are composed of disordered atoms with incomplete bonding.

The high concentration of defects and dangling bonds at the grain boundaries
cause trapping states capable of immobilizing both dopant atoms and charge
carriers, thus reducing the available carriers for conduction and their mobil-
ity. A conceptual view of the effects of carrier trapping and dopant segrega-
tion on the electrical conduction is shown in Fig. 1.28.

During high temperature processing, depending on dopant concentration,
grain size, and temperature, some of the dopant atoms segregate to the grain
boundaries where they are trapped and become electrically inactive. The re-
maining dopant atoms are distributed uniformly within the ¢grains and can be
jonized as in single-crystal silicon.

As appreciable fraction of the dopant atoms have been shown to segregate
to grain boundares in arsenic- or phosphorus-doped polycrystalline silicon
while no segregation has been observed in the case of boron [1.104]. The num-
ber of dopant atoms segregating to the grain boundaries has been shown to be a
function of processing or annealing cycles, with more dopant atoms segregating
to the grain boundaries upon annealing at lower temperatures. The mechanism

of dopant segregation to the grain boundaries can be modeled by [1.104].

1n:ﬁ = ln# + 2—;’- (1.131)
G SI A
where Ng and Ngg are the dopant concentration/cm3 in the grains and at
the grain boundaries, respectively, Qg is the density of grain boundary
sites/cm3, Ngj is the number of Si atoms/cm3, Qo is the heat of segre-
gation, A = exp (-S/k), S is the vibrational entropy, Tp is the annealing
temperature and k is Boltzmann's constant.

After accounting for the fraction of the dopant atoms segregating the

grain boundaries, the remaining dopant atoms are distributed uniformly within
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the grains. The number of ionized dopant atoms in the grains can be deter-
mined using Fermi-Dirac statistics in a similar way as in single-crystal sili-
con. The deteails of this model have been described in [1.104].

The second phenomenon included in the model is carrier trapping at the
grain boundaries. The concept of carrier trapping is illustrated in Fig.
1.29. The theory of the carrier trapping phenomenon and its influence on
carrier conduction was initially developed by Seto [1.103] and subsequently
modified by Bacarani et. al. [1.111] and Lu et. al [1.112]. According to the
carrier trapping model, the high concentration of defects and dangling bonds
at the grain boundaries results in the formation of trapping states that are
capable of trapping and immobilizing the carriers, thereby reducing the number
of free carriers available for conduction. These traps capture the carriers
and become electrically charged. As a consequence of carrier trapping, a
portion of each grain is depleted, creating potential energy barriers, qVp,
which impede the motion of carriers from one crystallite to another. Charge
transfer in this case is controlled by thermionic emission over these barriers

which have a maximum height given by
_ 2.2

where Q¢ is the density of trapping states/cm? at the grain boundary, e is
permittivity of silicon and Ng is the density of dopant atoms from Eqn.
(1.131). 1In models described in [1.103, 1.111, 1.112] Ng has been assumed

to be the total average doping density. Segregation has been completely
neglected, resulting in an error in the case of P and As doped polysilicon. A
modified relationship based on [1.103, 1.111, 1.112] has been derived which
relates the thermionic emission current density Jip to the potential drop

across the grain boundary Vgp
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where Ng is the active carrier concentration in the grain, L is the grain
size, k is Boltzmann's constant, m* is the effective carrier mass and T is the
measurement temperature. From this relationship the resistivity and the mob-
ility of the grain boundary can be calculated. By assuming the properties of
the undepleted grain to be the the same as that of single crystal silicon its
resistivity can be calculated. By combining the resistivity of the grain and
the grain boundary the average resistivity of the polysilicon film can be cal-
culated.

An example of the application of this model to the calculation of poly
resistivity is shown in Fig. 1.30. This particular example [1.113] considers
Phosphorus doped poly annealed at 950°C for three hours. The poly layer was
protected by a CVD oxide to prevent surface evaporation of impurities during
the annealing. The fraction of the dose segregated at poly grain boundaries
calculated by the model is shown along with calculated and measured resistiv-
ity. Reasonable agreement is apparent. Also shown in the figure is the aver-
age grain size, both calculated and measured by TEM. Again the agreement is

good.

1.5.D. Diffusion In Polysilicon/Silicon Structures

If SUPREM III is to accurately model the electrical properties and dopant
profiles in polysilicon, it must model dopant diffusi. ", Within, and from
these films. The general problem is illustrated in Fig. 1.0.. In general,
dopants present in the polysilicon layer may diffuse within that layer or into
adjacent insulating layers, or into the silicon substrate.

Dopant diffusion in the polysilicon film is poorly characterized at pres-

ent, although it is known to be much more rapid than in single crystal
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silicon. This presumably reflects enhanced diffusion along grain boundaries.
Because of a tack of data, specific models, and because it is a reasonable
approximation in most cases of interest, SUPREM III will initially model dif-
fusion within the polysilicon film as occurring instantaneously (i.e. D = «).
Thus dopants are assumed to be uniformly distributed in the polysilicon
films.More acurate models will be incorporated in updated versions as data and
physical models are developed in future work. Our recent results in this area
are described in Section 15 of this report.

Segregation of dopants at polysilicon/insulator (Si02) interfaces will
is handled in SUPREM III exactly as in the case of single crystal/insulator
(Si02) interfaces. This is also an approximation but is the best that can
be done at present because of the lack of specific experimental results and
physical models.

This leaves the problem of the polysilicon/single crystal Si interface.
We have been engaged in a study of this interface for some time both because
of its practical importance (for example in buried contacts in MOS processes)
and because of its interest from a materials and modeling point of view. Dop-
ant segregation across this interface, and effects such as OED when the upper
polysilicon surface is subjected to thermal oxidation are of interest, and
models suitable for incorporation in SUPREM III are the objective.

It is to be expected that any OED effects observed in the polysilicon/
single crystal structure will be different from that of single crystal sili-
con. It has been reported that in such multilayer structures, the tail region
of phosphorus diffusion profiles is less pronounced. This seems to indicate
that the polysilicon acts as a sink for any vacancies present. In fact, this
property of polysilicon has been used to getter defects in the Si substrate.

It is believed that Si interstitials generated at the oxidizing polysilicon

interface can interact and be absorbed by the grain boundaries when they
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diffuse through the polysilicon layer. However, the extent of such inter-

action has not been quantified. In this work, the OED effect from the poly-
® silicon/Si structure and the extent of interaction between the grain boundar-

jes and interstitials were determined experimentally and a simple model has

been proposed for inclusion in SUPREM III.

The structure used in the experiments is that shown in Figure 1.31. A
thin oxide layer, either 150 A or 300 A thick, was first grown on a <100>
oriented, 5-10 @-cm, P type substrate. This thin oxide layer was patterned
into 1 mm wide stripes. A layer of polysilicon either 3100 A or 4700 A thick
was deposited at 800°C in an atmospheric pressure epitaxial reactor. The
polysilicon was ion implanted with 1016 atoms/cm? of phosphorus at 60
keV. An oxide/nitride/oxide sandwich was then deposited and patterned, yeild-
ing the structure shown in the figure.

These samples were then subjected to heat treatments at 1200°C, 1000°C or
900°C in a wet oxygen ambient. There are four regions in Figure 1.31. In
regions 1 and 2, the thin oxide presents a barrier to the movement of dopants
from the polysilicon to the substrate whereas in regions 3 and 4, the polysil-
icon is depostied directly on the substrate. In regions 1 and 4, the polysil-
icon is exposed to the oxidizing ambient. The nitride layer prevents oxida-
tion in regions 2 and 3.

The junction depths in the samples were measured using a staining tech-
nique. Concentration profiles were measured using spreading resistance. The
proximity of the four regions to one another, made it convenient to compare
the effects of oxidation and of the thin oxide barrier, on the diffusion of
dopants from the polysilicon to the substrate.

Figure 1.32 shows sample angles lapped on a 34 minute block and stained

with a CuS04, HF solution to reveal the n-type regions. These samples of
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3100 A polysilicon on 150 A oxide stripes had been in a wet oxygen ambient at
1200°C for 24 minutes and 36 minutes respectively. During the oxidation three-
fourths of the polysilicon exposed to the ambient was consumed for the sample
oxidized for 24 minutes. For the sample oxidized for 36 minutes, all the poly-
silicon was just consumed. In figure 1.32a, it is seen that where there is the
150 A oxide layer betweeen the polysilcon and the substrate, there is no stain-
ing, indicating that the oxide has been effective as a barrier to the diffusion
of phosphorus to the substrate. In figure 1.32b, phosphorus is detected in the
substrate even in the region with the oxide layer but in which the polysilicon
has been oxidized. This is because the pile-up of the phosphorus in front of
the oxidizing interface causes a rise in the concentration of phosphorus in the
polysilicon, the phosphorus concentration finally reaching such a high value
that the thin oxide is converted to phosphorus glass and the phosphorus
diffuses into the substrate by "melt through".

Also in Figures 1.32a and 1.32b, it is seen that where the polysilicon is
deposited directly on the substrate, the junction depth is greater in the
region which is oxidized than in the region protected by nitride. There are
two factors which account for this greater junction depth. First, as the poly-
silicon is oxidized, the segregation of phosphorus from the oxide to the poly-
silicon causes a rise in the concentration of the phosphorus in the polysili-
con, which results in a deeper junction in the substrate. The second and more
important factor is oxidation enhanced diffusion.

For OED in the oxidation of single crystal silicon, the diffusion coeffi-

cient may be written as described earlier [1.11, 1.81]

D= DN2 + DOED (1.134)
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where

b (_ Zpoly/LI) (1.135)
D =D e .
OED OEDSing]e crystal

As in the case of single crystal, DOEDSingle Crystal contains a

(dx/dt)0-5 dependence, and in fact is given by the same formulation used in
the single crystal case (i.e. egn. 1.85). In the case of a polysilicon doping
source which is being oxidized, the interstitials generated by the oxidation

- Zpo]_y/LI
get absorbed as they pass through the polysilicon. The e

term

reflects this, where Zpo]y is the thickness of the polysilicon and Ly is a
characteristic adsorption length for the interstitials in the polysilicon

(typically = 1000 A).

Figure 1.33 shows an example of the compariscn of experimental and
theoretical results using eqn. (1.135). In this case the diffusion temperature
was 1000°C, and the polysilicon film thickness was initially 3100 A. 1In the
unoxidized region the junction depth increases as the square root of time as
expected. In the oxidized region, however, the junction depth curve is concave
upwards. If OED were not a strong function of time, the junction depth in this
region, too, would be linearly dependent on the square root of time. The
reasonable agreement between experiment and theory has also been obtained at
other temperatures and for other polysilicon film thicknesses, indicating that
the single crystal models for OED described earlier can be extended to the
present situation, provided that the additional term in egn. (1.135) is

included, to account for interstitial absorption in the polysilicon layer.

1.6. EXTRACTION OF ELECTRICAL PARAMETERS BY SUPREM

A process simulation program such as SUPREM-III is used to relate a set

of processing steps to the resulting distribution of impurities within a semi-
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conductor device structure. This analysis capability can be used for several
purposes, including the evaluation of process models, the determination of
physical coefficients, and the calculation of electrical parameters. The last
of these is probably the most important, allowing a process or device designer
to relate a process sequence to the electrical performance of devices fabri-
cated using the process. The capability can provide the basis for optimizing
the performance of individual devices and, ultimately the circuits incorporat-
ing these devices.

There are two distinct levels of complexity at which the output of a pro-
cess simulator can be used to evaluate electrical device characteristics. At
the highest level, the most complete set of information for guiding device
design can be obtained by performing complete one- or two-dimensional device
analysis, using the results of process simulation as a basis for specifying
the device structure. Device characteristics such as complete current-voltage
curves, terminal capacitances, and breakdown voltages can be determined in
this manner. Device simulation programs such as SEDAN [1.114] and GEMIN!
[1.115] have been designed to perform these types of calculations and are best
suited for this purpose. The tight coupling of process and device simulation
can aid the design of both large- and small-geometry devices. This mode of
design is particularly valuable in evaluating the sensitivity of electrical
device characteristics to process variations.

Although a complete characterization of electrical device performance may
be necessary to evaluate a nearly complete process design, there are many
situations where such detailed analysis is unnecessary and ineffective.

Device analysis with a low level of complexity is useful in such a case and
can provide sufficient direction in the design of a process. Device charac-

teristics such as sheet resistance, conductivity, and capacitance can be
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calculated using one-dimensional process simulation output as a basis for
simple one-dimensional device analysis. This type of analysis is consistent
with the fact that some of these simple parameters can be evaluated during the
fabrication process without requiring the fabrication of complicated test
devices.

The SUPREM-II and SUPREM-III computer programs both provide for the cal-
culation of electrical parameters at the lower level of complexity discussed
above. During the evolution from SUPREM-II to SUPREM-III, several issues have
prompted an evaluation of the appropriate form for device analysis which
should be provided as part of a process simulation program. The accuracy of
the electrical parameters calculated by SUPREM-II has been questioned for some
process sequences. For example, the calculation of the threshold
voltage for depletion-mode MOSFETs is often substantially inaccurate. During
the development 2f the SUPREM programs, there has occurred an evolution of
practical device structures which now requires the simulation of very compli-
cated process sequences. While the SUPREM-II program was capable of simula-
ting a two-layer structure typically consisting of silicon covered by silicon
dioxide, the SUPREM-III program has been designed to simulate more sophisti-
cated multi-layer structures. Consequently, the virtually automatic extrac-
tion of electrical parameters provided by SUPREM-II may no longgr be possible

or desirable in SUPREM-III.

1.6.A. Electrical Calculations in SUPREM-II

The SUPREM-11 computer program calculates several simple electrical para-
meters associated with the simulated fabrication process. The sheet resis-
tance is determined for each electrical layer bounded by material interfaces
or metallurgical junctions. The threshold voltage for MOSFET devices is

calculated by assuming that the simulated impurity profile represents the
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impurity profile in the channel region. Each of these calculations contains
inaccuracies, with the degree of error depending on the particular process.

SUPREM-II calculates the sheet resistance pj of layer j using

j+l
p: = q[ / u(C)N(y)dy] - (1.136)
Yj

where q is the electronic charge, yj and yj+1 are the vertical boundaries
of the layer,u is the carrier mobility, C is the atomic impurity concentra-
tion, and N is the electrically active impurity concentration. Eq. (1.136) is
incorrect because N{y) is used in place of the mobile carrier concentration,
effectively making the assumption that the layer is charge neutral. Conse-
quently, the sheet resistance is usually underestimated because its calcula-
tion ignores depletion regions where the carrier concentration is reduced
below N(y). The use of Eq. (1.136) is implemented by SUPREM-1I because of its
simplicity and the desire to avoid a numerical solution of Poisson's equation.
SUPREM-II calculates the threshold voltage V1 for MOSFET devices using
the full depletion approximation. All mobile carriers are assumed to be
absent from the region 0 < y < yq between the oxide interface and the deple-

tion edge at y = yq. The threshold voltage is defined by
Vi = dys - gﬂf +y_ +V (1.137)
ox s 0X

where ¢M5 is the gate electrode metal-semiconductor work function, Nf is
the oxide interface fixed charge concentration, and Cox is the oxide capaci-
tance.

The term g in Eq. (1.137) is the surface potential under strong inver-
sion conditions defined by

N...N
b = -:-T-m [—T—‘"V (’d)] (1.138)

nj
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where k is Boltzmann's constant, T is the absolute temperature, nj is the
intrinsic carrier concentration, N(yq) is the impurity concentration at the
depletion edge, and Njpy is the mobile carrier concentration used to define
the onset of strong inversion. In Eq. (1.138), the plus sign applies for
p-type substrates and the minus sign applies for n-type substrates.

The term Vgox in Eq. (1.137) is the potential drop across the oxide
caused by the electric field due to ionized impurity charge within the deple-

tion region and is defined by

y
d
V. =-9- 79 N(y)dy. (1.139)
ox COx 0

The depletion edge location yq in Eqs. (1,138,1.139) is unknown and can be

determined by using the full depletion approximation to solve Poisson's

equation
d2 N (y)
—-}= - - (1.140)
dy s
Using the boundary conditions
¥(y)|y=0 = ¥s (1.141a)
¥(¥) |y=yq = 0 (1.141b)
d -
_gb:ly 'Y=Yd =0 (1.141c)

for the semiconductor region and integrating Eq. (1.140) twice yields

y y Yy
vo=-2 Yy 79 Ny - 79| T N(x)dx |dy (1.142)
s g )79 0 0

SUPREM-II calculates Vi by solving Eqs. (1.137-1.139) and (1.142)
simultaneously. There are several problems associated with this technique for

determining threshold voltage. The definition of threshold is applicable

mainly to enhancement-mode MOSFETs. There is no provision in SUPREM-II for

99




determining the threshold characteristics of devices such as depletion-mode
and buried channel MOSFETs or JFETs. The calculation of the threshold voltage
depends on the depletion approximation, which can introduce substantial errors
when the substrate impurity concentration is nonuniform. The depletion
approximation is also the cause of errors due to the finite Debye length
because yg is normally not substantially larger than the thermal voltage

kT/q. The Tlast, and possibly most important, difficulty is the assumption
that all mobile carriers are absent from the depletion region. This is only
valid for a limited set of device structures. For example, depletion-mode and
buried channel MOSFETs typically operate with majority carriers present in an
implanted channel region within the substrate. However, SUPREM-II determines
the location of the depletion edge below the channel region in the substrate

and ignores mobile carriers present in the channel.

1.6.B. Electrical Calculations in SUPREM-III

The SUPREM-1II computer program calculates the net charge, conductivity,
sheet resistance, and capacitance associated with electrical Tayers bounded by
material interfaces and metallurgical junctions. The calculations can be
performed for a zero bias condition, which is the default, or for a bias
condition established by specifying the bias independently for each layer. A
series of successive bias conditions can be simulated by specifying bias steps
applied to one or more layers. The result is an extension of the calculations
performed by SUPREM-I1, allowing the extraction of electrical parameters as a
function of applied bias.

SUPREM-IIT allows the specification of much more general device
structures than are possible with SUPREM-I1. Some of the assumptions and
simplifications which can be made for SUPREM-II are no longer appropriate.

The treatment of complex structures and the desire to avoid the problems
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associated with the electrical parameter calculations performed by SUPREM-II
requires that SUPREM-III use solutions of Poisson's equation to calculate
electrical device characteristics. In the general case, the one-dimensional

Poisson's equation is

%y <e(y)9%§ﬁ> = -qlp(y,¥) - n(y,v) + Nj(y,9) = Naly,¥) + N()]  (1.143)

where ¢ is the dielectric permittivity, n and p are the mobile electron and
hole concentrations, respectively, NE and N; are the ionized net

electrically active donor and acceptor impurity concentrations, respectively,
and N1 is the fixed interface charge concentration. The electron and hole

concentrations are given by

ny¥) = NFp k—%[(w(y) . ¢F,,(y))] (1.1442)
ply,¥) = NFypp %[(q:p(y) - ¥y) - VG)] (1.144b)

where No and N, are the effective densities of states in the conduction
and valence bands, respectively, Vg is the bandgap potential, ¢fp and
¢Fp are the electron and hole quasi-Fermi potentials, respectively, and
F1/2(n) is the Fermi-Dirac integral of one-half order.

The solution of Eq. (1.143) is performed subject to boundary conditions
imposed on ¢ or dy/dy at the device surface and in the charge neutral portion
of the substrate beyond the active device region. The possibility of multiple
dielectric interfaces and semiconductor regions only partially depleted of
mobile carriers necessitates the use of a numerical technique to solve Eq.
(1.143). This approach offers the advantages of eliminating the depletion
approximation and correctly treating the depletion regions in the semicon-
ductor. Thus, the inaccuracies encountered in the electrical calculations

performed by SUPREM-II are avoided in SUPREM-III.

101




The solution of Poisson's equation requires that the electron and hole
quasi-Fermi potentials be specified throughout the structure. These
potentials are taken to be constant within each electrical layer in the
structure. The bias of each layer is established by the quasi-Fermi potential
for the majority carrier in that layer. The quasi-Fermi potentials for the
minority carriers in each layer can either be explicitly set or can be left to
be appropriately chosen based on the values for the majority carriers.

In some cases, an electrode in a structure may be electrically isolated
from external bias connections. One example of this situation is the floating
polysilicon electrode in an EPROM structure. SUPREM-III can approximately
treat this case by allowing an electrical layer to be treated as a neutral
dielectric, even though it may consist of semiconductor material.

The most basic electrical parameters calculated by SUPREM-III are the
total electron and hole concentrations in each electrical layer and in the

entire structure. The electron and hole concentrations for layer j are

defined as
nj = [ n(y)dy (1.145a)
Yj
yJ"'l
p; = / p(y)dy (1.145b)
Yj

where n and p are determined by the one-dimensional solution of Poisson's
equation. The total electron and hole concentrations for the structure are

obtained by summing nj and pj over all layers

_ 7

= J n; (1.146a)
=1

pr= 1Y P (1.146b)
=1
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where J is the number of layers in the structure. The main application for
these parameters is in the determination of the charge storage capacity of one
or more layers in a device.

SUPREM-III calculates the conductivities associated with both electrons
and holes for each layer and for the entire structure. The conductivities for

layer j are defined as

.YJ+1

%9 S u, (C)n(y)dy (1.147a)
Y
y
J+l

% =9 f up(C)p(y)dy (1.147b)
Y

where up and up are the electron and hole carrier mobilities, respec-
tively, and C is the atomic impurity concentration. The total conductivities

for the structure are obtained by summing opj and opj over all layers

J

or = L O (1.148a)
J=1
J

o5 = ?1 % (1.148b)
J=

These parameters are used primarily to determine linear region current-voltage
characteristics and threshold or pinchoff voltages. For example, by calcula-
ting o, versus gate bias for the channel layer in an n-channel depletion-

mode MOSFET it is possible to evaluate the threshold voltage of the device
when operating in the linear region. The advantages of these calculations
over those provided by SUPREM-II are that conductivity can be calculated as a

function of bias and the results include the effect of depletion regions.
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The sheet resistances associated with electrons and holes are calculated
by SUPREM-III for each layer and for the entire structure. These values are
determined directly from the conductivities discussed above. For layer j, the

sheet resistances are based on Eq. (1.147)

S |

Pnj = %nj (1.149a)
_ -1

Poj = °pj (1.149b)

The sheet resistances for the entire structure are based on Eq. (1.148)

- -1

Py = o (1.150a)
- -1

Por = o5+ (1.150b)

These values of sheet resistance should be much more reliable than the
SUPREM-II calculations because the presence of depletion regions is taken into
account by SUPREM-III. Thus, the problem of sheet resistance being over-
estimated by SUPREM-II should be eliminated.

SUPREM-I1I provides for the calculation of capacitance, a parameter that
is not available from SUPREM-1I. Capacitance is defined in general as the
change in charge for a given change in applied bias. The generality of the
structures which can be treated by SUPREM-III poses problems when an attempt
is made to determine a capacitance calculation technique which will be appro-
priate to all structures. The approach taken is to calculate the capacitance
associated with the changes in the total electron and hole concentrations for
a change in the bias applied to one layer in the structure. The capacitances

for a bias change of AV are defined as

_alg [, nly)dy)

n AV (1.151a)
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c = Ala [, ply)dy] (1.151b)
P AV

These calculations can be applied to the determination of electrode and junc-
tion capacitance. A further generalization which has been considered is to
allow the specification of the layers contributing to the total electron and

hole concentrations which are used to determine the capacitance. For example,
in the case of an npn bipolar transistor it may be necessary to evaluate the

emitter-base capacitance by calculating the change in the electron concentra-
tion within the emitter and base layers only, excluding the effect of changes

in this concentration within the collector layer.

1.6.C. Example of SUPREM-III Electrical Calculations

The electrical calculations available from SUPREM-III can be illustrated
by means of a simple example. Fig. 1.34 shows the input to SUPREM-I1I for the
simulation of the channel region of an n-channel depletion-mode MOSFET. The
first set of input commands accomplishes the implantation of an arsenic chan-
nel through a 500A thick gate oxide into a p-type substrate. An n* polysil-
icon layer is deposited to provide for a gate electrode. The substrate impur-
ity distribution resulting from this process sequence is shown in Fig. 1.35.

The second set of input commands in Fig. 1.34 accomplishes the extraction
of electrical parameters for the depletion-mode device. The initial bias
condition is established with a gate bias of -3 volt and zero bias for the
channel and substrate. The gate bias is varied by six equal one volt steps and
electrical parameters are calculated for each bias condition. The results of
these simulations are shown in Fig. 1.36. The first set of information indi-
cates the locations of the boundaries and the depths for each of the layers in
the substrate. The charge, conductivity, and sheet resistance for electrons
and holes are shown for each bias condition, for each layer, and for the total
structure. The capacitance for electrons and holes associated with a change

in gate bias is also shown for each bias congition.
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‘To provide a visual representation of the electrical extraction capabili-
ties provided by SUPREM-I1I, some of the most useful information in Fig. 1.36
has been plotted. Fig. 1.37 shows the electron conductivity of the entire
structure as a function of the applied gate bias. This curve exhibits charac-
teristics typical of a depletion-mode device. For comparison, the conductiv-
ity calculated by SUPREM-II for the same device is shown by an arrow. This
value is relatively close to the conductivity calculated by SUPREM-III for
zero gate bias. The algorithms in SUPREM-II are unable to determine the
threshold voltage of this device. However, using the curve in Fig. 1.37, a
designer could calculate the threshold voltage based on a preferred
definition.

Fig. 1.38 shows the electron and hole capacitance associated with a
change in gate bias as a function of the applied gate bias. The data is
extracted from Fig. 1.36. The electron capacitance represents the gate-to-
substrate capacitance, while the hole capacitance represents the gate-to-
channel capacitance for the device.

In summary, the electrical parameter calculations available in SUPREM-III
represent a significant improvement over the capabilities of SUPREM-II. The
inaccuracies present in the SUPREM-II calculations have been eliminated by
utilizing a numerical solution of the complete nonlinear Poisson equation.

The calculation of capacitance has been added and the calculations of charge,
conductivity, and sheet resistance have been generalized to be applicable to a
wider range of device structures. Finally, the ability to perform calcula-
tions at a sequence of applied bias conditions provides a useful, but not

overly complicated, device analysis capability within SUPREM-III.
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Fig. 1.1: Basic structure of SUPREM Process
Modeling Program.
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Fig. 1.2:Multi-layer impurity profile simulation
for early version of SUPREM III.
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Fig. 1.3: Detailed model of the interface oxidation reaction
including possible sources for the required "free
volume" for the reaction Si + 02-0 S1'02 to proceed
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Fig. 1.4:Qualitative effects of interstitial generation and vacancy
consumption during thermal oxidation.
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Fig. 1.13: Scattering functions f(t]/Z) used in tge nuclan
scattering cross section do(t) = 1/2maét-3/2f(t1/2),
The marker indicates the point at which the hybrid
cross section switches from the Kalbitzer form on
the left to the Thomas Fermi form on the right.
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Fig.1.14: Comparison of LSS and transport equation calculations
and experimental results for the range profile_gf 355 keV
arsenic implanted into silicon to a dose of 1010 cm-2.
The cross section used for each calculation is indicated
in the key.
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SUPREM~2 BIPOLAR EXAMPLE
YMAax=.?, DPTH=.3, DYSI=. 002

ELEM=~, CONC=0, ORNT=111

BASE IMPLANT

TYPE=IMPL, ELEM=B, DOSE=5.2E13, AKEVY=25
PAD OXIDATION

TYPE=0KID, TIME=60, TEMP=35G., MODL=HITO

F+ DXIDATION

TYPE=0XID, TIME=30, TEMP=&800. MODL=NITA

EMITTER IMPLANT

TY¥PE=IMPL, ELEM=AS, DOSE=3.0E15, REEY=41]

TATL=Y, axiIs=T, WIND=.7, CMIN=15, HDEC=5.3
AMHE AL

TVvPE=0KID, TIME=45, TEMP=950, mMaDL=MNITH
FILE=ARKO4, TYPE=A

SUPREM II input code for bipolar transistor example.

ZUFREM-3 Bipolar example

£1i1y 51 di=.,007 thickness=.7 phos conc=3gis
tbace implant
boron doze=5,2e13 =2nergw=25

pad oxidation
time=560 temp=3850

F+ oxidation
time=30 temp=900

emitter implant

arsenic doze=3 0215 ensrgys=40
laver
anneal

time=4% temp=950 neutral

total osmax=.7 cmin=leid cmax=le2Il  spwid=5. 3

name=3srk 0S5 =structure

SUPREM I11 input code for bipolar transistor example.
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Fig. 1.17: SUPREM II and SUPREM III outputs for the bipolar example of Fig. 1.16.
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Fig.1.18: A typical phosphorus doping profile
with a demarkation of the three regions
considered by the Fair and Tsai model.
Also shown in the local diffusivity
profile derived by the model.
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Fig.d.21: Model for the redistribution of impurities
during epitaxial silicon growth.

z GAS PHASE
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. SUBSTRATE

Fig.1.22: Schematic cross-section of a silicon wafer
for the purpose of solving Fick's Second Law.
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Fig. 1.23:Schematic section of the horizontal reactor tube along
the Tength of the susceptor.
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SOLID SILICON

Fig. 1.24: Steps taking part in the doping process and occurring at
the silicon surface: (1) arsiné adsorption, (2) arsine
chemical decomposition, (3) arsine surface diffusion and
site incorporation, and (4) covering of incorporated
arsenic by subsequently arriving silicon atoms.
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EXP | SIMULATION
0.3 PHOSPHORUS CONC. |DATA|{RESULTS
IN POLY 1.2x 1019 075am| & |——————e—
. ANNEALING TEMR: 0.50um| x [—r———u —
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Fig.1.26: Change in average grain-size as a function of annealing time at
950°C for three different thicknesses of poly.
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Fig.1.27: Oxide thickness vs. oxidation time for steam (02 bubbled through
95°C H20) ox dation of phosphorus doped polysilicon films and
1ightly doped (100) silicon.
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Fig.1.30: Resistivity, grain size and fraction of dopant
segregated at grain boundaries as functions of
poly thickness for phosphorus doped films annealed
at 950°C for three hours.

NITRIDE NITRIDE
0X1DE OXIDE
| ' | | i !
{
| | ey | l I
X I l | I
| oxioe TIL 1 I I |  oxpe |
[ | ! l I l
@ ") ® O] 0] @

SINGLE CRYSTAL SILICON SUBSTRATE

Fig. 1.31:Generalized polysilicon structure along with other
thin film and bulk Si layers of interest for process

modeling.
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. 1.33: Comparlson of TReory (SUPREM) and exper1ment for junction depth vs.

doped poly layer in oxidized and unoxidized regions
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AT!TLE EXAMPLE 2 - DEPLETION-MODE N-CHANNEL MOSFET

INITIALIZE <100> BORON CONCENTRATION=1E15 DEPTH=1 ODX=,01%
DEPOSIT OXIDE TIIICKNESS=,06

IMPLANT ARSENIC ENERGY=100 DOSE=1E12

DEPOSIT POLY THICKNESS=.56 PHOSPHORUS CONCENTRATION=1E18

ELECTRICAL STEPS=6 DEPTH=2

BIAS LAYER=3 V.MAJOR=-3 VDEL.MAJ=1
BIAS LAYER=1 DIFF.LAY=2 V.MAJOR=0

BIAS LAYER=1 DIFF.LAY=1 V.MAJOR=0

END

Fig.1.34: SUPREM III input simulating the channel region of an n-channel
depletion-mode MOSFET. The input commands are shown for
specification of the process sequence and initiation of the
calculation of electrical parameters.
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Fig.1.35: The impurity profile in the semiconductor resulting from the
process sequence shown in Fig. 1.34,
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Y1 Y2
0.0000€+00 9.0004E-02
9.0004E-02 2.0000E+00

= -3,0000€E400

Total p
1.2999€+11
2741E+402 1.5541E+11
0727£+02 2.8540E+11
6880E-16 6.2820E-08

7987E+02

= -2.,0000E+00

Total p
1.2747€E+02
1.0679E+11
1.0679E+11
1.9360E-09

8929E+10
9737E+09
0902E+10
0460£-08

= -1,0000E+00

Total p
0.0000E+00
1.0384E+11
1.0384E+11

4173E+11
0021E+09
6073E+11
9870E-08 4.8000E-11

= 0.0000E+00
TJotal n Total p
3371E+11 0.0000E+00
6641E+09 1,0371E+11
4337E+11 1.0371E+11
6630E-08 1.6000E-11

3
5
)
7
9
?
6
) = 1,0000€E+00
Total p
1.1503E+12 0.0000E+00
9.7919E+09 1.0369E+11
1.1601E+12 1.0369E+11
6.7520E-08 1.6000E-11
)
1
9
1
6

= 2.0000E+00
Total n
.6745E+12
.8448E409
.6843E+12
.7680E-08

Total p
0.0000E+00
1.0367€E+11
1.0367€+11
1.6000E-11

delta Y
9.0004E-02
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Fig.1.36: The electrical paraméters calculated by SUPREM III for the input
sequence shown in Fig.1.34. Charge, conductivity, sheet resistance,

and capacitance are shown for each of six bias conditions.
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the n-channel depletion-mode device represented by the
process sequence shown in Fig. 1.34,
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2. PRINCIPAL ACCOMPLISHMENTS IN THE PAST YEAR

Most of the accomplishments of the past year will be described in detail
in succeeding sections. They are listed here in concise form. Activities
during the present year have been grouped under five major areas - Thermal
Oxidation, Ion Implantation and Diffusion, Chemical Vapor Deposition,

Materials Research and Interface Physics, and SUPREM Implementation.

2.1 THERMAL OXIDATION

1. A study of the high pressure oxidation kinetics of silicon in both pyro-
genic and dry 02 ambients has been completed. Linear pressure depen-
dence for both B and B/A in the Tinear-parabolic model was found for HZO
oxidation. In the case of dry 02 oxidation, B was found to be linearly
proportional to pressure, while B/A showed a partial pressure dependence
of the form p" where 0.7 < n < 0.8. This data has been modeled using
the linear parabolic growth law and incorporated in SUPREM-III.

2. A large body of kinetic data covering the thin oxide (xg < 500 A in dry
02) regime has been gathered in collaboration with E. Irene of IBM.
These experiments made use of the IBM in-situ ellipsometer system and
covered the temperature range 800 ~ 1000°C, and partial 02 pressures of
0.01 - 1.0 atm. This data is still being analyzed, but it appears that
it can be described to first order by a simple decaying exponential
kinetic law. This model has been incorporated in SUPREM-III.

3. Experimental measurements of fixed oxide charge density versus growth
temperature for as-grown and Ar annealed samples have been carried out
over the temperature range 700 - 1200°C. The data is not sufficiently

complete as yet to immediately incorporate a model in SUPREM III, but the
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results are sufficiently encouraging that we expect such a model will be
forthcoming in the future. Qf shows both a growth rate dependence
a(dx/dt)" similar to OED and OiSF data, and an exponential dependence

on temperature. |

A theoretical analysis of the thermal oxidation process has indicated
that many of the apparently contradictory results in the literature
regarding molecular vs. atomic oxidant species and the effects of elect-
ric fields on the process, can be resolved if the oxidation process is
modeled as occurring via a two layer Si02 structure. The bulk of the
Si02 is stoichiometric and amorphous. A thin layer near the Si/Si02
interface is non-stoichiometric (Si rich) and acts as a dense blocking

layer for the oxidant diffusion process.

ION IMPLANTATION AND DIFFUSION

The Boltzmann Transport equation (TE) modeling of ion implanted range
statistics for ion energies >10 KeV has been completed. A simplified
version has been adapted for and incorporated into SUPREM-1II.

TE Modeling of the range statistics of knock-on ions (recoils) and
channeling tails has shown excellent agreement with experiment in the
first case and promising results in the second, although further work is
required. In the specific case of oxygen knock-ons from an Si0p mask,
simplified expressions suitable for SUPREM have been developed although
they will not be implemented in the first released version of SUPREM-III.
We expect to incorporate a general knock-on modeling capability in future
updated versions of the program as more complete data becomes available.
Models for intrinsic and extrinsic (i.e., doping dependent) diffusion

coefficients for B, P, As and Sb have been improved and incorporated in
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[ SUPREM-11I. This largely involved a careful literature study to sort out
E‘ the best current thinking on diffusion in silicon.
4, Models for oxidation enhanced diffusion (OED) for B, P and As and oxida-

tion retarded diffusion (ORD) for Sb have been implemented in SUPREM-III.

These models are based partly on experimental work done at Stanford, but
they also incorporate a wide body of data from the literature.

5. A temperature tolerant metallurgy using WSi2 has been developed for
experimental characterization of transient process phenomena. Both MOS
and PN diode structures have been found to be stable even after repeated
temperature cycling up to 1000°C. This technique is currently being
applied to a study of backside gettering (and the roles interstitials and

vacancies play in the process) and to a study of oxide charge annealing.

2.3 CHEMICAL VAPOR DEPOSITION

1. Models for dopant segregation at polysilicon grain boundaries, carrier
trapping at grain boundaries, and grain growth have been combined to
develop an overall predictive capability for resistivity of polysilicon
thin films. A simplified version of this model has been implemented in
SUPREM-111.

2. Work in progress has already established a qualitative understanding of
the oxidation kinetics of polysilicon thin films. A series of experi-
ments has demonstrated that for both lightly and heavily doped polysili-
con films oxidation kinetics can be modeled as in single crystal sub-
strates, with the electrically active dopant concentration determined
from the resistivity model described above. The electrically active dop-
ant concentration determines the total vacancy concentration and hence
B/A in heavily doped films. This model has been implemented in

SUPREM-III.
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3. Diffusion from doped polysilicon sources into single crystal substrates
(i.e., buried contacts) has been experimentally studied. It has been
L. found that OED effects when the top polysilicon surface is oxidized are

similar to single crystal structures, except that an additional term must

be included in the model to account for interstitial recombination at

polysilicon grain boundaries.

4. Preliminary experimental results to understand MoSiz and TaSiz oxida-
tion kinetics and silicide/single crystal contact resistance and dopant
segregation, have been obtained. The results, however, are too prelimin-
ary to include models for these structures in the first versions of

SUPREM-ITII.

2.4 MATERIALS RESEARCH AND INTERFACE PHYSICS

1. AES and SIMS measurements of the Chlorine distribution in Si02 during
02/HC1 oxidation have been completed. It has been found that the
Chlorine piles up in a region < 30 A from the Si/SI02 interface, in the
Si02. The profile in the Si02 has been measured using SIMS and a
simple analytic model developed to explain the results. The measurements
point to the presence of a field driven transport process.

2. A comparison of AES, SIMS, RBS and XPS has been completed. The relative
advantages of each technique have been tabulated enabling a specific
technique to be chosen as optimum for a particular interface or analysis
problem.

3. An empirical model for P pile-up near the Si/Si0p interface (in the
silicon) has been developed based upon a large body of experimental
measurements made under this contract during the past two years. This
model has been incorporated in SUPREM-III and essentially treats the

interface as a large sink for P and other N-type dopants.
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2.5 SUPREM IMPLEMENTATION

1.

The overall highlight here has been the re-writing of the SUPREM code to
model multi-layer structures. Substantially improved and in many cases
completely new models for diffusion, oxidation, OED, ion implantation,
SigNg and polysilicon have been implemented in SUPREM-III.

The models used in SUPREM for calculation of electrical parameters (MOS
threshold voltage, ps, C, etc.) have been greatly improved over SUPREM-I1I
primarily by incorporating a rigorous Poisson solution in the program.
These changes have been implemented in SUPREM-111.

Both the SEDAN (1D) and GEMINI (2D) device analysis programs have been
released and widely distributed. Both are directly compatible with
SUPREM outputs.
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E 3. HIGH PRESSURE OXIDATION OF SINGLE-CRYSTAL SILICON IN DRY O

2

L. Lie, R. Razouk, B. Deal

3.1 INTRODUCTION
The increasing demand for improved VLSI device performance and higher
packing density is leading towards an increased reliance on low temperature-
shorter time processing. High pressure oxidation has been gaining wider accep-
tance in the last year as a standard tool in the fabrication of integrated cir-
cuits. Aside from the oxidation time reduction associated with high pressure
oxidation, the substantial reduction in dopant diffusion and redistribution
makes this process particularly suitable for application in the fabrication of
structures with submicron features in both M)S and bipolar devices. Further-
more, results published in the literature by Tsubouchi et al., [3.1] and by
Katz and Kimerling [3.2] indicate reduction in oxidation-induced stacking
faults as a result of the lower temperatures possible with high pressure oxida-
tion. ﬁina]ly, the successful application of high pressure oxidation of sili-
con to the fabrication of MOS devices in steam as well as in dry Op ambients
has been realized [3.3,3.4].
In the last two years, we have investigated the high pressure oxidation of
single crystal <100> and <111> silicon in both dry O2 and pyrogenic H20 ambients
' {3.5,3.6]. A linear pressure dependence was found for both the parabolic rate
constant B and the linear rate constant B/A in the case of silicon oxidation in
pyrogenic Hpo0 as shown in Fig. 3.1. In the case of dry 0o oxidation, B was

[ found to be linearly proportional to pressure, while B/A showed a pressure
dependence of the form PN where 0.7 < n < 0.8 as indicated in Fig. 3.2. The
results of this investigation are incorporated in SUPREM IIl and were described

' in detail in last year's annual report. In this report, we briefly examine
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examine the implication of the pressure dependence observed on the physical

variables of the thermal oxidation mechanism.

3.2 DISCUSSION AND CONCLUSIONS

Oxidations of silicon in dry 02, although not as rapid as in steam, can
result in improved oxide properties in terms of reduced electron trapping [3.8]
and silicon defects [3.9,3.10]. Mobile ionic charges may also be reduced with
dry 0 oxidations. With the use of high pressure, thereby, it is possible to
grow high quality dry 0, oxides at rates comparable to steam oxidations at
the same temperature.

As reported earlier [3.5] high pressure oxidation of lightly doped <100>
and <111> silicon in dry 02 have been investigated over the temperature range of
800° to 1000°C and pressure range of 1 to 20 atm. The power dependence of the
linear rate constant B/A was found to be markedly different from that of silicon
oxidation in pyrogenic Hp0 over the same temperature and pressure range as can

be seen in Figs. 3.1 and 3.2. This result which can be represented as

BxP' ,n=1 (3.1)
B/A « P™ m= 0.7 (3.2)

and is related to the physical variables involved in the oxidation process as
follows [3.7]: B =2 DC*/N1 and B/A = C*/[N1(1/k + 1/h)), where B and B/A are
the parabolic and linear rate constant, respectively, D is the effective dif-
fusivity of the oxidant in the oxide, C* is the equilibrium concentration of
the oxidant in the oxide, Nj is the number of oxidant molecules incorporated
into a unit volume of the oxide layer, k is a first-order chemical surface
reaction constant, and h is the gas-phase transport coefficient. In terms of
the proportionality of these variables to the oxidant pressure, eqs. (3.1) and

(3.2) can then be written as:
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B« DC* « P (3.3)
B/A « C*k « PO+ (3.4)
Thus A« k!« p0-3 (3.5)

where the assumption is made in writing equations (3.4) and (3.5) that the gas
phase transport coefficient (h) used to describe the flux of oxidant at the
oxide-bas interface is sufficiently large to have a negligible effect on the
linear oxidation rate constant [3.7].

It is of interest to examine the physical variables outlined in equations
(3.4) and (3.5) and to attempt to relate these variables to the pressure depen-
dence obtained experimentally. In the pressure range examined, which can be
considered quite moderate, the diffusion constant D for the oxidant in the sol-
id phase can be assumed constant to a first order approximation. The pressure
dependence of B would therefore come exclusively through C* as outlined in the
Deal-Grove linear parabolic model. This implies that the equilibrium concen-
tration of the oxidant in the oxide obeys Henry's law in that pressure range.
This conclusion is further strengthened by results obtained in the steam oxida~
tion of single crystal silicon [3.5] and doped polycrystalline silicon (des-
cribed in other sections of this report) which have indicated that the parabol-
ic rate constant is linearly proportional to pressure in the range of 1 - 25
atm. The dependence of the equilibrium oxidant concentration on pressure as
outlined above also implies that based on the Deal-Grove linear parabolic
model, the oxidant transport through the oxide involves primarily molecular
species rather than dissociate jonic species. It should be emphasized that the
analysis carried out here is based entirely on the linear-parabolic Deal-Grove
oxidation model and we will not address at this stage various oxidation mechan-
isms which have been proposed in the literature and which deal with a variety

of diffusing species and electrical or electrochemical fields present during
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the oxidation and which may lead to the varying pressure dependences of the
oxidation rate constants.

Considering the pressure dependence of C* and D discussed above, equations

(3.4) and (3.5) suggest that the first order chemical surface reaction constant
(k) is proportional to pressure to a power of about (-0.3). This implies that
although the oxidation rate constant (B/A) and the oxidation rate both increase
with increasing pressure, this increase is primarily due to the increase in
oxidant concentration and that the effective chemical surface reaction constant
is actually reduced at increased pressures over 1 atm. Such a pressure depen-
dence would imply a complex interface reaction mechanism coupled with a poss-
ible saturation in the interfacial flux across the Si/Si0p interface. This

is in contrast to our analysis of the oxidation of silicon in steam in the same
pressure range [3.5]. In these experiments, usinyg the same analysis carried
out here, we found the chemical reaction rate constant invariant with pressure.
The difference between the steam and dry oxygen oxidation mechanism hinges on
differences in the oxidizing species as well as the presence of hydrogen as a
subproduct component in the overall reaction in steam. The difference in oxid-
ation mechanism is also reflected in the initial rapid oxidation regime ob-
served in dry 0> oxidation and which is not present in most steam oxidations
with the possible exception of lower oxidation temperatures.

Other arguments for the 0.7 power dependence of the linear rate constant
may come from consideration of the interfacial flux at the Si0z/gas inter-
face. As pointed out previously, equation (3.4) assumes a negligible contribu-
tion due to gas phase transport to the linear oxidation rate constant (B/A).
Should that condition change with increasing pressure above 1 atm the effect
could te to reduce the effect linear rate constant.

Finally, it should be pointed out that the effect of oxidant pressure on

the kinetics of silicon oxidation in dry 0z as determined from this work and
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summarized in expressions (3.1) and (3.2) was also found to model with an

accuracy of better than 3% the oxidation data at 130 atm obtained by Zeto et.
al. [3.13].

In summary, high pessure oxidation of silicon in a dry 0, ambient over
the temperature range of 800° to 1000°C and the pressure range of 1 to 20 atm
has been characterized. These data have been modeled using the linear-parabol-
ic growth law and are incorporated in SUPREM III. The implications of the rate
constant power dependences on the variation of oxygen diffusivity and sclubili~

ty in the oxide with pressure have been discussed.
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Fig. 3.1: Normalized parabolic and linear rate constant B(P,T)/B1,T) and
[B/A(P,TP]/[B/A(I,T)] vs H20 pressure for <100> and <111> silicon

oxidation in pyrogenic Ho0 ambient at 1, 5, 10, 15, and 20 atm.
Temperature range was 805°C - 1000°cC.
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Fig. 3.2: Normalized parabolic and linear rate constant B(P,T)/B(1,T) and

[B/A(P,T]/[B/A(1,T)] vs 0p pressure for <100> and <111> silicon
oxidized in dry 02 at 1, 5, 10, 15, and 20 atm. Temperature range
was 800°C - 1000°C.
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4. OXIDATION OF DOPED POLYCRYSTALLINE SILICON

R. Razouk, K. Saraswat, L. Lie, E. Kutlu, B. Deal, J. Plummer

4.1 INTRODUCTION

The trend toward the process modeling of multilayer structures as well as
two-dimensional structures is becoming quite evident as we advance to more com-
plex VLSI structures. In a typical VLSI structure, one or more polycrystalline
silicon films can be used as interconnect between various devices (on one or more
levels) and as parts of active devices such as resistors and transistors. Passi-
vation between the layers is typically accomplished by oxidation of the poly-
silicon film itself or by using the poly-silicon as a source of silicon in the
thermal oxidation of various metal silicides. The characterization of the kinet-
ics of oxidation of polycrystalline silicon films and the electrical properties
of both the films and their oxides are therefore quite important to the continued
advancement of VLSI circuit fabrication technology.

The thermal oxidation of single-crystal silicon has been extensively invest-
igated over the last two decades. The Deal-Grove linear-parabolic growth law has
been the most accepted kinetic model for single crystal silicon oxidation. The
oxidation behavior of polycrystalline silicon, however, differs from that of
single crystal silicon oxidation as a result of the small crystallite formation
in the polycrystalline silicon structure. Grain growth, recrystallization, dop-
ant segregation and diffusion, carrier trapping at the grain boundaries, carrier
mobility, and density of electrically active dopant are additional factors to be
taken into account in the oxidation mechanism of poly-Si. Variations in the
overall physical and electrical properties of polycrystalline silicon resulting
from doping and/or thermal anneal, and oxidation can be related to these factors.

Continuing effort has been made in many laboratories to understand the interact-

ive correlations among these factors, principally the effects of dopant carriers

149




on the film resistivity for which two main models have been proposed to date,
namely the carrier trapping [4.1-4.4] and the dopant segregation models
[4.5-4.7].

Many publications on atmospheric oxidation of poly-Si in the last few years
[4.8-4.12] illustrate the general interest and need in the investigation of
poly-Si oxidation. The influence of the initial poly-Si film thickness on the
oxidation behavior of poly-Si films has also been observed [4.13,4.14]. A
thorough characterization of the effect of high pressure on the oxidations of
poly-Si, however, is still needed.

Work on the characterization of the effect of pressure on the oxidation kin-
etics of doped and undoped polycrystalline silicon films is the objective of the
first part of this chapter. The oxidation of phosphorus doped LPCVD polycrystal-
line silicon films at pressures in the range of 1 to 10 atm pyrogenic Hy0 over
the temperature range of 750° to 850°C have been characterized to date and is
described below. The second part of this chapter describes the efforts to model
the kinetics of the oxidation of polycrystalline silicon.

4.2 HIGH PRESSURE OXIDATION OF DOPED POLYCRYSTALLINE SILICON IN PYROGENIC H20

4.2.1 Experimental

The starting material for the preparation of the polycrsytalline silicon

films used in this work was four-inch diameter p-<100> silicon wafers of 5-9 a-cm
resistivity. The wafers were oxidized in a pyrogenic HZO/S% HC1 ambient at 920°C
to grow 1060 A oxides, followed by the deposition of LPCVD poly-silicon films at
625°C with thicknesses ranging from 5800 to 6050 A. Half of the total of 144
wafers were doped in PH3 at 950°C for 40 minutes followed by a 10 minute nitro-
gen purge. After removal of phosphosilicate glass, poly-silicon film thickness
was generally reduced by 500 to 600 A. Half of the doped and half of the undoped
samples were annealed in a non-oxidizing ambient in order to stabilize the grain

size. Prior to annealing, 0.32 um vapox caps were deposited at 450°C on these
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wafers to protect the surface of the film and to prevent dopant outdiffusion. Pre-

oxidation thermal anneals were carried out in N» at 1000°C, 900°C, 850°C, 800°C,

and 750°C for 2, 13, 24, 64, and 140 hr, respectively [4.7]. The vapox protective
caps were then removed in a buffered Si02 etch following the anneal.

Resistivity measurements were performed on the polysilicon films by means of
a four point probe. Doped and annealed films showed variations from 5.0 to 6.3 x
10-4 @-cm with the 1000° anneal yielding the lowest resistivity and the 750°C
anneal the highest resistivity, as shown in Fig. 4.1. Doped and unannealed
samples showed variations from 5.0 to 5.5 x 10'4 g-cm. Typical standard devia-
tion of the resistivity measurements was *3%.

Polysilicon film thickness was measured by a NanoSpec spectrophotometer. The
average thickness of the films were measured at 5980 A for undoped unannealed samp-
les, 5700 A for undoped annealed, and 5450 A for doped unannealed as well as
annealed. The thinner results obtained for the doped films were due to the phos-
phosilicate glass removal. Thickness uniformity was generally better than *2%.

A Gasonics high pressure oxidation system which has been previously described
[4.13,4.15] was used to generate the polysilicon oxide growth data. The same
standard wafer cleaning and drying procedures, which consisted of submersion in
solutions of H20/H2S04, aqua regia, and 10:1 HP0/HF with appropriate DI
water rinses following by spin-dry in nitrogen, were carried out prior to oxida-
tions. Figure 4.2 shows a typical high pressure oxidation cycle used to oxidize
the phosphorus doped poly-silicon in pyrogenic H20. Argon was used to pressurize
the system, instead of the oxidizing pyrogenic Hp0 ambient as was done in the
previous work dealing with the characterization of high pressure oxidation of
1ightly doped single crystal silicon in pyrogenic H20. Since the heavily doped
thin polysilicon films are of 5500 A average thickness, the polysilicon oxide
thicknesses grown were limited to less than about 8000 A. Due to the high oxida-

tion rate of doped polysilicon in steam at high pressure and in order to ensure

151

— wimendugeh *J---n----ll-llI-llllIllllIllllIllllllll..llllllll.lllli




maximum accuracy, system pressurization was carried out in argon. Once the tube
pressure had stabilized at the required pressure, steam was introduced. It
should be noted that a time At;, estimated to be less than 5 minutes, elapses
before the ambient in the tube is completely changed from argon to steam as shown
in Fig. 4.2. At the end of the oxidation cycle, the ambient was switched back to
argon at high pressure for 5 minutes prior to depressurization. In this manner
the effect of the ambient exchange time Aty, on the oxidation kinetics is mini-
mized. A lightly doped p-<100> single crystal silicon wafer was included in
every oxidation run as a monitor. Oxide thickness grown on the polysilicon films
was measured by an Alpha-Step profilometer.

4,2.2 Results and Discussion

4.2.2.A Oxide Thickness Data

Oxidation data of phosphorus doped poly-Si films at 1, 5, and 10 atm pyro-
genic Ho0 and at temperatures of 750°, 800°, and 850°C are shown in Figs. 4.3,
4.4, and 4.5. The two sets of curves at each temperature represent the oxidation
data of the poly-Si samples which received thermal anneal in Np prior to oxida-
tion and those which received no anneal. The thickness of oxides grown on the
poly-Si films ranged from 300 A to 6000 A. The results show consistently lower
oxidation rates for the samples which received a pre-oxidation anneal. This
might be related to the effect of dopant segregation at the grain boundaries,
which reduces the electrically active dopant concentration in the grains, as a
result of the pre-oxidation anneal [4.7]. The reduction of the electrically
active dopant concentration in the grains is reflected in the higher resistivity
of the poly-Si samples annealed at 750°, 800° and 850°C as observed in Fig. 4.1.
The effect of the electrically active doping level on increasing the oxide growth
rates of single crystal silicon has been observed and comprehensively character-

ized by Ho and Plummer [4.16,4.17]. In addition to the effect of dopant
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segregation, the difference in oxidation rates between the two poly-Si films
might be also due to a difference in grain size.

Comparison between the data obtained at Fairchild at 1 atm and that obtained
by K. Saraswat of Stanford and reported last year in this program [4.13],
indicates substantial variations at all three temperatures in the oxidation rates
for polySi films of similar initial thickness and resistivity. Figure 4.5 shows
comparison of the data at 800°C. The oxidation rates of the 0.55 um initial
polysilicon film thickness are lower than both the 0.5 um and the 1.0 um initial
polysilicon film thickness. Investigation of the cause of the variation is being
carried out. Structural evaluation of the polysilicon films using TEM and X-ray
diffraction measurements should help in determining the effect of grain size and
orientation, if any, on the oxidation of polysilicon. Differences in grain size
and orientation could result from different processing parameters such as source,
temperature, and length of doping and annealing.

4,2.2.B Oxidation Rate Constants

The determination of the oxidation rate constants was carried out using the

Deal-Grove linear-parabolic model [4.18] which can be written as

2
o o Bt+ ;" + A ; (4.1)

+
3

with t = t - tis X5 = 0, and t, = 0 for oxidations in pyrogenic HZO' B = B(T,P)
includes the temperature and pressure factors of the oxidation. The plot of log
parabolic rate constant B versus reciprocal oxidation temperature for phoshporus
doped poly-Si oxidations in pyrogenic Hp0 for all pressure and temperature
ranges investigated is shown in Fié. 4,7. The parabolic rate constants B for
doped poly-Si are higher than that of 1ightly doped single crystal silicon,

especially at lower temperatures. For the same temperature range (T < 900°C),

the activation energy of B for Hy0 oxidations of doped poly-Si is 16 kcal/mole
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(0.69 eV) which is lower than that of lightly doped <100> and <111> single
crystal silicon (26 kcal/mole or 1.1 eV). The activation energy of B in the
lower temperature range of the doped poly-Si oxidation approaches that of the
higher temperature B of lightly doped single crystal silicon. A decrease in
activation energy at lower temperatures for heavily doped single crystal silicon
oxidized in a dry 0 ambient has been previously observed by Ho and Plummer
[4.19]. It was also then noted that this decrease in activation energy increases
with increasing doping level. Thus, the decrease in activation energy found for
the oxidation of the doped poly-Si might be related to the effect of high doping
concentration in the substrate, and the segregation of these dopants into the
Si09.

The graph of log linear rate constant B/A plotted versus reciprocal oxida-
tion temperature is shown in Fig. 4.8. Higher values of B/A compared to those of
the lightly doped <100> and <111> single crystal silicon at a given temperature
and pressure are also noted. The activation energy for B/A of doped poly-Si is
41 kcal/mole (1.8 eV). This is similar to that of lightly doped <100> and <111>
dingle crystal silicon (45 kcal/mole or 1.9 eV). This similarity would be ex-
pected since the activation energy of B/A should not vary with grain orientation.
It was also noted that up to 10 atm the activation energies of B and B/A of doped
poly-Si in pyrogenic Ho0 are found to be independent on the oxidation pressure.

The graphs of normalized B and B/A plotted versus oxidation pressure are
shown in Figs. 4.9 and 4.10, respectively. For the entire range of oxidation
parameters investigated, B was found to be linearly proportional to pressure
within the accuracy of the measurements., The same relationship was found for
oxidations of lightly doped single crystal silicon either in pyrogenic HZO or dry
0> pressures up to 20 atm in the temperature range of 800° to 1000°C. The

pressure dependence of B/A, however, indicates proportionality to pressure to the
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puwer of n with 0.7 < n < 0.8. This relationship deviates from that of oxidation

of lightly doped single crystal silicon in pyrogenic Hp0 where a linear depen-
dence of B/A on H20 pressure was observed. On the other hand, it is interest-
ing to note that an identical less-than-linear relationship for B/A to pressure
occurs in the oxidation of lightly doped single crystal silicon in dry 02
[4.13,4.20]. Results from the next sets of data on the high pressure oxidation
of undoped polycrystalline silicon in pyrogenic H20 and doped and undoped poly-
crystalline silicon in dry 02 will undoubtedly enable further analysis and lead
us to a better understanding of the kinetics and the effects of high pressure on
the oxidations of polycrystalline silicon films.

4.3 OXIDATION OF DOPED POLYCRYSTALLINE SILICON IN DRY 0,

Last year we reported experimental results on the thermal oxidation of heav-
ily phosphorus doped polycrystalline silicon films "n dry oxygen [4.13,4.14]. In
this report a discussion of the kinetics of oxidation is presented. The results
reported were for polycrystalline films with thicknesses of 0.5 and 1.0 sm which
were deposited onto thermally oxidized silicon wafers by low pressure chemical
vapor deposition (LPCVD) at 620°C and were doped to solid solubility with phos-
phorus by diffusion from a POC13 source at 1000°C for 30 min. Oxidations in
dry 02 were carried out at temperatures of 1100°, 1000°, 900° and 800°C for
durations of 30 min. to 88 hr. In our earlier work in this program we have shown
that dopant segregation at the grain boundaries can reduce the number of electri-
cally active dopant atoms in polysilicon substantially, and the effect is strong-
er at lower temperatures (4.7]. For the 800°C dry 0y oxidation, therefore,
additional samples were used where a 64 hr anneal in Np at 800°C was done prior
to the oxidation to segregate phosphorus at the grain boundaries. This duration
was sufficient to complete the segregation process [4.7].

For the oxide thickness measurements of polysilicon samples, steps were

first etched in Si02 and then the thickness was measured with an Alphastep pro-
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filometer. The thickness of Si02 on single-crystal control wafers was measured
P‘ with both an ellipsometer, and the Alphastep profilometer. Agreement within 5%
!

was obtained between the two methods.

The results of oxidations in dry oxygen are reproduced in Figs. 4.11 and
4.12. It is obvious from Fig. 4.11 that heavy doping enhances the rate of oxida-
tion of polysilicon relative to undoped single-crystal silicon and the enhance-
ment is stronger at lower oxidation temperatures. This behavior is similar to
that observed in doped single-crystal silicon; however, if the data of Figs. 4.11
and 4.12 are compared to those for the oxidzation of phoshporus-doped single~
crystal silicon [4.19], it can be concluded that the enhancement of oxidation
resulting from phoshporus doping is much greater for polysilicon than it is for
single-crystal silicon. This is more obvious at lower oxidation temperatures.

As the temperature is increased, the differences between doped polysilicon and
doped and undoped single crystal silicon become smaller. This can be seen very
clearly for the case of 1100°C dry oxidation.

Very little data on similarly doped polysilicon are available in the litera-
ture for direct comparison to our data. Sunami's work [4.8] was focussed on the
wet oxidation (0, bubbled through 90°C water) of ion implanted polysilicon.
Kamins [4.9] has only one data point, 850°C steam oxidation of heavily doped
polysilicon for 75 min, and it is in good agreement with our results. The
results obtained by Barnes et. al., [4.10] for 800°C dry 0, oxidation of phos-
porus~doped polysilicon are not in complete agreement with our work. The oxida-
tion rate was slightly lower for ther films doped at 950°C as corpared to 1000°C
in our work, which may have resulted in a lower total dopant concentration,
different grain structure and size, and therefore, a slower oxidation rate.

An approximate ré]ationship Xo = KtN has been shown by Sunami [4.8] to

model the oxidation of polysilicon, where K and n are empirical constants used
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for curve fitting., For undoped silicon, n is always between 1.0 (linear oxida-
tion) and 0.5 (parabolic oxidation). It is evident in Figs. 4.11 and 4.12 that
the slope of the Xy vs t curvas for polysilicon is less than that for single
crystal silicon, i.e., n < 0.5, and similar lower values of n can be observed in
the data of Barnes, et. al. [4.10] for heavily P- and As-doped polysilicon. It
can be seen in Fig. 4.12 that n is a function of annealing and thickness of the
films. This is purely an empirical approach that merely indicates the
differences in the oxidation of polysilicon and single-crystal silicon.

Values of oxidation rate constants A, B and Xj were calculated using the
conventional procedure §4.18]. Xj was calculated by plotting the oxide thick-
ness against oxidation time as shown in Fig. 4.13 for the case of 800°C oxida-
tions. Table 4.2 summarizes the values of Xj. It is interesting to note that
Xj is dependent upon polysilicon thickness; the thicker the polysilicon is the
Tower the value of X; becomes. Furthermore, the Xj values are much higher
than for single crystal silicon [4.18,4.19]. These results imply that during the
oxidation process, the initial oxidation regime may be dominant for a longer per-
jod of time for polysilicon as compared to single crystal silicon. From the
plots of (Xo + Xj) vs. t/(Xg - Xj), values of A and B were calculated.

One example is shown in Fig. 4.14. It was found that the values of A were close
to zero and sometimes even negative and highly dependent on film thickess. Simi-
larly, X; was a function of film thickness and temperature. Small or negative
values of A have no physical meaning. We might assume infinite linear rate con-
stant. The values of B were fairly consistent with published results in the lit-
erature and are listed in Table 4.1; comparison data from the literature are also
included. It can be seen that the values of B are significantly higher compared
to undoped single-crystal silicon but only slightly higher compared to doped sil-

icon. This difference is more noticeable at lower temperatures. The increase in
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B with doping is consistent with those observed by Ho et. al. [4.19] for the oxi-
' dation of heavily phosphorus-doped single-crystal silicon. Calculated parabolic
rate constants are plotted as a function of temperature in comparison with the

doped and undoped single crystal parabolic rate constants in Fig. 4.15 for dry

oxidation. Although the data points are scattered around the single crystal B
values, there is nothing particular about this scattering. So, it can be con-
cluded that the parabolic rate constants of polysilicon and single crystal sili-
con are almost the same, which implies that the diffusion of the oxygen molecules
through the oxide is roughly the same for the oxidaton of the two materials.

Oxide thicknesses are calculated as a function of time by using the extract-
ed initial oxide thicknesses and rate constants calculated above, and the results
are given in Fig. 4.16. It can be seen in Fig. 4.16 that the Deal-Grove model
[4.18] can be used to model polysilicon oxidation kinetics for thicknesses higher
than 1000 A provided large values of Xj are assumed and B/A is assumed to be
infinite.

Fig. 4.12 plots the effect of the 64-hour preanneal on the oxidation of
polysilicon in dry oxygen at 800°C. It can be seen that, for the preannealed
polysilicon, the oxides are thinner. This preanneal increased the sheet resis-
tance of the 0.5 and 1.0 um thick films from 10.6 and 4.8 ohms/sq to 12.7 and 5.3
ohms/sq, respectively, which can be attributed to dopant segregation at the grain
boundaries [4.7] and a reduction in solid solubility [4.21]. These two phenomena
will be discussed in more detail later on in this section. These two phenomena
occur gradually as the oxidation proceeds because they are very slow processes
and require extremely long times (especially segregation) to reach saturation
(4.7,4.22,4.23]. Because attempts to obtain variations in the value of B were
not succssful because of scatter in the data, it cannot be ascertained how B is

affected by dopant segregation to the grain boundaries caused by the pre-
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anneal. Large variations in A and X were observed; however, meaningful values
could not be calculated for reasons elaborated earlier.

4.4 MECHANISM OF OXIDATION OF DOPED POLYCRYSTALLINE SILICON

In the final report of last year {4.13] the sheet resistance and resistivity
of the remaining layers of polysilicon after oxidation were reported and from the
results, the following observations were made:

1. The electrically active dopant concentration in polycrystalline silicon

. is affected by processing subsequent to the doping because of dopant
segregation to the grain boundaries [4.7,4.22] and changes in the solid
solubitity [4.21,4.23)]. These changes affect the kinetics of oxida-
tion.

2. The grain boundaries can be oxidized preferentially leading to an

enhanced average oxidation rate of polysilicon [4.12].

The major observations not fully explained are that (1) oxides grown on 0.5
uim thick films are consistently thicker than those grown on 1.0 ym thick films
and (2) polysilicon can be oxidized faster than similarly doped single-crystal
silicon. These observations cannot be explained merely on the basis of the
electrical activity of the dopant. It is evident from the resistivity measure-
ments that the electrically active doping density of the 0.5 um thick film is
approximately the same as that of the 1.0 um thick film. If the slightly higher
resistivity of the 0.5 um thick films could be attributed to lower electrically
active doping density, it should result in thinner oxides. As pointed out earl-
ier, the higher resistivity has been attributed to lower carrier mobility because
of the smaller grain size [4.24]. Baldi et. al. [4.11] in their work on oxida-
tion of arsenic doped polysilicon showed that the oxidation rate was significant-
ly influenced by the chemical concentration of arsenic, which was in the range of

21 cm'3

1.2 to 4.7 x 10 . At these heavy doping levels, the electrically active
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arsenic concentration is expected to be limited by both the electrical, as well
as the total solubility [4.21,4.23]). Therefore, their observations cannot be ex-
plained merely on the basis of an enhanced oxidation resulting from an increase
in vacancies caused by a shift in the Fermi level because, for the Fermi level to
shift, the density of the electrically active dopant must change. The only other
way these and our results can be explained is by assuming that grain boundaries
and the dopant present there in unusually large concentrations play a major role
in the oxidation process of doped polysilicon.

During the doping of the films, dopant will segregate and precipitate in the
grain boundaries, and further processing at lower temperatures will enhance these
mechanisms [4.7]. A major fraction of the total dopant, as much as 80%, can seg-
regate to the grain boundaries [4.7]. Mandurah et. al. reported [4.25] that the
average width of the grain boundaries is in the range of 7 to 10 A, In our sam-
ples, the grain size is expected to be about 1.0 um [4.25]. Based on these data,
the dopant concentration in the grain bounadries could be in excess of 1022 cm'3
for an average coicentration in the range of 1020 c¢m3 and this unusually
large concentration can enhance the reaction at the grain boundaries between the
oxidant and silicon.

In addition to influencing the surface reaction at the grain boundaries, .the
dopant present there could also affect the oxidant transport through the pre~
viously grown Si0»>. It has been demonstrated in several investigations [4.10,
4.11,4.19] that for low and medium dopant concentrations, the parabolic rate
constant B is not a function of the dopant concentration; however, with heavy
doping it increases with the dopant concentration. This behavior has been attri-
buted to the influence of the dopant in the Si0z on the diffusivity of the
oxidant [4.19]).During oxidation, a fraction of the dopant segregates from Si to

the Si02. At lower dopant concentrations in Si the concentration in Si02 are
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not sufficient to influence the diffusivity of the oxidant; however, at higher
concentrations in Si, the segregated dopant in the grown Si02 is sufficient to
increase the diffusivity of the oxidant. This is reflected in an increase in B
because it is directly proportional to the oxidant diffusivity [4.16,4.18] and,
as is evident in Eq. (4.1), such an increase in B will lead to a thicker oxide.
Because, in polysilicon, the dopant concentration in the grain boundaries can be
in excess of 1022 cm'3, it is probable that a large fraction of this dopant will
segregate into the oxide, which would result in an increase in B and therefore,
in an increased oxidation rate. Because of the faster oxidation rate at the
grain boundaries, the average oxidation rate of polysilicon could be higher than
that of similarly doped single-crystal silicon. The conditions that increase the
dopant segregation to the grain boundaries will also enlarge this disparity.
Mandurah et. al. [4.7] observed that lower teimperatures lead to greater
segregation. It can be seen in Figs. 4.11 and 4.12 that the enhanced oxidation
rate is higher at lower temperatures.

The reason why 0.5 um thick polysilicon oxidizes faster than 1.0 pm thick
polysilicon can be explained. The grain size in the thinner films is always
smaller than in the thicker films, and as a result, the number of grain boundar-
ies per unit area at the surface being oxidized is higher in the thinner films.
Therefore the undulations in the oxide thickness are closer to each other in the
thinner film, resulting in larger average thickness of the oxide. Another factor
that may contribute to this behavior is dopant segregation and redistribution at
the Si/Si0> interface at the grains. During the growth of Si0p, phosphorus
segregates into the grains of polysilicon as it does in single crystal silicon.
It has been shown [4.26] that the diffusivity of the dopant i3 extremely large in
the grain boundary and because of this effect any excess dopant in the grains

migrates to the grain boundary and quickly redistributes there. The dopant seg-
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regated at the Si/Si02 interface probably goes through this process and further

modifies the reaction kinetics at the grain boundaries.

The picture that emerges from the preceeding discussion is summarized here.
As the oxidation proceeds, the oxidant reaches the Si02/polysilicon interface,
where its reactions with the silicon at the grains and grain boundaries could be
different. Because the dopant is electrically active within the grain, the oxid-
ation rate on the surface of the grain should be that of single-crystal silicon.
On the other hand, no electrical activity is expected in the grain boundary [4.7,
4.27,4.28]; however, because the structure of the grain boundary differs strongly
from that of the grain, its oxidation behavior could also deviate sharply. Dop-
ant concentration in the grain boundaries can be unusually large because of
dopant segregation, and this could lead to an enhanced oxidation rate caused by
an increase in the surface reaction rate and diffusivity through the grown 5102.
The exact role of the dopant in this process is not clear and further work is
required to obtain a better understanding. The rapid diffusion of the dopant
atoms in polysilicon also complicates its behavior. The grain boundaries provide
a "low impedance path" for diffusion, and this leads to a very quick redistribu-
tion of the dopant. A1l of these effects depend on the grain size, which, in
turn, depends on deposition, doping, and high-temperature processing (4.22,4.25].
The grains in the as deposited LPCVD films are on the order of a few hundred A,
however, after doping and/or annealing, their size increases to several thousand
A and the extent of this phenoienon is heavily dependent on the dopant type and
density, processinyg temperature, and time [4.22,4.25]. Therefore, during oxida-
tion the structure of polysilicon will change continuously, and the extent of the
effects due to grain boundaries will vary accordingly. Because of this, the
models developed for a stable single-crystal silicon structure such as modeled by

Eq. (4.1), cannot be applied directly to polysilicon and must be modified. In
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single~crystal silicon for a given set of oxidation parameters B and B/A can be
approximated by constants; however the presence of grain boundaries complicates
the case of polysilicon, and B, B/A, and Xj cannot be treated as simple
constants. To fully understand the kinetics of polysilicon oxidation, first the
role of grain boundaries should be investigated, and only then can a theoretical
model be developed.

4.5 MEASUREMENT OF THIN OXIDES ON POLYSILICON

From the preceeding discussion it is evident that B/A and Xj are severely
affected by the presence of dopant and the grain boundaries in polysilicon.
These two factors influence the linear region of the oxidation process more than
the parabolic region. Therefore, in order to fully understand the kinetics of
the oxidation process, we must study the growth of thin oxides on polysilicon.
From a device point of view, thin oxides are also very important in VLSI cir-
cuits.

The measurement of thin oxides on polysilicon is not very straightforward.
To begin with, the surface of the polysilicon is very rough and the oxidation
process further increases the roughness. In the results reported above, because
of the surface roughness of polysilicon, interpretation of the surface profiles
generated by the Alphastep profilometer became a tedious task, especially for
thinner oxides. The thickness-measurement accuracy of the oxides (on polysili-
con) thinner than 1000 A was found to be highly questionable, the vairiation
between various measurements and their interpretation was larger than * 20%.
Therefore, in this work we were forced to avoid very thin oxides on polysilicon.
For oxides between 1000 and 2000 A, the variation was less than * 7.5%, and for
greater thicknesses it was negligible.

Furthermore this measurement technique to determine oxide thickness should

be reexamined in terms of the thickness undulations observed by Irene et. al.
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[ [4.12]. To interpret the data, an average of the varying surface profile is

taken, and therefore this technique yields only an average of oxide thickness.

The use of ellipsometrj is not possible in this case because of multiple
layers confusing the measurement [4.29]. Use of a spectrophotometer is possible
only for thicker oxides, because for thinner oxides shorter wavelengths are need-
ed but they are absorbed by silicon and thus no interferen . pattern can be
observed. Thus measurement of thin oxides is not possible by any of the existing
conventional techniques. However we must investigate the oxidation kinetics in
the thin oxide regime in order to increase our understanding of the mechanisms.
Therefore alternative teghniques to measure the oxide thickness need to be
investigated first.

One possible technique is shown in Fig. 4.17 where a capacitor is formed by
evaporating aluminum on top of the oxide. By measuring the capacitance, C,
between the aluminum and polysilicon electrodes the oxide thicknss, tg;,, can be

calculated from the relationship

C=¢ K ._+— (4.2)

where €, is the permittivity of free space, Ky is the dielectric constant
and A is the area of the capacitor.

To determine the feasibility of the technique circular capacitors as shown
in Fig. 4.17 were fabricated with 50, 100, 200, 400 and 800 um radii of the alum-
inum gates (dots in Fig. 4.17). Initial measurements showed considerable varia-
tion in the oxide thickness calculated from Eq. 4.2 as a function of capacitor
area. It is believed that the parasitic capacitances and resistance associated
with the polysilicon/5i02/Si structure enter into the measurements and thus the
measured capacitance is different from that predicted by Eq. 4.2. In order to
predict the correct value of the A1/Si0/polysilicon capacitance, the influence

of the parasitic resistance and capacitance must be first evaluated.
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The capacitances and the resistances associated with a ring-dot A1/Si02/
L) poly-Si/Si02/Si structure are shown in Fig. 4.18. It is evident that besides
the A1/5i0,/poly-Si capacitance, C,y, there are many other parasitic elements
sp’ oxide
capacitance between the polysilicon and the Si substrate Co, the capacitance of

involved. In particular, the spreading resistance of the polysilicon R

the depletion or inversion layer in the Si substrate CS and the resistance of
the substrate Rs‘ In general these elements are distributed; however to simplify
the analysis we will initially treat them as lumped elements. In the remainder
of this section an analysis is presented tc help determine the influence of these
parasitic elements.

The equivalent circuit of this structure is shown in Fig. 4.19 (a) and the
equivalent which is measured is shown in Fig. 4.19 (b), where, Cm and 9 are
the measured values of the capacitance and conductance. Obviously Cm can be
appreciably different from Cox‘ Let C0 represent the series combination of Co

and CS. From the equivalent circuit of Fig. 4.15 it can be deduced that

1.  Tim C =¢C
R a0 m 0X (4.3)
sp

For samples with heavily doped polysilicon, therefore we can expect to

ineasure Cox directly.

c' ¢
2. lim Cm=’c"2+—c%‘ (4.4)
(0.4
RSp + o

For samples with lighter doping in the polysilicon the measured capacitance
will depend upon Cé (i.e. Co and Cs) and therefore on the oxide thickness, ty
and depletion layer thickness in the Si substrate. In the limiting case where

the influence of Cg is assumed to be negligible
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for to tox Cm 7 c

for ty >» tox C C

for to K tox Cm Cox

Therefore, to keep the error in the Cox measurement small, we should use thin
oxides between the polysilicon and the silicon substrate.

Figs. 4.20 and 4.21 show the results of simulations where Cm/Cox has been
calculated as a function of Rsp’ tox and t0 for various substrate dopings. By
using Figs. 4.20 and 4.21 this technique should yield results for any arbitrary
combination of doping density, and substrate oxide thickness tye

An easier technique is to measure the parasitics separately. Fig. 4.22
shows two structures fabricated side by side. The structure in Fig. 4.22 (a) is
identical to the one in Fig. 4.22 (b) except the oxide on the polysilicon is
missing. The basic idea is to measure the equivalent resistance and capacitance
of the structure in Fig. 4.22 (a), then use this number in the measurment of the
second structure, to calculate the polysilicon capacitance. These techniques

are currently being pursued in an investigation of thin oxides on polysilicon.

4.6 SUMMARY AND CONCLUSIONS

High pressure oxidation of phosporus doped polycrystalline silicon in
pyrogenic HZO over the termperature range of 750° to 850°C and pressure range of 1
to 10 atm and atmospheric pressure oxidation in dry O2 over the temperature range
of 800 to 1100°C have been characterized. At atmospheric pressure a variation in
oxide growth rates of the poly-Si films originating from two different sources
(Stanford and Fairchild) was noted; investigation of the cause of the variation
is being carried out at present. For oxidation in H20, the parabolic and
linear rate constants, B and B/A, were found to be higher than those of lightly

doped single crystal <100> and <111> silicon oxidations in pyrogenic HZO’ espec-

ially B/A which is higher by approximately an order of magnitude. The activation
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energy for B was found to be slightly lower compared to that of lightly doped
single crystal <100> and <111> silicon oxidations in pyrogenic HZO; whereas the
activation energy for B/A of the doped poly-Si was found to be similar to that of
the lightly doped <100> and <111> silicon oxidation. The parabolic rate
constant, B, increases linearly with pressure for the conditions investigated in
this work. The linear rate constant B/A, however, increases with a less than
linear function.

In the case of dry 0; the rate of oxidation of polysilicon was higher than
the correspondingly doped single crystal silicon, values of B were higher than
those for lightly doped silicon but coiparable to those for heavily doped single
crystal silicon and extremely large values of B/A and Xj found.

These results indicate that the thermal oxidation of polysilicon cannot be
fully explained by the existing models of oxidation of single crystal silicon.
There are two important factors which make the oxidation kinetics of the thin
filins of polysilicon different--the presence of grain boundaries, and the finite
thickness of the film. Because of these two factors, several other mechanisms,
such as dopant segregation to the grain boundaries, rapid diffusion of the dopant
along the grain boundary etc., influence the kinetics of oxidation significantly,
especially in the thin oxide regime.

The use of conventional techniques to measure oxide thickness on polysilicon
is limited to about 1000 A. A new technique is being developed where an oxide
capacitance measurement vields the oxide thickness.

A1l of these results taken together will enable a comprehensive and accurate
model to be incorporated in SUPREM III for polysilicon oxidation. At the present
time, SUPREM [II uses essentially the same models for single crystal and poly
oxidation. Based on the results of this chapter, it is clear that a better model

for polysilicon is needed. The work described here is aimed at such a model.
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TABLE 4.1

Parabolic rate constant B (uZ/min)

Dry 02 Oxidation

Ho et. al. [14] Barnes et. al. [10]
Temp (°C) This work  <111> Si @ 8 x 10 2%cm -3 85 x 10 Ocp -3
800 5.1 x 107> 4.5 x 107° 5 x 1072
900 7.2 x 1073 8.5 x 107> -
1000 2.34 x 1074 1.6 x 1074 -
1100 4.5 x 1074 4 x 1074 --
TABLE 4.2
Oxidation X; (R)
Temp.
0.5 um Poly-Si 1.0 um Poly-Si
800°C 1100 A 600 A
900°C 600 A 600 A
1000°C 1000 A 500 A
1100°C 1000 A 600 A
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Fig. 4.1: Resistivity of phosphorus doped poly-silicon films after annealing

in a nitrigen ambient at 750°, 800°, 850°, 900°, and 1000°C for 140,
64, 24, 13, and 2 hr., respectively.
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phosphorus doped poly-silicon films in pyrogenic Hp0. The various
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Fig. 4.3: Oxide thickness versus oxidation time for annealed and unannealed

phosphorus doped poly-silicon films oxidized in pyrogenic Hp0 at 1
atm and 750° - 850°C.
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Oxide thickness versus oxidation time for annealed and unannealed

phosphorus doped poly-silicon films oxidized in pyrogenic Hp0 at 5
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phosphorus doped poly-silicon films oxidized in pyrogenic Hp0 at
10 atm and 750° - 850°C.
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Fig. 4.6: Oxide thickness versus oxidation time for poly-silicon films
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800°§. The initial polysilicon film thicknesses and resistivities
are indicated.
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phosphorus doped poly-silicon films oxidized in pyrogenic H20 at
1, 5, and 10 atm over the temperature range of 750° - 850°C.
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Fig. 4.9: Normalized parabolic rate constant B(P,T)/B(1,T) versus H0
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films oxidized in pyrogenic HoU at 1, 5, and 10 atm. Temperature
range was 750° - 850°C.
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5, THIN OXIDE GROWTH KINFTICS IN DRY OXYGEN

H. Z. Massoud, C. P. Ho, J. D. Plummer

5.1 INTRODUCTION

Very thin (< 500 A) layers of thermally grown Si02 are becoming essen-
tial components of VLSI circuits. State of the art high-performance MOS inte-
grated circuits use gate oxides in the 250-400 A thickness range. Such thin
layers differ substantially from thicker layers in their growth kinetics,
their optical, structural, dielectric and electric properties [5.1,5.2].

The enhanced oxidation process occurring in the initial stages of the ox-
idation of silicon in dry oxygen was observed and reported in the early stud-
ies of thermal oxidaton [5.1]. Deal and Grove, in that paper, proposed that
molecular oxygen is ionized at the outer 51‘02 surface, forming 05. Coupled
diffusion between the 05 and holes then effectively increases the 05 diffusion
rate until an oxide thickness on the order of the extrinsic Debye length is
reached. Revesz and Evans [5.3] and Ing et. al [5.4] proposed that Si0p may
contain structural micro-heterogeneities, especially channels (<50 £ in dia-
meter), along which transport of the diffusing species might occur
preferentially.Irene [5.5] suggested that micropores in the Si0p film
provide a short circuit path to the Si-Si02 interface for oxidant species
which do not attack Si02 (such as 0 related oxidants). Derbenwick and
Anderson [5.6] proposed that an increased solubility of 02 in Si0y for
very thin layers might be important in describing the rapid initial oxidation
in dry oxygen.

The growth kinetics of silicon in dry oxygen were successfully modelled
by Deal and Grove [5.1] using a simple linear-parabolic kinetics
relationship. In this model oxygen molecules diffuse through the Si02 layer

already existing and react at the Si-Si0p interface (to form Si0p) by

breaking Si-Si bonds. The oxidation rate is expressed as:
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dx
B (5.1)

dt Xox T A

and the relationship between the oxide thickness Xgx and the oxidation time

tox can be written as:

2

(XOX

2 b
- X;9) + A(Xy, - X;) = Bt (5.2a)

or

2 o
oy * AN =Bt + 1) (5.2b)

where B and B/A are the parabolic and linear rate constants respectively, Xi is
the value of the oxide thickness at t = 0, and T is a correction parameter
to account for the presence of any initial oxide Xi (= (Xf + Axi)/B).

This model relates the rate constants B and B/A to the physico-chemical
constants of the process described above and riodels the oxidation data beyond
350 A fairly accurately. However, it predicts a linear dependence of the rate
constants on the partial pressure of oxygen in the oxidizing ambient. This is
in contradiction with the findings of van der Meulen and Ghez [5.7,5.8].

Their work involved oxidations between 700°C and 1000°C, in dry 02 and in 02/N2
mixtures with the 02 partial pressure as low as 0.01 atm. They observed that
the linear rate constant depends on oxygen partial pressure with a po'5
dependence at 700°C varying to a pl+0 dependence at 1000°C.

In an effort to explain this behavior, molecular oxygen was assumed to
decompose into atomic oxygen at the Si-Si02 interface. The surface reaction then
proceeds via both molecular and atomic oxygen, with the molecular reaction
dominating at high temperature (resulting in the pl'U pressure dependence) and
with the atomic oxygen reaction dominating at low temperature (resulting in the

p0°5 pressure dependence). The decrease in activation energy for the interface
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reaction at lower temperatures is consistent with our recent experimental data [5.9].
Recently Blanc [5.10] proposed a kinetic model for thin oxides which, in
t essence, assumes that the reaction involving molecular oxygen does not occur

at all. Based upon this he derives a growth law given by

l-u + % (exp 2u - 1) = bt (5.3)

. ?

where ax = sinh u and a and b are rate constants. For thin oxides, this pre-

| dicts a linear parabolic growth law but with different effective rate con-

‘ stants. Blanc compared his theoretical predictions with the data of Irene
[5.5] at temperatures of 780° - 980°C with apparently good agreement. As
Blanc points out, however, his model predicts a p0-5 pressure dependence for

Fi the interface reaction rate; this would seem to be in disagreement with the

data of van der Meulen and Ghez.

k. 5.2 EXPERIMENTAL RESULTS AND PARAMETER EATRACTION

Accurate modeling of the thin oxide regime has been most hindered by the
lack of a comprehensive body of experimental data. Such data would help
differentiate between the various proposed models or in defining a new model.
A major effort in this program has, therefore, been aimed at obtaining such a
body of data. Since an oxidation rate law may result from a number of poss-

B ible mechanisms, the observed reaction rate law may not be conclusive evidence

for a particular mechanism. Therefore, a large matrix of experimental condi-
F. tions has been sought in order to reduce the number of possible mechanisms
i. involved by discarding those which are valid only under some of the experimen-
ff tal conditions. Thus, the effect of temperature, partial pressure of oxygen
&_ in the oxidizing ambient, silicon orientation and the deping density of the
?; silicon substrate were investigated. Oxidations were carried out in collabor-
ff ation with E. A. Irene of IBM, using an in-situ ellipsometry capability and
196
e
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covered the temperature range of 800-1000°C, partial pressures of 0.01-1.0
atmospheres of 02 in argon, three substrate orientations and a varijety of
substrate doping levels.

In this report, we first review the methods used in extracting rate con-
stants from the oxidation data. Accurate values of the rate constants are

essential to accurately model the oxidation enhancement in the initial stages.

5.2.1. Extraction of Linear and Parabolic Rate Constants

In their description of silicon oxidation, using the linear-parabolic
relationship, Deal & Grove [5.1] found that, when using oxygen bubbled through
water at 95°C, the kinetics followed the relationship from the start of the
oxidation (i.e. with only the native oxide present). However, when using dry
oxygen (water content less than 5 ppm), the oxide growth kinetics did not
extrapolate to zero initial thickness. This is jllustrated in Fig. 5.1 (a and
b).

A value of Xj = 230 +30 A was found in the temperature range 700 -
1200°C for the case of <111> silicon oxidized in dry oxygen. This value of
Xj or the corresponding values of t, were used to account for the fast
initial oxidation process in this case. It should be noted (Fig. 5.Ja) that
the linear parabolic relationship only fits the data for oxides thicker than

Xc or times longer than t.

5.2.2 Methods for Rate Constants Extraction

a. Plot (Xox v Xj) vs. tox/(Xox = Xi)

By dividing both sides by (Xox - Xj), equation 5.2a can be rewritten

as:

t
o 0x
e ? 8 2 k= -0y (5.4)

0X 1
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It is therefore seen that a plot of (Xox + Xi) VS. tox/(xox - Xi) should result
in a straight line. The slope of this line is B and the intercept at

tox/(Xox - Xi) =0 is -A. This is illustrated in Fig. 5.2a.

b. Plot X,x vs. (t + t)/Xox

In this method, an initial value of Xi is adopted. The corresponding
value of 1 is estimated graphically by plotting Xgx vs. tox and extrapola-
ting the curve back through Xj to the time axis (Fig. 5.1a).

By dividing both sides by Xgyx, equation 5.2b may be rewritten as:

X +a=8(*7) (5.5)

o
X Xox

A plot of Xgx vs (t + 1)/Xpx should therefore yield a straight line where

the slope is again B and the intercept at (t + v)/Xox = 0 is -A. This is
shown in Fig. 5.2b. It is easily seen that the accuracy with which the rate
constants are calculated depends entirely on how good the estimate of X or <
is. One solution to this difficulty is, instead of estimating a thickness

Xi at tox = 0, we could pick a thickness X1 at tox = tl where X1 is an oxide
thickness beyond the fast initial oxidation regime. This is equivalent to
shifting the time axis by tj. This is illustrated in Fig. 5.3.

For any thickness Xj and time tj we can write:

2
(xg - 18y + A(Kj - K1) = B(tj - 1) (5.6)
t.-tl
A plot of (Xj + Xl) VS, 71—:—2— could then be used to calculate B and B/A.
j 1

Xj or 1 could then be calculated by substituting in eq. 5.2a or 5.2b.

c. Plot ll(gxox/dt) vs.l(ox
In this method, the oxidation rate as a function of the oxide thickness

Xox is obtained either graphically or numerically. The inverse of the rate
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is then plotted as a function of thickness. Equation 5.1 is rewritten as

S SR V4 A
dXox '(B) Xox *B (5.7)
dt

Therefore a plot of the inverse of the oxidation rate vs. thickness should
yield a straight line. The slope of this line is (2/B) and the intercept at
Xox = 0 is (A/B). Fig. 5.2C is a typical plot for this method.

In the inverse rate method, however, the accuracy of extracted rate
constants is directly proportional to that of the differentiation process. It
should be noted here that the closer the Xgyx - tox data points are, the
more accurate the calculation of the oxidation rate constants will be.

In the case of oxidation of <111> oriented silicon in dry oxygen, Deal
and Grove [5.1] used the second method to calculate the rate constants. From
the different values of t for temperatures in the 700° - 1200°C range, corres-
ponding values for Xi were obtained and a constant value of 230 A was adopt-
ed. The value of X; used in the extraction of the rate constants has not
been constant in the literature over the years. Table 1 shows the different

values adopted over the span of 15 years.

TABLE 5.1 HISTORY OF Xj

Reference Value of Xj

Deal & Grove, Ref. [5.1] 230 2 30 &

Hess & Deal, Ref. [5.11] 160 2 40 A

Razouk, Lie, & Deal, Ref. [5.9] 40 £ 0 A
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5.2.3. Effect of X or t on the Value of B & B/A:

The value of X adopted in this study was obtained by maximizing the
number of (Xox, tox) data points that fit a linear-parabolic relationship.
Henceforth, this value will be referred to as the optimum Xj. This value of
Xi was obtained by plotting (Xox + Xi) vS. tox/(xox - xi) for different values
of Xj. Fig. 5.4 shows a typical example.

It was found that for values of X;j close to the optimum value, the data
could be fit to a straight line down to a thickness X¢. X¢ was found to
be a sharp function of Xj. For data below X., the plot deviated sharply
from a straight line due to the fast initial regime.

It is important to note that if the data correspond to oxide thicknesses

greater than X_, a straight line (Xox + Xi) VS. tox/(xox - Xi) plot is ob-

c’
tained for a range of values of Xj, smaller and larger than X; (opt). In

Fig. 5.4 it is observed that:

. If Xi = Xj(a) > Xi(opt)s B is larger and (B/A) is smaller than the
rate constants obtained with the opt. X; (Fig. 5.4a). The
linear-parabolic relationship fits the data beyond X¢(a) where Xc(a)
> Xc(opt) (Fig. 5.4b).

. If Xi = Xj(b) < Xi(opt)» B js smaller and (B/A) is larger. The
linear-parabolic relationship and the Xgx - tox data intersect at
point P (Figs. 5.4a and 5.4b). The thickness beyond which the linear-
parabolic relationship fits the data Xc(b) was also found to be larger

than that in the optinum case X¢(opt) (Fig. 5.4b).

To estimate the error in the rate constants caused by improper values of
xi, a set of XOx - tox data were generated using the following expression to

simulate the initial fast regime:
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(X 2(t) = X 2(0)) + A(X,(t) = X_,(0))

-t,/rl) -t/tz) (5.8)

= Bt + Kl'l (1 -e + ‘2‘2 l1-e

The values of 8, B/A, Xgx(0), K], 11, K2 and 12 used were the values
obtained experimentally from the <100> - 1000°C - 100% O, data in simulating

the initial regime. These were:

B = 28590 A%/min
B/A = 8.65 A/min
The oxidation rate was obtained by numerical differentiation.

An inverse rate plot resulted in a straight line (beyond the fast initial
regime as shown in Fig. 5.5). It is seen that the linear-parabolic
relationship applies beyond 400 A. The rate constants obtained frow the
straight line fit were identical to that used in the generation of the xox -

values. Using the optimum x, method, a value of 118 A was found. The

tox

(x .+ x,) vs. tox/(xox - xi) plot obtained is shown in Fig. 5.6 and the rate

ox
constants found from the straight line fit were:
B = 28520 A%/min
B/A = 8.66 A/min,

which are practically the same values used in the simulation (< 0.25% error).
This analysis shows that the optimum X; technique should be used for
extracting the linear and parabolic rate constants.

Table 5.2 summarizes the results obtained for the rate constants when
using other values of X; between 100 A and 140 A as shown in Fig. 5.6.
From Table 5.2 it is seen that in the case of X; = 140 A the error in B and
B/A is approximately 30% and 10%, respectively. In this case, Xj s only

22 A away from the optimum value of Xi.
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Table 5.2
X, (A) | 8(a%/min) | &/a(A%/min) | 3 Ervor 8 3 Error 8/A
100 24360 9.36 -14.63 . 1.9
110 26030 9.0 - 8.75 ¢ 3,953
120 29410 8.56 + 3,003 - 1.8
130 32970 8.19 ¢15.63 - 5.46%
140 36640 7.88 +28.5% - 9.043

Therefore, using & value of X different from the optimum value would
result in a good empirical fit to the dats beyond & thickness K.. However,
the detalls of the physics of the oxidation process sight be lost. Consequent-
ly, the rate constants should be obteined either by the optimum X; technique
or the inverse rate technique. These methods have bDeen shown to yield the
same results and stil] contain all the physical information of the prodbiem
involved.

In this investigation, <100>, <111>, and <110> oriented silicon wafers
were oxidized in dry 02 up to & thickness of 500 - 600 A. The growth was
monitored by 2 high-temperature in-situ automated ellipsometer [5.9]). The
Tinear and parsbolic rete constants were obtained by optimizing X¢ as
detailed ea:Vier.Table 5.3 summarizes the results obtained for $ different
tesperatures in the 800 - 1000°C range. Besides values of B and B/A, the
optimum value of X; is also shown. It should be noted that for <100> and
<I11>, Xi(opt) decreases with temperature. For the case of <1102, X{(gpt)

is practically constant with temperature.

5.2.4. Parabolic Rate Constamt

The parabolic rate constants are shown for <100>, <111>, and <110> in

Fig. 5.7a, 5.7b, and 5.7¢c, respectively. The values obtained by the Opt fmum
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Xj method are plotted for 800°, 850°, 900°, 950° and 1000°C (open circles).
For <100> and <111>, values for the linear rate constant are also included for
@ 1200°C and 1100°C (solid circles). These values were obtained by applying the
same technique to 1200°C and 1100°C data from the literature [5.9]. It is
seen that the parabolic rate constant exhibits a breakpoint in activation

] energy between 950° and 1000°C.

ko Table 5.3

Rate Constants Using Opt X;

Tox (°C) <100> <A1 <110>
28600 26600 14300
1000 8.65 16.4 25.4
112 117 90
12100 10800 6590
950 4.01 9.91 10.4
B (A 2/min) 105 105 98
B/A (A/min) 5590 6500 4000
Xi(opt) (A) 900 2.08 4.60 4.61
85 68 98
1890 2980 1840
850 0.93 2.09 1.75
83 &0 100
660 1350 855
800 0.43 0.90 0.72
70 68 100




[ -

Above this break temperature, the parabolic rate constant is independent
of the substrate orientation and the process has the same activatiun energy of
(1.0 £,2) eV for both <100> and <111>.

Below the break temperature, the parabolic rate constant is a function of
the orientation of the underlying substrate. It exhibits a low-temperature
activation energies of 2.22, 1.71 and 1.70 eV for <100>, <111> and <110>
respectively.

One possible interpretation of this behavior is the effect of the state
of stress in the oxide on the diffusion process. Viscous flow is known to
occur in Si02 films on silicon at a temperature around 960°C [5.12]. This
is in the range where B breaks from its low-temperature orientation-dependent
behavior to its high-temperature orientation-independent behavior. Below
960°C, the oxide has not flowed and is expected to be under stress. If the
transport process depends on that stress, then the magnitude and the activation
energy of B should be orientation-dependent, reflecting the dependence of the
stress on the underlying substrate. It is observed that all three orientations
exhibit different magnitudes of B. However, <111> and <110> have similar
activation energies. Above 960°C, the silicon dioxide lzyer experiences viscous
flow to relieve the stress. Transport then proceeds with a lower activation
energy. The oxide bears no signature of the underlying substrate, hence, the

magnitude and activation energy for the different orientations are identical.

5.2.5. Linear Rate Constant

The linear rate constants are shown for <100>, <111> and <110> in Fig.
5.8a, 5.8b, and 5.8c respectively. The values obtained by the optimum X;
method are plotted for 800°, 850°, 900°, 950°, and 1000°C (open circles). For

<100> and <111>, values for the linear rate constant are also included for
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1200°C and 1100°C (solid circles). These values were obtained by applying the
same technique to 1200°C and 1100°C data [5.9] from the literature. It should
be mentioned here that the error bars on the 1200 and 1100°C are rather large
because the values of A involved are small, and any slight change in the
straight line fit resulted in a small error in B, but in a large error in B/A.
For example, the 1200°C data practicaily fitted a pure parabolic relationship.
This mathematically, corresponds to a linear-parabolic relationship where A = 0,
and B/A is infinite,

As in the case of the parabolic rate constant, the linear rate constant
exhibits a break at approximately the same temperature. However, the higher
temperature end exhibits a higher activation energy than the lower temperature
end. Activation energies of 1.76, 1.74 and 2.10 eV are observed for <100>,<111>
and <110> respectively. <111> and <100> have similar activation energies and
the average ratio of <111> to <100> is 2.18. The high temperature activation
energy is (2.75 + 0.22) eV for <100> and <111>.

These observations could also be interpreted by considering the effect of
the stress in the oxide on the surface reaction. In the low-temperature
regime, the silicon-silicon bond breaking energy is lowered by the presence of
the stress in the oxide. In the high temperature range, the oxide has
experienced viscous flow, the stress is therefore considerably reduced and the
silicon-silicon bond breaking energy has to be supplied thermally. Hence the

higher activation energy.

5.2.6. Empirical Fit to the Oxidation Rate Constants

For empirical fitting purposes, the linear and parabolic rate constants
for <100>, <111>, and <110> were least square fitted to a single-activation
energy process in the 800°C - 1000°C range. Table 5.4 contains pre-exponential
constants (K) and activation energies (AE) for both B and B/A for <100>, <111>,

and <110>. Also shown are the percentages of error in the fit.
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Table 5.4

B (Azlmin) B/A (A/min) T (°C) | % Error | % Error
* in B in B/A
13 2 7
K=1.73 x 10 A /min K=7.35 x 10 A/min 1000 -0.8 5.8
950 -3.9 -5.6
<100> 900 8.7 -0.4
AE = 2.22 eV AE = 1.76 eV 850 -2.3 -3.4
800 -1.2 +4.0
1 2 8
K=1.36 x 10 A /min K=1.32 x 10 A/min 1000 11.5 -6.3
950 -14.4 8.1
<111> 900 2.5 1.4
AE = 1.71 eV AE = 1.74 eV 850 -0.3 -1.0
800 2.5 -1.6
10 2 9
K=3.78 x 10 A /min K=4.73 x 10 A/min 1000 6.3 6.4
950 -10.3 -4.6
<110> 900 4.9 -1.5
AE = 1.63 eV AE = 2.10 eV 850 -1.0 -5.9
800 0.9 6.2

5.3 ANALYSIS OF THE OXIDATION PROCESS IN THE THIN-REGIME

by an automated ellipsometer.

The kinetics of Si02 growth were wonitored in-situ at high temperature

The frequercy with which data points were taken

is very well suited to study the rapidly changing physical mechanisms involved

in the oxidation in the thin regime.
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It was observed tht the growth kinetics followed a linear-parabolic
behavior for thicknesses of 350 A and beyond. Below 350 A, the oxidation rate
is erhanced over what is predicted by the linear-parabolic expression. The

analysis of this enhancement could be expressed by one of the following

expressions:
dX
oxX _ B
dt X A oA (xox’ t) (5.8)
or
dX
ox _ B
at oy ¥R (1+ Ar(xox’t)) (5.9)

where Ag (Xgxst) or Aq(Xpx,t) are enhancement terms which decrease

with increasing thickness and time. As time progresses and the oxide thick-

ness increases, the linear parabolic behavior is approached and the enhance-

ment terms Ag (Xgx,t) or Ay (Xgx,t) disappear. It should be noted

that both these approaches are equivalent because, in the thin regime, the

linear-parabolic term is approximately equal to the linear rate constant:
The analysis of the enhancement, whether expressed as an excess term

(ag) or a ratio term (Ap.), could be done either in the time domain or the

thickness domain. Both these approaches were used.

5.3.1 Analysis of the Thin Regime in the Thickness Domain

A typical plot of the excess cxidation rate as a function of thickness is
shown in Fig. 5.9. This is the case of <100> oriented substrate for tempera-
tures in the 800 - 1000 °C range. The excess term was fitted to 2 decaying

thickness exponentials:

>
>

—
—

—

dxox B

= + C,e
dt 2Xox + A 1

+ Cze (5.10)
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For the process described by (C2,L2) it was found that:

1. Lp is independent of temperature in the 800-1000°C range. Its value is

;; L = 69 A, 78 A and 60 A for <100>, <111> and <110> respectively.

; 2. Cp fits a single-activation-energy plot as shown in Fig. 5.10. The

i pre-exponential constants and the activation energies are shown in Table 5.5.
HI It is seen that <100> and <111> huve similar activation energies. The average

ratio of C1<111>/Cp<ilC> - 1.52.

;
I
;‘ Table 5.5

AE
g P |
i s kT
z C2 C20 e
;::
E‘ Coo (A/min) AEC.2 eV
& <1005 6.57 x 10'° 2.37
& 111> 5.87 x 100 2.32
- <110> 5.37 x 10° 1.80
i; For the process described by (Cy, Ly) it was observed that:

1. Lj slowly increases from 7.7 A to 800°C to 12.4 A at 1000°C for <100>.

t increases from 10.9 to 17.1 A for <111>. It was found to be a
constant of 14.7 A independent of temperature for <110>.
2. Cp is shown in Fig. 5.11 for all three orientations.
In using the obtained values of Cy, C2, L1 and L2, B, B/A in
equation 5.11 and integrating it numerically to fit the experimental data, it

was found that the first decaying exponential (Cle'xox/Ll) affected
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the Xgpx - tox relationship very slightly for thicknesses up to =~ 50 A.
Therefore, neglecting this term resulted in numerical errors <5% in the fit to

’ the experimental data. Hence, a good empirical expression for the oxidatior
rate could include the second decaying exponential term only in addition to
the linear parabolic term. This is, in fact, the model used initially in

4 SUPREM III.
5.3.2 Analysis of the Thin Regime in the Time Domain

[ ] The enhancement term was found to fit the following expression in the
time domain:

--t/'t1 -t/r2
» dﬁfc”‘ i Klezx :AKZ : (5.12)
ox

Plots of K1, K1/A, K2, K2/A, 1/11, and 1/12 vs. 1/T have exhibited

[ well-behaved activated behavior. The activation energies in K; and Kj/A
were found very close to those in B and B/A respectively. This suc asts that
the species involved in the first decaying time exponential are the same as

[ those involved in B and B/A. One possible explanation is that in the initial
stages of the oxidation the concentration of oxidants in the oxide is higher
than what is predicted from solid solubility. However, the concentration then

Y] relaxes with a time constant 1] to the solid solubility value. The activa-
tion energy of K2/A was found to be independent of orientation and is = 2
eV. Analysis of the oxidation data at partial pressures <1 atm will help

o elucidate the different mechanisms possibly nvolved in the oxidation process,
and may enable us to further refine the thin oxide model in SUPREM III.

o

.
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6. THERMAL OXIDATION OF SILICIDES

K. Saraswat

6.1 INTRODUCTION

Continual advancements in integrated circuits technology are resulting in
smaller device dimensions, increased chip area, and therefore an increased
number of components on a chip, which require very complex interconnection
wiring for comnunication within the chip. The smaller size of devices makes
them faster, which should improve circuit perfcrmance. However, because of
the larger chip size, the interconnection lines become very long, and the time
delays associated with the parasitic capacitance and resistance can become
appreciabie. Thus even with very fast devices, the overall performance of a
large circuit could be sericusly affected by the RC delays of the
interconnections [6.1]. Proper selection of material within the constraints of
fabrication technology, can result in minimization of RC delay time. In a
multilayer interconnection technology, the layers incorporated early in the
processing are required to be able to withstand thermal oxidation in O and
Hp0. Polycrystalline silicon has been used in this situation, but its high
resistivity results in very high RC delay time. Composites of polycrystalline
silicon and silicides of Mo, W, Ti and Ta have been proposed as alterratives to
polycrystalline silicon.

Several investigations have been made which studied the thermal oxidation of
these silicides, and it has generally been found that silicides of W, Mo and Ti
can be thermally oxidized in 02 and HZO ambients [6.2-6.5]. However, consider-
able controversy exists about the kinetics of oxidation of TaSiz. In the case of
TaSiz, Murarka, et. al. [6.6] observed that the oxidation of TaSiZ/poly-Si com-

posite structure occurs readily in Hp0, but is negligible in an 0 ambient.

221




....................................

Our prior wprk [6.7], and that of Razouk, et. al. [6.8] to the contrary, indicate
that oxidation occurs in both ambients. In this work we have attempted to obtain
a better understanding of the oxidation behavior of TaSiZ. The overall goal is a
a set of oxidation models for all these silicide structures suitable for incor-

poration in SUPREM III.

6.2 EXPERIMENTAL PROCEDURE

The tantalum silicide films were deposited by simultaneous rf diode sputter-
ing of tantalum and silicon from high-purity targets. The details of the tech-
nique are described in the literature [6.9]. The data presented here are for 0.3
um thick silicide films, deposited on high resistivity <111> oriented silicon and
oxidized silicon wafers. Auger electron spectroscopy and electron microprobe
analysis indicated that in the as-depostied films, the atomic ratio between sili-
con and tantalum was approximately 2:1. X-ray diffraction analysis showed no
specific peaks of Ta, Si or TaSip, indicating that the as-deposited films were
amorphous. Therefore, prior to the oxidation, the samples were annealed at the
oxidation temperature (1000°C or 1100°C) in argon for 10 minutes to homogenize
and crystallize the structure of the tantalum silicide. The annealing resulted
in polycrystalline films of TaSi; free of any preferred orientation. Following
the anneal, the samples were oxidized according to three different conditions:
(1) 60 min. in dry 02 at 1000°C, (2) 60 minutes in dry 07 at 1100°C, and (3)

10 minutes in steam (Ar bubbled through 95°C H20) at 1000°C. Following the
oxidation, the wafers were annealed for 10 min. in Ar and slowly pulled out of
the furnace. The oxidized samples were examined by auger electron spectroscopy,

X-ray diffraction and scanning electron microscopy.

6.3 RESULTS AND DISCUSSION

» oy
*
? s

In all cases, i.e., in 02 and HZO ambients and on TaSiZISi and TaSiz/SiO2

structures thermal oxidation was observed. The scanning electron micrographs
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showed that the resulting surface was very rough for the oxidation of TaSiZ/SiO2
samples and in scme cases, cracks and lifting of the films from the substrate were
observed. The surface was considerably smoother in the case of TaSiZ/Si oxida-
tion and no cracks or 1ifting were observed.

A11 the samples were analyzed by the X-ray diffraction technique where the
film texture was obtained by measuring the diffracted intensity at twice the
angle of incidence of an X-ray beam from 20 keV copper radiation. The results
are shown in Figure 6.1 for all oxidation conditions. In the case of TaSip/Si
samples, only TaSip diffraction peaks were observed, whereas for TaSip/Si0p
samples, additional diffraction peaks of Tay0g were also observed. No other
phase of tantalum silicide was observed. By comparing Fig. 6.1(c) and 6.1(f) it
can be deduced that at the higher oxidation tenperature of 1100°C, the intensity
of TaSi2 diffraction peaks reduced and those of Tazu5 increased. The diffraction
pattern of the annealed but not yet oxidized samples was very similar to those
shown in Figs. 6.1(a), (b) and (c) and is therefore not reproduced here. No Tay0g
formation could be detected in the annealed samples.

The samples were further examined by th2 auger sputter profiling tech-
nique and the results are shown in Figs. 6.2 and 6.3. It can be seen in both the
figures that the bulk of the oxidized layers contain only silicon and oxygen and
within the resolution of the auger spectrometer, no tantalum could be measured in
the grown films. By comparing these auger profiles to those of known Si0;
thermally grown on silicon, it was confirmed that the grown films are indeed
Stoichiometric Si0p. It is evident that TaSiz can be thermally oxidized in
dry oxygen with and without the presence of free silicon underneath. Considerable
broadening of the TaSi2 and TaSi2/3i02 interface can be observed in Figs. 6.2 and
6.3 and it increases with the thickness of the grown Si02. This broadening
could be partly attributed to artifacts of the measurement technique, but partly

also to interface roughening [8].
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By combining the results of X-ray diffraction and auger sputter profil-

ing, certain conclusions can be drawn regarding the mechanism of oxidation.

FER R A

For the oxidation of TaSip deposited on silicon (Fig. 6.2), as the oxidation
% proceeds, the entire layer of TaSip is displaced towards the substrate without
i any change in its thickness. From the X-ray diffraction results, we concluded
earlier that no change in the crystal structure of the TaSiz was observed.
This indicates that as long as free silicon is available underneath the silicide,
l tantalum is not oxidized at all. At the temperature of oxidation, Si is highly
mobile in other silicides [6.2-6.5] and it is reasonable to assume that it
diffuses rapidly in TaSip also. Thus as the oxidation proceeds, silicon

diffuses through the TaSi2 and is oxidized by 02 or Hp0. The composition

ST LT IRIY 0T

of the TaSiz remains unchanged.

The situation is more complex if free silicon is not available. From the
auger sputter profiling (Fig. 6.3) it can be seen that a layer of Si0z is still
grown on top of the silicide, howzver, the X-ray diffraction analysis (Fig. 6.1)
shows that formation of Tay0g is accompanied with that of Si0z. Since no free
silicon is available for oxidation, it is reasonable to assume that tantalum

l silicide is oxidized into Tap0s and Si02
4 TaSip + 13 02 +» 2 Tap0s + 8 Si0p (6.1)

8 A similar reaction should take place with Hp0. Similar reactions have been
observed in the oxidation of WSip [6.2,6.3], MoSip [6.10], and TiSip [6.5] depos-

ited on Si0 Since no tantalum was detected in the bulk of the grown Sioz, the

2.
Tag0s probably remains at the interface or right next to it in the silicide
layer. As the oxidation proceeds, more Tap0g is formed as the X-ray

diffraction results show (Fig. 6.1).
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In general, these results are similar to the oxidation of other silicides

# [6.2-6.5] but differ from the observation of Murarka [6.6] where no oxidation of

TaSip/Si was observed in dry oxygen.

6.4 SUMMARY
° In summary, we have shown that TaSi» can be thermally oxidized in dry
0, and steam at 1000°C and 1100°C. If free silicon is present underneath
the TaSip, it diffuses through the silicide and is oxidized to produce
o Si02. In the other case, where no free silicon is present, TaSip is directly
oxidized to form Si0p and Tap0g. This data will be useful in combination
with our earlier work on WSi» and MOSip, in developing general kinetic models
Co for SUPREM. The multilayer capability of SUPREM III requires a large number of

new material models; this data will help to provide some of these models.
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TaSiy/Si

1000° C DRY 02 60 MIN
Yo -

1000°C H 0 10 MIN

AUGER SIGNAL (ARBITRARY UNITS)

1100+ C ORY 02 60 MIN

To

SPUTTER TIME (MiN)

Fig. 6.2: Auger sputter profiles of tantalum silicide €ilms deposited on
<111> stlicon and oxidizeo at (a) 1000°C in dry 02 for 60 min.,

(b) 1000°C in HX0 for 10 min., and (c) 1100°C in dry 02 for 60
min.
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Fig. 6.3: Auger sputter profiles of tantalum silicide films deposited on
onidized silicon at (a) 1000°C in dry 0 for 60 min., (b) 1040°C
In W0 for 10 min. and (c) 1100°C in dry 0p for 60 min,
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7. Si/Si02 INTERFACE CHARGES

T. Akinwande, C. Ho, J. Plymmer

7.1 INTROOUCTION

As device dimensions shrink, and with the increase in importance of oxide
isolation, an improved understanding of the charyges associated with the $i-$i0;
interface is essential to the fabrication of IGFETS. Of particular interest are
the fixed oxide charge density, N¢, and the interface state trap density, Dy¢,
which affect the threshold voltage, -V characteristics, leakage between devices,
breakdown voltages and transfer efficiency in CCO's. These charges becowe more
important in thin gate oxide IGFET's, tunnel MIS diodes and MESFETs with tunne!l
barriers as these are some of the devices being considered for VLSI. It is well
established that these charges are dependent on processing conditions such as
oxidation time and tesperature, pull time, annealing abient, temperature and
duration, and saterial properties such as surface orientatfon. Previous studtes
have resulted in much valuable qualitative knowledge of the $1-5102 interface
and reasonable contro) of the associsted cherges. Nevertheless it {s the concen-
sus among interface specialists that numerous questions are yet to be answered.
An exemple 1S the fact that there 1S no quantitative mode! that describes the
dependence of these charges on process parameters and materfal properties. Such
@ mode! would be of great use in a program such as SUPREM, and moreover, it would
be of greet help in understanding the oxidation process as well as the optimtza-

tion of devices and process technologies.

7.2 CURRENT UNMDERSTANDING OF JXI1D€ CHARGES

The current understanding of the as-grown and annealed values of the fixed
oxide charge density N¢ is best illustrated by the Deal Q¢ triangle [7.1] in
Fig. 7.1. The upper curves represent as-growm values while the horizontal bottom
curve represents the annealed values. Lamb et. al. [7.2] obtained a slightly
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different behavior of the unnealed N values as shown in Fig. 7.2. The inter-
face state trap density 0,y follows the same pattern a5 the fixed oxide charge
density Ng but Djp magnitudes can be further reduced by a low temperature
hydrogen anneal (7.3] as in Fig. 7.3. These results have led to the development
of several qualitative models to 2xplain the origin of the charges. The most

important models are discussed below.

7.2.1 Excess S or 51= sode! [7.4 - 7.8]

The annealed properties of the fixed oxide charge N¢ have led to the
belief that silicon point defects (Sij) or incompletely oxidized St atowms are
the origin of N¢. The fixed charges have been correlated with oxidation rate
[7.8] and thus an anneal in an inert ambient is equivalent to zero oxidation rate.
Similarly the low temperature anneal properties of Dyp in hydrogen ambients
[7.3) and high temperasture anneals in chlorine (7.5] have led to the belfef that
the origin of D4y ts the smsll number of Si dengling bonds produced during the
oxidet ion process thet resain in electrical communication with the substrate.
Closely releted to the excess St model is the oxygen vacancy mode! [7.6) in which
a chemica) reduction of the oxides by CO resulted in increased charge densities.
There are olso models which postulate thet en S10; layer ts responsible for the
charyes [7.7) and thet eannealing ot high tesperature is equivalent to driving the
oxidetion reaction to cospletion. Unfortunately chemical profiifang techniques
such as IPS, AES, ASP, RBS, SIMS, etc. are not sensitive encugh to draw definite
conclusions about the presence or absence of eacess S1 near the S1/510; inter-

face.

7.2.2_ lattice Rismatch (strain) Models 7.4, 7.9-11]

Using lattice mismatch and free volume conceptls, it has been shown that 3

significant amount of strain energy is stored in the bonds at the $i-5i0)

2n

M




interface [7.4]. It has been postulated that strained bonds and dangling bonds at

the interface could lead to states within and outside the Si bandgap (7.9]). Simi-

lar to this is the Strain Induced Charye Transfer (SICT) model in which strain in
the Si-0-5St bridging bonds leads to charge transfer between S1 and O atoms [7.11]).
Also simidar to above mentioned models, is the idea that postulates that strain ot
the interface leads to 4 semiconductor layer with bend tatls. It has been sSug-
gested that these band tail states ere the oriyin of interface trap states [7.10).

Other models include those in which Si02 and Si are believed Lo form & het-
erojunction. [t is believed that & defect level exists in the narrow depletion
layer formed between Si and S1)z, ellowing electrons ot the surface to tuanel to
various energy levels (7.12]. The Veriedle Energy VE model i35 similer in concept
{7.13).

7.3 EXPERIMENTAL RESULTS AND D1SCuSSION
1t can be seen from the edove disCussion thet such 1s st11] to be understood

about the neture, origin end control of these charges. It was with this in aind
thet we bDegen ¢ series of experiments in the pest yesr, to understend their prop-
erties and origins,

Experiments heve Deen conducted on <111> end <100> oriented n-type Si

(a) to iInvestigete the possidle dependence of the annealed values of the
imerfece charges on tewperature,

(b) to investigste the behavior of the charges under therwal cycling and
hence help deterwine 1f the charges have an equi'tbrium value related
to temperature,

(¢) to deterwine accurately the as-growmn valves of the oxide charges at the
$1-510, interface as a function of tenperature.

The variation of Ar annealed values of the fixed oxide charge N¢ with tem-

perature is shown in Fig. 7.4. Contrary to published results [7.1), we found the
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fixed oxide charge density N¢ decreased with an increase in temperature. The

Nf¢ values below 950°C were found to increase with a decrease in temperature, but
above 950°C, Nf values were found to be almost constant. This is of consider-
able importance since coincidentélly Si02 is known to become viscous at a temp-
erature of ~965°C. This may support the theory that a part of the charges at

the interface are stress related. The value and scatter of Nf¢ at 1200°C is
rather high, and this may be due either to the reaction between Si and Si0 to
form gaseous Si0 [7.7], or to cooling transients. The same trend is observed for
the Djt values as shown in Fig. 7.5, but a breakpoint is not quite as obvious in
this case.

The results of thermal cycling experiments are shown in Fig. 7.5 for Nf.

As can be seen from the plots, Nf values on <111> oriented Si do thermally cycle
up and down as the Ar anneal temperature is changed, while no significant conclu-
sions could be drawn on the <100> oriented wafers,because the values are within
the noise range of the measurement system.

We may conclude from these results above that contrary to the Qf triangle,
the lower part of the triangle is likely not flat and there seams to be an equil-
’ ibrium value of Nf and Djt when they are annealed in Argon which is closely

related to the temperature of anneal, surface orientation, and the nature of the
Si02 layer. The results of the <111> N¢ thermal cycling experiment leads us
) to believe that Nf might be related to a thermodynamic state of the Si-Si02

interface, although more data is needed to solidify this conclusion.

The as-grown values of the oxide charges Ng¢ and Dijt are shown in Figs. i

i) 7.7 and 7.8 for both <111> and <100> orientations. Therc is a break point at
950°C which has not been previously observed. The higher slope of the <100> Nf
and Di¢ values seem to contradict the belief that the Ne and Dy, values of <111>

9 oriented Si are 1.7 times those of the <100> orientation. There is a marked
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difference in the Nf and Dit values of the two orientations at higher tempera-
tures where oxidation is diffusion limited and oxidation rate is expected to be
about equal on the two orientations. At the lower temperatures, the charge
values are closer in magnitude and at these temperature, it is expected that
oxidation rate should be surface orientation dependent. While we cannot draw any
definite conclusions, it seems that apart from the dependence of the charges on
oxidation rate, there is an activated process present at the interface. This has

led us to suggest the dependence given below:

Ne - Yre Kl(%%)n L et
where
Nf = As grown value of fixed oxide charge
Nfe = Annealed value of fixed oxide charge
%% = oxidation rate
EA = activation energy
T = absolute temperature

n = power factor

We do not have enough data to be able to confirm this relationship at the present
time without further experiments.

Subsequent to the above results, it is imperative that we conduct further
experiments to enable us to arrive at a quantitative model for the oxide
charges. Obviously the issues involved are (a) surface orientation of the
underlying silicon substrate, (b) type of oxidation, (c) oxidation rate, and (d)
temperature. It is assumed that just like other oxidation related processes such
as OISF and OED, [7.14,7.15] the charges are related to silicon point defects and

hence
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The exponential factor in (7.1) may represent the details of the oxidation process
at the Si/Si02 interface [7.16].
While a knowledge of the as-grown value of the charges is essential for

understanding their generation, the most important quantity is the final annealed

value of the charges. The most important parameters for anneal are surface orien-

tation, anneal ambient, temperature and period of anneal. It has been suggested
that for deposited oxides, the densification kinetics are governed by the

expression [7.17]

- -t/t
Dit = Ditw * (Pjgo = Dita) © (7.3)
-gA
where T = K1 e llkf time constant
'EA
Dit» = K2 e 2/kT , steady state value

E, , E, = activation energies
A A

T = absolute temperature

It is our belief that the anneal kinetics of thermally grown oxide charges
should have the same form as the kinetics of densification of deposited oxides.
We are conducting experiments on the anneal kinetics of thermally grown oxides.
We hope that these experiments will aid us in urderstanding furiner the nature of
the Si-Si02 interface. It would indicate if surface reconstruction is going
on, or if an oxidation reaction is going to cowpletion. It would also help
answer questions such as the value of Djto or Nf,; and whether it corres-
ponds to an initial value, or is a universal constant dependent only on tempera-

ture. We are also conducting experiments to find out what effects, if any, the
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growth conditions of the silicon dioxide layer have on the anneal time constants

and the final annealed value of Qf and Djt. Preliminary results indicate that

the anneal kinetics have the form of an exponential decay as described above and
the oxide growth conditions do have an effect on the final annealed values.

It is our intention to investigate cases of an increase in oxide charge
densities after long periods of high temperature anneal. The prevalent belief is
that the increse is caused by the diffusion of impurities into the quartz furnace
tube, but a report which contradicts the above is that in which Si and Si02 are
believed to react in an inert ambient forming gaseous Si0 [7.7]. We may be able
to learn something about the nature of the Si-Si02 interface from this part of
the anneal kinetics.

i The ultimate goal of our research efforts is to be able to quantitatively
predict the interface charges and finally to implement the results in SUPREM. At
the present time, SUPREM has no way of predicting these charges; this makes it
difficult for two dimensional device simulators such as GEMINI using SUPREM
outputs to be able to accurately predict threshold voltages and device
transconductances. We hope that the incorporation of interface charge models

will further enhance device and process simulation capabilities.
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8.  EFFECT OF ELECTROCHEMICAL FIELDS DURING Si OXIDATION

J. R. Rouse & C. R. Helms

8.1 INTRODUCTION
In this section, we will examine the silicon oxidation process [8.1-
! 8.14], drawing from the ideas of previous work to show how different types of
fields might be expected to affect the oxidation kinetics. In all cases we
refer to oxidation in dry 03.
I This work was motivated by our previous findings that there was a signif-
jcant (0.65 eV) homogeneous electrochemical field present driving chlorine

transport through S$i02 ddring oxidation in 02/HC1 mixtures. The addition

of this field term provides a formulation for the oxidation kinetics that is
consistent with previous models, but provides additional insight into the oxi-
dation mechanism. These ideas may be particularly important in developing
. models for oxidation kinetics for thin oxides necessary for future versions of
SUPREM.
The most elegant description of Si02 growth to date is that of Deal and
! Grove [8.3]. Using a steady state treatment, Deal and Grove provide a concise
{f mode] for oxidation and a simple expression for oxidant flux. This model is
i in accord with a large body of experimental evidence accumulated over fifteen
;! years of work in numerous facilities under varying conditions of temperature
; and oxidation ambient [8.3, 8.10, 8.15-8.19].
.T Several questions concerning the silicon oxidation process remain unan-
r: swered, however: (1) a satisfactory model does not exist for growth of oxides
?f less than 200 A thick, (2) the oxidant species has not been identified; and
;} (3) the growth law has not been formulated for fields other than a field that
~! can be accounted for by an effective diffusion coefficient. In this section
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we will address the last consideration and derive a growth law for oxidant
driven by a general field.

To provide a framework for examining various oxidation models, we first
present the Deal-Grove formulation of oxide growth. The Deal-Grove model
[8.3] begins with the Si0p/Si structure shown in Fig. 8.1. They assume that
oxidation occurs through the flux of a single species diffusing through the
oxide. Invoking steady state, they then equate flux at the boundaries and in
the bulk via

J = h(cEQ -C,) (8.1)
J =D % (8'2)
J = kC, (8.3)

Ceq is the equilibrium concentration of oxidant in the oxide, and Cy and
Ci are the oxidant concentrations at x = 0 and x = Xxo, respectively. D is

the oxidant diffusion coefficient. These equations yield

dx

)
N x (8.4

J = —
2x° + A

where N is the concentration of Sif» molecules in the lattice, Xy is the

oxide thickness, and B and B/A are the parabolic and linear rate constants

B = _Nﬂl (8.5)
% '% (8.6)

The so-called linear-parabolic growth law of Eq. (8.4) is seen to be linear
for xo small and parabolic for xp large. The length A serves as a

transition oxide thickness separating the two regimes.
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At the oxide surface, Henry's law is applied to yield

C.. = Kpd (8.7)

EQ

where p is the partial pressure of 02 in the oxidizing ambient and q is
some rational fraction determined by the reaction mechanisms at the surface.
We can postulate numerous possibilities for the reactions which yield the

oxidant species in the Si0p lattice. Three such reactions are

0, + 0, (8.8)
e + 0, 0 (8.9)
4e” + 0, > 20° (8.10)

Equation (8.10), for example, would yield an equilibrium surface oxidant

concentration of
Ceq = [071 = KLe"110,0/% (8.11)

These equations then would yield the respective pressure dependencies for B

then as
0,: B =Kpp (8.12)
0;: B =Kyp (8.13)
0": B =kyp'/? (8.14)

for 0z partial pressure p.
Deal and Greove [8.3] and Doremus [8.7] have shown that B is linearly

proportional to p, and this has been born out in further studies by Deal and
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Razouk [8.21] for 1 atm < p < 20 atm. We expect, then, that the probable

oxidant species is 0, or 0,.

Jorgensen [8.1] devised an experiment several years prior to the
Deal-Grove work to determine the charge state of the oxidant species. The
experimental arrangement is shown in Fig. 8.2. Jorgeisen used porous platinum
electrodes to bias the sample. He found that the side with the electrode
negative with respect to the silicon experienced an accelerated oxide growth
rate; and the side with the electrode positive with respect to the silicon
showed retarded growth with respect to normal oxidation. He found that oxide
growth became negligibly slow for a positive electrode potential of 1.62
volts. Observing that the change in free energy for the oxidation reaction is
1.76 eV at the oxidation temperature, he concluded that the applied voltage
eliminated the free energy gradient for the oxidation reaction and, thus,
oxidation should stop. Jorgensen concluded that these results proved that the
oxidant species is negatively charged.

Raleigh [8.4] presented a compelling argument challenging Jorgensen's
conclusions. He first pointed out that, in open circuit conditions, an
applied electric field cannot alter the growth rate. Oxidation in open
circuit conditions proceeds by the transport of an electrically neutral
species. If growth proceeds by the transport of two oppositely charged
species, the applied field must accelerate one particle flux and retard the
other. This results in a net current flow and, hence, a charge build-up at
the oxide boundaries. The resulting boundary layer of charge results in an
electric field which cancels the applied field and returns the transport to
the flux levels operative with no applied field. Raleigh estimated that the
system would return to the no-field flux rate in the time it takes for a

fractional monolayer of oxide formation.
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In order for an applied electric field to affect the flux of an oxidant

ion, there nust therefore exist an imbalance of charge flux and, hence, a
current must flow. Raleigh showed that, with his experiment, Jorgensen
constructed two back to back electrochemical cells Pt,02|3102|SiISiOngt,Oz.
Clearly, the presence of current flux implies that the oxidation process is
altered from the normal oxidation process in open-circuit conditions. Jorgen-
sen ignored this point in presenting his analysis. Raleigh went on to postu-

late the half-cell reactions:

0, +4¢” 2 20 (8.15)

20" + Si + 510, + de” (8.16)

In the presence of current flow, oxidation can proceed by normal diffusive
flux of neutral oxygen, augmented by electrolytic Si0» formation on one side
and decreased by electrolytic decomposition on the other. The net oxide

growth is then given by

5, a2 . ma

Coal Tl (8.17)

B is the parabolic rate constant, N is the concentration of Si0> lattice
molecules, F is Faraday's constant, eJ is the total current density, and t
is the ionic transport number. Using estimates of B and t, Raleigh calcu-
lated a stopping potential of 1.25 v, giving good agreement with Jorgensen's
measured 1.62 v in view of the necassary approximations. In particular, the
ionic transport number is not known accurately.

Implicit in Raleigh's argument is the point that the current flow pro-

vides a large population of ions which may not exist during normal oxidation.
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Thus, by virtue of chemical reactions like (8.8)-(8.10), the population of
charged species may be severely affected by the current flow. Thus, Jorgen-
sen's experiment is probably not indicative of the situation which prevails
during normal open-circuit oxidation. The thrust of Raleigh's paper is that
experiments of the type Jorgensen performed cannot offer conclusive proof of
the identity of the oxidant species. This does not preclude the possibility
that the oxidant species is negatively charged. Raleigh's arguments are
forceful, however, and demand that we do not insist that the oxidant species
is charged.

Tiller [8.12] has given a comprehensive treatment of the general thermo-
dynamics of the silicon oxidation process. The interface driving force for
oxidation is shown to consist of the free energy necessary to generate defects
and strain fields associated with oxide growth and the additional free energy
needed to drive the molecular transition from oxidant particle to Si0z.
Tiller then proceeds by postulating that oxidation proceeds through the flux

of 0 and 0p. The oxidation kinetics are outlined in general terms:

dx, Si0, :
® =Q Jo + 7 J 2 (8.18)
2 0
J=a P (8.19)
M= fe, 0, Buy s eer) . (8.20)
si0,

Xo is the oxide thickness, @ is the molecular volume of 5102, u is the

mobility of a given particle species, u is the electrochemical potential, and

C 1is the concentration. ¢, o, and Buy M denote the electric field,
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stress field, and chemical potential due to bonding at the interface. An

additional constraint is the free volume supply condition

Si0

dxo o

Si
o=+

it (8.21)

wliere J: is the vacancy flux of species i to the interface.

Tiller assumes respective gas/SiO2 and Si02/Si region reactions given by

0, + 4" 3 20, (8.22)

; + .
Ve + Si + 20_ + 4p » 5102 (8.23)

where vg is the free volume. Using (8.22) and (8.23), Tiller concludes
that 20- is equivalent to 02 and should thus give a linear dependence of

flux with Oz pressure. Using Tiller's equations, we have

510
dx 2
0 Q =
- J = _[07] (8.24)
3 e L
By Eq. (8.22),
[0°) = K[e"1%[0,3!/2 (8.25)

To yield the required linear pressure dependence, the species must satisfy
[e-] = [0211/4.

We have, then, at our disposal three facts of silicon oridation with
which every model must conform. First, we cannot unambiguously extract any
information about the charge state of the oxidant from data in the literature
at present. Secondly, whatever the precise functional form of the oxidant
flux may be, it must be very closely approximated by Eq. (8.4). This is evi-

dent from the excellent agreement with the data provided by this expression.
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Finally, the 0, pressure depcndence of the parabolic rate constant is
linear. This restricts the likely candidates for the oxidant species to 02
and 05. Using these facts to guide us, we will present general arguments to
extract further information about the oxidation process and will extend the
Deal-Grove growth law to include oxidant transport in the presence of a

constant field.

8.2 GENERAL TRANSPORT CONSIDERATIONS

As discussed in a previous section, transport through a thin film such as

$i02 during oxidation can be described by the equation
J(x, t) = = D(x) 3L + w(x)F(x, )C(x, t) (8.26)

Flux J , force F , and concentration C are, in general, functions of time
and position. The mobility u and diffusion coefficient D may have some
spatial dependence. The driving force F comprises numerous effects, in-
cluding electric fields, stress fields, chemical bonding, defects, and activ-
ity gradients [8.12,8.20].

In addition to the above equation, we have the continuity equation for

the case of negligible recombination or generation in the oxide:

X..0 (8.27)
Equations (8.26) and (8.27) give us

X..2 [- p 3, ch] (8.28)

We can write the condition for steady state as [8.22]

D [} (F;"r) N '2]» 1 (8.29)

oo
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. where B is the parabolic rate constant of the Deal-Grove growth law. The
worst case situation occurs when there is no field. In this case, Eq. (8.29)

! becomes

5

i where N is the concentration of molecules in the lattice. This is clearly

satisfied in any normal oxidation process, so steady state is always a good
approximation.
i Proceeding with the steady state approximation, we can then solve Eq.

(8.26) for the oxidant distribution

c(0) - J(t) fa ﬁ%yj-[exp - EéT f% F(z, t)dz] dy
C = - —= 8.31
e exp [--;iT IS F(z, t) dz] : :

where J(t) is determined by boundary conditions.

Y e nEE SIS 8% ek e

8.3 CABRERA-MOTT FORMULATION

Before proceeding with a slightly more generalized formulation of the
basic oxidation equations, it will be useful to gain a brief perspective of
the historical antecedent for most present day treatments of the oxide growth

process. The formulation of oxidant transport &s it appears in Deal and Grove

i P b A SR TN

[8.3] makes use of results from Cabrera and Mott [8.13] and Bardeen, Brattain,
. and Schockley [8.14]. Both groups use steady state flux equations for charged

species in the oxide. To illustrate this treatment, let us suppose that oxid-

ation proceeds by the transport of 05 (Ci) and holes (Ch). Then, we assume an

electric field is established due to the space charge produced by the differ-

ing mobilities. Cabrera and Mott make the assumption (Cp(x) = Cj(x),
which in turn yields
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D.D 3C.
< ih i
J - 2 Di + Dh ax (8-32)

This is the familiar result where the standard diffusion equation is obtained

if we replace the diffusion coefficient by an effective diffusion coefficient

Derr = ZDiDh/(Di + Dh). To obtain the electric field, we insert Eq. (8.32)
into Eq. (8.26):
k,T/D_~-D
B h il)ad
E=- T(W)ﬁ 1n Ci (8.33)
i
The solution to Eq. (8.26) then becomes
J C(O) o~ C(XO)
c(x) = c(0) - il c(0) - et § 8 (8.34)
EFF 0

If we assume first order interface reaction kinetics, as is done in the

Deal-Grove treatment, the flux is
J = kC(x) (8.35)

Inserting (8.35) in Eq. (8.34) gives
DEFF/k c(0)

c(x ) = (8036)
v Y Yy
Dgpr C(0)
J = xo + DEFF k (8037)

which is the familiar linear-parabolic growth law.
The voltage drop across the oxide is obtained by integrating the electric

field of Eq. (8.33) to obtain

vo R0 ). 5o
e \D, +D; X0

_ St Dh'Di)]n Xo * Dgpp/k
e \Dp *+ 0 -y (8.38)
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For thin oxides, xo < Dgff/k, and the potential drop will always be
much smaller than kgT. Even for xy, >> Dgff/k, the potential drop across
the oxide varies as In x,, so that V will still te on the order of kgT.
For typical growth temperatures, kgT - 0.1 eV, corresponding to a

relatively small field.

8.4 CONSTANT FIELD SOLUTION FOR OXIDE GROWTH

The general solution for a particle distribution is given in Eq. (8.31).
i To solve this in a specific case, we need appropriate boundary conditions for
flux J. We apply the same boundary conditions used by Deal and Grove. At

the surface, we have

F SR S S S

J = k(CEQ(O) - €(0)) (8.39)
and

J = k4C(xo) (8.40)
at the interface. These are inserted in Eq. (8.31) to yield

Dk4C

| I 5 EQ : (8.41)
: pe. SR [ F(z)dz +k, [0 exp - e ¥ F(z)dz d
5 K P kgT ‘0 4’0 P kgT 70 Y

At this point, we have one fact to guide us: the Deal-Grove oxide growth
i relationship has been amply demonstrated to be the correct one for a wide
range of pressure, temperature, oxide thickness, and cases including species

such as Hp0 and HC1 in the oxidizing ambient [8.3, 8.10, 8.15-8.19]. This

¥ demands that oxidant flux at the Si02/Si interface be described by

J = -ZXL'F-A- (8.42)
b 0

l"
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»
where N is the concentration of Si0, lattice molecules, and B and A are
growth parameters independent of oxide thickness.
» One form of the field for which Eq. (8.42) is satisfied is for
Fx, t) = F(t) = & (8.43)
0
) where ¢ is a constant independent of x and t. In previous work we have
observed such a field acting on chlorine in Si0; during thermal oxidation.
Using this field in Eq. (8.41) gives
» C(x, t) = C; +C, exp (bx) (8.44)
P
' ppio (8.45)
(i
;) where
i
| . vk (8.46)
1 ® i
" J_
b= F;%i; (8.48)
» ;
P = 2DCgy(0) (F;T)(s—-r) (8.49)
8 = exp(ci= (8.50)
g (“BT)
20 1 kg
"q(r:r)m“r“ (8.51)
[ )
Also, note that, for ¢ = 0, Eq. (8.44) leads to a linear distribution.
We can rewrite Eq. (8.45) using the Deal-Grove notation, where the linear
£ and parabolic rate constants incorporate the field. Then
[
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R (8.52)
e
B = By, (F:f)(a%) (8.54)
1-1 ' i (8.55)

Bpg amd (B/A)pg are the linear and parabolic rate constants as defined by
Deal and Grove. Because a homogeneous field has been shown to drive chlorine
during silicon oxidation, it is attractive to conjecture that such a field
also acts on the oxidant species. This possibility is made plausible by the
electrochemical similarities between oxygen and chlorine. In view of this,
and becuase B and B/A wculd incorporate any such field term, evaluating D,
kg, and Cgg(0) from oxidation data demands knowledge of ¢.

Note that a possible field effect can have a large effect on the growth
velocity. For chlorine in Si0; at 1000°C, we have measured ¢ = 0.65 eV. If
this field also acts on the oxidant species, then the growth rate is increased
by a factor of ~1600 in the linear oxidation regime over the oxidation rate
which would occur by normal diffusive flux. Thus, we see that oxide growth
may be completely governed by field driven transport of oxidant particles.

Oxygen ions and holes would both be described by Eq. (8.44). This im-
plies an exponentially increasing ion concentration and exponentially cecreas-
ing hole concentration. This, in turn, necessitates the presence of space
charge in the oxide. A homogeneous field of the form in Eq. (8.43) demands
zero space charge in the bulk oxide. Therefore, if charged species are

present in the oxide, they must be present in low concentration. Similar con-
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siderations have been detailed in previous work for the chlorine distribution

in Si0y.
® Our general expression for field driven oxidation allows us a possible
alternative explanation for Jorgensen's observed stopping potential. MWe

rewrite the parabolic rate constant for oxidation where we assume the oxidant

b species is charged. We have
¢ " OA B
®
¢ - ¢A
B =exp|—4v— (8.57)
B
P where ¢ denotes the built-in potential and Bpg is the zero field rate

constant of Deal and Grove. Jorgensen found that oxide growth was negligibly

slow for an applied stopping potential of 1.62 eV at 850°C. We then have

P B 1.62](
,¢--] 5) (8.58)
BDG [ 0.094 \p -1
In Fig. 3, we show log (B/Bpg) as a function of the built-in potential
[

when the stopping potential is 1.62 eV. Jorgensen's results would be consis-

tent with a built in potential ¢ ~ 0.7 eV.

We note, finally, that the oxidation stopping potential need not be rela-
ted to the free energy of Si0p formation. If our analysis of Eqs. (8.56 =
8.58) is correct, then we see that the stopping potential is determined by
¢. This can be explained by consideration of the situation in Fig. 8.4. We
schematically show the oxidant potential as a function of position in the
oxide. The driving force is not determined by the free energy of formation of
$i02. This energy is fixed and is not accessible to alteration. The poten-

tial gradient across the oxide can be varied, however. One possible means of
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doing this is by applying an external field. If the applied field decreases
the potential energy gradient, the oxidant flux will be greatly reduced. This
dependence of flux on the native and applied fields is expressed through Eq.
(8.56). We see, then, that Jorgensen's measured stopping voltage may provide
evidence for the assertion that a potential energy gradient exists, and this
drives oxidant species transport. Furthermore, the measured stoppiny voltage
is rot determined by the free energy of formation of Si0p but rather by the

oxidant driving potential in the native oxide.
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9, EXCHANGE OF THE OXIDANT WITH Si02 DURING THERMAL OXIDATION IN DRY 0

J. W. Rouse, C. R. Helms, C. J. Han

9.1 INTRODUCTION

In this section we report on measurements of the exchange of the diffusing
oxidant with SiO2 lattice during the thermal growth of Si02 in 0 . These experi-
ments were performed on samples similar to those reported on by Rosencher et.
al. [9.1] but using more sensitive techniques so that levels of exchanged lattice
oxygen could be detected. We will use the term lattice oxygen throughout this
chapter for oxygen atoms which are part of the Si07 network and bonded to two
Si atoms. This is different from the diffusant species for dry oxidations which

is most certainly interstitial 02 molecules.

9.2 EXPERIMENTAL RESULTS AND DISCUSSION

To achieve better sensitivity we grew thick oxides (~.2000 A) in enriched
1602 to reduce the background 1802 content by about a factor of 10 over its
natural abundance. Thin (~100 A) additional oxides were then grown in 1802.
The 180 profiles were then measured using SIMS. Using this combination of low
189 background in the initial oxides and the superior sensitivity of SIMS we

hoped to detect the rate of exchange of the diffusion 18

02 with the previously
grown 511602.

In previous experiments of this type [9.1] little or no exchange of the
diffusing 02 with the previously formed lattice was observed, except at the
surface of the previously grown films. This appears to be inconsistent with
exchange results for vitreous silica [9.2-9.5] but, as recently pointed out by
Revesz and Schaeffer [9.6], the conditions of the early exchange experiments

during oxidation produced a system where very little exchange may have been

expected.
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Our results are consistent with a diffusion limited Si02 growth process

i for thick oxides were the dominant mechanism is the diffusion of molecular 0p

r (nothing being said about its charge state) through the Si02. This molecular

i oxygen is free to exchange with the lattice but the rate of exchange is so slow
for the growth times normally employed in silicon oxidation as to be insignifi-
cant when considering the oridation kinetics. In addition to this transport pro-
cess lattice diffusion is also occurring, but at such a slow rate as to be neglig-
ible. To investigfe the diffusion process we have chosen conditions for Si oxida-

tion in dry 02 which would be similar to a permeation experiment [9.7]. To

the growth rate approached the parabolic limit.

Sl Tk

|

[

F To approximate these conditions we grew the initial 51'1602 to a thickness at which
E In our experiments the initial oxides were grown to a thickness of 2200 A at
i

f

1150°C. At this temperature the ratio of the parabolic to linear rate (given by

the value of A chosen.* This is well into the parabolic regime for the whole

possible range. So as to have the best chance of measuring the exchanged 180 the

16

initial

& A/2 in the Deal-Grove format) [9.8] ranges from a factor of 3 to 7 depending on
b
b
L 02 oxidation was performed in purified oxygen which contained 0.02 at

1802 [9.11] which is enriched by a factor of ten over its natural abundance. The

oxygen profiles were measured by SIMS using Cs* ions at 948 Kev [9.12]. A profile

18

of a control 1502 oxide is shown in Fig. 9.1 where both the -°0 and 80

‘ 18

b backgrownd levels are indicated. The background level of "0 is 0.05% of the

* Values for A are determined by a fit to the relationship X2 + Ax = B(t + 1)
where A, B and t.are adjustable parameters. The choice or A is very sensitive
to the choice of t; previous work [9.9] would give A = 1.05 x 10° for our
conditions (r = 204 sec). New analysis [9.10] however, gives better fits for t

= 20.7 sec. and A = 4,5 x 1016 ¢m, thus the range of 3 to 7 quoted above.
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160 concentration which is higher than the atundance in the 160 used. This

is possibly due to exchange with the quartz oxidation tube used for these experi-
ments, or impurities in the SIMS system during measurement. The sequential oxid-
ations were performed as follows: the furnace tube was outfitted with an end cap
with the push rod extending from a small opening at its end. The samples (one
control, cne for the sequential oxidation) were inserted in to the flowing 1602
at the oxidation temperature. After 80 minutes the samples were pulled and
cooled in flowing 1602 for 15 minutes. The control was then removed and the
system purged in N2 for 5 min. The sequential sample was then inserted. After
5 minutes the flow was switched to 1802 for 8 minutes for the sequential oxida-

01‘ cmzlsec, A = 4,51 x }0'6

tion step. Using values of B = 9.48 x 1 cm, and

v = 10.7 sec [9.10] yields a value of thickness for the 80 minutes of oxidation
of 1924 A where B is the parabolic rate constant, B/A the linear rate constant,
and Tt the initial transient time. This compares to a value of 2200 A measured

ellipsometrically. The additional 8 minutes of oxidation in 18

0, was not all at
atmospheric pressure due to the sequence of steps followed. Using a plug flow

mode! would give an equivalent of 6 minutes of oxidation at atmospheric pressure
(perfect mixing would give a 4.2 minute atmospheric pressure time product). The

additional oxide grown should follow the relationship

aX FXOTA 60 A (9.1)

for a 5 minute oxidation time (assuming no lag time through the oxide).

A SIMS profile for this sample is shown in Fig. 9.2. In addition to the

1802 grown at the interface and the large surface concentration of 511802

160

Si
previously reported [9.1], significant exchange with the Si 2 lattice is
observed. This is seen as the 180 concentration profile extending through the
165 oxide as well as an apparent shoulder at the 51'1602/511802 interface. To

verify that indeed the 180 observed was exchanged and part of the lattice (not

263



trapped interstitial oxygen, for example) samples were further subjected to both

10 min N2 anneal and 10 min 16

02 oxidations at the 1150°C growth temperatures
used. No differences in 180 profiles through the 160 lattice were observed for
either of these treatments.

A few comments concerning the SIMS profile are in order. First, is the
question of depth resolution. The FWHM of the =60 A of additional oxide grown
for the sample of Fig. 9.2 is 210 A, This is due to the inherent broadening
factors, associated with the ion damage profile plus other artifacts in the SIMS

1602 however, is

experiments. The slope of the exchanged profile, through the Si
small enough so as to be little perturbed by this effect. The peak in the 180
profile in the surface will also show this effect but possibly to a lesser
extent.

The shapes of the profiles are also affected by other SIMS artifacts which
lead to some variation in sensitivity factor with depth. For example, notice the
dip in both 160 and 180 profiles at a depth of 1500 A. This effect is repro-
ducible, but probably due to the proximity of the Si/Si02 interface. There-
fore, fine features in the profiles, especially near interfaces, should not be
taken too seriously.

With all this in mind we can, however, deduce a considerable amount about
the transport of the oxidizing species from the data shown. We start by
considering two species. Of interest are 02 that diffused rapidly through the
$i02 network in an interstitial form, and 0 that is part of the lattice and
diffuses at a much slower rate [9.6]. For example, the permeation data of oxygen
through vitreous silica would give a value of D ~10~8 cm?/sec for the fast
diffusing 02 molecules [9.7] whereas data on oxygen exchange with vitreous

silica would give a value of D = =10-14 cm?/sec for slower diffusing lattice

oxygen [9.3]. For the conditions of our experiment, the additional Sil80s
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that is grown is due entirely o the first mechanism, the 1802 diffusing
through the Sil60, without significant interaction with the lattice. This
can easily be seen if we compare the lag time for these two processes for the
2200 A oxide thickness used. We obtain t = 5 x 10-3 and 5 x 103 sec for the
molecular and lattice transport respectively.

" The expected profile of the interstitial diffusing molecular 1802 associated

with the molecuiar diffusion mechanism given by Co( - X ) is shown in Fig.
A + xo0
9.3 as the solid line [9.1].

If we assume exchange from the diffusing 02 takes place via the reaction

16

16,18 18
+ g+ NNy, » Y0 (9.2)

where the I and L subscripts refer to interstitial and lattice forms respectively

then the 180 concentration can be given by

18 18

18
e sk LR

(9.3)

where k is the first order rate constant for the reaction in the forward
direction and kt >> 1 for our conditions.
Our data is shown in Fig. 9.3 as the dashed line as well as a fit to this

relationship with k = 5.01 sec™}

as the dashed dotted line (usirg 5 minute time
for the sequential oxidation step).

As mentioned above, in addition to this exchange mechanism there will be
lattice diffusion from the surface as well as back from the 511802 grown at the
interface. The peak in surface 180 is due either to a higher exchange rate at
the surface than in the bulk of the oxide or a higher surface concentration of
the interstitial form. This being the case, the lattice 180 that has exchanged

at the surface will diffuse into the 160 oxide. Similar mixing will occur at
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the 511602/51'1802 interface. This may be responsible fcr the shape of the
profile near the surface as well as the shoulder in the 180 profile at the
Si1602/5i1802 interface due to a slow diffusion front of lattice oxygen. However,
the SIMS artifacts mentioned above make this interpretation unclear.

Our results reported here show definitely the relationship between the
previous determinations of diffusion coefficient in vitreous silica. The
permeation experiments performed by Norton [9.7] are closely related to silicon
oxidation in that the dominant mechanism in both 02 permeation and Si Oxidation is
the diffusion of molecular 02 through the SiO2 lattice with little exchange. The
exchange measurement of oxygen diffusion coefficient measure only the lattice
component which is a very small fraction of the total flux.

One difficulty with these measurements is the possible effect of small
concentration of water vapor that may be present. Recent studies [9.13, 9.14]
have shown that wafer vapor can increase the exchange rate by many orders of
magnitude over what we observe here. We estimate, however, that 100 ppm water
vapor concentrations would be required to generate the exchange rate we observe,
whereas the water vapor concentration in our experiment was approximately 10 ppm

or less. In addition, the subsequent N, arneal and 16

02 oxidation performed on
the samples would cause additional changes in the 18g profiles if water vapor
were a problem. Since these treatments, however, produced no additional movement
of the exchanged 183 we feel confident that no water vapor artifacts were

important in these experiments.
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Fig. 9.3: 180 profile of figure 9.2 (dotted line)

along with expected profile if no exchange
were occuring (solid line) and fitted
profile with exchange included (dashed line).
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10, POINT DEFECTS AT THE S1/5i0p INTERFACE;
INTERACTION OF OXIDATION WITH BULK IMPURITY DIFFUSION

S. Dunham, J. Plummer

Within a wafer of silicon undergoing oxidation, diffusion and reaction of
many different species are taking place (Fig. 10.1). First, at the oxide-gas
interface, molecular oxygen (02) is adsorbed. Some or all of the molecular

oxygen may ionize or dissociate into charged atomic species (0X). All of these

_ species diffuse towards the oxide-bulk interface with some total effective diffu-

sion constant. Various studies [10.1-10.3] have shown that the oxidizing reac-
tion, or reactions, occur at the oxide-bulk interface. Since the molecular
volume of Si02 is considerably larger than that of silicon, there is a lattice
mismatch and an excess volume created by the reaction [10.4-10.6]. The resultant
stress can be relieved by the diffusion of interstitialcies away from the inter-
face into the oxide and the bulk or diffusion of vacancies from the bulk to the
interface. Finally, the interstitialcies and vacancies react with each other in
the bulk, creating and destroying Frenkel pairs, while the silicon interstitial-
cies that flow into the oxide react with the incoming oxygen species to complete
the oxidation process.

It is these point defect fluxes and reactions that are the major sources of
interaction between oxidation rates and the properties of the oxide and bulk sil-
icon. As the ratc of oxidation increases, the fluxes of point defects must also
increase to relieve the stress. The densities of point defects near the inter-
face move farther from equilibrium at the same time, resulting in an increase in
the numbers of interstitialcies and a deciease in the numbers of vacancies.

Since impurities diffuse by way of point defect mechanisms, impurity diffusion
constants are either enhanced (OED) [10.7-10.11] or reduced (ORD) [10.12] during
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oxidation, depending on whether the impurities diffuse preferentially with inter-
stitialcies or vacancies, respectively. Therefore, oxidation reshapes expected
dopinyg profiles. Concurrently, stacking faults, which grow by absorbing inter-
stitialcies and shrink by absorbiny vacancies, tend to grow during oxidation
rather than shrink, as they do in inert ambients (OISF) 10.9,10.13,10.14-10.17j.

The impurity density in silicon determines the Ferwi level, which in turn
influences the equilibrium puoint defect concentrations. As Ho and Plumwer
observed L10.18,10.19j, an increase in the equilibrium vacancy concentration pro-
duces an increased flux of vacancies toward the interface, speeding up the oxida-
tion process. Thus we can see that point defect fluxes both affect and are
affected py the rate of oxidation.

The res2arch objective then is to tie all these assoCiated phenomena toyeth-
er in a unified model. At the interface there are two probable reactions

occurring as silicon is oxidized.

UI + Si - 5i » Si-0-Si (10.1)
and
Ul + vSi ~ US (1u.2)

U1 represents a general interstitial oxygen species, molecular or atowic, and
Os an oxygen atom in a substitutional site. We have ignored for the mowent the
presence of an atoimic oxyyen species as a product of the above reactions, with
molecular oxyyen species as reactants. Note that both reactions are non-stoicn-
iometric in $i02, they are merely meant to illustrate the oxidation mechanisi.
Diyressiny for the moment, we observe that according to physical and theor-
etical calculations [10.2V04, under most conditions the equilibrium form of a
"silicon interstitial” is actually what should be called (as we have done) an
interstitialcy. In other words, interstitial silicon atoms do not sit unbonded

in the crystal structure "gaps" (Fiy. 10.2), but rather, depending on their
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ionization state and other conditions, either share a site with another atom
(Fig. 10.3) or lie in a pond-centered site (Fig. 10.4). Amony the implications
of this is a large decrease in the expected activation eneryy of Frenkel (vacan-
cy-interstialcy) pairs, since less than 4 $Si-Si bonds have to be broken. There-
fore, poth vacancies and interstitialcies can be present in significant numbers
at equilibrium,

Going back to our oxidation reactions, reaction (10.1) consists of the
preakiny of a Si-5i pond and the insertion of dan oxygen atom between the two
silicon atoms (Fig. 10.6). This reaction should occur at a rate proportional to
the oxygen density at the interface (LUlg), the number of surface sites
(Nsyrf) and the exponential of the activation eneryy required to break the

Si-3i pond and insert an oxygen atom (Ej):

dx
dt |1 = L0Jg Ngyps exp(-Ej/kT) (10.3)

Thinking in terms of interstitialcies, we observe that this is similar to the
structure of a bond-centered interstitialcy, and could be the first step in the
creation of a silicon interstiticialcy (as in U] + Si * 0g + Sif). This
interstitialcy can diffuse into the bulk (Fig. 10.5) or into the oxide and thus
relieve the stress caused by inserting oxyyen atous.

Reaction (10.2) involves the insertion of an oxygen atom into a vacant sili-
con site (Fiy. 10.6). The rate of oxidation by the vacancy wechanism should be
proportional to the density of oxyyen species at the interface, the percentage of
silicon sites that are vacant, the total number of interface sites, and an effec-

tive diffusion constant (Veff) that determines how frequently the vacancies and

oxyyen species come toyether.

dx : LVl |
at |z = L0, 570 Nsurf Deff (10.4)
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LVlo, the interface vacancy concentration, depends on bulk diffusion, Fermi

level and Frenkel pair creation rate. The total oxidation rate should be the sum

dx _ dx dx .
dat=at 1tz ' (10.%)

The resulting structure after reaction (lU.2) is the same as with reaction (10.1)
after the interstitialcy has diffused away (Figs. 10.5 and 10.6). The Si-U-Si
bonds are larger than the Si-5i bonds but smaller than two $i-Si bonds 50 a
combination of reactions with and without point defect interactions could result
in an approximate lattice fit (Fiy. 10.7). In order to provide such a fit, a
certain percentayge of oxidation reactions should result in point defect
generation/annhilation. Therefore, the ratio between point defect fluxes at the
interface and the rate of oxidation should be a constant depending on the silicon
orientation.

In liyhtly-doped silicon, the equilibrium density of vacancies is quite
small (1014 cm=3 at 1100°C) so that the vacancy mechanism has neyliyible
effect. This is affirmed by the evidence that high dopinyg (>1019 cw3 at
900°C) is required before any enhancement of the oxidation rate occurs
L10.18,10.19,.

Therefore dx/dt = dx/dt|1 and the tota: point defect flux is approximately
the interstitialcy flux (If1yx). Combining this with (10.3):

dx
I flux ~ dt [uJo

(10.0)

It has been observed that in lightly-doped silicon, oxidation is more than 99%
complete [10.21), so virtually all of the silicon interstitialcies created by
oxidation nust diffuse into the oxide. The interstitialcies react with the
incoming oxyyen as they diffuse away from the oxidizinyg interface. The

continuity equation for interstitialcies in the oxide is:
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Si0 2
£l . p 2 9;551 - K [1300] (10.7)

Near steady-state dI/dt = 0. Also assume for the moment that [0] = [0],,, a
constant, near the interface. (This means the analysis will be most valid in the

linear regime of oxidation.)

d[1 Ky .
aLl . Lo [o1, (13 = k* (0], [1] (10.8)
dx R

I

Equation (10.8) has solutions of the form:
(1 = A expl (k' [03))"/2 ¥1 + B exp [-(k'[0])"2 X] (10.9)

The boundary condition at the interface is that [Ilx=¢9 = X[1]p where X is the
segregation coefficient for interstitizlcies and [1], is the density of inter-
stitialcies in the bulk. We know that there is little silicon transfer through
the oxide since the reaction takes place almost totally at the oxide-bulk inter-
face [10.1-10.3]. Therefore A = 0 and B = X[l]o. By Fick's law, the fiux at X=0

is:

$i0 $i0
. 2 d1i . 2 i 1/2
L T | o * 9 ° (x°[03)"€ nL1), (10.10)

Combining with (10.6)

172 '
[l = [0]5/2 . j‘-’t‘- (10.11)

This approximately agrees with OED and OISF experimental results which show a
(dx/dt)" dependence, where m = 0.5 [10.9-10.12, 10.15-10.19] since OED and OISF
should be proportional to [I] in the bulk. According to Hill [10.22] OED and

thus [I] is nearly constant for 20 um into the silicon. Therefore for most
regions of interest, [1] = [1]J0- Modifying our assumption that [0] = [0Jo
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and doing numerical analysis will chanye the exact power relationship in (10.11).
In particular, an analysis which takes into account the parabolic reyiie of oxid-
ation should be expected to give a different power law relationhip.

Physically, silicon interstitialcies plus $102 is the same as Silx with
X < 2. This model therefore fits with observations of nonstoichiometry near the
interface. Specifically, the parallels are easy to see between this model and
Tiller's [10.4-10.6] interface layer of Silx. The predictions he makes should
hold qualitatively for a nonuniform layer such as in this model.

The aim of further work is to mwore accurately define the niodel and to deter-
mine the reaction rates and constants so that quantitative predictions can be
made. There are two steps to these results. First, in-depth calculations must
be done, including numerical inteyration of the nonlinear continuity equations
that result frow applyinyg this model. Second, experiments will test the predic-
tions and define the fundamental constants needed for quantitative results. One
such experiment is underway to determine whether the vacancies supposedly used up
in oxidation of highly-doped material are created thermally throughout the bulk

silicon or just near the oxidiziny interface.
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Fig. 10.1: Densities and fluxes of reactants in oxidizing silicon.
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Fig. 10.2: Pure i1nterstitial 1n salicon lattice.
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Fige 10.3: The split interstitialcy - two Si atous sharing a single lattice
site.
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Fig. 10.4: The bond centered interstitialcy - a second possible configurtion.
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Fig. 10.9: Single oxidation reaction
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Fig. 10.b: Creation of silicon interstitialcy at fnterface.

l | [
—Sli—-O—?i—-O-Sli—
0] 0] 0]
| / |

Figy. 10.7: Lattice fit at interface.
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11,

OXIDATION ENHANCEMENT TECHNIQUES AND THE PHYSICAL MODELING OF SILICON OXIDATION

W, A, Tiller, Y. T, Thathachari, W. E. Dibble, Jr.,

D. N. Modlin, and E. M. Young

11.1 INTRODUCTION

Although 4 yreat many investigators have probed the ideal and defect struc-
ture of silica both theoretically and experimentally, we still do not have a
conpletely acceptable picture of its structure that allows us to correlate crys-
talline vs. vitreous features, stoichiometric vs. non-stoichiometric features,
point defect vs. electron state features, interstitial vs. substitutional diffu-
sion features, etc. In the present atomistic modeling of the thermal oxidation
of silicon [11.1-11.4], the structure of the near interfacial region is of
crucial concern because this is thought to be a key determining factor in its
role as a diffusion blocking layer [11.4] and in the formation of both fixed
vxide charye and interface charge states.

To shed more light on this picture, two theoretical and two experimenta)
studies were instituted some time ago, and some of their results will be reported
here: (1) steric origin of the Si-0-Si angle distribution in silica, (2) ener-
getic interactions of foreiyn species with silica, (3) electric field-enhanced
oxidation of silicon, and (4) laser light enhanced oxidation of silicon. A dis-

cussion of this work follows.

11.2 STERIC ORIGIN OF THE Si-0-Si ANGLE DISTRIBUTION IN SILICA

We initially partitioned the structural features into primary building block
considerations (the SiO4 tetrahedron), diwer unit considerations (51207 species)
and ring structure considerations. The basic structural unit in silica is the
oxygen tetrahedron surrounding a silicon interstitial with a frec energy of

formation =98% of the total free enerdgy of formation for any of the silica
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polymorphs [1.5]. Negligible deformation occurs in these tetrahedral units as
they corner-share bridging oxygens to form the different polymorphs. Thus, a

description of these various structures reduces to a description of the relative

orientation of adjacent tetrahedra; i.e., the dimer unit.

We have found that the dimer units can be fully characterized in ferms of
the three angles o, 61 and 62. The angle 6 is made by two silicons at the bridg-
ing oxygen and is commonly called the TOT angle (~144° in quartz). The dihedral
angles §; and 87 give the degree of rotation of these two tetrahedra at fixed
0 relative to a chosen reference frame. The dimers combine to form ring struc-
tures in three dimensions which become the major macroscopic structure determin-
ant. It appears that dimer parameters leading to rings other than 6-membered
(516018) are unlikely to exhibit long range order. Our first significant success
with this new modeling approach has been to show that all the crystalline poly-
morphs of Si0, can be generated form a remarkably small set of values of 6, §

1
and 6,.

2

Most recently, the constraints on closed n-ring assemblies (Sin03n) have
been assessed to identify those constraints leading to possible vitreous struc-
tures. Vitreous silica data suggests a distribution of TOT angles from 120° to
180° with a peak at ~144°C [11.6,11.7]. The origin of the TOT angular distribu-
tion has been discussed by many investigators [11.8-11.12] and many factors have
been suggested as determinants of this angle; i.e., the covalent energy of the
$i-0 bond, the coulombic enerdy, the non-bonded Si-Si interaction in the dimer,
etc. While these factors are undoubtedly relevant to determining the correct TOT
angle distribution, in our studies we have found the 0-0 separation to be a sin-
gularly important and restrictive criterion for determining the dimer configura-
tions.

A detailed investigation of interatomic distances in all known silica

polymorphs showed that the 0-0 separation was considerably larger than the van
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der Waals, or non-ponded contact, distance of 2.9 A. We decided to make the 0-0
distance a restrictive criterion in a Monte Carlo study of acceptable TOT angles
for three dinensionally connected silica dimers and trimers. We will discuss the
dimer study here.

In the diwer study, we assumed perfect tetrahedra with a Si-0 bond lenyth of
1.6U A. We chose one of the two tetrahedra as a reference and fixed it in space
as illustrated in Fig. 11.1. Here, the bridging oxyyen, Uy, is chosen as the
oriyin while Ol-u2 define the x-axis. The x-y plane is defined by Si, alony witn
U, and 0,. The Si

1 2
to the y-axis. The line 03-04 is parallel to the z-axis. The position of the

1 lies on the perpendicular bisector of 01-02 which is parallel

second tetrahedron, defined by 05, 06’ 07 and 512, is determined by three anyles
These anygles are chosen as the Euler anyles, a, 8 and v.

The second tetrahedron can be derived from the first by (i) rotation about
the x-zxis by anyle a (frane x, y', z'), (ii) rotation by angle B about the new
z' axis (frame x', y'', z') and (iii) rotation vy angle y about the new x' axis
(frawe x', y''', z''). From Fig. 11.1, it is easy to see that the angle B is the
anyle 05-01-Ur. The anygles y and a can be considered as dihedral angle rotations
around 01-02 and about 01-05, respectively, with the reference plane beiny the
beiny the plane 05-01-0,. In our dimer study, the angles «, 8, and y are chosen
as random values uniformly distripbuted in the range U-36U°. No symmetry rela-
tions for these anyles were invoked because we wanted to avoid any possible bias.

For each of the dimers thus specified, the TOT anyle was calculated from the
Si-S1 distance. The 0-0 and Si-0 distances for atoms in different tetrahedra
were then computed, and if any U-0 distance was below our allowed minimum of 2.9
A, the dimer was abandoned as not haviny passéd our restrictive criterion. A new
dimer was then chosen by another random triad of angles. If all the 0-0 dis-

tances were larger than 2.9 A, the diwer was accepted and its maximui 0-0
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distance noted (saved for future reference). Both the sample pool, based on 2400
dimers, and the accepted dimer distributions of TOT are shown in Fig. 11.2.

When no restrictions whatsoever are placed on the three dimer angles, it can
be shown that the TOT distribution follows a sine curve as observed in Fig. 11.2.
The shaded area represents the distribution for the accepted dimers; i.e., those
where the 0-0 distance is not less than 2.9 A. This distribution has cutoffs
near the 120° on the low end and 180° on the high end of the scale with a maximum
at =145°, all in excellent agreement with the experimental observations for
silica. This result is the remarkable consequence of a single stipulation on the
minimum acceptable 0-0 separation (2.9 A) in adjacent tetrahedra and is not based
in any way on a specification of detailed energetic considerations.

For these distributions, we chose boxes of 10° width and thus expected the
frequency of occurrence of the three dimer angles a, B and y to be =67 on the
average. As shown in Fig. 11.3, this expectation is met for the three angles and
they are seen to be uniformly distributed over the entire 0-360°C range.

Our finding, simply stated, means that based upon purely geometrical consid-
erations, when adjacent tetrahedra assume random orientations, the TOT angles
have a distribution centered around 144° and extending to 110° and 180° on the
sides. This result does not mean that, in a given structure, there should be at
least a pair of oxygens in the adjacent tetrahedra of the dimer with a separation
of 2.9 A. The actual separation found in a particular structure and consequent-
ly the TOT angle may be determined by a number **her criteria, among which are
the long range forces that determine the closec ““ructures plus the dimer
and trimer configurations.

Since the observed minimum oxygen separation in silica is much larger than
the 3.0 A usually expected in molecular structures, one might wonder if there is

another potential function operating to yield a larger 0-0 contact distance, say
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=3.4 A, However, scrutiny of the low quartz structure shows us that the minimum
0-0 separation in adjacent tetrahedra is not between units sharing a corner but
between units linked by an intervening unit; i.e., a trimer. Although the mini-
mun 0-0 distance is 3.4 A in the dimer, it is 3.30 A in the trimer. Thus, the
minimum 0-0 separation in a particular dimer is probably associated with the
connectedness of that dimer to its adjacent ring structures.

Considering the accepted dimers of Fig. 11.2 a step further, we sorted them
in terms of the minimum 0-0 separation using boxes of width 0.2 A and found the
TOT angle for each box; i.e., the average plus the standard deviation. These
results are presented in Fig. 11.4. Here, the vertical dimension in the
histrogram is the standard deviation of the TOT angle for the box. For example,
with a minimum 0-0 separation of 3.3 to 3.5 A, the TOT angle is ~140°. Clearly,
the small values of the minimum 0-0 distance correlates with the smaller TOT
angles. The observed minimum separation and the TOT angles in known polymorphs
of silica are in reasonably good agreement with this curve.

We may now ask if the stipulation of a minimum 0-0 distance is qualitatively
different from a stipulation that the Si-Si separation is not to be less than 3.0
A, say. Our answer is yes! While the formwer naturally leads to the observed
distribution of the TOT angles, the minimum Si-Si separation fixes only the mini-
mum TOT angle. Finally, our results are helpful in a specific manner in the
modeling of amorphous silica. Instead of starting with a distribution of the TOT
angle, we need only a minimum allowed 0-0 separation and a random distribtuion of
the dimer angles. We can then use the dimers from the accepted pool as described

above to build more extended structures.

11.3 ENERGETIC INTERACTION OF FOREIGN SPECIES WITH SILICA

We have used the CNDO/2 molecular orbital method to obtain the interaction

energy between various Si0; symmetry fragments (dimers, trimers, n-rings,
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etc.). The recent work of de Jong [11.12,11.13] showed that the minimum cluster
of atoms necessary to model the valence state of the bridging oxygen‘and those of
neighboring silicon atoms in silica glasses consists of two Si04 tetrahedra
sharing a bridging oxygen, as illustrated in Fig. 11.1; i.e., a dimer unit. In
order to account for the effects of the surrounding structure, de Jong [11.13]
required that four criteria be satisfied: (1) all the orbital energies, ej, of
the occupied molecular orbitals should be negative, (2) the total energy, Ey,
should show a minimum in its variation with TOT angle, 6, and 6 = 140°C to be
consistant with the radial distribution function for silica glass, (3) the bind-
ing energy of the molecule should be negative or close to zero and (4) the bond
overlap population and other relative measures of bond energy should be consis-
tent with the geometries and dimensions obtained from silicate structures. de
Jong [11.13] found that the molecule HgSip07 fulfills these conditions.

By placing hydrogen atoms on the non-;}fdging oxygens in H651207, the
electron density on the molecule could be decreased, and by suitable choice of
the orbital exponent, bonding parameters and orbital electronegativity for hydro-
gen, identical overlap calculations for all Si-0 bonds in the cluster resulted
and identical charges on all the oxygen atoms were found. This is what one would
expect for an average linkage in a completely polymerized silicate melt.

The fundamental chemical basis of our modeling using CNDO/2 is that chemical
reactivity is determined solely by the electronic structure of the clusters of
atoms used in the calculations. de Jong and Brown [11.12] calculated several
electronic spectra for H65i207 using CNDO/2 and showed them to be nearly identi-
cal with the experimentally derived spectra for vitreous silica. Thus, because
of the close similarity of electronic structure, it is felt that the H651'207
cluster will serve quite well to model chemical reactions between the

bridging oxygens and various interstitial species.
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Our approach to the present study is to start at the simplest silica struc-
tural element, the dimer, and proceed through the trimer to the various n-rings
lying almost in a plane and finally to the most complex structural element, a
series of n-rings connected three-dimensionally. Our previous computer program,
inherited from de Jong [11.13], only allowed the handling of 82 orbitals so that
a tetramer ring unit in a pseudoplane was the largest structural element that
could be treated. This program is being expanded to handle 256 orbitals, but the
present results are with the old program. Some additional limitations of the
present method are that (i) the Si-0 bond lengths are not optimized for minimum
total energies, (ii) the reaction energies are determined only at 0°% and (iii)
these calculated energies are not absolute so that only relative energies between
different species or conditions are likely to be relevant.

11.3.A Interaction Energies with the Dimer Unit

Using the HgSio07 molecule in the eclipsed conformation, a neutral or
charged species, X, is placed on the bridging oxygen in the upward direction at
distance d from O(br) and lying in the Si-0-Si plane as illustrated in Fig.
11.5a. The total energy, Ey, is calculated. The reaction equation to evaluate

the total energy change, AET, is of the form

. . a, _ P

z
p R
where a, P and R refer to adsorbed, product and reactant, respectively. To date,
we have obtained the data presented in Table I for the parallel 'l) and
perpendicular (4) configurations of the molecules; i.e., 'l or 1 to the Si-0-Si
plane.

The minimum enerqy geometries were initially assumed to be those of the
highest symmetry. However, additional calculations on the reactions between 0p

and 0(br) in the dimer have shown that the total energy minimum actually occurs
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with the 0-0 axis bisecting the TOT angle but with one oxygen in the Si-0-Si
plane while the other is out of the p1ane. Further calculations are underway to
determine the precise minimum in Ey as a function of the rotation of the dia-
tomic molecule ad its distance from O(br).

11.3.B  Intraction Energies with the Tetramer Unit

Using the HgSig012 molecule in the tetramer form, a variety of species
X were placed in the ring at different coordinate positions, as indicated in
Fig. 11.5b. The reaction enerygy was minimized for X = 0 located at the
coordinates (0.5, 0, 0) with values of AET given in Table Il for this and
other choices of X. In evaluating the energies for charged species, the electron
work function for Si0» was taken as 5.1 eV. From Tables I and II, we note that
Si] is an unfavored species where 0 is strongly favored, and we note that
the Ho0 interaction is stronger than the 0, interaction which is consistent
with the experimental solubility data for Si0p.

11.3.C Formation of Vacancies and Frenkel Defects

CNDO/2 calculations using normal bonding parameters yield equilibrium Si-0
distances, d(Si-0), greater than the values found in natural silicates. This led
to problems in calculating Eyfor Vg. To decrease the calculated equilibrium
values of d(Si-0), it was necessary to increase the orbital exponent of Si,
Esi, from its normal value of 1.383 [11.13] to 1.86. This contracts the Si
orbitals and produces a minimum in the total cluster energy at d(Si-0) =1.61.
Using both dimers, D, and tetramer, T, as the reactant species, Table III
provides the values of AET for various product species. Most important, we see
that the decomposition of two dimer units at the silica surface to produce two
Vo Plus an 0p gas molecule is strongly favored as is the reaction to form
Vo + 0;. In addition, frenkel defect formation in the bulk silica due to the

reaction of 4 tetramers; i.e.,
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4T 3 2 (T-Vy) + 2(T-0;); 8ET = +3.32 eV (11.2)

is also well favored with a Frenkel defect formation energy of 1.61 eV. This is
a likely candidate for determining the bulk Vg and Op population for Si0>.
The values of AEy for these reactions are given in Table III.

11.3.0 Interaction Energies with Various Trimer Units

A variety of trimer structures, such as illustrated in Fig. 11.5c, have been
considered. Comparing total energies of clusters having the same condensation
(condensation = numer of bridging oxygens/number of nor-bridging oxygens) but
different configurations, one finds virtually no energy difference between them
(AE=100 cal/mole). The large number of naturally occurfing polymeric silica
species undoubtedly results from the minimization of the total free energy via a
large configurational entropy.

When the silica condensation (0(br)/0(u-br)} is changed, however, larger
energy differences between clusters are observed. An interesting relationship
between Si tetrahedra of differing condensation has been evaluated. For example,
the total energy of an isolated Si tetrahedron with no 0(br), Qg, is -78.382
atomic units (a.u.) for the standard parameterization. The situation for Q
(one(br) per tetrahedron), Q2 and Q3 are respectively -69.008 a.u., -59.089
a.u., and -49.170 a.u. Thus, the energy per bridging oxygen bond created is
about +10 a.m.

11.4 ELECTRIC FIELD ENHANCED OXIDATION

For our negative point experiments, the Si wafer rested upon a quartz plate
at a distance of 0.5 cm below the platinum needle indicated in Fig. 11.6 and a
negative voltage was applied to the needle. Some results are shown in Fig. 11.7
which give oxide thickness profiles on Si <111> substrates for oxidation times of
0.25, 0.5, 1.0, 2.0 and 4.0 hours at 900°C in pure O2. The needle current was

held at -5uA during these experiments.
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The bell-shaped profiles of oxide thickness mimic those of the ion beam
intensity such that the peak in oxide thickness lies directly below the tip of
the point electrode and the constant backaround level occurs where the beam
intensity has fallen to zero. The peak oxide thickness is plotted as a function
of time in Fig. 11.8 for this 900°C data. Here, each data point is the average
of several identical experiments.

Both Si <111> and Si <100> data exhibit similarly cancave-upward curves with
the <100> lying below the <111> for short times and being almost identical for
long times. These results can be readily explained by noting that, at short
times, the growth curves approach that of the native oxidation process while, at
long times, the growth rate is dominated by the ion flux and approaches a unit
slope on the log-log scale. If we make the assumption that the flux of oxidant
due to the ion beam is independent of that due to the native growth process and

that linear superposition holds, we expect that

XB(r) = XN + XE(r) (11.3)

where B, N, E and X refer to beam, native oxide, enhancement and thickness, res-
pectively, while r refers to the distance coordinate from the beam axis. Since
Xg is proportional to t while Xy is proportional to t1/2, the former domin-

ates at long t while the latter dominates at short t.

One of the most striking features of the negative point results is the rela-
tive insensitivity of the oxide thickness profiles to changes'in temperature (see
Fig. 11.9). As the temperature is increased, the peak oxide thickness, Xg(0),
remains relatively constant at 875 A for I = -5uA when one corrects for ion beam
flicker which disappears at =700°C. At T = 700°C, Xg(0) begins to increase
reaching 1200 A at 1000°C. This change is mainly due to changes in Xy with T

because we expect that

289




Xg(0) = Jpt/aN, (11.4)

where Jp is the peak current density, t is oxidation time, q is the magnitude
of the electronic charge and Ny is the density of 0 atoms in Si02.

The value of Jp is measured in a room temperature apparatus and is assumed
to be independent of T, although first order analysis predicts it to decrease
slightly with increase of T. It will also decrease slightly with increase of I
because of charge repulsion effects. Assuming a value of Xy =~ 20 A at low tem-
peratures, one calculates Xg(0) = 820 A for I = -5pA, t =1 hr, and Ng =
4.5 x 1022 atoms/cm3. This agrees fairly well with the value of 875 A extra-
polated from Fig. 11.9.

As T increases above 700°C, Xy contributes more strongly to Xg and, at
950°C with I = -5uA, XN accounts for a thickness increase =30% over the due
solely from Xg(0). At 700°C, for t = 0.5 hr, Xy ~ 40 &, as seen in Fig.

11.10. At these low temperatures, the ion beam flux essentially dominates the
growth process.
11.5 LASER LIGHT EMHANCED OXIDATION

Over the course of this past year, our work in the area of photon-enhanced
oxidation of Si has uncovered several interesting results. One experiment util-
ized a Lexel argon-ion continuous laser to generate a photon flux of selectable
photon energy and adjustable intensity. Only one wavelength of the five most
vowerful wavelengths (2.4 eV, 2.5 eV, 2.54 eV, 2.6 eV and 2.7 eV) is utilized at
a time. The beam was directed into & thermal oxidation furnace so as to hit the
center surface of a vertical sample of Si at a few degrees off of the surface
normal (see Fig. 11.11). This slight angle avoids multiple-reflection measure-
ment errors in beam power density. Except for the presence of the beam spot, the
silicon sample was otherwise exposed to typical thermal oxidation processing.

.

Typical oxidation conditions were 2 hours at 900°C in dry 02 which result-

ed in control oxides of ~ 450 A and ~ 300 A for the <111> and <100> orientations,
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respectively. The peak oxidaton enhancement (measured via ellipsometry) varied
linearly with beam power density and was in the 3% to 30% range. Experiments
were also carried out at low but constent beam power density, while the photon
energy was varied. In this case, the percent oxidation enhancement was observed
to increase linearly with beam wavelength. Thus, the enhancement is largely a

photonic effect rather than a thermal effect.
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Table I
X2 + HgSi,0, Eclipsed Dimer (TOT = 143.6°, £ = 1.383)

Ad Species, X AET (eVv)
A -0.01301
H2(||) , -0.03035
02(||) -0.09106
Nz(i ) -0.28620
H,0( |] -0.39027
ce,( |) -0.41195
OH™( |) -0.73718
HC2(||) -1.24453
€0, ( |) -1.51771
H -13.7462
0 -8.897
0 -0.6608
Si +8.717
sitt +29.22
0,(4) -3.54
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Ad Species, X

Table 11

a . . . - o
X + H8514012 Tetramer Ring (TOT = 143.6°)

Ring Position

(0.50, 0, 0)
(0.50, 0, 0)
(0.50, 0, 0)
(0, 0, 0)
(0,0, 0)

(0, 0, 0)
(0, 0, 0)
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AET (eV)

-3.04
49.7
+9.0
+7.387

+9.84

-10.28
+1.88
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Reaction Species

Table III

Point Defect Formation Energies

D

2D

ZD
3T
T+ 7-0 (0,0,0)
2

47

Product Species

D-V + 0(9g)
0
2D-V + 0 (g)
0 2
++

D -V + 0(q)
0

D + 2e

-V + D-0
0 I

++ =
D-v + D-0
0 [
2(TOV ) + T-0 (0,0,0)
0 2
2(T-0 )
I
2(T-v ) + 2(T-0 )
0 )

T-V +0(g)
0
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AET (eV)

+8.97

+0.50

+0.28

+45.60

-1.07

+21.75

+7.88

-4.56

+3.32

+8.90
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Fig. 11.1:  (a) Tetrahedra dimers.
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Fig. 11.2: Distribution of the TOT angle: the x-axis is the TOT angle in

degrees, the y-axis is the number of dimers with a specific TOT
angle in boxes of width 10 degrees. Shaded area represents the
distribution in the dimers with oxygen-oxygen separation not less
than 2.9 A. The expected distribution of the TOT angle with no such
restriction is a sine curve shown in dashed lines. 519 dimers were
accepted out of a total of 2400 tried.
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Schematic illustration of system for applying an electric field to

an oxidizing Si wafer.
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12. ION IMPLANTATION RANGE STATISTICS

L. A. Christel, J. F. Gibbons

12.1 INTRODUCTION

Ion implantation has found extensive use in introducing controlled quanti-
ties of impurity-dopant atoms at desired depths into the target substrate in
silicon integrated circuit technology. In this process, the impinging dopant
jons ente; the sample and deposit their energy in a complex series of scattering
events, eventually coming to rest in a spatial distribution within the target.

The use of ion implantation in silicon integrated circuit fabrication has
some distinct advantages over doping by high temperature diffusion processes.
The total dose of impurities can be precisely controlled by accurate monitoring
of the ion beam current and time of exposure. The maximum concentration of the
implanted ion distribution may be placed at any desired depth by appropriate
selection of the ion energy. It is even possible to customize the ion profile by
performing multiple implants at various doses and energies.

The reproducibility and uniformity across the wafer, and from wafer to
wafer, which are obtainable using ion implantation are essential for such appli-
cations as boron implants for threshold control in silicon-gate n-channel MOS
transistors. Further, as such devices are scaled to smaller dimensions with gate
oxide *hicknesses approaching 200 A or less, the requisite shallow source-drain
junctions are achievable and perhaps practical only with ion implantation.

As implantation applications grow in number and significance, detailed
understanding and accurate modeling of the process and its applications corres-
pondingly become more essential. Such modeling also can no longer be considered

n a one-dimensional "isolated" sense. Rather, as device dimensions shrink both

laterally and vertically, interactions of implantation with other processes
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involved in IC technology may dominate such very small structures. Two-dimen-
sional modeling of such interactions becomes vital and additionally will contri-
bute enormously to understanding the basic physical mechanisms of those other
processes themselves.

The successful utilization of ion implantation depends on the ability to
predict and control the electrical effects which result from given implantation
conditions. To this end, the ion stopping theory of Lindhard, Scharff and
Schiott (LSS) {12.1-12.5] has proven invaluable as a means of approximately
predicting primary ion range and damage distributions in semi-infinite targets.
The LSS theory is used to calculate spatial moments (i.e. the mean and standard
deviation) of the distributions, from which actual profiles must be constructed.
Unfortunately, the LSS approach suffers from several distinct drawbacks. Speci-
fic areas of the implantation process itself as well as its implications and
interactions have not been well understood nor adequately modeled.

As in the threshold control application already noted, practical device
processing very frequently involves implantation into target structures composed
of a substrate on which one or miore thin films of varying compositior iave “gen
grown or deposited. LSS theory assumes an isotropic or amorphou; semi-infinite
target. The effects of such a multi-layered target on the ion range distribution
are not considered. Also not modeled is the experimentilly observed dopant
profile‘s deep channeling tail that results from ions scattered into the rela-
tively open "channeling” directions of the crystalline silicon substrate.
Furthermore, "knock-on" atoms from a masking surface layer which are recoiled
into the substrate from collisions with the primary ion bean can critically
affect electrical properties and device performance. This "recoil implantation"
process also cannot be analyzed by LSS theory,

The substrate itself can be severely damaged by implantation. An initially

crystalline substrate may be driven amorphous or large densities of vacancy-
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interstitial point defect pairs created. Such damage distributions are integ-
rally involved in implant annealing activation, but have not been adequately mod-
eled. An approach similar to that of LSS has been used by Winterbon et. al.
[12.6] to calculate energy deposition profiles. In this case however, the
assymetry of such profiles necessitates the use of many moments for an accurate
description. In addition, non-nuclear effects including electronic stopping nust
be neyglected.Brice [12.7] has circumvented these problems to some extent by using
a variation of the LSS moments approach to determine the more symmetric intermed-
jate range distributions, and then calculating energy deposition profiles direct-
ly from these. Unfortunately, such approaches again require the assumption of a
homogenous taryget and therefore fail to address the problem of multilayered
medi a.

As device geometries diminish and new structures develop, understanding and
modeling of all these aspects of implantation, as in SUPREM, will aid immeasurab-
ly in optimizing processes and minimizing costly and time-consuming ewpiricism.

12.2 BOLTZMANN TRANSPORT EQUATION APPROACH TO RANGE STATISTICS

During the past several years, emphasis in this project has been oriented
very strongly toward modeling of the detailed mechanisimis of the implantation pro-
cess itself. A new approach for the direct calculation of primary ion and recoil
range and damage distributions was one major development. By numerical integra-
tion of the linearized Boltzmann transport equation, ion range and damage distri-
putions in rwltilayered targets, including recoil effects, have been successfully
modeled [12.8].

In this transport equation (TE) approach, quantities of interest are deter-
mined by calculating in an step-wise ‘fashion the momentum distributions of both
primary and recoil particles as a function of distance z from the target surface.
It is asumed that the target is amorphous or aligned in a random direction and

possesses translational sywmetry in all directions parallel to its surface. Thus
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only two components of iomentum, or equivalently an energy and direction cosine,
are necessary to describe a particle's state of motion. Let F(E,z)dﬁ be the
number of particles (integrated over time) with momentum in the interval dp about
B at depth z. There will be one such distribution function for each projectile
type. The spatial evolution of each distribution is governed by the Boltzmann

transport equation:

_ﬁﬁlagz = N f{F(pggg(g%I* p) _ F(p)gggpe% p'l} £ Q) (12.1)

Here for simplicity we assume a single element target with number density N. The
total differential scattering cross section do(B > B') represents a differential
area presented to an incident ion by each target atom. Any ion which enters this
area with momentun E is scattered to momentum 5'. A particle which scatters to a
momentum (or energy) below some fixed limit is considered stopped, and is removed
from the distribution. In this way the range profiles of both primary and recoil
particles are generated. The quantity Q is a generation term which (for recoils)
allows particles to be created from rest.
The distribution functions are assumed known at the surface plane z = 0.

Recoil distributions are identically zero there, and the momentum distribution of

the primary ion is taken to be a delta function:
F(p,0) = o8(B-p,) (12.2)

where ¢ is the total dose (per cmz) and Bo is the (unique) momentum of ions in
the incident beam. With these initial conditions, the coupled transport equa-
tions are integrated numerically to determine the distributions at all depths z.

Crossing a material interface, as occurs in a multilayered target, necessitates
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changing only the number density and cross sections to quantities appropriate to

the new material and continuing the integration. No changes occur in the momen-

tum distributions because these are continuous functions of z for any target com-
position. Such an approach is thus easily applied to targets of practical inter-
est.

In the past several years, elaboration of the transport equation model and
implementation in a computer program have remained a major thrust of the work.
Some of the many possible types of calculations, including recoil range distribu-
tions and stoichiometric disturbances in compounds, have been described in last
years annual report and in several related publications [12.9,12.10,12.11].

During the past year, specific areas of activity have been:

1. Calculations of the total number of oxygen atoms which are recoil implanted
from Si0p films into silicon during through-oxide implantation.

2. Development of a displacement criterion which can be used in conjunction
with calculations to predict the extent of amorphous layers produced in
silicon during implantation.

3. Improved calculations for very light ion implantation.

4, Initial investigation of very low energy ion implantation.

12.3 OXYGEN RECOIL YIELDS

As described in last year's annual report, the TE approach can be used to
calculate the spatial distribution of oxygen atoms which have been reco%l im-
planted into a silicon substrate during through-oxide implants. In addition, a
simple procedure was developed which allows one to approximate the oxygen recoil
distribution for arbitrary jon energy and oxide thickness. The approximate con-

centration C(x) at distance x from the interface is assumed to be of the form

C(x) = AeX/L (12.3)
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where the parameters A and L are given by

A 2

- ]n(%E—)
-(1000 A 4 ., 0X -3
A -< T > <0, * 8.7 - 107 ¢ exp .51 [em™] (12.4)
0X

- L = 3.75 wE, [A] (12.5)
where

[ 4

E, = incident ion energy (keV)
¢, = incident ion dose (Cm'z)
t tox = oxide thickness (A)
’
Rp = projected range of ion in SiO2 (R)
.- 4M1M2
R

b (M1+M2)

An example of a recoil oxygen distribution is given in Fig. 12.1 where we
compare the TE calculation for 200 keV As implanted into 1000 A Si02/Si with

™) the experimental results of Magee et al. [12.12]. One can see from the figure
that although the exponential approximation agrees well in the deepest part of
the distribution, there is significant disagreement near the interface.

[, One can correct for this discrepancy if one considers the recoil yield,
defineu as the ratio of the total number of recoil atoms in the substrate to the
number of incident ions. Experimentally, the recoil yeild is obtained by inte-

[, grating the recoil range distribution and dividing by the incident dose. Since
the recoil distribution is a maximum at the interface, the integral of the
distribution, and hence the recoil yield, will be dominated by those recoil atoms

T which cross the interface with the lowest energies. These recoil generally res-
ult not from collisions involving the primary ion, but from secondary and higher
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order collisions involving recoils which have been generated earlier in the film.
Such "cascade" recoils are more difficult to account for in calculations.

When calculating the recoil range distribution, the recoils considered are
only those which are created with an energy above some threshold (typically 1/40
of the initial ion energy). The neglect of these recoils has a negligible effect
on the deeply penetrating part of the recoil distribution, but critically affects
the value obtained for the total number of recoil atoms crossing the interface,
and hence the recoil yield. In order to account for these cascade recoils, a
modification of the TE calculation was made. With this modification, any recoil
which is created by a particle moving with energy greater than the threshold is
included.

In Figs. 12.2-12.4 are presented the results of calculations for the oxygen
recoil yield as a function of oxide thickness for boron, phosphorus and arsenic,
respectively, each at two different energies. One expects the recoil yield to be
a maximum when the interface occurs at the depth of maximum energy deposition,
typically about 0.8 times the projected range of the incident ion. This behavior
is confirmed by the fact that the projected ranges (indicated by arrows in the
figure) are slightly greater than the oxide thickness corresponding to the

maximum recoil yield.

The yields presented here are higher than would be obtained by integrating
the approximate exponential profiles. The extra yield is almast entirely con-
tained in the first few hundred angstroms of the substrate. Thus these results
can be used to correct the exponential approximation if the additional yield is
assumed to lie near the interface.

A reasonable procedure would be to add a second exponential profile charac-
terized by decay length L' and prefactor A', such that the total yield Y satis-

fies ¢Y=AL+A'L', The question then is how to determine A' or L' (Since Y is
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known, only one of A' and L' must be determined). One possibility is to assume
that L' is equal to the range of the highest enerygy recoil which is neglected in
the calculation of the recoil range distribution. Consider again the example
illustrated in Fiyg. 12.1. A TE calculation indicates that the total yield in
this case is about 1.6, whereas the exp iential approximation implies a yield of
only 0.6. The recoils which are originally neglected are those with energies
less than about £,/40 = 200 keV/40 = 5 keV. The projected range of 5 keV

oxygen in silicon is about 100 A. If we set L' = 100 A, then to account for the
excess yield we must have A' = 1021 cw-3., The dashed line in Fig. 12.1 shows
the exponential correction with A' = 1021 ci3 and L' = 10-6 cm. It can be

seen that when this high yield correction is added to the original approximation,
the experimental results are reproduced very well.

1¢.4 DISPLACEMENT CRITERION FOR AMORPHIZATION OF SILICON

It has been known for some time [12.13,12.14] that the complete activation
of implanted dopants requires anneal temperatures of about 600°C if the substrate
has been rendered amorphous by the implantation. However, temperatures of about
1000°C are necessary to remove compensating point and line defects if the sub-
strate has been heavily damaged but is not amorphous. Since lower process temp-
eratures are almost always advantageous (e.g. to prevent wafer warpage and dopant
redistribution), it is of interest to determine the conditions under which a
crystalline semiconductor such as silicon is rendered amorphous by implantation.

Vook [12.15] found that curves of the dose necessary to render the surface
of silicon amorphous as a function of temperature for boron, phosphorus and anti-
mony ions, could be collapsed into a single curve if one considered not the dose
itself, but the amount of energy density deposited into atomic processes. This

eneryy densty was taken to be the dose multiplied by the quantity v/Rp where v is
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the total energy deposited into atomic processes per incident ion [12.16] and Rp
the projected range of the incident ion [12.17]. Such a procedure leads to the
conclusion that when the amount of energy density deposited into elastic atomic
processes exceeds a certain threshold, a continuous amorphous layer is formed.
Experimental evidence reviewed by Gibbons [12.18] and Vook [12.15] indicates that

20 keV/cm3 for sub-

this critical energy density lies in the range of 6-10 - 10
strates which are held at low enough tenperature during implantation to insure
that all defects produced remain as stable damage.

Although this is a useful criterion for the production of an amorphous lay-
er, such estimates suffer somewhat from the fact that they do not acount for the
spatial distribution of the energy deposited into atomic processes. Since the
time of Vook's analysis, both the calculations of Brice [12.16] and the TE calcu-
lations [12.19] have shown that the damage is not uniformly distributed, but is a
maximum at a depth slightly less than Rp. Thus the simple energy density model
cannot, e.g., predict the extent of a buried amorphous layer which is known to be
produced by implantation of light ions such as boron into low temperature sub-
strates. To make such predictions, a more detailed knowledge of the spatial dis-
tribution of damage is necessary. The damage density profiles calculated by the
TE method give such information. Alternatively, one might use TE calculations to
determine the number of lattice displacements which occur at each depth. Relat-
ing the critical energy density to the number of lattice displacements is inore
difficult because of the complexity of the recoil phenomena involved.

With the TE calculations, it is possible to determine quite accurately the
fraction of the silicon lattice which is displaced at each depth during ion im-
plantation. In the calculations, the momentum distributions are used in conjunc-
tion with the scattering cross section to determine the number of silicon recoils

produced per unit volume at each depth. Dividing by the number density of
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silicon (5 » 1022 cm-3) yields the fractional displacement of the lattice at
that depth. These results have been correlated with the extent of implantation-
induced amorphous layers which have been reasured experimentally by channeling
and backscattering of MeV He particles.

In Fig. 12.5 we present the experimental results of North and Gibson [12.20]
obtained by channeling and backscattering of 2 MeV particles, for the disorder
distribution resulting from implantation of 150 keV boron in silicon held at
liquid nitrogen temperature. The backscattering spectrum obtained with the
sample aligned in the <110> direction is normalized channel by channel to a spec-
trum obtained with the sample oriented in a random (non-channeling) direction.
Thus a value of 1.0 indicates complete randomness of the sample and this has been
found to imply that the sample is amorphous at that depth. The position of the
edges of the buried amorphous layer produced by the implantation are taken to be
the points at which the normalized yield drops half the distance to the lowest
yield outside the amorphous region (yields of about .62 for the left edye and .77
for the right edge). Thus the amorphous region in this case is observed to lie
between 0.15 and 0.55 microns.

Shown with the experimental data in Fig. 12.5 is the result of a TE
calculation for the fractional displacement of the lattice under the same implant
conditions, assuming displacement energies Eq (the energy necessary to remove a
silicon atom from its lattice site) of 10 eV and 20 eV. Comparison of the
calculated curves with the experimental results indicates that the fractional
displacement at both edges of the amorphous layer is about 8.5% for Eq = 20 eV
and about 12.5% for Eq = 10 eV. Thus in this case, it appears that about 10%
lattice displacement results in amorphous silicon.

The results of TE calculations indicate that the number of displaced atoms is

proportional to the energy density deposited into atomic processes. In Fig. 12.6
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we compare the TE calculation with the results of Brice [12.16] for the energy
deposited into atomic processes under the same conditions as in Fig. 12.5. It
can be seen that for this case, in which the ion range distribution is known to
be highly skewed, the assumption by Brice of Gaussian intermediate range distri-
butions results in significant differences when compared to the TE calculation in
which the energy deposition is determined more directly. The dashed horizontal
line in Fig. 12.6 indicates the level of damage necessary to create an amorphous

2l keV/cm3resu1ts in amorphous

layer using the energy denstiy criterion that 10
silicon. Note that at a normalized depth of 1.2, the TE calculation yields
better agreement between the observed and predicted edge of the amorphous layer.
If one combines the energy density criterion with the 10% atomic displacement
criterion, one concludes that an average of 200 eV of deposited energy into atom-
ic processes results in one displacement, i.e., the average energy given to a
silicon recoil is about 200 eV.

Similar results for implantations of silicon into room temperature silicon
at 100 and 200 keV [12.19] indicate again that about 10% lattice displacement is
necessary to induce the amorphous transition at low temperature. Thus it appears
that the 10% displacement criterion is rather independent of ion mass and energy

as long as the substrate is held at sufficiently low teiperatures.

12,5 LIGHT ION IMPLANTATION

When the ion to sdﬁstrate mass ratio becomes less than unity, the possibil-
ity exists for ions to scatter through angles greater than 90° in a single colli-
sion. lons involved in such collisions are actually traveling back toward the
surface of the sample after the scattering event. Since the TE method as cur-
rently implemented involves forward integration in depth, those backscattered
ions can be accounted for only approximately. In addition, the recoil effects

that are associated with these ions are neglected. All these effects are notice-
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able for boron in silicon (Ml/M2 = 0.39) and quite significant for boron in
Gallium Arsenide (Mj/Mp = 0.15).

Toward the end of this fiscal year, work was started on an extension of the
TE method to allow more accurate determination of profiles in the very light ion
case. The idea is to apply a "multiple pass" approach. At each step in the
forward integration, the source density of new backscattered ions is determined
as part of the ordinary calculation. Instead of assuming such ions are stopped,
the source density is stored for later use. After the calculation has proceeded
once through the taryet, a reverse calculation begins, starting at the deep end
of the profile, and proceeding back toward the surface. At each step, the source
function which was previously stored is recalled and added back into the momentum
distribution. If a third pass is desired, another set of source densities is
stored (these now are ions which have scattered back toward the surface once, but
have reversed their motion again to be travelling forward). The calculation
proceeds until the profiles converge to a final result.

In Fig. 12.7, we show the results of a rnultiple pass calculation for 50 keV
boron implanted into GaAs. It can be seen that after four passes that the pro-
file has converged to the final result. So far, the method has been implemented
only for the primary ion. Work in the future will involve the implementation of
this approach to recoil and damage effects.

12,6 SUMMARY AND PLANS FOR FUTURE WORK

The one-dimensional version of the Boltzmann transport equation approach is
essentially complete. A simplified version, which calculates primary ion range
distributions in multilayered targets has been implemented in SUPREM 1I11. Recoil
and damage effects may be added as the need and/or desirability arise.

In addition to those areas already discussed, the work of the next several

years st necessarily involve research which anticipates the major trends now

317




o

L.
{

4

'

b

.

!

|

-

occuring in the integrated circuits industry. As devices shrink to sub-micron
dimensions, the thickness of overlyinyg films, such as oxides, must corresponding-
ly be reduced. This will in turn require implantation energies to be lowered.

At present, there exists very little theoretical or experimental data for ion
range and damage distributions at energies below 10 keV. It is expected that the
Boltzmann transport equation can be extended to the calculation of range and
damage distributions for ions that are implanted at very low energies.

In addition to studies in low energy implantation, the decreasing lateral
dimensions of devices requires a more accurate knowledge of mask edge effects
occurring during implantation. One would like to be able to predict the extent
to which ions penetrate laterally beneath a masking layer. The extension of a
Boltzmann type of approach to two dimensions is possible in principle, but the
implementation of such an approach would require prohibitive amounts of computing
time. Some initial work should be started, however, in an attempt to determine
what options are available with regard to this type of approach. Either a
simplified Boltzmann type approach or perhaps an entirely new method will
eventually be necessary if a complete two-dimensional process modeling program is

to become a reality.
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implantation of 3.6 1015 cm-
liquid nitrogen temperature.
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13. GETTERING AND TRANSIENT PROCESS CHARACTERIZATION

G. Bronner, C. Ho, J. Plunmer

13.1 INTRODUCTION

The ability to efficiently follow a phenomenon's time behavior has proven
a useful tool in the search for better I.C. process models. In this section
we briefly review the work of previous years which showed the feasibility uf
using a single sample to characterize a time dependent phenomenon. We then
explain in detail the work of this past year, which has concentrated on apply-
ing this technique to the problem of gettering. Finally we discuss what the
results suggest for the future.

In order to study time behavior, investigators often resort to the use of
multiple samples, with each sample corresponding to a different point in the
time course of a transient phenomenon. This approach has a nunber of draw-
backs.

First, multiple samples may require much processing. This can lead to
use of a limited number of samples or time points. In addition, undesirable
variations from sample to sample may occur due to an unknown cause. This may
lead to misinterpretation of the data. Such data, when put into SUPREM, would
have limited predictive power if used to simulate new processes.

Ideally, a single sample should be monitored vs. process time and temper-
ature "in situ", as, for example, in the use of automated ellipsometry to mon-
itor oxidation kinetics [13.1]. 1In electrical techniques requiring electrical
contacts or interconnects, present aluminum metallization is not compatible
with the high temperatures of most processes being characterized. An electri-
cal contact technology capable of withstanding high process temperatures, and

conventional chemicals used in sample preparation, would be extremely useful
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in this work. Additionally, this contact technology should not interfere with
the transient high temperature processes that will be monitored--i.e. the
technology must be relatively low temperature and should not introduce elect-
rically active impurities into the sample. Such a contact metallurgy allows a
single sample to be repeatedly heat cycled with interspersed electrical meas-
urements, as illustrated in Fig. 13.1. From such measurements a great deal
can be learned about the time/temperature behavior of transient processes.

We proposed tungsten silicide (WSi;) as a material which fulfilled the
requirements. To test its feasibility, wafers were processed incorporating
MOS capacitors and nt-p diodes with WSip metal lines. These wafers were
then annealed at temperatures ranging form 700°C to 1100°C. The capacitors
were measured to see how WSip affected the Si02/Si interface and thus cap-
acitor quality. The results were promising. The n*-p diodes were measu:ed
for leakage currents to check whether or not iimpurities were diffusing from
the silicide into the bulk Si. WSip contacts did not seem to affect the
n*-p diodes in any way. When used as a gate electrode WSip also performed
well. The sputtering process by which the silicides were deposited did seem
to introduce some damage to the Si02/Si interface. However, the damage
annealed out at high temperature leaving the WSi2 gate capacitors indistin-
guishable from Al gate devices.

Confirming these results is another experiment. Bipolar transistors were
fabricated using WSi2 metal lines. These devices should be more sensitive
to metallic contamination than p-n diodes. In a p-n diode one has diffusion
currents which can increase the leakage currents seen due to effects far away
from the device. In the bipolar device, any excess base currents can be
attributed solely to contamination in the base-emitter space charge region.

The bipolar devices were fabricated and immediately after metal deposition

the solid curve in Fig. 13.2 was measured. The wafer was then cieaned and
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annealed at 850°C for 1 hour. The same device was again measured. It is also
plotted in the figure, this time as a dot/dash line. We see that the collec-
tor currents are unchanged while the base current is increased at low levels.
We believe this rise is due to trace contamination from the metal tweezers
used in handling the wafer. Indeed as we measured devices away from the peri-
phery of the wafer we found no chande in device characteristics. This is
important in several ways. It establishes our ability to detect low levels of
contamination. Additionally, it demonstrates our ability to study the perfor-

mance of the same device after annealing.

13.2 GETTERING AS A TRANSIENT PHENOMENON

During the past year, work has concentrated on applying this technique to
the problem of backside damage gettering. Since gettering is believed to
involve silicon point defects, it was thought that characterization of this
process would provide useful insight into the role of these defects in an
interaction of damaged layers with other processes such as diffusion and
oxidation.

To get reasonable yields from large circuits, processing must be as clean
as possible. Studies have shown that even in the cleanest laboratories,contam-
ination can be introduced from sources such as tweezers, quartzware, and furn-
ace tubes [13.2]. A method frequently used to remove unwanted contaminants is
backside damage gettering. The aim of gettering is to draw impurities away
from active device areas (where they degrade circuit performance) to nonactive
areas such as the backside of a wafer. See Fig. 13.3. Although gettering has
been studied extensively [13.3-13.6], it is still not well understood.

To monitor the gettering action with time we chose the bipolar transistor.
Looking at Fig. 13.3, the region where metallic impurities are least desireable
is the base-emitter space charge region. Impurities here give rise to genera-

tion recombination currents [13.7], which degrade perforiance at low current levels.
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This effect can be seen in Fig. 13.4. Simple theory predicts that both the
collector current, I., and the base current Iy, should be exponentially
dependent upon the base-emitter voltage, Vpe such that Ic or Ip = exp
{9Vbe/kT}. In fact, the collector current, I., does behave that way, but

the base current does not. One finds the following dependence: Ip = exp
{9be/mkT}. As one scans across a wafer measuring many devices, one finds a
distribution in the base currents. As predicted by the Shockley, Read, Hall
recombination theory [13.8], one finds the m-factors in the exponential varies
such that 1 <m < 2. When m = 1 we have negligible contamination, while the
case of m = 2 corresponds to contamination by a metal which introduces a trap
level into the middle of the silicon bandgap. Thus, by looking at the base
currents across the wafer we hope to track the contamination level as a func-
tion of time.

Qualitatively this can be done for the wafer characterized in Fig. 13.4.
However, quantifying these results, i.e. correlating a certain base current
specifically to some N cm~3 metal atoms, is difficult. For the wafer shown
in Fig. 13.4 this is not possible due to the unknown nature of the
contaminants. If, on the other hand, a sample is intentionally contaminated
with a well behaved metal, the task may be more amenable. Gold is nearly ideal
for these purposes. It introduces a trap level very close to the middle of the
silicon bandgap [13.9]. Additionally, there is a large body of work on gold
diffusion in silicon [13.10-13.12]. This information base makes interpretation
of results possible.

For our first gettering experiment, a wafer was processed with bipolar
transistors on it. As outlined in the start of this report, WSip was used
as the metal layer. After normal fabrication was completed a thin layer of

gold was evaporated on the back of the wafer and then driven in at 850°C.
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Once the wafer was gold doped, a backside damage region was created using a
Nd-YAG laser on half of the wafer. Recent studies have shown laser damage to
be an effective getter which is stable through high temperature processing
[13.13]. The wafer was measured before and after anneals of 1/2 hour, another
1/2 hour, 1 hour, and 4 hours. All the anneals were done in nitrogen at a tem-
perature of 850°C. In Fig. 13.5 we have plotted normalized Ny (the level of
gold contamination) as a function of anneal time. We see that N¢ drops

sharply after a 1/2 hour heat treatment and then gradually relaxes back to its
original value after long anneal times.

This behavior is contrary to expectations. Once gettering action has
begun, one expects device performance to improve monotonically until all inpur-
ities have been removed from the device. Possible explanations of the data
are: 1) The backside damage is being annealed out at 850°C and the gold, after
initially being trapped at the backside, is being released. This seems unlike-
ly due to the reported stability of laser damage. 2) Gold is being gettered to
the backside. However, additional impurities from the furnace and/or the
WSip layer are degrading the devices. 3) Gettering action is not occuring.
Instead the change in device characteristics is just the gold reequiliberation.

Of these possibilities we feel the last is most plausible. When gold dif-
fuses into a wafer, it moves primarily as an interstitial atom, since inter-
stitial diffusion is much faster than substitutional diffusion. However, once
equilibrium is reached, gold prefers to sit substitutionally on the silicon
lattice. This requires the reaction of an interstitial gold atom with a sili-
con vacancy such that: AUI + V- AUSUB . To the gold atoms, the free silicon
surfaces look like sources for vacancies. This leads to the pile-up of goid at
the surfaces which is commonly referred to as a "U-shaped" profile (see Fig.

13.6). To prevent this pile-up from saturating the backside damage region with
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gold, approximately 10 microns of the back surface was etched away prior to the

’( laser damage. These factors may explain the experimental results above. Dur-

ing the first anneal, gold is driven towards the back side as a surface pile-up

is re-established. This results in a depletion of gold from the front of the

wafer. During subsequent anneals, as equilibrium is approached, gold returns
to the front of the wafer with concentrations similar to those seen initially.

Thus, from this experiment, conclusions are difficult to draw. Additional
information might be obtained by analysis of gettering in an uncontaminated
sample. By changing the times and/or temperatures of the anneals it is hoped
that we can determine what conditions are necessary for effective gettering.

In addition, these tests should tell us whether the wafer was being contamina-
ted by the furnace and/or the silicide layer.

A second experiment was pursued to look at these questions. As in the
previous experiment, a wafer was processed with bipolar transistors on it, with
WSip used for metallization. After the normal fabrication was completed,
half of the wafer was backside damaged using a Nd-YAG laser. The wafer was
then annealed in a nitrogen ambient at 850°C for times of 1/2 hour, 1/2 hour, 1
hour, 2 hours, 4 hours, and 8 hours. After each anneal the wafer was rapidly
cooled to room terperature, given a 1/2 hour forming gas anneal at 450°C, and
then electrically characterized.

To evaluate the effectiveness of the gettering, a number of identical dev-
ices across the wafer were characterized. As previously discussed, the base
current of any device at low current levels can be modelled such that Iy =
exp {4Vbe/mkT}. Due to the statistical distribution of the impurities, the
base currents show a spread which can be modelled by a distribution in
m-factors. If gettering is taking place, we would expect the m-factors to

approach 1 and the spread in the base currents to disappear as the impurities
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are drawn from the base-emitter space charge region. 1In Fig. 13.7 we have
plotted the results. Initially the devices show m-factors in the range of 1.13
to 1.56 with a mean of 1.3. Subsequent annealing increased the mean to 1.6
while decreasing the spread. From this we can conclude several things. First,
it is obvious that the furnace and the WSip layer are not contaminating the
devices in any significant way. It is also clear that for the times and
temperature used in this experiment (850°C for up to 16 hours) gettering was
not yet evident. And our ability to follow the time behavior of our devices
was again demonstrated.

Since gettering did not seem to be taking place at 850°C, it was decided
to repeat the same experiment, this time performing the anneals at 950°C. As
in the previous case, devices were fabricated and then backside damaged with a
Nd-YAG laser. The wafer was then annealed for times of 1/4 hour, another 1/4
hour, 1/2 hour, 1 hour, 2 hours, and 4 hours. Again the data from this experi-
ment was reduced to the form of a plot of m-factors vs. anneal time (see Fig.
13.8). Initially the characteristics are scattered with m-factors between 1.5
and 1.7 with a mean of 1.6. With subsequent anneals the mean finally rises to
1.73 with the scatter in values decreased considerably.

Thus in these two experiments we have been unable to see any gettering of
metallic impurities at either 850°C or 950°C for times up to 16 hcurs. There
are several possible explanations for this:

1) Perhaps gettering is simply not occurring in the time/temperature
range we are using. This is a possibility since we used laser backside damage
as our gettering agent. This is a new process which has not been well charac-
terized. We may simply be using inappropriate parameters. To avoid this un-
certaintly, the next set of experiments are based on an Argon Ion Implantation

damage gettering scheme which is known to getter effectively.
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2) Another possibility is that gettering is taking place but competing
contamination is masking its effect. This seems unlikely considering the
stability of the device characteristics during long anneals in the previous
experiments. It seems unlikely that a quasi-equilibrium situation would be
reached whereby the amount of metallic impurities drawn to the backside getter
is balanced by the amount of new contamination entering the device. Neverthe-
less, to check this possibility, the next set of devices fabricated will have
both bipolar and MOS devices. The MIS devices with their protective gate
oxides, should be immune from contamination. Thus by comparing MOS and bipnlar
characteristics we can determine if contamination is a problem.

3) Finally, we must ask if we are really looking at metallic contamina-
tion when we examine the behavior of the base current in bipolar transistors.
Vacancies are hypothesized to affect many processes in silicon. Indeed the
models used in SUPREM to explain oxidation of heavily doped silicon and the
diffusion of heavily doped regions depend on these formalisms. Recently, it
has been suggested that vacancies can affect device performance [13.14]. This
seems plausible. Vacancies are known to introduce levels into the silicon
bandgap. See Fig. 13.9. At 950°C the total number of vacancies in lightly

3 11

doped silicon Vo is 2.7 x 1012 ¢w3. At 850°C, V. is 8.6 x 10! em™3. In

T
doped regions these values are even higher. If these vacancy levels were
frozen in and if they were electrically active, they could dominate the genera-
tion-recombination processes and swamp out any effects due to metallic contam-
ination.

To test this idea, we performed the following experiment. A wafer was
oxidized at 1000°C to passivate the surface. It was then annealed at tempera-

tures rahging from 600°C to 1000°C. After each anneal the wafer was ccoled to

room temperature as quickly as possible. It was then given a 1/2 hour anneal
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in forming gas at 450°C. Bulk lifetime was then measured by looking at the
change in conductivity as a light was strobed on and off.

If frozen-in vacancies actually limit device performance, we should see
the lifetiime dropping off with higher anneal temperatures. A plot of lifetime
vs. inverse temperature (t vs. 1/T) should extract the activation energy of
vacancy formation. This is done in Fig. 10. We see that from 700°C tc 1000°C
the lifetime is essentially constant. Only at the lowest anneal temperature,
600°C, is the lifetime somewhat higher. From this we conclude that frozen-in
vacancies do not seem to affect device behavior. Thus, when we look at low
current operation of bipolar transistors we are indeed looking at a phenomenon
caused by metallic impurities.

We should qualify the above statement, noting that the result is obtained
by looking at recombination in the bulk and it then is being applied to the
case of generation in a depletion region. This is valid if Shockley, Read,
Hall recombination is valid. To check this, the same experiment is to be
repeated using lifetime in MOS capacitors, which will test lifetime in a
depleted region.

Beyond that, we have a number of plans for the future. Our first is to
process a wafer fully, including a gettering technique we know to work well.
Another wafer will receive the same process, except for the gettering treat-
ment. It will receive the same backside damage, but instead of one long
anneal, it will receive several shorter ones with its device characteristics
being monitored along the way. Thus we will see if five one-hour anneals, for
example, is the same as one five-hour anneal.

If the results of the above experiment are positive, we will then inten-
tionally contaminate another wafer with gold. We will then try to getter the

gold, tracking this gettering through its electrical effects, and thus
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quantifying it. We will then attempt to characterize gettering using various
backside treatments. People have reported using many forms of damage to getter
impurities. Whether gettering using these is a fundamentally different pro-
cess, or if they all represent minor variations on the saue theme, is a major
project we hope tc undertake.

We would like to point out that these studies should provide useful infor-
mation on the ways in which damaged layers interact with various silicon point
defects and other processing steps. The comparison between phosphorus diffu-
sion gettering and the other types of damage gettering should be particularly
fruitful in this regard. This stems from the work of various persons studying
heavy doping effects in phosphorus diffusion. These studies have led to an
understanding of the interactions between phosphorus and silicon vacancies,
which are believed to be the dominant defect in heavily doped phosphorus lay-
ers. Similarities and differences in gettering behavior should help establish

the ways in which damaged layers interact with point defects.

13.3 SUMMARY

We have shown that the use of WSip metallurgy allows us to characterize
efficiently a high temperature transient process. Therefore, we have begun to
use the technology to address the many problems included under the heading of
gettering. While our initial experiments have been inconclusive, they have
still taught us a great deal. As this knowledge is applied in the next genera-
tion of experiments, we believe that much data and insight related to the
interactions of heavily damaged regions and silicon point defects will be
gained. This understanding should be crucial to understanding the interdepen-
dencies of process steps, and lead to much improved models in SUPREM III. Al
of the diffusion and oxidation models used in SUPREM III depend upon knowledge

of local and instantaneous concentrations of interstitials and vacancies. The
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techniques used in this project should provide vital information about the

behavior of these defects‘in silicon.
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Fig. 13.3: Bipolar transistor structure used to study gettering. Gettering
involves the movement of metallic impurities away from the active
device areas of the wafer.
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14. POLYSILICON AND SILICIDE CONTACTS TO SILICON

B. Swaminathan, F. Shone, K. C. Saraswat, R. W. Dutton, J. D. Plummer

14.1 INTRODUCTION

Ohmic contacts to silicon in a device structure have traditionally been made
using metals such as Al, Ti, Mo, etc. In this type of technology, contact forna-
tion is done towards the end of the device fabrication. A1l of the high tempera-
ture steps are completed before the metal to silicon contacts are formed. After
the contacts are formed only low temperature fabrication steps are allowed
because the metal to semiconductor cortacts cannot withstand high temperatures.
During the last few years several new technologies have been emerging which util-
ize entirely different techniqués to forin contacts. In these technologies the
contacts are formed early in the process sequence and thus are subjected to
several high temperature steps. The motivation for this change has generally
been denser device structures. This change modifies the requirements imposed on
the materials being used to form contacts. Because of increasing use and inter-
est in these types of contacts, it is important to develop suitable process
models for SUPREM.

Doped polysilicon is increasingly being used to form contacts to source and
drain junctions in MOS transistors [14.1] and to emitters in bipolar transistors
[14.2]. 1In these applications the doped polysilicon serves two roles. First, it
acts as a source of dopant to form the junction and then it also forms the cont-
act to the junction. As a result the polysilicon contact is self-aligned to the
junction. No additional contact hole opening is required in this scheme. Thus
the junction area is minimized resulting in an overall reduction in device size.
Contact to the polysilicon can be made with conventional metals like Al or by

refractory metal silicide layers. This contact is generally made in an area of
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the circuit where the material underneath the polysilicon is thick Si02. In
other variations of this scheme the junction is first formed by conventional
techniques and a silicide or polycide (silicide/polysilicon combination) layer is
simply used to form the contact to it. The use of doped silicide contacts dir-
ectly to silicon has also been suggested [14.3,14.4] where the doped silicide
acts as a source of dopant diffusion to form the junction and simultaneously
forms an ohmic contact as well. This technique is similar to the use of doped
polysilicon, however, it has the advantage of lower silicide resistivity for
interconnection applications.

In these and other similar situations the silicide/silicon and silicide/
polysilicon/silicon interfaces are subjected to high temperatures after their
formation. This allows the dopant to move in and out of the various layers and

to redistribute accordingly. There are very serious implications of this

behavior. It has been observed that if MoSi2 contacts to N* shallow Junctions
are annealed above 700°C the contact resistance increases very rapidly [14.3].
The higher the anneal temperature, the higher the contact resistance becomes. If
instead the silicide is doped heavily with phosphorus the contact resistance re-
mains low [14.4]. Tsai et. al. [14.5] and Pan et. al. [14.6] have observed that
if WSip contacts to doped thin polysilicon filins are subjected to high tempera-
tures, a substantial amount of dopant can diffuse from the polysilicon to the
WSig. At the WSip/polysilicon interface the concentration is not uniform.

There are probably both segregation and redistribution effects taking place.
Again there are important device implications of these effects.

In this report we described the details of dopant diffusion from doped poly-
silicon into sinygle crystal silicon to form polysilicon contacts to silicon, and
the effects of oxidizing ambients during diffusion. Dopant segregation at the
and poly-Si/Si interface have been taken into account. A brief description of

5ilicide to silicon contacts is also yiven.
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14.2 POLYCRYSTALLINE CONTACTS TO SINGLE-CRYSTAL SILICON

Polysilicon is now finding increasing use as a source for diffusing dopants
into single-crystal silicon both in bipolar and MOS circuits. Novel devices have
been proposed in which the self-alignment features made possible by the use of
polysilicon contacts have been exploited. This report discusses the work done in
1981-1982 on characterizing dopant diffusion from a polysilicon doping source to
single-crystal silicon. This is a continuation of work reported in the 1981

annual report [14.7].

14.2.1 Polysilicon Doping Source in an Oxidizing Ambient

It was shown in the 1981 annual report [14.7] that in the diffusion of
dopant from a polysilicon doping source, an important effect is the absorption of
interstitials in the grain boundaries in the polysilicon. The silicon self-
interstitials are generated at the oxidizing interface, and any which reach the
substrate enhance the diffusivity of dopants there. Thus the oxidation enhanced
diffusion is strongly dependent on the structure and thickness of the polysili-

con. The concentration of interstitials in the substrate has been postulated to

be
Lol
(c; - ¢ = (C; - ¢t) exp| —>4 (14.1)
substrate surface [
Here C, is the concentration of interstitails induced by the oxidation and C¥* is

I I
the equilibrium intersitial concentration. Zpo]y is the thickness of polysilicon

still unoxidized and Ly is a characteristic adsorption length for interstitials
in polysilicon. From this the oxidation enhanced diffusivity, D may be written
as follows.

0.4 'Z
_ dx ol
D =D, + AIK(a—t—) exp(—uLI ) (14.2)
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In this expression Dy is the diffusivity in the absence of oxidation and
includes high concentration effects, AjK is an empirical constant and dx/dt is
the oxidation rate.

A. Confirmation of Interstitial Absorption

The experiments described in the 1981 report [14.7] did indeed show the
absorption of silicon self-interstitials at the grain boundaries. But these
experiments involved seperating the effects of high-concentration diffusion and
movingboundary oxidation from that of oxidation enhanced diffusion. An
additional exﬁeriment was therefore performed to demonstrate in a simple and
incontrovertible manner the interaction of interstitials with grain boundaries.
In this experiment the polysilicon layer was not doped and, instead, the
diffusion in a phosphorus buried layer was studied. The starting wafers were
predeposited with phosphorus from a POC13 source at 950°C for 30 minutes. The
phosphorus was then driven-in by a heat treatment at 1200°C for 30 minutes in
oxygen. A 5 um thick boron-doped epitaxial layer was grown ¢n the samples in an
atmospheric pressure reactor using silane at 1050°C. Polysilicon was then
deposited on the wafers by reducing the temperature of the reactor to 750°C. Two
thicknesses of polysilicon were deposited - 3000 A and 6000 A. Next, successive
tayers of oxide, nitride and oxide were deposited in the APCVD reactor. Stripes
of 1 mm wide nitride regions alternating with 1 mm wide bare regions were
obtained by photolithography. The samples were subjected to oxidation for
various times in oxygen at 1000°C. The differential diffusion of the buried
layers under oxidizing and non-oxidizing conditions was revealed using spreading
resistance measurements and by using a copper sulfate solution which stains the
n-type region. The resulting structure is shown in Fig. 14,1 and it is expected
that the regions that are oxidized will have diffused more than the regions under

nitride as schematically illustrated in the figure.
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Figures 14.2(a) and 14.2(b) show spreading resistance measurements of
concentration profiles in some of these buried layer structures which had been
oxidized in dry 07 for 17.5 hours. The greater diffusion in the region and
that was oxidized is clearly evident in Fig. 14.2(a) for the sample with 3000 A
of polysilicon. In contrast in Fig. 14.2(b) which is for the sample with 6000 A
of polysilicon, che concentration profiles in both the oxidized and unoxidized
regions are nearly the same and are also very similar to the profile in the
unoxidized region of the sample with 3000 A of polysilicon. The difference
between the two samples is clearly caused by the absorption of interstitials at
the polysilicon grain boundaries. The 6000 A polysilicon film absorbs most of
the interstitials that are generated by the oxidation, while the 3000 A film
allows a larger fraction of the interstitials to reach the substrate. Further
confirmation was obtained by subjecting the samples to more oxidation. This
reduced the thickness of polysilicon in the oxidized regions sufficiently to
allow enough interstitials to reach the substrate to cause a significant
difference in the diffusion in the oxidized and unoxidized regions, even for the
sample with 6000 A of oxide.

B. Effect of Grain Size

The experiments described above have established that the grain boundaries
of polysilicon are very effective in absorbing interstitials that are generated
by oxidation. The area of grain boundary per unit volume in a layer of polysili-
con is inversely proportional to the average grain size of the polysilicon. It
may therefore be expected that smaller grained polysilicon will be more effective
in absorbing interstitials than larger grained material.

The effect of the grain structure of the polysilicon doping source was stud-
ied by fabricating structures as in Fig. 14.3. The polysilicon layers were 3000
A thick and deposited at 750°C and 900°C. Since at 900°C, silicon deposited dir-

ectly on single-crystal silicon tends to form poor epitaxial layers rather than
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polycrystalline layers, the 900°C films were deposited on 500 A nucleating layers
ﬁ of polysilicon deposited at 750°C. The grain sizes for the films deposited at

r h

750°C and 950°C are estimated to be 500 A and 1000 A respectively [14.8]. The

14 atoms/cm2 of phosphorus at 60 KeV and then

samples were implanted with 3.3 x 10
%! then diffused for various times at 1000°C in wet oxygen. Junction depths were
measured by angle lapping and staining.

Fig. 14.4 shows junction depths as a function of the square root of time for

-

the two different grain-size samples oxidized in wet oxygen at 1000°C. It is

2P

seen that in the reygions protected by the nitride, the junction depth increases

linearly with the square root of time and is practically the same for both sizes

of polysilicon grains. In the oxidized regions, the junction depth is not a lin-

ear function of the square root of time because the OED effect increases with

time as the polysilicon is consumed. Moreover the junction is greater for the
larger grained material as expected. Absorption lengths of interstitials of 500 A
and 1000 A were extracted for the two samples.

14,2.2 Arsenic Diffusion from a Polysilicon Doping Source

Concentration profiles after arsenic diffusion from a polysilicon doping

source have been studied using Rutherford backscattering spectrometry. The con-

centration profile has been found to be mainly determined by the diffusion in the
single-crystal silicon since the diffusion in the polysilicon is so rapid that

; the concentration profile in the polysilicon is relatively flat. Segregation to

the grain boundaries of arsenic has been found to be an important factor which

causes two effects - a pile-up of arsenic at the polysilicon/single-crystal sili-

-

con interface and a difference between the surface concentration in the single-
crystal silicon and the average concentration in the polysilicon. The effect of

interface oxide layers between the polysilicon and the single-crystal silicon has

T

been studied.
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<100> oriented boron-doped silicon wafers of resistivity 8-12 9Q-cm were used
as the substrates in all the experiments. Some of the wafers had 120 A or 60 A
of thermal oxide grown at 850°C. A few wafers had the very thin oxide formed by
boiliny the wafers in the peroxide cleaning solutions. The other wafers were
dipped in hydrofluoric acid after the cleaning treatment, and may therefore be
expected to have the cleanest surfaces. The wafers then had 3000 A of polysilicon
deposited on them at 750°C at atmospheric pressure from silane with hydrogen as
the diluent.

After the polysilicon deposition the samples were implanted with arsenic at

1€ atoms/cmz. 5000 A of silicon dioxide were then deposit-

50 KeV to a dose of 10
ed on the samples at 450°C. This oxide layer is to protect the surfaces of the
samples from the furnace ambient and to prevent the evaporation of arsenic in the
high temperature diffusions that were performed next. The annealings were car-
ried out in a nitrogen ambient and varied from 1 hour at 1000°C to 7 days at
800°C.

Ellipsometric measurements on the sample which had oxide grown by boiling in
hydrogen peroxide solutions, gave an oxide thickness of 20 A. But Auger analysis
indicated that the amount of oxygen in the layer is what would be present in 5 A
of stoichiometric silicon dioxide. Similarly the sample which received the
hydrofluoric acid dip and is therefore nominally free of oxide was found to have
the amount of oxygen that would be present in 2 A of stoichiometric oxide.

Figs. 14.5(a) and 14.5(b) show the arsenic concentrution profiles both in
the polysilicon and in the single-crystal substrate for samples annealed at
1000°C for 4 hours. Fig. 14.5(a) is for the sample wich had "20 A" of oxide
between the polysilicon and the substrate while Fig. 14.5(b) is for the sample
with "0 A" of 6xide. It is seen that the profiles are much the same for both the

samples. There is a pile-up at the polysilicon/single-crystal silicen interface
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which is a little less for the sample with "0 A" of oxide. The reason for this

is that with the cleaner interface the substrate causes some of the grains in the
polysilicon near the interface to be reoriented. This was also confirmed by
channeling measurements. In the sample with "0 A" of oxide, the arsenic has
diffused slightly deeper in the substrate than in the sample with "20 A" of
oxide. Figures 14.6(a) and 14.6(b) are arsenic concentration profi'es for
diffusion from a polysilicon doping source diffused at 850°C for 3 days and 800°C
for 7 days. The difference between the surface concentration in the substrate
and the average concentration in the polysilicon is clearly seen. The profiles
in the substrate are seen to be reasonably well fit by the Chebyshev polynomial
expression given by Nakajima et. al. [14.9]. This expression has been derived on
the assumption that the diffusivity of arsenic in single-crystal silicon is
directly proportional to the concentration at high concentrations. Since the
polynomial expression fits the coggentration profiles in the substrate, the
diffusion mechanisms in the single-crystal silicon must be unaffected by the
presence of a deposited polysilicon layer.

It was found that 60 A or more of oxide between the substrate and the depos-
ited layer completely blocked any diffusion of arsenic from the polysilicon to
the substrate for an anneal at 1000°C for 4 hours.

The observed pile-up at the interfaces has been explained in terms of segre-
gation of arsenic to the grain boundaries [14.10]. Consider two sections, one
through the middle of the polysilicon layer and one at the bottom interface. The
bottom section is a plane which lies on an interface between the polysilicon
grains and single-crystal silicon. The section through the middle of the depos-
ited layer could pass through an occasional grain boundary, but is mainly through
the bulk of the grains. The backscattering measurement averages over the 1 mm
square area of the incident beam and therefore if arsenic segregates to the

interfaces of the grains, a pile-up would be expected.
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Less pile-up of arsenic is evident in Fig. 14.5(b) because in this sample
some of the grains at the interface have changed their orientation to that of the
substrate because of the very clean interface. Hence the interface between the
<100> oriented silicon and the randomly oriented crystallites is no longer a
perfect plane. The pile up at the interface is therefore smeared out.

Mandurah et. al. [11] have used electrical measurements to determine the
amount of dopant not segregated to the grain boudaries by assuming that dopant
which is segregated to the grain boundaries is electrically inactive. The rela-
tionship that they have found between NGB’ the concentration of dopant per cm3
at the grain boundaries and Ng, the dopant concentration in the grains is

;gg = A %i; exp (g%) (14.3)

20 atoms/cm3,

When arsenic is the dopant, at a concentration level around 2 x 10
the value of the heat of segregation, Qq, was found to be 0.41 eV. The value

of the pre-exponential factor AQS/NSi was 0.022 for a grain size of 1600 A. The
heat of segregation is not dependent on grain size while the pre-exponential
factor should be inversely proportional to the grain size.

In our experiments we have two effects which are a manifestation of arsenic
segregation to the grain boundaries--the pile-up of arsenic at the polysilcon/
single-crystal silicon interface and the difference between the average arsenic
concentration in the polysilicon and the arsenic concentration at the surface in
the single-crystal silicon. We have attempted to correlate our measurements to
calculations form the values of Mandurah et. al.

Measurements of the amount of arsenic piled up at the polysilicon/single-
crystal silicon interface which is analogous to the grain boundary have values of

14 14 14

4.1 x 1077, 5 x 107" and 5.8 x 10 atoms/cmz, respectively, for samples annealed

at 1000°C for 4 hours, 850°C for three days, and 800°C for seven days. Assuming
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that the grains are cubic, QGB’ the number of arsenic atoms per square centimeter

of grain boundary is given by

= T Nl (14.4)

OB GB

where L is the grain size. Using Eqs. (14.3) and (14.4), and knowing the grain
size of 1600 A measured by Mandurah et. al. and the average concentration in the
polysilicon, QgR was calculated. Measured and calculated values are compared

in Table 14.1. It is seen that there is fairly good agreeiment between the values
obtained from the two entirely different measurement techniques.

Measured and calculated values of the ratio of the surface concentration of
arsenic in the single-crystal silicon to the average concentration in the poly-
silicon are given in Table 14.2. The calculated values are Ng/N where Ng is
the concentration in the grains and N is the total average concentration in the
polysilicon given by Ngg + Ng. These values were calculated using Eq. 4 but
scaling the pre-exponential factor to account for the different grain sizes. The
grain sizes are 3800 A, 1800 A, and 1300 & for the films annealed at 1000°C for 4
hours, 850°C for 3 days and 800°C for 7 days respectively. Again there is good
agreement between measured and calculated values.

14.3 SILICIDE CONTACTS TO SINGLE-CRYSTAL SILICON

During the last few years, the use of refractory metal silicides has been
heavily investigated to form interconnections in VLSI circuits. It has been
observed that silicides of tungsten (W), molybdenum (Mo), and tantalum (Ta) and
titanium (Ti) have reasonably good compatibility with IC fabrication technology
[14.3,14.12-14.16]). They have fairly high conductivity, they can withstand all
the chemicals normally encountered during the fabarication process, thermal oxi-
dation of their silicides can be accomplished in oxygen and steam to produce a

passivating layer of Si0p, their contacts to shallow p-n junctions are
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reliable, and fine lines can be etched by plasma etching these materials. This
indicates that the silicides of W, Mo, Ta and 7i will be used as interconnection
layers in a manner very similar to polysilicon.

As an interconnection layer, the silicides are required to make contacts to
heavily doped single crystal silicon and polysilicon. The silicide layers are
incorporated early in the process sequence and are subjected to several high tem-
perature steps afterwards. This causes interdiffusion of dopants, which could
alter the device behavior.

Mochizuki et. al. [14.3] annealed MoSiz contacts to heavily phoshporus-
doped Nt diffusions and observed that up to 700°C the contact resistance
remained low; however, above 700°C it increased rapidly. By interposing a layer
of N* polysilicon between the MoSip and single crystal silicon the increase
in the contact resistance did not take place until 1000°C. They were not able to
determine the cause of this increase. Similar behavior was observed by Inoue
et. al. [14.4]. They recognized that the problem was caused by dopant diffusion
from the silicon to the silicide, causing depletion of donor impurities at the
surface and hence resulting in increased contact resistance. To overcome this
problem they doped the silicide heayily with phosphorus prior to the anneal and
found that in this case no increase in contact resistance took place even after
annealing up to 1100°C. Their results are shown in Fig. 14.7; obviously in this
case the loss of dopant did not take place and therefore the contact resistance
remained stable.

In order to investigate these changes in contact resistance one must first
understand the basics of metal to silicon (M-S) contacts [14.17,14.18]. Because
of the work function differences a potential barrier is formed when a metal is
put in contact with a semiconductor as shown in Fig. 14.8. If an M-S contact has
no potential barrier at the interface, a true ohmic contact results which has a

linear current-voltage characteristic and its resistance is just that of the bulk
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semiconductor. However, M-S contacts can appear ohmic for other reasons as

well. If the potential barrier is so low that a negligible amount of voltage
drops across the interface, again an ohmic behavior is obser- 4 (e.g., Au and Pt
on p-type Si). However, practical ohmic contacts on n-type .i are made by metals
such as Al, Au, and Pt, which are known to form fairly high barriers (0.7 - 0.9
eV) on lightly doped Si. Since it is also known that the barrier height is
essentially independent of the semiconductor doping concentration (except for

20 cm’3), it is

image force lowering which should be less than 0.2 eV for Ny < 10
clear that relatively high barriers (> 0.5 eV) exist in such contacts on heavily
doped silicon. Therefore, these contacts are ohmic for a different reason.

When the doping concentration is high the depletion region width becomes
small as shown in Fig. 14.8(a). Therefore, electrons can easily tunnel through
the barrier, in addition to the thermionic emission process. This added component
of current reduces the voltage drop across the contact such that most of the
applied voltage is dropped across the semiconductor bulk. Thus the terminal
current-voltage characteristic of such a contact is ohmic,

Fig. 14.8(a) depicts the situation where the semiconductor is lightly
doped. In this case, the depletion width is so wide that the only way the
electrons can get into the metal is by thermionic emission over the potential
barrier ¢g.

Fig. 14.9 shows plots of specific contact resistance as a function of doping
density in n and p type Si for different barrier heights [14.17]. It is evident
that contact resistance increases sharply as the doping density decreases. It
can also be seen that higher barrier materials give higher contact resistance and
are more sensitive to the doping density in the silicon. [t is obvious from
Fig. 14.9 that to cause a factor of ten change in contact resistance such as

shown in Fig. 14.7 only a factor of 2 to 3 change in doping density is required.
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This change is needed only near the silicide/silicon interface just sufficient to
cause a change in barrier thickness [14.17,14.18] and could be caused by
interdiffusion and segregation of dopant at high temperatures.

Tsai et. al. [14.5] have observed considerable diffusion effects in a wSi;/N
polysilicon structure. They deposited WSip on phosphorus doped polysilicon and
annealed it with and without an oxide cap and found that phosphorus diffused very
rapidly from the polysilicon into wSi2 and into the ambient if the w512 was not
capped with Si0p. A 1000°C anneal in their case lowered the phosphorus
concentration in the polysilicon by about an order of magnitude. Pan et. al. [6]
have recently studied this phenomenon in more detail. In their work the
diffusion of dopants (B, P, and As), from the doped polysilicon through the
silicide of a polycide during 800° or 1000°C annealing, was observed. The
redistribution of boron in a polycide structure was found to be quite different
from that of phosphorus and arsenic. The dopant concentration in the WSij
layer depends on the type of dopant, annealing conditions, film, and the
stoichiometrics of the silicide. The diffusivity of the dopants was found to be
more than three orders of magnitude higher than in single crystal silicon.

This rapid diffusion and redistribution can explain the changes in contact
resistance [14.3,14.4]. If the silicides have to be used as a contact material
the modeling of dopant diffusion in silicides and segregation and redistribution
at the silicide/silicon interface is of extreme importance.

In our work, we seek to expand the modeling ability of SUPREM to include
silicide to single crystal and polycide to single crystal contacts, in addition
to doped polysilicon to single crystal contacts. Electrical properties and
impurity profiles are being investigated in these structures. Silicides of

tungsten and tantalum (WSi, and TaSip) are being used to form contacts with
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doped silicon. In our future work the contact resistance will be measured as a
function of high temperature processing. This will allow us to obtain important
information from the point of view of process design and will point to cases of
more interest which need to be examined in more detail.

In order to understand the redistribution of dopants across the polysilicon,
polycide/silicon and silicide/silicon interfaces and their implication for elect-
rical behavior of the contacts, we are investigating the ability of various sili-
cides to dissolve dopants from nearby silicon in terms of both the thermodynamics
of the process as well as the kinetics.

The first question to be answered is what is the concentration of dopant
that can be accommodated by a silicide in contact with doped silicon at thermal
equilibrium. - In the dilute limit, we would expect the silicide concentraion Cp

to be related to the silicon concentration CS by a simple Boltzmann relationship

Cy = Cs /KT (14.5)

where Q could be positive or negative and also contain temperature dependent
terms. One goal of this part of the program is to measure Q for important sili-
cides and dopants.

In addition to strictly the thermodynamics of the process, the kinetics will
also be important to device processing. As a second part of this study, we are
investigating the diffusion of dopants through silicides and possible segregation
that might occur at the silicide/silicon interface.

Techniques being applied include Auger sputter profiling ASP, RBS and sec-
ondary ion mass spectrometry SIMS. These techniques are being used to obtain
elemental concentration profiles for the mesurements necessary to answer the

questions raised above. Finally, any OED effects observed when polycide or sili-

cide contact structures are thermally oxidized are of interest. The combination of
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these various contacting schemes will greatly enhance the modeling capability of

SUPREM;

for each of the materials, the objective is to develop quantitative

models suitable for SUPREM implementation.

At

the present time this work is just getting underway. Initial studies of

WSip/Silicon contacts are in progress, specific results will be reported in the

future.
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Table 14.1

Calculated and Measured Arsenic Concentrations in the Grain Boundary

atoms/cm2 of grain boundary

Temperature (°C) Measured Calculated

1000 4.1 x 1014 4.4 x 1014

850 5.0 x 1014 7.1 x 1014

800 5.8 x 1014 8.3 x 1014
Table 14.2

Ratio of Surface Concentration to Poly Concentration

Csurface/cpoly
Temperature (°C) Measured Calculated
1000 0.75 0.71
850 0.41 0.42
800 0.24 0.30
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Fig. 14.1:

Structure used to demonstrate the absorption of interstitials by the
grain boundaries in polysilicon.
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Structure used in experiments on the effect of polysilicon grain size

on OED.
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(b)

Arsenic profiles after diffusion from a polysilicon doping source for
(a) 850°C, 3 days and (b) 800°C, 7 days.




-

Fig. 14.7:

o
L]

107

CONTACT RESISTANCE (ohm cm?)

S
»

.
_»

n*Si (20 ohm/ O)
ANNEAL O5,20MIN

/L—Mo Sig
/ ’
_{PH0S. DOPED MoSiz

‘\“~o--<:--o-
1 | | .

Contact resistance between Silicide and N* Si after annealing for

20 min. [14.4].

800 900 1000 1100

ANNEALING
TEMPERATURE (°C)

368




(o

[

g

N

‘B _ _'l;F__ _‘
vV

EF-""-

METAL SEMICONDUCTOR

(a)

Eg —-—1

Fig. 14.8: Band diagrams of metal n-type semiconductor contacts under forward
bias voltage: (a) semiconductor lightly doped, (b) semiconductor
heavily doped, (c) semiconductor very heavily doped (degenerate).

369




04 T
; | I

. , —— n-TYPE SIS
b --=-p~—TYPE S
T 1 300°«

RC LOWM - -2}

Fig. 14.9: Theoretical specific contact rsistance at 300°C for n-type. <111>
- oriented (solid lines) and p-type (dotted lines) silicon. The solid

' circles are experimental results of Al-Si and Mo-Si barriers (qug =
0.6 eV), and triangles for PtSi-Si barriers (qug = 0.85 ev) [14.17].

370




15. DIFFUSION OF ARSENIC IN POLYCRYSTALLINE SILICON

B. Swaminathan, M. Kump, K. Saraswat, R. Dutton
15.1 INTRODUCTION

The results of studies on the diffusion of dopants from polysilicon doping
sources to the single-crystal silicon substrate in various ambients have been
detailed in another section of this report. In this application, the value of
the diffusivity of the dopant in the polysilicon itself is usually of little
consequence, since the diffusivity is so large that the dopant is distributed
uniformly in the polysilicon, and the overall profile is determined by the
diffusivity in the single-crystal silicon. However the characterization of
dopant diffusion in polysilicon is of interest for some device applications. The
performance of high value polysilicon resistors used in static memory is limited
by the diffusion of dopant, primarily along the grain boundaries, from the highly
doped contact area to the lightly doped resistor area. Diffusion along the grain
boundaries will also limit the performance of devices fabricated on large-grained
polysilicon thin films obtained by laser recrystallization.

The diffusion of arsenic in polycrystalline silicon films has been studied
over the temperature range of 750 to 950°C and for grain sizes from 0.21 um to
0.51 um [15.1]. Rutherford backscattering spectrometry has been used to measure
the concentration profiles of arsenic, 1nitially introduced into the polysilicon
by ion implantation, after various annealing steps. The concentration profiles
have been found to be determined by a combination of several factors--a low dif-
fusivity in the bulk of the grains, a much higher diffusivity in the grain bound-
aries and the segregation of arsenic to the grain boundaries. The diffusivity of
arsenic in the grain boundaries is independent of concentration, with an activa-

tion energy of 3.9 eV, very close to that of the low-concentration arsenic diffu-
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sivity in single-crystal silicon. However, the value of the diffusivity is 1.3 x

5 exp (-3.9/kT) cmz/sec, four orders of magnitude higher than the single-

10
crystal value. The diffusivity in the interior of the grains is the same as that
in single-crystal silicon.

15.2 EXPERIMENTAL PROCEDURE

<100>-oriented silicon wafers with 1000 A of thermally grown silicon dioxide
were used as substrates for the deposition of 1 um thick layers of polysilicon in
a low-pressure chemical-vapor-deposition reactor at the pressure of 0.2 Torr and
a temperature of 625°C. To study the effect of changing grain size and structure
on the diffusivity of arsenic, some of the polysilicon films were annealed in a
nitrogen ambient at 1100°C or 1200°C for one hour. Transmission electron micro-
scopy was used to measure the grain sizes of the three kinds of films. The as-
deposited films had an average grain size of 0.21 um, the films annealed at
1100°C had a grain size of 0.36 um, and the films annealed at 1200°C had a gyrain
size of 0.51 um. X-ray diffraction was used to measure the texture of the var-
jous films. The as-deposited films had a great deal of <110> texture and very
little of any other texture. The <110> texture was less for the films annealed
at 1100°C and still less for the films annealed at 1200°C. The other textures,
particularly <311>, increased with higher temperature annealing. These results
are consistent with the work of Kamins, et., al. [15.2].

The three kinds of films were implanted with 40 KeV arsenic ions to a dose

16 atoms/cmz, and a 4000 A layer of silicon dioxide was chemically vapor

of 10
deposited on the filins at 450°C. The samples were then subjected to heat treat-
ments in a nitrogen ambient, ranging from 3 minutes at 950°C to 24 hours at
750°C., For the shortest diffusion times, heating transients were minimized by
pushing the wafers into the furnace without a boat. X-ray diffraction confirmed

that these heat treatments were for such short times or were at such low tempera-
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tures that little grain growth or change in structure of the polycrystalline
silicon could occur. The arsenic distributions in the samples before and after
the heat treatments were measured using 2.2 meV, 4He* ion backscattering.

15.3 EXPERIMENTAL RESULTS AND INTERPRETATION

Fig. 15.1 shows the concentration of samples annealed at 800°C for six
hours. It is seen that there is a sharp peak in each profile near the surface of
the polysilicon layer. The concentration then drops off more slowly with depth.
This latter portion of the profile is well fitted with a complementary error
function as shown.

These concentration profiles can be explained by the low diffusivity of the
arsenic in the interibr of the grains and the much higher diffusivity in the
grain boundaries. After the 40 KeV jon implantation, the arsenic is mostly in
the interior of the grains in a region less than 1000 A from the surface. On
heat treatment, some of the arsenic moves from the bulk of the grains to the
grain boundaries, where it tends to segregate [15.3,15.4]. The amount of arsenic
reaching the grain boundaries is limited by the slow diffusivity in the bulk of
the grains and arsenic remaining in the interior of the grains is responsible for
the peak near the surface in the concentration profiles of Fig. 15.1. The
arsenic which reaches the grain boundaries diffuses very rapidly there. This
source-limited diffusion tends to produce a complementary error function
concentration profile, similar to the case of diffusion from a Tow-diffusivity
layer into a substrate with much higher diffusivity [15.5].

Since the portions of the concentration profiles resulting from grain-
boundary diffusion are well fitted by complementary error functions, the grain-
boundary diffusivity must be independent of concentration. This is in contrast
to the case for diffusion in single-crystal silicon where there is a strong con-

centration dependence of the diffusivity because of which the profile deviates
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from analytic forms such as the Gaussian or the complementary error function.

Values for the grain-boundary diffusivity were extracted from the concentration
profiles using the parameters found by fitting complementary error functions to
the data. For the samples shown in Fig. 15.1, the grain-boundary diffusivity is

14

3.7 x 107 cmz/sec at 800°C. This value is about the same for the initially

unannealed polysilicon sample of 0.21 um grain size, and for the samples with

grain sizes of 0.36 um and 0.51 um.
Fig. 15.2 shows an Arrhenius plot of the measured grain-boundary diffusivity.
The data are seen to be described very well by 1.3 x 105 exp (-3.9/kT) cmz/sec.
t The diffusivity of arsenic in the polysilicon grain boundaries is four orders of
magnitude higher than the diffusivity at low concentrations in single-crystal
silicon, but the activation energy is quite close to the single-crystal value of
4 4.1 eV [15.6]. These results are surprising since the activation energy of diffusion
k‘ in the grain boundaries of metals is only half that of diffusion in the bulk [15.7].
f It is seen in Fig. 15.1 that *he larger-grained polysilicon samples have larger
peaks near the surface and less arsenic diffused deep into the samples. In the
larger-grained material, the arsenic has to diffuse a greater distance in the grain
‘! before reaching a grain boundary, hence more of the arsenic remains in the interior
of the grains.
These measurements of the concentration profile do not readily yield inform-
ation on the value of the diffusivity in the bulk of the grains. Still a rough
estimate can be made from the concentration profile of Fig. 15.3, which is for a
sample of polysilicon with 0.51 um grains, implanted with arsenic and annealed at
! 900°C for 1 hour. The arsenic which has diffused out to the grain boundaries is
distributed uniformly through the depth of the film, while the arsenic still in the

interior of the grains near the surface forms a peak in the concentration
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profile. This peak is broader than the initial ion-implanted concentration
P profile because of bulk diffusion. The broadened surface peak may not be Gauss-
ian because of concentration-dependent diffusion. Considering the limited exper-
imental depth resolution of about 400 A, an approximate diffusivity may be
extracted by fitting the surface peak with a Gaussian distribution. The

15

resulting value for the bulk diffusivity is 8 x 10~ cm2/sec at 900°C, compared

-12

to a grain-boundary diffusivity of 1.6 x 10 cmz/sec at the same temperature.

Diffusivity in single-crystal silicon of arsenic at a concentration of 2 x 1020

15 cm2/sec. Thus the diffusivity in the interior

atoms/cm3 is also about 8 x 10°
of the grains seems to be the same as that in single crystal silicon.

We used the values provided by Mandurah et al. [15.3] for arsenic
‘ grain-boundary segregation, to verify that most of the arsenic which has left the
surface implanted layer remains in the grain boundaries. For the heat treatments
L. used in our experiments, the amount of arsenic transported by lattice diffusion
away from the grain boundaries into the grains was small compared to the amount
in the grain boundaries, and the situation corresponds to Harrison's “type C"
[15.8]. The simple analysis which fits the measured profiles by complementary
error functions is therefore justified, and it is not necessary to use the much

more involved analysis of Whipple [15.9].

15.4 2-D NUMERICAL SIMULATION OF DIFFUSION IN A GRAIN

T' The two-dimensional process simulation program SUPRA [15.10] has been used
to simulate the diffusion of arsenic in a grain of polysilicon with a grain

boundary. The polysilicon layer is idealized as having equally spaced grain

X boundaries perpendicular to tlie surface as shown in Fig. 15.4(a). There is
reflection symmetry about the center of a grain between grain boundaries and
about the middle of a grain boundary, for initial conditions consisting of a sur-

Ke face implanted layer of dopant. Therefore only one half of a grain needs to be




considered. The structure used in the simulation is shown in Fig. 15.4(b). The
Li grain boundary region is modeled by a 5 A wide sliver at the right edge of the
structure, while the rest of the structure simulates the interior of a grain.

The grain boundary region is specified to have a dopant diffusivity indepen-
dent of concentration and a value much higher than in the interior of the grain
‘! as indicated by the experimental results discussed previously. The segregation

of arsenic to the grain boundary i. modeled by specifying a segregation coeffi-

I cient. Assuming cubic grains, the segregation coefficient, m, is given by
L‘
N
ms = L 0B (15.1)
6 NG

where 25 is the thickness of Lne grain boundary, NGB/NG is the ratio of the con-
centration of arsenic in the grain boundary to that in the interior of the grain

and may be calculated from the values given by Mandurah et al. [15.3], and L is

the grain size. At 800°C mé is approximately 500 A.

As discussed above, the diffusivity in the interior of the grains seems to
be about the same as in single-crystal silicon. In the simulations the depen-
dence of the diffusivity on the concentration as given by Fair [15.11] were used.
Both the increase in the diffusivity at high concentrations because of the
increase in the vacancy concentration, as well as the decrease in the diffusivity
caused by arsenic clustering are taken into account.

The results of simulation for a sample implanted with 1016

atoms/cm’ of
arsenic and annealed at 800°C for 6 hours are shown in Fig. 15.5. The qonféurs
of constant concentration after redistribution are shown in Fig. 15,5(;). It is
seen that the arsenic at the top of the vicinity of the grain bduhdary is deplet-
ed. The arsenic diffuses rapidly down the grain boundary“éhd back froi the grain

boundary to the interior of the grain. At any depth greater than 0.2 um, less

than 10% of the dopant is in the interior of the grain, most of the dopant is in
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the grain boundary. In order to compare the simulation with experimental
results, the two-dimensional concentration profiles had first to be reduced to
the one-dimensional concentration profile obtained from the RBS measurement which

gives the average concentration at any horizontal plane. That is

C,(y) = % [y Cplx,y)dx (15.2)

where C1(y) is the effective 1-D concentration profile, W is the width of the
simulation region and Cp(x,y) is the 2-D concentration profile. In addition,

one other effect has to be taken into account. The diffusion in a grain with
grain boundaries is actually a three-dimensional problem, but the idealized
structure on which the simulation has been performed, Fig. 15.4(a), is a two-
dimensional one. The grain boundaries should run not only perpendicular to the
plane of the paper as in Fig. 15.4(a), but also parallel to the plane of the pap-
er and with the same spacing as the other set of grain boundaries, if grains with
a square cross section are assumed. This effect can be corrected for by weighing
the regions near the grain boundary by a factor of 2 in taking the section aver-
age indicated in Eq. 15.2. The comparison of experiment with simulation is shown
in Fig. 15.5(b). The grain size and the diffusivity in the grain boundary have
been used as adjustable parameters to fit the experimental data. The value of
the grain size used in the simulations is half the value of 3600 A measured by
transmission electron micrescopy. This discrepancy might be due to uncertainties
in the procedure for measuring the grain size from a transmission electron micro-
graph, and to errors involved in assuming grains with a square cross section in
correcting for the three dimensional effects. The value of the diffusivity in
the grain boundary used in the simulation is 4.2 x 10-14 cmé/sec as compared

to 3.8 x 10-14 cmé/sec, the value extracted by fitting the data with a comp-
lementary error function. This difference is because of the small amount of

arsenic which has diffused back into the yrain from the grain boundary.
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For the conditions in which the experiments with arsenic were performed, the

interpretation of the profiles is much simplified because the profile is neatly
separated in two regions, a surface region where the dopant is mostly in the
interior of the grains and a tail region where the dopant is mostly in the grain
boundary. This circumstance occurs because of the large amount of arsenic segre-
gation to the grain boundary. The work of Mandurah et al. [15.3] has shown that
in the case of boron there is no segregation to the grain boundary, and hence
most of the dopant is always in the interior of the grain. Fig. 15.6 shows the
results of simulation for boron diffusion with a grain boundary diffusivity 104
times the diffusivity in the interior of the grain. It is seen that the profile
follows no simple pattern.

The amount of lateral diffusion that might be expected from a contact region
in a polysilicon resistor or transistor structure has been simulated. Fig. 15.7
is the top view of a polysilicon layer with a highly doped arsenic region on the
leic¢ and with a grain boundary. After an inert ambient anneal for 5 hours at
1000°C, the arsenic has segregated to the boundary and diffused along it to pro-
duce a finger of approximately 5 um length. This compares well with EBIC meas-
urements of the same structure by Johnson et al. [15.14].

15.5 DIFFUSION MECHANISMS IN THE GRAIN BOUNDARY

The arsenic concentration profile in the grain boundary has been shown above
to be of the form Ngperfc(y/2/Dt) where D is the diffusivity in the grain
boundary and t is the diffusion time. Ng, the surface concentration in the
grain boundary is determined by the amount of arsenic implanted in the
polysilicon, and by the concentration-dependent diffusivity in the interior of
the grain. The grain boundary diffusivity is independent of concentration, and
since the activation energy is 3.9 eV, very close to that of the diffusivity at

low concentrations in single-crystal silicon, it may be suspected that the diffu-

sion mechanisms are similar in the grain boundary and in intrinsic silicon.
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In the case of metals the activation energy for diffusion in the grain
boundaries is often only half that for diffusion in the bulk [15.7]. This might
be because of the great difference between the neighborhood of a diffusion atom
in the interior or a grain and that of one in a grain boundary. The interior of
a grain in a metal usually has the atoms close-packed around the diffusing atom,
but at the disordered region constituting a grain boundary, the packing is much
looser. However for the case of silicon, because of the very open diamond lat-
tice, the structure of the immediate neighborhobd around an atom may be similar
whether it is in the interior of a grain or in a grain boundary. This could
account for the activation energies of diffusion in bulk silicon and in the grain
boundary being so close.

Impurity and self-diffusion in single-crystal silicon are believed to occur
predominantly via interactions with vacancies in various charge states. The
concentrations of the charged vacancies are a function of the Fermi level. The
activation energy for impurity diffusion with a vacancy in the rth charge state

is [15.11]
Qp = Hy + Qpy - B

where (15.3)
Gy = o - ]

Here H§ is the enthalpy of formation of the vacancy, QI is the effective activa-

tion energy for diffusion of the impurity with the vacancy, QYV is the migration

energy of the impurity-vacancy complex, E; is the binding energy of the impurity-
vacancy pair, AH; is the migration enthalpy of the vacancy and AQr is the poten-

tial energy difference between a vacancy at a third coordination site from the

impurity and one at infinity.
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conclusions based on these results would therefore be unwarranted.

380

diffusion in the bulk and in the grain boundary be somewhat different.

charged vacancies, and a contribution from neutral vacancies is added.

g

:

. For arsenic in silicon Fair [15.11] has given

| - 3.44 n 4.05\ 2

L Dpg = 0.066 exp (- T >+ 12.0(ni) exp (- T ) cm”-/sec (15.4)
where 3.44 eV is the activation energy for diffusion with neutral vacancies and

n 4,05 eV is the activation energy for diffusion with negatively charged vacancies.

We estimate from our data that the activation energy of grain boundary diffusiv-
ity of arsenic is 3.9 #0.2 eV. Comparing this to Fair's data might lead one to
conclude that the diffusion in the grain boundary is with negatively charged

vacancies. However it would not be unexpected that the activation energies for

Moreover

the data of Fair are questionable. Fair in an earlier paper [15.12] gives an
expression for the diffusivity of arsenic in intrinsic silicon which is close to
the second term of Eq. 4 and which is also close to the data of Chiu and Ghosh
[15.6]. The earlier work is referred to in a later paper [15.13] but the

diffusivity given earlier is stated to be only the component from negatively

This is a

substantial term and modifies the diffusivity in intrinsic silicon by a factor of
2 or more at all temperatures below 1150°C. No reason for this discrepancy with

his own earlier data or with the data of others is given. Drawing definitive

The bast explanation for the independence of the diffusivity from the con-
centration level in the grain boundary would be that the Fermi level in the grain
boundary is not a function of the arsenic concentration because the arsenic in
the grain boundary is not electrically active. In the case of diffusion in
single-crystal silicon, it is the dependence of vacancy concentration on the
Fermi level which causes most of the concentration dependence of the diffusivity.
The diffusion mechanisms might therefore be about the same in the grain boundary

as in intrinsic silicon, but with a much higher concentration of vacancies.




15.6 COMPARISON WITH PREVIOUS WORK

There are differences between our results and published work on diffusion on
polysilicon. Kamins et al. [15.15] reported a strong correlation between <110>
texture and the diffusivity of boron and phosphorus in thick films of
polysilicon. For the thinner films used in this work, no such relationship was
found, the arsenic grain boundary diffusivity being independent of X-ray texture.

The grain-boundary diffusivities of arsenic obtained in this work are two
orders of magnitude higher than the values reported by Tsukamoto et al. [15.16]
and Ryssel et al. [15.17]. We believe that this difference is caused by an
incorrect interpretation of the data in their work. As discussed above, the
broadening of the surface peak in Fig. 15.3, gives an indication of the
diffusivity in the interior of the grains. This value of diffusivity is the same
as in single-crystal silicon at the same dopant concentration, and is two orders
of magnitude lower than grain boundary diffusivity. It appears that Tsukamoto et
al. and Ryssel et al. have extracted all their diffusivity values from
measurements of the surface peak.

Johnson et al. [15.14] have reported results of electron-beam-induced-
current and transmission-electron-microscope measurements on arsenic-diffused
lateral diodes fabricated on laser-recrystallized polysilicon diodes. As

mentioned above their results are consistent with our data.

15.7 SUMMARY

The diffusivity of arsenic in the grain boundaries in polycrystalline sili-
con has been studied experimentally and modeled with two-dimensional process sim-
ulation. It has been found that the diffusivity is much higher than reported by
earlier workers. The activation energy for diffusion in the grain boundary is
close to that for diffusion in the bulk. The diffusion in the interior of the

grain is the same as in single-crystal silicon. Simulations have shown that the
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concentration profiles in polycrystalline silicon after diffusion are very much

influenced by the amount of segregation to the grain boundaries. Boron profiles

are quite different from arsenic ones because there is no segregation of boron to

the grain boundary.
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16. PRACTICAL CONSEQUENCES OF DOPANT SEGREGATION
R. W. Barton, C. R. Helms, W. A. Tiller

16.1 SURVEY OF DOPANT SEGREGATION EFFECTS ON DEVICE BEHAVIOR

In previous periods we have experimentally and theoretically modeled the
segregation of phosphogus and arsenic at the Si-Si0p interface. A version of
the model has been incorporated into SUPREM III. In the following sections of
this report some of the practical device consequences of the segregation effect
are discussed and examples of calculated profiles using an analytic solution to
the dopant segregation problem presented.

16.1.1 Effects on Interface Properties

In previous work we presented a few atomic models for the binding site of
phosphorus in the Si/Si02 interface. These were based on idealized atom
ar(angements in a silicon <111> interface which, to first order, we assumed were
not disrupted by the presence of phosphorus. Several second order effects due to
phosphorus segregation, however, may account for some anomalous properties of the
interface that have been reported in the literature.

We concluded in previous work that the phosphorus has no first order effect
on electrical properties of the Si/Si02 interface. The dopant related effects
reported by Snell [16.1] were considered too small in comparison to the total
density of segregated phosphorus. To second order, however, Snell's observations
would be consistent with the properties of a phosphorus rich layer in the inter-
face.

Snell observed, for instance, that the density of interface traps will in-
crease with phosphorus doping level. These defect states, with energies in the
silicon band gap, have been associated with dangling bonds in the interface [16.2].

Since their density is so small, we did not associate them with a driving force
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for segregation. Most of the phosphorus atoms, we concluded, retain their four-
fold coordination in the interface (with bonds either to silicon or oxygen
atoms). It remains true, however, that a dangling bond attached to a phosphorus
atom will be more stable than one attached to silicon and so the probability of
finding a dangling bond should increase in the presence of high P concentrations.
The fraction of interface phosphorus atoms associated witﬁ interface electron
traps appears to be about two percent.

The extra dangling bonds that appear in highly doped samples, however, might
not be associated directly with phosphorus atoms. It is possible that the
presence of large P concentrations strains the lattice in the interface region
and leads to the formation of extra electron defects on silicon atoms.

The indirect effect of phosphorus segregation on the properties of interface
silicon atoms might also be used to account for Ho's observations of dopant
enhanced oxidation rate [16.3]. Ho observed that, in heavily doped samples, the
linear oxidation rate of silicon will increase. The linear rate constant, in
contrast to the parabolic rate onstant, is thought to be associated with a reac-
tion mechanism at the Si/Si02 interface. In a detailed kinetic analysis, Ho
reported that the dopant enhancement effect occurs through increases in the pre-
exponential rate constant. The activaiton energy of the interface reaction is
not significantly affected by doping level. This can be interpreted to mean that
the concentration of reaction centers is increased in the heavily doped inter-
face. If the phosphorus contributes to the number of dangling bonds in the
interface, it might also be increasing the number of sites where oxygen can
become attached. This was modeled by Ho as an increase in the silicon vacancy
concentration.

Having identified the dopant segregation phenomenon in the Si/Si02 inter-

face, it would not be unreasonable to expect that similar phenomena occur in the
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other silicon interfaces. Evidence has already been found, for instance, for the
segregation of arsenic to the grain boundaries of polycrystalline silicon [16.4].
This segregation has been found to significantly reduce the concentration of
active charge carriers in a thin polycrystalline film. Evidence has also been
found for the segregation of arsenic to the free surface of silicon [16.5]. (The
evidence is sketchy, however, since the dopants evaporate rapidly from the
crystal surface). High dopant concentrations will probably have an effect on the
kinetic properties of this surface, influencing silicon epitaxial growth rates
and the rates of dopant incorporation from gaseous sources.

16.1.2 Effects on Dopant Distributions in Silicon

The understanding and control of dopant concentration profiles in a silicon
wafer is a necessary part of device fabrication. Many practical problems assoc-
iated with these concentration profiles, however, have challenged our ability to
understand fundamental diffusion processes. Many of the profiles can only be
understood through the use of diffusion constants that depend variously on con-
centrations, concentration gradients, or position in the samp]é (see reviews by
Hu [16.6] or Tsai [16.7]). Chemical potential fields, related for instance to
dopant segregation, also need to be considered in the diffusion models.

A typical SUPREM simulation is shown in Fig. 16.1. Two phosphorus profiles
are shown here, one resulting from an ion implantation step, the other showing
the effect of a subsequent, high-temperature, "drive-in" anneal. The program
also generates from these profiles device parameters such as sheet resistance and
Jjunction depth.

The SUPREM program has now been revised to account for the effects of inter-
face segregation. Fig. 16.1, however, does not show the phosphorus pile-up that

we would expect to observe in the Si/Si0z interface. As a consequence, this

simulation may be overestimating the amount of phosphorus that exists in the bulk of
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the silicon. Also, if the segregated phosphorus is electrically inactive, the
simulation may be predicting sheet resistances that are too low in the silicon
wafer.

We have already observed significant changes in a silicon dopant profile due
to the effects of interface segregation. In Fig. 16.2, we show three Auger
sputter profiles which illustrate the evolution of dopant distributions near the
interface with oxidation time. Of particular interest is the profile obtained
after ten minutes of oxidation. We have noted that this sample contains more
phosphorus in the interface than can be accounted for by redistribution from the
Si02.

We proposed that the interface contains phosphorus which had diffused into
the interface from the bulk of the silicon. We attributed the gradients on the
silicon side of the interface to a diffusion profile which accompanies the flux
of phosphorus.

The revised model in SUPREM III will be able to simulate diffusion profiles
such as those shoﬁn in the ten-minute oxidation sample. However, many of the
expected effects can be predicted from an analytical solution to a simplified
version of this diffusion problem. This solution will be described in the next
section. The solution will then be compared to our Auger profiles in the follow-

ing section.

16.2 [INTERFACE FIELD EFFECTS ON SOLUTE DISTRIBUTIONS DURING CRYSTAL GROWTH -

THEORY

16.2.1 Introduction

Solute redistribution is an important problem in many practical studies of
phase transformations. It originates in the tendency of a growing phase to
either reject or absorb impurites as they are encountered in the parent solution.
It results in concentration gradients that can extend from the moving interface

far into either phase. Dopant gradients that are expected to arise from the
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redistribution during oxidation are reproduced in Fig. 16.3. A quantitative
understanding of these dopant distributions is important since they can influence
electrical behavior in MOS devices. The redistribution problem is equally impor-
tant in the semiconductor crystal growth process--where resulting dopant grad-
ients influence the velocity and morphology of the crystal growth front, while
simultaneously determining the doping level in the product crystal.

A quantitative analysis of the redistribution effect begins with Fick's laws

of diffusion:

3= p2C (16.1)

aC _  3d
AR (16.2)

where J represents the flux of a diffusing species, C is concentration, and D is
the diffusion coefficient; x and t represent position and time, respectively.
These equations must be solved in the vicinity of a moving boundary where
the concentrations in the two phases (1 and 2) are related by an equilibrium
coefficient:
!

k = — (16.3)
2

In order to solve equations 16.2 and 16.3 for C(x,t), however, it is easier
to change to a frame of reference fixed in the boudary, where the solute atoms
will appear to approach the origin with an additional flux given by boundary

velocity v.

_ aC
J = -0-3; - vC (16.4)
3C _ 3 oC oC
3t  9x (D X v X (16.5)
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These were the equations solved by Grove, Lestiko and Sah [16.9] for the dopant
redistributions that occur during oxidation. They assumed that the velocity, v,
had a parabolic time dependence.

R V7 (16.6)

Equations 16.4 and 16.5, however, do not take into account the chemical
forces associated with surface segregation. As discussed previously, these
forces, particularly the interface fields, can lead to non-uniform dopant distri-
butions in an extended region near the interface. During a diffusion process,
these forces can lead to additional solute fluxes that will drastically alter the
expected solute redistribution profile. These extra fluxes are driven by the
gradients in s¥ngle particle potentials, u®(x), that are associated with the
interface fields. The fluxes from the field will be proportional to an Einstein

mobility: D/kT. The more complete diffusion equations, then, may be written as:

9C DC 3
=035 -ve -3 5 (W) (16.7)
3.2 (paly,aC (D’ 0ca? e, (16.8)
at ~ ax ‘" ax’ T ax kT ax kT2 .

Tiller and Ahn [16.10] have shown how the existence of interface fields can
alter the concentrations of dopant incorporated into a growing crystal. They
solved equations 16.3 and 16.7 for a crystal growing at constant velocity (the

steady state solution). They used a simple form for interface fields.

u?(x) = 8 exp (ax) (16.9)

Their resulting concentration profile is very dependent on growth velocity. At
low velocities the dopant is able to diffuse relatively quickly, and a close

approximation to an equlibrium dopant profile is maintained near the interface.

396




o

At higher velocities, however, solute fluxes become dominated by the motion of
the interface and equilibrium distributions are not achieved. The result can be
measured as an effective distribution coefficient, k', that varies with growth
velocity and crystal orientation. These effects have been observed by Hall
[16.11]. A comparison between Hall's measurements of the effective distribution
coefficient and those predicted by Tiller and Ahn is shown in Fig. 16.4.

Using parameters defined in equation 16.9, Tiller and Ahn showed that the
interface distribution will approximate an equilibrium distribution during growth

as long as

B alb

kBT

V K« (16.10)

This condition is in fact satisfied during the silicon oxidation process.* As a
result, we do not expect velocity dependent effects, similar to those shown in
Fig. 16.4 to occur during oxidation.

Additional interface field effects can occur, however, during the initial
oxidation process. In this initial transient period, while the solute is first
beginning to pile-up in front of the moving interface, we will find that an
interface field can cause solute to move in directions that are just the opposite
of those expected from normal redistribution theory. These additional fluxes
will be important in our understanding of the ten-minute oxidation profile shown

in Fig. 16.2.

16.2.2 P Segregation Model for the Initial Transient

The intitial transient solute profile can, in principle, be obtained from a

solution to equation 16.8. No exact solution, however, has yet been given for this

* V= 20 A/min. D ~5 x 1013 A2/min.
B = 0.3 eV kT = 0.1 eV
a = -.05 A-1 397




equation. We will instead demonstrate the principle effects of segregation on
the initial transient with a few simple approximations.

Our approximations center on a simplified functional form for the interface
field. Instead of Tiller and Ahn's exponential form, we will employ a square
well chemical potential, illustrated in Fig. 16.5. In equilibrium, this chemical
potential should result, as shown, in a box-like distribution of dopant near the
interface. The object of our diffusion calculations will be to determine how
fast this box can be filled with phosphorus from an initially flat concentration
profile.

The step-like chemical potential of Fig. 16.5 allows us to treat the inter-
face as if it were a separate chemical phase with a greater affinity for phos-
phorus. Since the chemical potentials are uniform in each phase, the much simp-
ler form for the diffusion equation can now be used to solve for the concentra-
tion gradients (equation 16.5 instead of 16.8). The segregation phenomenon will
manifest itself through a boundary condition: a distribution coefficient, like
egn. 16.3, will apportion the dopant between the interface plane and the bulk plane.

The square well chemical potential is a severe approximation to the sort of
interface fields expected here. However, if the width is chosen to correspond to
a single lattice distance, the square well may be a very good approximation for
the monolayer model of segregation. We have chosen to leave the width, &, as an
adjustable parameter. The total volume of the equilibrium distribution, given by
the product k§, is a material parameter that can be determined from Auger sputter
profiles.

In order to simplify the problem further, we have made three more assump-
tions: (a) We assume that the Si0p is impermeable to phosphorus (the actual
distribution coefficient between silicon and Si02 is greater than ten.), (b) We

assume that the growth velocity is constant (as it usually is in the early stages
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of silicon oxidation), and (c) we assume that the interface region is so narrow
that concentration gradients are insignificant in that region. We are assuming,
in other words, that the diffusion constant in the interface phase, DI, is
infinite. These assumptions allow us to concentrate our efforts on the determin-
ation of dopant profiles in the bulk of the silicon.

We will now describe our boundary conditions for the diffusion process in
silicon. The initial condition should appear as in Fig. 16.6. The concentration
is uniform at every point--except for a finite discontinuity in the interface.

At time t = 0+, therefore, no phosphorus has diffused into the boundary. As in
many diffusion problems, the calculated flux has a pole at time zero.

Our expression for the initial condition is:

Cm/k at x =0
C at x 2 0

I

dg=0=c, cST(=0- (16.11)

We expect the concentration of solute in the interface phase to increase uniform-
ly as solute is dumped into it from the silicon (see Fig. 16.7). These changes

will be governed by the solute conservation principle:

Si
J
2 (chy--{x=0) (16.12)

§

where § is the width of the interface layer. If we note in addition the propor-
tionality between C; and Cgj we can write a boundary condition at x = 0 that

employs only silicon concentration variables:

Si

3 Si 1 3C
t [ = 5 (050

2 — + v¢3] (16.13)

where k = ct/c31(x = 0).
The other boundary condition is determined by the uniformity that should

exist in the silicon at distances far away from the interface:

399




31 (x = ») = constant (16.14)

The solution specified by equations 16.5, 11, 13, and 14 appears as follows:

1/2
C(x,t) =C_+C, a (-91/2) erfc[2:1/2 + (ot)l/z] (16.15)

+ b (-28-01/2) exp [(28)0}/2 + (462 + 480}/2%)t]

-

1/2 ]
X erfc [22T7§ + (28 + pl/z) t1/2

1/2
+c (pl/z) exp [-2(90)1/2] erfc [52475 - (pt)l/zj

1/2
1/2 1/2 g 1/2
+d (1-(pa)*'“+ 2pt) exp [-2(po erfc - (ot
[-2(p0) ] erfel 77 - (5t)
where
a= 1 c=-a-b (16.16)
2p1/2
b = -q 2_ pl/i d = 8
28 + 2077% 2(p + o /2y B+ ol

16.2.3 Results

In Figs. 16.8 and 16.9, we illustrate the calculated solution to the initial
transient problem (equation 16.15). In these figures, we have used a chemical
potential well that would result in an equilibrium distribution that is 40 A wide
and 12 times more concentrat~d in the interface than in the bulk silicon. The

other parameters of interface velocity and phosphorus diffusion coefficient
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correspond to published values for the oxidation of silicon at 900°C. (Cw =

1.2 x 1029 em™3

, D =4.25 x 103 A/min, v = 3 A, from references 16.12 and 16.13).

The first frame (Fig. 16.8a) shows a phosphorus distribution after .005
minutes of oxidation; it closely corresponds to our initial condition. The
second frame (16.8b) shows the interface beginning to fill up with phosphorus,
accompanied by steep concentration gradients in the silicon. In Fig. 16.8c, the
near interface region has nearly reached equilibrium, although a small
concentration gradient persists deeper in the silicon wafer.

Fig. 16.9 illustrates the final stages of the initial transient, after 50
and 200 minutes of oxidation, respectively. Note that in the time between these
two profiles, the gradient near the interface has changed from positive to

(0 negative values. This transition is coincident with a reversal in the direction

of phosphorus flux in the region of the interface. As the chemical potential
well fills up with phosphorus, the normal redistribution process that accompanies
the rejection of dopant from the Si02 begins to dominate the profiles. The
redistribution does not begin to cause a phosphorus pile-up in the bulk of the
silicon, however, until after at least 250 A of oxide have been grown.

16.2.4 Conclusions

One of the objects of our study has been to determine the rate at which
interface concentrations increase during the early stages of oxidation. This
rate is given by the flux of solute from the silicon into the interface, and will |
be influenced by the velocity of the interface as well as by concentration grad-

ients in the silicon. In the early stages of oxidation, however, the flux is dom-

inated by concentration gradients. This has been shown by comparing profiles such
as in Fig. 16.8 to profiles obtained by setting the interface velocity to zero.
After one minute of oxidation the phosphorus distributions are essentially identi-

cal. After 20 minutes of oxidation (at 900°C) the stationary interface has only
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twenty percent less phosphorus than the moving interface. It is only in the
later stages of oxidation, when the concentration gradients are small, that the
movement of the interface has a predominant effect on the evolution of the inter-
face concentration. All of this is in contrast to the former theories of redis-
tribution, where the dopant profile was directly related to interface movement.
We have also studied how the shape of the potential well affects the evolu-
tion of the dopant profile. Since it is difficult to measure interface width
directly in the Taboratory, it was felt that the theoretical width, &, could be
determined from comparisons between theoretical and experimental dopant profiles
in silicon. Unfortunately, we have found that, as long as the volume of the
potential well remains constant, the relative height and width of the well has no
significant effect on the evolution of the profiles in the silicon. Presumably,
this is because the impurity fluxes are controlled by concentration gradients
that extend far into the bulk of the solid, where they are not affected by the
interface field. For this reason, as long as one is not concerned with the exact
distribution of solute in the interface region, the square well may accurately

model the effects of many different interface segregation phenomena.

16.3 DOPANT SEGREGATION EFFECTS ON THE SOLUTE DISTRIBUTION DURING OXIDATION -

PREDICTIONS AND APPLICATIONS

16.3.1 Comparisons with Auger Sputter Profiles

The initial transient study was first motivated by the need }o understand
the Auger sputter profiles obtained after 10 minutes of oxidation at.900°C (se:
Fig. 16.2). The phosphorus pile-ups observed in these samples contain an unusu-
ally large amount of phosphorus and are acconpanied by a depletion in phosphorus
concent;ations in the bulk of the silicon. One of the profiles is repeated in
Fig. 16.10 along with the calculated results of our diffusion analysis.

DeSpite the crude "square well" approximation employed in our diffusion cal-

culatiown, fairly good agreement is found between the theoretical and experimental
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profiles shown in Fig. 16.10. The theory predicts approximately the total amount
of phosphorus that has collected in the interface region, and also shows the
concentration gradient in the depletion region. This prediction is based on the
same values (taken from the literature) of interface velocity and diffusion coef-
ficient as those used in Fig. 16.8. The volume of the potential well has also
been determined by measuring an equilibrium phosphorus distribution in a sample
that had been annealed in Np at 900°C.

By studying the evolution of the distibution theory with time, we have
determined that the interface region will fill to within 90% of its equilibrium
interface concentration after 90 minutes of oxidation at 900°C, and after 420
minutes of oxidation at 800°C. Both of these results have been confirmed by our
Auger measurements.

Unfortunately, these changes in the dopant pile-up are not sensitive to the
relative height and width of the chemical potential well. Therefore. we have n.
been able to use the theoretical width, §, as an adjustable parsmet«i i Jur com-
parison. The actual width of the interface remains unknown s<:<ce our experimen-
tal profiles are broadened by the effects of ion knock-on mixing. In order to
show that a narrower and taller equilibrium distribution can be used to make the
same predictions, we have analytically convoluted a theoretical profile and com-
pared it also to the ten minute Auger profile (Fig. 16.11).

The theoretical curve in this figure is based on a potential well that has
the same volume as that used in the calculation of Fig. 16.10, but is only 3 A
wide.This profile was broadened with a 14 A wide gaussian distribution. Although
the experimental profile does not show the same symmetry as our theoretical pre-
diction, the two curves still have about the same volume, and both show concen-
tration gradients in the silicon. A similar comparison could be made with a

wider theoretical interface and a correspondingly narrow distribution.
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16.3.2 Comparisons with Previous Redistribution Theories

The practical consequences of our segregation model can be evaluated by com-
paring its predictions to previous theories of dopant redistribution. We have
already seen that segregation can give rise to depletions in dopant concentration
on the silicon side of the interface. So far, however, we have only illustrated
dopant profiles is heavily doped samples, and in regions very close to the inter-
face. More extended dopant distributions are shown in Fig. 16.12 and 16.13.

The segregation profiles in these figures are compared to predictions from
the SUPREM numerical simulation program (see previous section). The depth scales
in these figures correspond more closely to distances important in device fabri-
cation. In each figure, the previous redistribution theory predicts that phos-
phorus ought to be piled-up in front of the moving interface. Because of the
growing segregation layer, however, our model predicts significant depletions in
interface phosphorus concentrations. The concentration differences are typically
about twenty percent, and can extend over distances of 1000 A. Both figures show
the results of a 900°C, 50 minute oxidation process, which result in oxide thick-
nesses of approximately 300 A. Fig. 16.13, however, is based on a sample doped
in the bulk to only 1017 em=3 of phosphorus. At these lower dopings the
phosphorus diffusion constant is smaller [16.12] and so the resulting concentra-
tion gradients are steeper and confined more closely to the interface. After 50
minutes of oxidation, the segregation layer is closest to its equilibrium concen-

tration in the more heavily doped sample.

16.3.3 Effects on Implanted Layers

In the previous comparisons, we considered only changes in dopant profiles
from silicon wafers that were assumed to be uniformly doped. Where the initial
distribution is not uniform, however, or where there is a limited amount of im-

purity in the sample, the segregation effects can be much more significant. This
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is illustrated for an ion implantation process in Fig. 16.14. This figure shows
an estimate of the differences between implanted and diffused layers for models
that either include or do not include segregation effects. Unfortunately, an
exact prediction is not possible since our initial transient model is based on a
uniform initial condition. The segregation effects included in SUPREM III will
provide a more detailed comparison than is possible with our transient model.

In Fig. 16.4 we have used the phenomenological relations to estimate the
amount of dopant that will become trapped in the interface after a sufficiently
long anneal. This amount of segregated dopant was then subtracted from the total
dose in the implanted layer. Notice that, in contrast to the profiles of Figs.
16.12 and 16.13, the ten percent difference in phosphorus concentrations extend
throughout the diffused layer. This will be a reasonable predictior as long as
the peak in the implanted profile was originally close to the interface.

Using the above estimate, SUPREM calculates that the profile with less phos-
phorus is also associated with a ten percent greater sheet resistance in the sil-
icon (p = 21.3 ohms/square). The depth to the p-n junction is also 500 A less in
the profile that accounts for interface segregation. Both of these effects can

significantly influence device behavior.
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17. EFFECTS OF ION BEAM MIXING ON PROFILES OF THE Si-Si0p INTERFACE
FOR THIN OXIDES

M. A. Taubenblatt and C. R. Helms

q 17.1 __INTRODUCTION

" Previous Auger sputter profiling studies of ultrathin Si02 layers [1] have
shown that thinner layers result in the reduction of the Si-Si0y interface

. widths. These results have been explained by intrinsic properties of the thin
oxide layers or by surface roughening effects [17.1,17.2,17.3]. In this study, a

model is developed, based on the spatial distribution of the ion energy, which

can be modeled by a position dependent diffusion constant. This sputter induced
diffusion causes the observed interface broadening, and is greatly reduced for
thin oxides, due to the kinetics of the process in accordance with experimental
observations. To verify this model, in addition to the data of references 1-3,
additional samples were investigated to insure that the growth process was not
effecting the interface width. This was done starting with a 100 A oxide that
was chemically etched thinner so that the interface in all cases would be identi-

cal.

In section II, this model is presented, and an approximate analytical ex-
pression is developed which gives the dependence of interface width on the ini-
tial oxide thickness. Also exact numerical solutions of the diffusion equation
are calculated, which give the shape of the Auger profile, and show that the
analytical solution is correct.

In section III, experimental procedure is discussed and the techniques used
to measure the initial oxide thickness. These were; ellipsometry, sputtering
time to the interface (50% point) and the peak heights of the Auger KLL transi-
tions.

In section IV the results are compared to theory.
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17.2 THEORETICAL MODEL

The derivation of the relationship between the deposited ion energy and the
effective diffusion coefficient, D, follows the analysis of Schwartz and Helms
and also Haff and Switkowski [17.4,17.5]. We repeat this derivation here for the
sake of clarity.

The model is analogous to thermal diffusion theory. A bombardment ion pene-
trates the surface, causing random collisions, and thus displacements of the bulk
atoms just beyond the surface. For low ion energies the scattering is isotropic,
thus the assumption of random displacements is valid. The path of an atom is

described by a random walk. The net distance R traveled by this atom is then

RZ = nalt (17.1)

2 is the mean square displacement length and n is the number of displace-

where a
ments occuring per atom per unit time. The diffusion constant is then given by

[17.6]

1 ) Rz(t)

° = = 103 (17.2)

To determine n, the Kinchin-Pease formula is used [17.7]. This formula
gives the number of collisions occuring due to an ion of energy E as E/2Ed where
Eq is a displacement energy. The number of collisions is thus E/Eq since two
atoms collide in a displacement event.

At this point we depart from previous analyses, and consider the ion to dep-
osit its energy over a spatial range. Thus let E(Z) be the energy deposited per
unit depth into the target. For low ion energies, the displaced atoms due to one
ion will not stray far from their initial locations, and one can then consider

E(Z)/Eq to be the local number of collisions per unit length caused by an inci-

dent ion at depth Z into the target. Thus n(Z) is given by:

421




-

PP

n(Z) = E(Z) J/E4en (17.3)

where J is the incident ion current, e the electron charge, and n the atom

density of the target. It then follows from (17.2) and (17.3) that

-2
D(Z) = %E(QJL (17.4)

For low ion energies 52 is roughly given by the nearest neighbor distance
squared, (3A)2, and Ed for SiO2 is 25 eV. It only remains then to determine the
eneryy deposition profile E(Z). This profile can be approximated using the LSS
theory [17.8] based on using scattering (stopping) cross sections to determine
the moments of energy and jon distributions. The moments for a power law (1/3)
scattering, suitable for low energy ions is calculated in Sigmund and Sanders
[17.9] and is used here to estimate the moments <x> and <AXZ> of the energy
distribution, where x is the direction of ion incidence. Then E(x) takes the
functional form

_ 2
E(x) = &={x=<x>)" (17.5)

2 <Ax2>

which must be normalized, so that
Eion = fo E(x)dx (17.6)

where Ejo, is the incident ion energy.

The mechanism of interface width reduction with thin oxides is now clear.
Figure 1 shows E(x) plotted for a thick and a thin oxide. For a thick oxide, the
entire energy distribution will sweep past the interface region as the target is
sputtered away. But for a thin oxide, much of the energy is deposited beyond the
interface, so that the total energy deposited near the interface is reduced.

We may now define an approximate broadening parameter
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2 _
N = (Dt)tota1 (17.7)
" If D were a constant, Wz would be an exact solution of the broadening, but since
: D is dependent on both position and time (due to sputtering) (17.7) is only
approximately correct. Thus we may write
=2
=2 _ d _ddx _ d 1 E(x)a
" where d = oxide thickness, r = sputtering rate = %% and S = sputtering yield in
atoms/ion.
When d is large compared to the extent of E(x) (d>> <x>) WZ reduces to
E. 42
2 _ “iond
which is identical with [17.4]. Using (17.5), and evaluating (17.8) in terms of
error functions, we arrive at the equation;
p

[

s

s 17.10)

d
- Q
=2 _ el erf a + erf(;z <Ax?> )
Wo(d) = W max

where a = <x>/ /2<ax2>.  This equation is plotted in Fig. 17.2 with a = 1.3 (a
is nearly constant over a variety of ions and is independent of energy).

In order to verify that the approximation (17.7) is correct, the numerical
solution of the diffusion equation with position (and time) dependent D has been
calculated using finite difference equations. Fig. 17.3 compares the numerical
solution to an error function solution with Dt given by (17.10) for an initial
step function profile. The numerical solution is very nearly an error function,
and the approximation (17.7) is thus shown to be quite accurate.

The above discussion applied to ions normally incident to the target. In
our experimental chamber the ions strike the target at 49° off normal incidence.
Since the 2nd moment in the transverse direction (<y2>) in non-zero, this caus-

es an additional complication. Fig. 17.3 shows an off-normal incident ion beam.
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The x direction is along the incident ion trajectory, the y direction
transverse to this, and the z direction along the target normal. To compute E(Z)
(energy deposition as a function of depth into the target), we must integrate

along the y direction. Thus E(Z) is given by

2

E(Z) = d [2/51M exp [~(x-<x0)2/2¢ax®> = y2r2¢y®>] dy (17.11)

where x = z/cos® + ytane and K = normalization constant. Substituting for x, and

defining z = <x> cos 6, we have

£(2) = K [2/5TM0 exp [-(Z5E - ytane)?/2aaxd - yP/2P]  (17.12)

This may be reduced to the equation

.2 2 ﬁ[ z B, = ]
£2) = ke-(X = W72 @ > FR|1+ ert (/A (5 - 3 (-2))f17.13)
where A = (tanZ8/<ax2> + 1/<y2>)
B = tan®/cos® <Ax2>

1/<az2eff> = (B2/A + 1/cos® <ax2») (17.14)

For typical parameters the term in brackets varies =10% as z goes from 0 to =,
so that it can be neglected. Thus, for off normal incidence, E(z) has approxi-
mately the same functional form as for normal incidence, but with a new <Azzeff>
as defined‘in (17.14).

To celculate the moments needed to determine E(z) we use the computations of
Sigmund and Sanders [17.4], representing the Si0p lattice as a solid with
atomic mass 20 (average mass of Si0p) with the atomic density of Si0p. A 1/3
power law potential is used, which is valid over the range 100-7000 eV for Ne and

300-22,000 eV for Ar. These parameters are listed in Table I.
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17.3 EXPERIMENTAL

The oxide samples were prepared on (100) n-type starting material, and grown
in ~1% 0, 99% Ar at 1000°C for =90', using standard integrated circuit tech-
niques. The oxide grown in this manner was 100 A. The thinner oxide samples
were prepared by etching this 100 A oxide in 200:1 HF solution (etch rate
~15A/min). Thus any effects due to oxide growth kinetics were eliminated.

The oxide thicknesses prepared in the above manner were measured using three
techniques; ellipsometry, sputtering time to 50% point, in the profiling experi-
ment and the ratio of the Auger KLL lines for Si (1606 eV) and Si0p (1619 eV)
for the starting surface.

The ellipsometry was performed using a Gaertner automated ellipsometer and
Gaertner software. The ellipsometric measurements of the oxides were quite sen-
sitive to the assumed substrate index of refraction (especially the imaginary
part). The generally used value of 3.85 - 0.02i did not give results in agree-
ment with other techniques. Since the substrate index is known to vary with sur-
face preparation [17.10], we found much better agreement by measuring the sub-
strate index for our samples directly. Less than 15" elapsed between removing
the sample from 100:1 HF and the measurement. The substrate indices measured in
this way ranged from Ns = 3.83 to 3.85 and Ks = -0.08 to 0.l6.

Thicknesses from sputter times were determined by using a pre-determined
sputter rate from thicker oxides measured with ellipsometry. Taking sputtering
geometry and escape length effect into account, the sputtering time to the 50%
point of the Si 92 eV Auger line is 2.5 A less than the original interface,
assuming a near step interface.

Due to escape length effects, the KLL Auger line of Si and Sifp (1609 eV,
1619 eV) can be used to determine the thickness of oxides less than =50A. The

Auger signal strengths for Si and Si0, are given by:
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where d = oxide thickness, L = escape length at 1600 eV = 22 and A = the
senstivity ratio of bulk Si02 to Si = 2. Figure 5 compares the thicknesses
determined by the above techniques. Auger sputter profiling (ASP) was done in a
Varian ASP system using a single pass CMS (cylindrical mirror analyzer) with
integrated electron gun, and a Varian ion gun mounted at 49% off sample normal.

17.4 COMPARISON WITH THEORY

To compare this theory of interface broadening with experiment, we have
measured the interface width (10% to 90%) for oxide samples of various thick-

nesses for 3KeV Ne and 1 KeV Ar.

For an error function profile the 10% to 90% width is given by Wknock-on =

3.6 WZ, with Wz defined by (7) and (10). We rust also consider the broadening
effect of escape length, given by 2.2L [17.11] and the intrinsic interface width,

Wo. These broadening factors add in an RMS manner [17.11], so that

- 2 2 2
Wmeasured -V/ Wo * Wenock-on * (2-2L) (17.16)

Thus we compute a wknock-on experimental i/wﬁeasured - wg - (2.2L)2 (17.17)
The comparison of theory and experiment is shown in Fig. 6 where Wo is
assumed to be 10 . The assumptotic thick oxide, value of Wypock-on has been
compared in [17.4], and since we are interested in the behavior of thi: axides
compared to the generic function (17.10), the data curves have been fitted to

”max *
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As can be seen, the data follows the predicted curves, with 3 KeV Ne having
a much more extended effect than 1 KeV Ar, since the energy deposition curve for
3 KeV Ne penetrates more quickly.

17.5 CONCLUSION

A theory has been developed, relating the interface broadening to the energy
deposition profile of the sputtering ions analgous to thermal diffusion. From
this theory, we expect thinner oxides to have narrower interfaces, and for this
effect to be more pronounced for deeply penetrating ions, such as 3 KeV Ne. Com-
pared to 1 KeV Ar, analysis of oxide samples of identical starting thickness
shows good agreement with this theory. This data is not explained well by assum-
ing thin oxides have narrower intrinsic interfaces, since all starting oxides
were of identical thickness, nor by roughening theories, since they do not

account for the differing behavior of 3 KeV Ne and 1 KeV Ar.

TABLE 1
2 2 R 2
Ion Energy <x> x> <y™> z <azeff™>
2 2 12
Ne 500 eV 164 (10A) (84) 104 (54)
2 2 2
Ne 1000 eV 254 (16A) (124) 184 (94)
Ne 3000 eV 524 (338)2 (244)2 384 (188)2
2 2 2
Ar 500 eV 114 (7A) (54) 74 (44)
2 2 2
Ar 1000 eV 184 (11A) (84) 12A (64)
Ar 3000 eV 374 (244)2 (174)2 244 (134)2
427
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18.  Si3Ng OXIDATION KINETICS

T. 1. Kamins

18.1 INTRODUCTION

It has long been recognized that a model for the oxidation of silicon
nitride would be a useful addition to SUPREM since silicon nitride is often
oxidized during the formation of a field oxide using LOCOS processing (Fig.
18.1). It is necessary to know the oxidation rate both to ensure that a suf-
ficient thickness of nitride is available to mask the field oxidation and also
to enable etching of the grown oxide over the nitride without excessive
thinning of the field oxide outside the nitride-covered regions.

In the past year it was decided to address the subject of oxidation of
nitride, but it was recognized that manpower limitations would not allow a
complete experimental study. Instead it was decided to attempt to compile
existing data from the literature and from SUPREM users; if sufficient data
could be obtained, a preliminary model would be included in SUPREM III, with
refinement of the model as further information became available. Initially it
was desired to consider the oxidation of silicon nitride deposited both by
atmospheric-pressure and low-pressure chemical vapor deposition in the 900-
950°C temperature range normally used for these formation processes. Silicon
nitride formed by plasma-enhanced CVD at lower temperatures was not to be
considered in this initial study. Information about the oxidation at both
atmospheric pressure and at high pressures was to be obtained, if possible,
since high-pressure oxidation is becoming more commonly used for the formation
of thick field oxides.

The study started with a thorough literature search, which produced

information about the oxidation of silicon nitride under a wide range of
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experimental conditions. In each experiment the nitride was formed under
somewhat different conditions and processed differently so that direct compar-
ison between studies is somewhat questionable. Since, however, any model used
in SUPREM will initially be applied to material formed and processed under
varied conditions, it was decided to ignore the different experimental condi-
tions in the various studies and attempt to obtain a fairly consistent model
for as much of the experimental data as possible. Some of the experimental
data was rather arbitrarily excluded if it differed markedly from the majority
of the available data or if the authors, when they could be contacted, ex-
pressed severe reservatiors.about the quality of the data. Data from refer-
ences [18.1-18.7] was used in the study, while data fom references [18.8-
[ 18.11] was excluded.

In addition to obtaining information from the open literature, a survey
was sent to SUPREM users requesting any data which they might have on the oxi-

r' dation of silicon nitride. It was felt that this application would be a

useful test of the concept of compiling data for construction of a model since

the fine details of the experimental conditions were not to be considered.

The data obtained from the survey were very limited. One set of data was vol-
untarily supplied by Gordon Wright of Synertek. Another (and very valuable)
set of data was obtained from Jim Stimmell of National. This turned out to be
some of the most useful information in the entire study since it contained
data taken under consistent conditions at several different pressures and

allowed modification of the tentative model.

18.2 POSSIBLE OXIDATION MECHANISMS

The basic possible oxidation mechanisms are shown in Table 18.1 below for

dry or wet oxidation. ("Wet oxidation," "steam oxidation," and "pyrogenic oxi-

dation” will be lumped together in this discussion.) In both cases a gaseous
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TABLE 18.1 - POSSIBLE REACTIONS

Dry 02 : Si3Ng + 302 » 3Si02 + 2Na+
Wet 02 : Si3Ng + 6H20 + 3Si02 + 4 NH3+
SigNg + 6Hp0 + 3Si0p + 6Haot + 2Np+

byproduct is formed along with the solid silicon dioxide. It is the presence
of this byproduct and the necessity of removing it from the silicon nitride-
silicon dioxide interface which can cause possible differences from the well-
characterized oxidation of silicon. Figure 18.2a shows the fluxes of the
oxidizing species and the nitrogen-containing byproduct, while the concentra-
tions of these species are shown in Fig. 18.2b. In our analysis we will
consider that the transfer of the oxidizing species at the outer surface
of the oxide layer is rapid so that the concentration of the oxidizing species
in the oxide near its outer surface is proportional to the pressure of the
water vapor in the gas phase, and the concentration of the nitrogen containing
byproduct near the outer surface of the oxide is zero.

If there is no effect of the nitrogen-containing species at the
oxide-nitride interface, the analysis is analogous to the oxidation of

silicon. Expressions for the diffusion and reaction fluxes can be written:

In steady state, the fluxes may be equated and related to the formation

rate of the oxide:

d .
X 6 k_C
0 n 0s
2”(?1?)‘ F s T585k-m (18.2)
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This equation may be solved for the oxide thickness:

|® 2 Do Do
XO + W; XO = N COS t (18.3)
which is in the familiar form
' 2 .
Xo + A X = Bt (18.4)

where the linear rate constant B/A in the reaction-rate-limited case may be

[ 4 written as
3k 3k _H
B . 1N - n
I and the parabolic rate constant B in the diffusion-limited case is
D D H
_ 0 - _0
B = ' Cos N P (18.6)

Both rate constants are proportional to the pressure P of the water
vapor in the gas phase. A log-log plot of oxide thickness vs. time should
show a slope of unity at short times and a slope of 1/2 for long times.
Alternatively the product of pressure and time may be used as the independent
variable.

If however, the oxidation rate is affected by the concentration of the
nitrogen-containing species in the system, the analysis becomes more complica-
ted. If the diffusion of the nitrogen species away from the nitride-oxide in-
terface is slow, its presence there may impede the reaction rate at this in-
terface. In addition, the presence of this species in the oxide may retard
the inward diffusion of the oxidizing species.

We can consider the first of these effects by following a mode! by Enom-

oto, et al [18.2]. As before, we can write expressions for the fluxes of the
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oxidizing species related to diffusion and surface reaction and equate these
expressions in steady state:

- 0s - “oi _

In addition, we must now write an expression for the similar fluxes

related to the nitrogen-containing byproduct:
Foab —ML—DS - g4 ¢ (18.8)

The crucial assumption in Enomoto's model is made at this point. He
assumes that the reaction-rate "constant" is, indeed, constant when the con-
centration of the nitrogen-containing bypoduct at the interface is small so
that it does not impede the surface reaction. Above a critical concentration,
the reaction rate constant is assumed to decrease inversely with increasing
concentration of the byproduct at the interface. This assumption is admitted-
ly arbitrary but allows analytical solution of the equations in a special case

of interest. With this assumption, the oxidation rate can be written as

Voar p 2 '
DXy _ 9 k) C D - 405 Co¢ ) (18.9)
dt 40, N 9 k! C' DX .

n'nn o

in the region where the surface-reaction rate is impeded by the presence of
the byproduct at the interface. In the surface-reaction-rate-limited region
of oxidation, the second term in the square root is dominant, and the oxide

thickness can be obtained:

' 1/3
. 81 ka Dy € Cos

' ' 1/3
2/3 _ 8l k! D C'H
0 2 t B
16 N

n nn
p
16 N°

1/3 £2/3 (18.10)

The oxide thickness is found to be proportional to the 2/3 power of the time.

For longer times, the second term is small, and the solution reduces to the
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familiar diffusion-limited case with a 1/2 power dependence on time. For
small times, of course, the linear rate "constant" is assumed to be constant
so that the linear behavior seen in the simpler case is observed. Therefore,
on a log thickness-vs-log time plot (Fig. 18.3), a region with slope 2/3
should appear between the region with slopes of unity and 1/2. Whether this
region can be differentiated from the gradual transition from a slope of ! to
a slope of 1/2 in the simpler model is debatable, although Enomoto argues that
this region can be unambiguously recognized. It should also be noted that
Enomoto's model predicts a 1/3 power dependence of oxide thickness on the
pressure of the water vapor.

In any study of the oxidation of silicon nitride, the relationship
between the oxide thickness formed and the amount of nitride consumed must be
known. The widely varying values given in the literature arise because of the
different values used for the density of silicon nitride. Values between 2.8
and 3.4 g/cm3 have been used. The most consistent observations of the
dependence of the density on the deposition conditions are reported by Chu, et
al. [18.12]. They report an increase in density from 2.78 to 3.01 g/cm3 as
the deposition temperature is increased from 850 to 1200°C, compared to a bulk
density for silcon nitride of 3.18 g/cm3. If the deposition or final
annealing temperature is the dominant variable determining the density, a
value of approximately 2.8 g/cmd is applicable in the cases of most

practical interest, with a corresponding conversion ratio of 1.6 - 1.7.

18.3 EMPIRICAL MODEL

e o e e s ' e b 2 2 SOV SPCT SO SD SONE SGIPRUSppne NSOV

With these preliminary comments, we can analyze the available data to

obtain a model useful for SUPREM. A tentative examination of the data

- indicated that, over a limited range, a simple relationship could be used to

fit the available data. As an initial approximation we can assume an inverse
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exponential dependence on temperature and power-law dependences on time and
water-vapor pressure:

K K

e-Ea/kT t 2 3

AXn =K P (18.11)

If Enomoto's model is valid over this range, the powers of time and pres-
sure should be 2/3 and 1/3, respectively. If the simpler linear-parabolic
model is applicable, the product of time and pressure could be used as the
independent variable, with the power varying between 1 and 1/2. Figure 18.4
shows the dependence of nitride consumed on the product of time and pressure
at 1000 °C, where the most extensive data is available. If the nitride con-
sumed is dependent only on the product, the data should fall on a single line.
Since it obviously does not, the different model must be used.

From the data of Fig. 18.4, however, we do see that the amount of nitride
consumed depends approximately on the 0.7 power of time so that K2 = 0.7 in
the empirical model. As we will see below, the 0.7-power dependence is also
reasonable for temperatures of 900 and 1100°C. In order to obtain the pres-
sure dependence, the time required to consume a constant amount of nitride can
be found as a function of the pressure. A plot of log time vs. log pressure
should be a straight line with a slope of -K3/K2. Fig. 18.5 shows that this
relationship holds over the pressure range 1-10 atm. The slope of -1.42 indi-
cates that K3 = 0.7 x 1.42 = 1.0; that is, the amount of nitride consumed
should be linearly proportional to the pressure, unlike the 1/3-power depen-
dence predicted by Enomoto's model. The ratio of the amount of nitride con-
sumed to the pressure is plotted as a function of time in Fig. 18.6 for a tem-
perature of 900°C, indicating the usefulness of the relationship over this
range of time, pressure, and temperature although the physical mechanism res-

ponsible for the linear dependence is not clear. Similar plots are obtained
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at 1000 and 1100°C. Finally, the. apparent activation energy can be found from
® an Arrenhius plot using data from Fig. 18.6 and similar data at other tempera-

tures at fixed times. From Fig. 18.7, we can see that an activation energy of

approximately 1.9 eV satisfies the data. There is, however, more uncertainty
® in this parameter than in the others since the choice of data to emphasize is
somewhat arbitrary. If data only from the study by Miyoshi, et. al., which
covers the widest temperature range, is used, a value of 1.74 eV is obtained.
® This suggests that extrapolation to widely different temperatures is not
valid. In addition, a plot of very limited data from Miyoshi, et. al., at
800°C suggests that different mechanisms may be dominart at lower temperatues,
‘o since the time-dependence corresponds to a slope closer to unity than to the
value of 0.7 applicable at higher temperatures.

Within the empirical model, however, the values of Ea, K1, K2, and K3 can

k' be specified. IF the value of activation energy of 1.9 eV is used, K1 is
found to be 1.1 x 107, while K1 is 2.3 x 107 if the activation energy is

chosen to be 1.74 eV. The final empirical expressions can then be written as

A = 1.1 x 107<e-1.9 eV/kT>t0.7 p

n

H20

or (18.12)

Ko ax

-1.74 eV/kT) 07

7
2.3 x 10 (e H.0

n 2

where the amount of nitride consumed is given in nanometers, time is in

k, minutes, and water-vapor pressure is in atmospheres. Comparison with experi-
mental data shows reasonable agreement over the temperature range 900 to
1100°C and the pressure range 1 to 10 atm. The model does not seem to be

k, accurate at 800°C; data taken at much higher pressures (eg 70 atm [18.10]) or

at pressures much less than one atmosphere [18.2] are also not in agreement.
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More data is needed, especially at lower temperatures, which will be used in
L‘ practical high-pressure oxidation in the near future.
Within these limitations, however, the empirical model should be useful

as a preliminary model in SUPREM III and has been implemented. It can be

refined and extended, hopefully from user feedback. In addition, the time,
pressure, and temperature dependences identified in this study may be useful
in identifying the physical mechanisms controlling the oxidation of silicon

nitride.
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Fig.18.1: Illustration of LOCOS (local oxidation ) process for which Si3Ng
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Fig.18.2a: Fluxes of oxidizing species and the nitrogen-
containing by-product in Si3Ns4 oxidation.
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Fig. 18.2b: Concentration profiles of the reactants and
reaction products illustrated in Fig. 18.2a.
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Fig.18.3: Qualitative predictions of Enomoto's model for the
growth kinetics of S102 on Si3Ng.
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