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ABSTRACT

This paper presents an analysis of softuare related system failures on
the IBM 3081 at SLAC. He find three broad categories of failures: error
handling, control or logic problems and harduare-related. A statistical
analysis shous (not unexpectedly) a decreasing failure rate with time.
This is especially true in the early part of the study. Not withstand-
ing the decreasing failure rate uith time, we find that the occurrence
of failures is strongly correlated with the type and level of workload
prior to the occurrence of a failure. For example, it is shoun that the
risk of a softuare related failure inoreases in a non-linear fashion
uith the amount of interactive processing, as measured by paging rate
and system overhead. The paper employs a statistical model! to describe
the load dependency and offers explanations for the observed phenomenon.

Kavuorda: softuare relisbility, workload, statistical failure models,
data analysis.
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1. INTRODUCTION

The highly interactive and diverse nature of modern day systems has made
high reliability a central issue in computer system design. Most
researchers in the area would agree that it is not feasible to guarantee
a perfect system, either in harduare or in softuare. Accordingly,
depending on the nature of the application, it is important to design
into the system the ability either to continue operation in the event of
a failure or to react to a failure in a predictable manner.

Designing harduare systems that tolerate faults is relatively uell
understood, at least from a theoretical viewpoint. However, the problem
of softuare fault tolerance (especially the question of harduare/soft-
ware interaction) has yet to be well understood [Hecht 80]. A reason
for this is that neither the error generation process nor the prediction
problem are sasy to comprehend, although the SIFT studies have been an
important contribution [Nensley 78] [Milliar-Smith 81].

Theoretical models can only deal with a restricted class of problems.
Most often it is the problems outside the range of theoretical models
which cause the most severe malfunctions. Accordingly, at this stage
there is no better substitute for results based on actual measurements
and experimentation [Curtis 80]; such results are fem and far betueen
foenning 80].

This paper presents results of one such anelysis conducted on the
YMW370 operating system on the IBM 3081 at the Stanford Linear Acceler-
ator Center (SLAC) computation facility.

The Stanford Linesar Accelerator Center is engaged in the study of

high energy particle physics. A tuo mile long Jinear accelerator and
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the associated real-time data netuork provide a vast amount of physical
data for analysis. The SLAC 1installation (uhich nas reconfigured in
February 1981) consists of three processors. There are tuo IBM 370/168
processors, running the 0S/VS2(SVS) operating system, that provide
mainly batch service. The last is an IBM 3081 exclusively running the
V370 (Virtual Machine) operating system. Ouring a typical day, the
3081 complex has approximately 150 time-sharing users with a sizeable
compute-bound background toad. Although there is some communication
uith the older system, for practical purposes the 3081 is run as an
independent system.

Our general objective uas to study the causes of system failures, due
to softuare, in a fully operational production environment. We intended
not only to investigate the effect of pergistent bugs in reasonably
wature softuare systems, but also to study the interactions with the
rest of the system. In particular we uished to consider the following
questions:

1. What are the most common types of softuare related failures and

their relative frequencies?

2. Are there any identifiable failure patterns that occur most
often? For example, is an inadeguate harduare-softuare interface
a frequent cause of system failure?

3. 1s there a relationship betueen operating system failures and the
usage environment as represented by various measures of system
activity?

4. MWhat inferences can be draun from our analysis in relation to

both the design and testing of large softuare systems?
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Our general aspproach is to assume no model a priori, but rather to start
uith a substantial amount of high quality data on softuare related fail-
ures and system activity. We report on statistical trends and relation-
ships found in the data with the aim of discovering an underliying model.
The sxperience gained and the models found would, in our view, provide
valuable ingight into the question of fault-tolerant design in general
and softuare design in particular. The next section describes the basis

for this work in detail and places related studies in perspective.

2. BASIS AND PERSPECTIVE

The term “softuare reliability model”™ is usually taken to mean mathemat-
ical models for assessing the reliability of softuare (in terms of sta-
tistical parameters such as MTBF)! during th; development, debugging or
testing phases, although a fen of these models have also been applied in
follou-up operational phasges. In this context there have been tuo dis-
tinct approaches to studying software reliability. In the first, soft-
ware reliability is defined in a manner similar to harduare relisbility.
Several competing models have appeared in the literature [Musa 1980].,
and a number ot authors have attempted to analyze their suitability; an
appreciation of the extent and nature of this discussion can be obtained
from [Goe) B80]. There is, perhaps, some evidence to suggest that the
harduare analogy may have been carried too far [Littlenocod 30].

The second approach attempts to exploit the close relationship
betueen softuare quality measures (e.g. ocomplexity) and reliability.

The parameters of these models are the attributes of the programs to be

! Mean Time Between Failures
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studied. There are many measures of softuare quality, the most well
knoun being those proposed by [Boehm 78] and [McCall 77). Both techni-~
ques are developed from an intuitive oclustering of primitive quality
measures. The main difficulty with these approaches is that, although
there is agreement on what should be measured, there is little agreement
on hou best to evaluate and measure them in practice. Finally, even
though each model appears to be valid within its oun assumptions, there
is insufficient experimental evidence available for its large scale
validity.

Research most closely related to the present study is in the area of
analysis of errors and their causes in large softuare systems. (Endres
751 discusses and categorizes errors and error frequencies during the
internal testing phase of the IBM DOS/VS system. [Hamilton 78] applies
the uell knoun execution time mode! [Musa 80] to measure the operational
reliability of computer center softuare, and [Glass 801 examines the
occurrence of persistent bugs and their causes in operational softuare.
Another useful studies is [Maxuell 78], wuhich tabulates and examines
error statistics on softuare.

None of these studies try to relate system reliability or thz error
frequencies to the usage environment of the softuare itself in a system-
atic manner. Resultis based on such measurements are essential if a sci-
entific basis is to he developed for softuare reliability evaluation.
The argument for adopting a particuiar approach is more convincing it
backed by experiments demonstrating its usefulness.

The operational phase of mature softuare is somewhat different from

the development, debugging, and testing phases. A typical situation is

[P IMREEN A L2 o EIEE




5
one uhere frequent changes and updates are installed either by the
installation programmers or by the vendor. Often the vendor will
install a change to fix an error found at some other installation, with-
out any notification to the installation management. In a sense the

. system being measured the represents an aggregate of all such systems
maintained by the vendor.
P ‘ An experimental study therefore provides not only a viem of the end
, product but also gives some insight into the persistent problems. This
information can be valuable both in designing neu systems and in devel-
oping testing strategies for neu releases.

In an early study of failures on the SLAC Triplex systemZ [Iyer 82]
found a strong correlation betueen the occurrence of failures (both
harduare and softuare) and the load on the system as measured by vari-
ables such as the paging rate and the jobstep processing rate. All
failures uere considered, not simply the ones which led to system ser-
vice interruptions. Most importantly the effects were such that the

average failure rate for hoth harduare and softuare components varied

cyclicly over a band of significant width as determined by the daily
load variations. Fig. 1 belou is a representative histogram from that
study of all softuare failures plotted by the hour of day, averaged over
1978.

A more detailed and accurate analysis on a different system was con-
sidered necessary before such results could be considered representa-

tive. The VM/370 system on the IBM 3081 at SLAC (in service since Feb-

w g
PUGETEIS V9% WP Y

P 4 ruary 1981) provided an ideal opportunity in this respect. We commence
2 At the time of the previous study, the SLAC system consisted of tuo
IBM 370/168s and one IBM 360/91 configured in a triplex mode.
1
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Figure 1: Softuare failures by hour of day (SLAC Triplex).

by describing our measurements of failures and system activity.

3. SOURCES OF DATA
As explained in the Introduction, ue wuished to study the occurrence of
failures in relation to the system activity at the time of the failure.
To begin with, ue restricted our analysis to all abnormal terminations
of the system. The data on these events came from the system-IPL (Ini-
tial Program Load) log, automatically recorded by the operating system.
Data on system utilization and performance came from the VM accounting
and performance system. To avoid the collection of misleading startup

data, the first month of normal operation uas ignored.

[
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3.1 [IAILURE DATA

Failure data for this study originates in an automstically collected log
of all 1PL’s of the system, both scheduled and non-scheduled. For the
non-scheduled IPL’S the problem is investigated and a determination of
the cause of failure is made. This may involve harduare repair or the
study of & system dump. Finally, the manager of systems or head sysiem
programmer enters the cause of failure. On the basis of their determi-
nation the failures uere tagged using the follouwing categories:

1. MNarduare (HN) - A hardusre failure caused the crash.

2. Softuare (SH) - A softuare failure caused the crash. If both
hardware and softuare were involved, then the HS category is also
indicated.

3. Operator induced (OPR) - Any human error.

4. Unknoun (UNK) - Nothing could be blamed.

S. Repeat (RPT) - A reoccurrence of a previous failure.

When softuare is involved, the following additional categories are
defined:

1. CTL - A control or logic probliem.

2. ERH - An error handling problem.

3. HSE = A harduare error-handling problem due to lack of robustness
in the softuare.

4. TIM - A timing related problem.

A sampie of the online failure data base created on this basis is shoun

in Fig. 2.
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Figure 2: Sasple failure data.

3.2 PERFORMANCE AND UTILIZATION DATA

Information on system utilization and performance is provided by the VM
sccounting and performance system installed and maintained by the SLAC
computer center. This data is similar in function to the well knoun IBM
SMF log USMF 73], although it is generally of superior quality. The
data logged consists of the values of a number of workload variables
relating to each virtual machine. Statistics are 1logged svery thirty
minutes, at logoff, or at disconnect — whichever occursg first. Nith
careful processing these records provide an exce)lent vieu of the level
and type of system activity. The level is indicated by the absolute
values of the workload variables; the type is determined by the nature
of usage indicated by the three general

categories defined belou:

1. Overall Execution

a) VTIME - Virtual machine processor time (fraction of tuo pro-




‘cesgors).?
b) TYIME - Total processor time (VTIME plus overhead, fraction of
tuo processors).
2. Interactive Execution
a) PAGEIN - Total number of page reads (per second).
b) PAGEOUT - Total number of page urites (per second).
¢) SI0 (Start 1/0) =~ Total number of non-spooled inputsoutput
operations (per second).
3. Others
&) OVERHEAD - Demands placed on the operating system by user jobs'
(TTIME — VTIME).
b) PRINT.- Total number of virtual lines printed (per second).
©) PUNCH = Total number of virtual cards punched (per second).

d) READER - Total number of virtual cards read (per second).

3.3 DPAICHING SOFTUARE FAILURES AND SYSTEM ACTIVITY

In order to analyze the level and nature of system utilization in an
accurate and efficient manner, a uniform data base containing the values
of all the workload variables prior to the occurrence of a failure uas
created.

The first step uas to create S-minute time averages for all workload
parameters for the entire period of our study (March 1981 through April
1982). A sample of this data for PASEIN and TTIME appears in Fig. 3.
For matohing purposes, the workload in a specified interval prior to the

failure was ocombined with the failure point. This is {llustrated in

3 The 3081 is a “dyadic™ or dual processor. Full utilization is defined
to be 2.0.
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Fig. 4. " After some experimentation the average load in a one hour

interval prior to the failure uas found to be the most suitable.

PAGEIN/sec "~ TTIME (frac)
100
80
80
40
20
o8 - (]
0 5 10 15 20 0 5 10 18 20
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4
Figure 3: A one day sample: PASEIN and TTIME
Load Prior to railun\ Failure
Time: M*l t+2
(houl‘l) —.———H, " =i

e

(A::a‘go Load in hour t,t+!

Figure 4: Matching failures and workload.
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The creation of these data bases required complex processing in order

to minimize the loss of information fhat invariably accompanies such
procedurss. The softuare system developed for this purpose is discussed
in [Rossetti 81]. The system is highly interactive and allous efficient

handling of large amounts of data of varying formats and complexities.

4. SOFTHARE FAILURE CHARACTERISTICS
He commence our analysis by tabulating some example failure statistics.
As & first step we compared our results uith those obtained for failures
at SLAC on the Triplex configuration [Butner 80]. This comparison is
shoun in Table 1. It is clear that in terms of MTBF, the neu system is

at least tuice as reliable as the Triplex configuration.

TABLE 1

Mean Time Between Failure Comparison

SLAC Triplex and SLAC 3081 (in hours)

Failure Triplex Early 3081 Late 3081
Type (1978) (Mar8i-Jun 81) (Sep81-Aprs2)
All 23.19 40. 41 69.22
Softuare 33.10 68.29 110.19
Harduare 90.28 . %0.79 183.60
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Table 2 provides more detailed time-betueen-failure (TBF) and time-
to-repair (TTR) statistics for the 3081 system. The columns correspond
teo mean, standard deviation, minimum. and maxisum values for each meas-
ure. The results are also broken doun by the major failure categories
defined in Section 3.1, and are identified by rou. e also divided the
time period in our study into tue parts: an initial period from March
1981 through August 1981, and a wore recent period from September 1981
to April 1982. There are tuo reasons for this: ¢first, ue expected a
lower MTBF in the early part of system life than in the later; sec~
ondly, the system load began to stahiliio and reach peak values much
wmore often during the second part of the study. In interpreting Table
2, note that the sub-categories are not mutually exclusive. A softuare
failure (SW) could also be flagged with ERH if error handling uas judged

to be part of the problem.

TABLE 2

Failure and repair statistics (SLAC 3081)

TONE BETMREN PAILUNES: TIINR TO REPAIR
SLAC Wt 3001

Mesrs ard Stardbrd Daviations (In NHewrs)

nr

N Ty N STOTRF  NINTOF  PAXTOF NI ST  MNTTR AT
TOTAL AlLL 177 53.10 %.38 0.13 AN.72 .69 .90 0.0 19.28
cTL 3 150.9% 191.60 o2z 013.87 .18 .73 8.02 5.88
[ 4 19%.93  208.40 0.58 11%.18 .62 1.87 0.03 .28
s 26 320.90 44018 0.62 1945.17 .28 0.3 9.03 1.9
L] T 128.70 163.07 0.18 016.58 1.00 .00 .03 19.28
o 100 87.48 110.88 0.17  640.38 .42 1.37 .02 1.8
CARLY ALL ” e .18 613 215.30 .49 1.28 .0 [ 3 ]
CTL 32 1272.76  119.08 .22 .70 e.12 .1 0.0 0.62
[ 25 149.59 245.83 .58 11%.18 .28 .40 .03 1.9
L 18 227.09 ANO.O0 15.00 1548.17 .18 0.49 .03 1.9
el 3 2.7 120.98 018 4738 .n 1.0 .03 0.3
™ 59 8.2 W32 .22 870 .17 .20 .02 .9
WATE AL 7% e 90.47 0.17 AWM. 72 .% .66 .5 19.29
(348 M 1.3 203.63 .07 813.87 .5 .08 .08 .20
[ il 3 2. n.n .55 .8 1.08 2.04 .08 1".28
[id 16 400.16  464.29 0.62 1320.48 e.28 8.18 .08 8.02
e 89 183.00 200.22 .58 016.589 1.13 3.5 .08 19.28
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In the TOF columns, it is intsresting to see the dramatic ispreveaent
in reliability betueen the early and tate data. For example, hardusre
reliability more than doubled and seftuare relisbility impreved by
slmost 60 percent. From the TTR columns we can ses that, as expested,
harduars failures cause longer doun times (avg. 1 heur) than seftuare
failures (avg. 0.42 hours). The tsble aliso sheus thet the Tengest deun
period uas 19.25 hours, and that it was due te a harduare problen.

Table 3 belou gives all the unique failure patterns, uith‘ their fre-
quency of ocsurrence. He notice that failures where only harduare uas
involved account for just 20X of all system reloads, while over 60X of
all cases relate to a softuare problem. That 60X includes situations
where both harduare and softuare were invelved (186X of the total). In
most of the harduaressoftuare cases (approximately 12% of all failures)
a common scenario was that a harduare failure made the system go inte a
region of the softuare which was not sufticiently robust to handle the
probiem (a "harduare/softuare error handling problea™). 0f the remain-
ing softuare failures, control preblems (35X of all failures) and error
handling problems deminate (27% of all failures). Synchronizatien and
timing windou problems scoount fer 10X. iie also netice a rather large

share of repeats — approximately 135X.
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TABLE 3

Softuare failure patterns

B S CTL ERN UNK O  FREQUENCY CUt FREQ PRERCENT  CUM PERCENT

oPR 7 "7 9.605 .60

WK s 1] 4.520 16,126

" 3 te 1.698 15.819

o o 18 L 10.169 25.989

™M N 56 100 30.500 56.497

M CTL RN 105 2.828 $9.322

m 43 148 26.2% 83.616
L] m t 149 9.5463 84,181
" - e 26 m 13.559 97.740
» s CT ' L] 77 e.260 100.000

4.1 SIATISTICAL IESTS

In common uith other analyses of this type, our first test nas to inves-
tigate the distribution of the time betueen failures. A Rolmogorov~-
Smirnov test conducted on the time betueen failure distribution accepted
at any level of significance a Heibull distribhution uith the following

density function and parameters:
f(t) =a B t8-1 oxp [-a t8)

where: a = 0.092 (charscteristic V1ife of 40.0 hours)

B = 0.647
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Since B ¢ 1.0, this is olearly & distribution uith a decreasing failure
rate in time. The empirical and Weibull cumulative distribution func-
tions are plotted in Fig. S. This also conforms with the plot of the

monthly average failure rates in Fig. 6.

SLAC VM Failure Distribution (Weibull)
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Figure 5: Theoretical and empirical WNeibull distributions (cdf)
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Figure 6: Average softuare failure rate (by month)

5. SOFTHARE FAILURES -~ DEPENDENCE ON SYSTEM ACTIVITY
In this section ue sttempt to relate the cccurrence of softuare failures
to the type of system utilization as measured by the various workload
variables. It is envisioned that such experiments would provide insight
into the wmost probable "cause and effect™ relationships for softuare

failures.

It is to be expected that most ‘uorkload measures uill be cyclic on a

daily basis. Accordingly, it uas 1nstru;tivc to examine the mean soft-

uare failure rate behavior over the same period [Beaudry 78). This pro-
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vided not only a quick visualization of significant failure trends but
was also useful in developing subsequent statistical experiments.

Figure 7?ahuus a histogram of failures by hour of day for all soft-
ware related fatlures. Note the sharp rise in failure rate during early
.'norning houra. This appears to follow rather closely the typical inter-
sotive load at SUAC and also compares favorably with a similar plot of

softuare failures for the SLAC Triplex configuration (Fig. 1).
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5.1 DISTRIBUTIONS OF FAILURES AND SYSTEM ACTIVITY

As explained in Section 3.1, our data provided us with a set of system
workload measures. In particular, measures such as the paging (PAGEIN
and PAGEOUT) and input/output (S10) rates provide a measure of the sys-
tem interactive load, while measures such as TTIME and VTIME provide a
general vieu of the CPU usage. The variable "OVERHEAD®”, derived from
the differsnce betuween TTIME and VTIME, is a direct measure of the
demands being placed on the operating system by users’ programs (actu-
ally virtual machines).

Recall that the data base developed contains not only the values for
the specified uorkload variables to a five minute resolution but also
the values of the same variables matched with failure times. From this
data three types of distributions suere generated. The first, R(x), is
simply the distribution of the workload in question.

A(x) = Pr {Workload Measure = x}
The second is the joint distribution of the failure and the workload
measure:
$#(x) = Pr {Failure Occurs and Workload = x} .
This is easily obtained from the failure matched data base, the genera-
tion of which uas described in Section 3.1.

In f(x) both the failures and the uworkload measures are represented

as they occur in the system. Clearly the more favored values for a

given uorkload uill contribute more to this distribution than the less

favored
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ones." Using the well knoun notion of conditional probability, ue

define:

f(x)
g9(x) = Pr {Failure Occurs | Workload = x} = .
R(x)

g(x) can now be thought of as the probability of a softuare failure at a
given value for workload wuhen all values are equally represented. Fig-
ure 8 shous the plots for R(x), f(x), and g(x) for three selected uork-
load variables: PAGEOUT, SIO, and TTIME; All software failures are con-
sidered; see the appendix for other variables and subclasses.

As a general observation we note that, where the difference betueen
A(x) and f(x) is considerable, we might expect to see a uorkload depen-
dency in the failures. If 2(x) and f(x) are similar, the relationship
is probably not significant. A g(x) distribution sharply weighted in
favor of higher wuworkload values will clearly generate a higher risk of
failure as the load increases.

It uould appear from the g(x) plots for PAGEOUT and SI0 that higher
values of these measures (> 10 for PAGEOUT) contribute more signifi-
cantly to software related failures than the louwer values. Examining
the plots for TTIME we note that, as measured by CPU utilization, the
system was heavily loaded (close to 2.0) most of the time. The R(x) and
g(x) plots for TTIME shou considerable similarity. It would therefore
appear from this cursory analysis that failures are not induced by

higher execution rates, as measured by CPU usage.

Y A rather commonplace analogy to illustrate this is that automobiles
travelliing at 150 mph have a higher probability of an accident than
those travelling at 55 mph. There are houever far fewer accidents at
150 mph. To obtain an accurate representation of the risks involved
in travelling we must divide the number of accidents at high speeds by
the number of autos travelling at that speed.
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In order to quantify this effect, in particular to determine exactly
the risk or "hazard™ associated mith higher workload values. ue employed
what ue refer to as a "load hazard™ model, the development and applica-

tion of which is discussed in the next section.

5.2 A SOFTWARE LOAD HAZARD MODEL
The object of ocur analysis was to determine:
1. Does a higher level of system utilization result in a higher risk
of failure than a louwer level?
2. 1s the relationship linear with the workioad variables, or is
there a nonlinear increasing effect?
In practical terms, if such an effect exists, ue expect the load to act
as a stress 1aétor. For this purpose ue developed and validated a
load-hazard model which formed the basis for our tests. A detailed
description of the development and validation of this model is discussed
in [lyer 82]. Briefly, an inherent locad hazard z(x)} is defined as
" Pr {Failure in load interval (x, x+Ax))} gix)

2(x) = = 1
Pr {No failure in load interval (0, x))} 1 = 6(x)

suhere:
9(x) is as defined in section 5.1, and

G(x) is the cumulative distribution function of g(x).

In close analogy with with the classical hazard rate in reliability
theory [Shooman 68], z(x) measures the incremental risk involved in
increasing the workload from x to x+adx. 1If 2(x) increases with x, it
should be clear that the there is an increasing risk of a failure as the

workioad variable inoreases. 14, houwever, 2(x) remains constant for

increasing x, ue may surmise that no increased risk is involved.

TR
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Note that in our definition of load hazard we have removed the vari-
ability of system load by using the conditional probability g(x). This
of course is not true in practice since load is best described as s ran-
dom variable with a probsbility distribution; it is simply the associ-
ated load distribution, £(x), defined above. In order to determine the
hazard for a particular load pattern, ue must multiply the associated
load probability by the hazard calculated in (1). Denoting by 2,(x)

the transformed hazard, we have

22(x) = 2(x) 2(x) (2)

We refer to the hazard 2(x), as defined in (1), as the fundamental
hazard. This is because it can be thought of as an inherent property of
a3 particular system and is not subject to varying load patterns. When a
varying load pattern is taken into account, it can be thought of as
"picking out” aspects of the fundamental hazard function. This hazard
Zalx) defined in (2) will be referred to as the gpparent hazard, since
it is closely dependent on the load distribution.

The following example illustrates how a particular workload can wmod-
ify a given fundamental load hazard 2(x). Figure 9(a) shous a sample
fundamental hazard z(x). Note that z(x) is increasing with load. Thus,
if all load values are equally likely, the system has a higher risk of
failure at higher load values than at lower load values. Figure 9(b) is
a hypothetical 1load distribution where the load variable is the frac-
tional CPU utilization, with 0 for an idle CPU and 1 for a fully busy
CPU. Finally, Fig. 9(c) gives the apparent hazard dus to the effect of

the load distribution in (a). The apparent hazard is nomw decreasing

simply because higher load values are less probable.




(a) Fundamental Hesard  (b) Load Distribution (c) Apparent Hezard
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Figure 9: Example of fundamental and apparent hazards

5.3 HAZARD PLOTS

The generation of the hazard plots and associated statistics involved
:' : extensive data processing. In each hazard plot, 2(x) or 2.(x) is calcu-
lated and plotted as a function of a chosen workload variable, x. In
developing hazard plots for the load-failure data, those factors not
related to load are expected to behave as noise in a load-failure analy-

sis. I1f such factors are predominant, ue can expect to find no discer-

nsble pattern in our hazard plots, i.e. they should appear as uncorre-
Tated clouds.
An easily discernable pattern, on the other hand, would indicate that

the load-failure dependency dominates others. The strength of such a

S .

relationship can be measured through regression. Figs. 10, 11, and 12

;} i depict the hazard plots for three selected load parameters (PAGEIN,
‘ f S10, and OVERHEAD). These plots relate to all softuare failures;
' see the appendix for other variables and subclasses. The regression
57? - coefficient R2, which is an effective measure of the goodness of fit,

is provided for esach plot. Quite simply, it measures the amount of

i REV. 5/18/82
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variability in the data that cen be acoounted for by the regression
model. RZ values of greater than 0.6 (corresponding to an R ) 98.7%5)
are generally interpreted as strong relationships [Younger 79).%

1t would appear from our data that many of the workload parameters
are acting as a stress factor, i.e., that there is an increasing risk of
fatlure uith increasing load. In the case of the interactive workload
wmeasures OVERNEAD and S10 there is no doubt that, statistically, there
is an increased risk of a softuare +{ailure as the load insreases. The
correlation coefficients of 0.95 and 0.91 shou that a very close fit uas
obtained and that the failures closely fit an increasing load~hazard
model. The risk of a failure also appears to increase uith increased
PAGEIN, although at a somewhat lower correlation (R = 0.82). lepor-
tantly, we note that:

1. He are not seeing a statistically higher failure rate simply due
to greater execution. With CPU usage (TTIME) as a measure, one
finds that the correlation is unacoceptable, i.e., that no rela-
tionship exists. This would appear further proof that simply a
greater execution rate (as measured by CPU utilization) is not a
major cause of the observed failures.

2. The relationship is highly non-linear, i.e, the risk of a failure
wmarkedly incresses as uorkload variables reach peak values. This
tends to indicate that there is a complex set of interactions
that adversly atfects the operating system as end points are

reached.

S The range of |R| from 0 to 1 is typically divided as followus: (0,
0.25) moderately weak; (0.25, 0.5) moderate; (0.5, 0.75) moderately
strong; (0.78, 1.0) strong.
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The vertical scale is logarithmic in these plots, indicating that the
hazard is rising sharply at peak loads.
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In the next section ue provide conjectures on the possible ocauses of

this dependency and provide further interpretation of our results.

6. VIENS ON OBSERVED RESULTS
The question of fault tolerant design has been studied by a number of
suthors (ses for exampie [Neoht 80a 80b) and [Yau 80]). In order to be
failure tolerant, the softuare must be able to deal with adverse effects
in & well defined manner. The ideal situation is one uhere an error is
detected at th; earliest time, thus containing the impact of the error
to its minimum.

It is clear from our analysis that, in practice, ue are far from this
ideal, even in a uell structured system such as VM/370. Mhat we observe
is that often the most severe malfunctions ocour when the workload
becomes more complex. Due to the extensive degree of inter-user and
user-system dependency under these circumstances, it is usually not pos-
sible to contain the impact of the error and a system crash ensues.

Each of the following sections discusses a particular uay that system
failures are thought to relate to the quality and quantity of workload.
Examples of typical SLAC failures are given in each case. Note that a
detailed analysis uas performed on every system crash to determine the

exact cause of failure. This was done by careful tracking and record

keeping by the SLAC system support staff.




6.1 SYSIED RESISH ARRNNPTIONS

At numereus peints in the design and sceding of system ocempenents
implicit and explicit assumptions are made about the envirenment the
compenent uill be subjected te. The three cases beleu charasterize the
most popular types of assumptien-related failures.

Queue, Buffer. and Isbls Limits: Usually these are found only during
extreme situations, where lead is sbnermally high or unusual.

Example: Recently the number o users logged onto the SLAC YINWV/378
system went above 250. ‘A systen component failed uhen its table could
hold only 250 entries. The result uas not catastrophic, but it did
atfect system monitoring.

Synchronization Assumptions: These assumptions are not usually
explicit. They are most often due to the programmer or designer not
being able to consider that a certain sequence of events could occur as
slouly or quickly as might happen under extreme conditions.

Laample: In & recent case a user waited a long time betueen typing
his user id and his passuord uhile logging on. during that period the
user directory (containing passuord information) uas updated by other
users (changing passuords, etc.). Nhen the password wsas finally
entered, the system crashed because the logon process was using outdated
pointers into the directory data structure.

Unanticipated State Chanass: Many of the bugs discovered relate to
an operation that is somshou preempted by an external event. Typically
a critical section was not adequately protected from the event and a

dats structure or program uas forced into an inconsistent state.




1zamels: A number of these bugs have invelved a sudden leg off dur-
i ing an operation being performed on & user’s virtusl mechine. The oper-

ation is only partly completed and & system data structure is mede unu-

sable.

6.2 ERROR MANRLING FAILURES
This is an impertant errer category, comprising roughly 27% of all sys-
tem failures. A olaim made for the VM/370 type of operating system

structure is that, because of the isolation of users and system func-

C it e

tions, reliability can be much better [Donovan 76]1. One rationale for a
» hisrarchical system is that the "vertical™ segregation of system func-
tions into a hierarchy and the "horizontal™ isolation of users from each
other affords oisior fault isolation and recovery. Concievably, offend-
ing users and components can be removed in many cases uithout loss of
the system. NHe agree, and feel that the relatively high reliability of
the SLAC system is due in part to the VYMN/370 design. Houever, some of
the resiliency expected is not implemented, causing error handling to be
involved in a large fraction of system crashes. UHe divide this category

as follous:

6.2.1 Marduare Ilnduced Errors

About 22% of softuare failures (24 of 108) involved the failure ;f the
softuare to continue after a non-catastrophic harduare error. These
only include cases where it was determined that the system should have
been designed to continue, possibly but not necessarily, in a degraded

S
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Previeus studies sheu that system sstivity, especislly 170 astivity,

is strongly related te processer failure rates [iver 82] [tastille 81].
Sinee operating systems sre required to react to such fajlures it can be

expocted that mere softusre fatlures uill osour.

lpeutsbuteut Ercrors: It is oclear that 1/0 errors are directly

related to the 1/0 rate or the amount of data being trensferred. Since
s nontrivial fraction of all 1,0 can critically affect system operation,

the expesure to system failure can be expected to increase.

§ e g e
~ . L bt

Lxample: Errors uhile transferring memory pages from or to an exter-
nal device oan be catastrophic. Unfortunately, many systems do not

the ﬁ}xt sec-

adopt a strategy of graceful degradation in such an ares;

tion addresses this question.

flicrogeds

micrecode in various system components.

Errors: Most modern computer systems rely heavily on

In the I8M 3081 its use is per-

vagsive = controlling essentially all harduare components from the opera-

tor’s console to performing failure diagnosis [Reilly 82]. Microcode

even controls and wmonitors the 3081’s pouer supplies and thermal state

;:; in real time. Such a complex microcode system provides a variety of
rare states to be entered during intricate event sequences.

Example: The 3082 processor controller for the 3081 has been respon-

sible for a number of failures due to both microcode and harduare fail-

ures.
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6.2.2 Non Harduars Induced Errors

The results given earlier in this paper demonstrate that software fail-

ures will ocour more under high system stress. 1t therefore follous

that greater robustness is needed 1in handling error situations. About

21X of softuare failures (23 of 108) involved the detection of inconsis-

tencies in system data structures or a uweak response to the failure of a

particular softuare component. In almost all of these cases it seemed
that the control program should have been able to sever or mend the ail-
ing component and either recover or degrade gracefully. In these fail-

ures blame could not be placed on the harduare.

6.3 SOFTMARE CONTROL ERRORS

This category corresponds generally to the classical meaning of a bug.

Therse are tuo levels of behavior in this category. The first involves
the discovery of latent errors; the second relates to the violation of

space or timing constraints.

6.3.1 Discovery of Latent Errors

A process inherent in the life of a mature production system is the dis-

S, covery of latent (or dormant) bugs [Musa 80]. The relation of this type

of error to uorkload is evident. Well used sections of code tend to be

more reliable simply because bugs have already been discovered and
removed. Under normal loads these sections tend to be heavily used and 1
3 the system remains reliable. Houever, during periods of stress or

; uncommon uworkload patterns, rarely used code can be executed, leading to

the discovery of errors.
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Exspple: A prime oexample of this phenomenon involved a section of
system initialization code to handle the oase of finding a faulty stor-
age page frame. Since, in the period of over a year, the 3081 had not
encountered such an error, the code had never been executed. The first
time a defective frame uas found, an obvious coding error uio uncovered.

In this case the system could not even be restarted to repair the error.

6.3.2 Spage and Yime Yiolations

In a typical timesharing environment the variety of demands made on the
system (complexity of the load) is directly related to the number of
users on the system. Although it is not necessarily true that the num-
ber of program states will increase with load, it is clear that the num-
ber of timing and data structure states will. We observe that this
increase is greater than linear with the uorkload variables presented in
this paper. In fact, this mushrooming of states may explain the expo-
nential inorease of failure hazard with load.

One practical uay to study control failures is to classify the errors

into violations in space (e.g., overuriting storage, invalid operations)

and violations in fime (e.g9., simultaneous update, invalid sequence of
operations, insufficient locking of critical dats). Experience has
shoun that in a stable system such as Vi/370 the space violations are
culled more quickly than timing violations because they:

1. are easier to understand;

2. usuvally manifest their effects immediately and disastrously;

3. tend to be unatfected by the dilation and contraction of time

seales caused by load.
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On the other hand, timing related problems can linger in a system for
years and can be particularly sensitive to load variations. These
errors are more difficult to diagnose because specific load patterns may
be required to reproduce the problem and because the manifestation of
timing bugs is usually subtle and complex.

Example: At times a failure will occur that is a combination of both
a time and a space violation. Typically a complex set of events will
lead to a timing error, uwhich triggers the overuriting of an ares of

storage. Such bugs are extremely difficult to diagnose.

6.4 GRADUAL DECAY OF THE SYSTEM

A nen class of non-catastrophic errors begins to surface as a system
becomes more reliable. These have to do with the gradual loss of system
resources, such as memory frames or free disk blocks due to rare housek-
eeping errors. Since, typically, these resources are redefined at each
system reload, in a relatively unreliable system their loss may never be
noticed by the system or its users. If, on the other hand, the system
runs for weeks without failure, then the gradual loss can become notice-
able.

Example: In the SLAC system, an unknoun bug had existed for years
that allowed temporary disk space to be 1lost in small increments over a
period of time. After a 10 day period without a system reload, users
began to complain about the lack of scratch disk space. Investigation
shoued that the sum of allocated and free space did not sum to the

smount "knoun” to be available, and the error was corrected.
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7. CONCLUSION

It has been the purpose of this paper to present an analysis of softuare
related system failures on the 18M 3081 at SLAC. We find three broad
categories of failures: error handling, program control or logic, and
harduare-related. A statistical analysis of these failure modes shous
(not unexpectedly) a decreasing failure rate uith time. This is espe-
cially true in the early part of the study. Not withstanding the

decreasing failure rate uith time, we find that the occurrence of the

failures is strongly correlated with the type and level of wuworkload
prior to the occurrence of a failure. For example, it is shoun that the

risk of a software related failure increases in a non-linear fashion

g e

i with amount of interactive processing, as measured by parameters such as

e o

the paging rate and the amount of overhead. The overall CPU execution
rate, though measured to be close to 100% most of the time, is not found
to correlate with the occurrence of failures. MWe propose a load-hazard i

? model to statistically measure the above effects. Finally the paper

! offers conjectures on the observed phenomenon.

As with any statistical analysis, this is not proof in itself. Hou-
ever, the increasing body of evidence accumulated on different computers
with differing load and failure patterns shous that uworkload should be
considered as a factor in reliability. The design of computer systems

will be greatly aided if this type of analysis can help uncover cause

e o bt o 1. T NPT S MBI - g 52t

and effect relationships in softuare failures.
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APPENDIX

Load, Failure, and Hazard Plots
For three error types:
Control (CTL), Error Handling (BRH), Software (5W)

The top half of each page contains the Conditional Failure,
Load, and Joint Failure distributions. The bottom half
shows the corresponding Fundamental and Apparent Hazard

functions. The error type is indicated in small type just
below each plot; they are arranged in groups of three pages
each. .
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