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Abstract

A systematic procedure is used to design Kalman Filters for a

hypervelocity missile system. The procedure includes truth model

development, state space model formulation, filter tuning, and Monte

Carlo analysis. The study is based upon a planar engagement of highly

dynamic missile, a constant-velocity aircraft, and a stationary target.

Two line-of-sight filters are developed using the rotating aircraft-to-

target line-of-sight frame as a reference and two inertial filters are

developed using an inertial frame reference. The angle between the

aircraft-to-target line-of-sight and the aircraft-to-missile line-of-

sight is the only physical measurement processed by the filters. Due

to observability considerations, the inertial filters also process

additional pseudo-measurements of range. The filters are compared by

calculation of miss distance statistics, probability of kill, and

compntational loading.
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A COMPARA'v AIALYiLS OF KALXAN FILriRS

US[N( A 1IYPLEVEI.OCLIt Hf;SSILP SIHULATION

I. luTRODUCTiON

1.1 Background

The United Statos Dopartnent a)f D)',fense has stressed, especially

during- the last decade, air-to-surface weapon research and development.

The motivation For this emphasis com.es froia a large escalation in the

numbers and qualities of tanks deployed by the Warsaw Pact countries.

The Soviet Union, in particular, is adding 5000 ground combat vehicles

to its inventory each year (Ref. 4). krnong these vehicles is the

T-64/T-72 series of battle tanks which are superior in quality to any

comparable systemi deployed by NATTO (Ref. 4). The buildup in Soviet

Forces has :gIenorated a ignificant numerical advantage In tanks over the

combined IATO forces. The United States and other "ATO countries are

preparing to ineet this threat by relying on anti-tank guided weapons

(ATGWs). There are two major development objectives of the types of

weapons under consideration. The first is to design weapon systems that"

can penetrate the comparntively thin upper surfaces of a tank. The

other is to use the U.S. advantage in micro-electronics to develop

precision-guided munitions, (PGIs) with high probahilities of kill. A

wenpon whic:h ha.; the potentLa] to meet the,;e criteria Is the

hypervelocity missile (11U).

The IIVM concept Incorporates available technologies in the

development of a complete weapon system. The objective of the RVI is

to defeat advanced armored ground vehicles with small, low cost
missiles. The missiles are launched from an advanced fighter aircraft

such as an F-16 or A-10. The velocity of the missile is approximately

5000 feet per second and its maximum down-range launch distance is

15,000 feet. The lethal mechanism of the IN is a nonexplosive,

1-1



kinetic energy penetrator. The speed of the missile and its mass

results in the kinetic energy necesuary to disable the target. A

carbon-dioxide laser is deployed on the aircraft to provide

simultaneous guidance information to multiple (up to 10) independently-

targeted missiles.

Though the primary emphasis of the IIVM concept involves achieving

a target kill, cost effectiveness and aircraft survivability are

primary concerns to the Air Force. Analyses conducted in the Armament

Division at EglIn Air Force Base have demonstrated that the HVM shows

promise as a future Air Force weapon system. The potential for

enhanced aircraft survivability exists since one pass near a target is

* normally sufficient to disable it. The analyses also demonstrate that

the low IVM cost should provide a more cost-effective system. In

addition, the increase in kills per aircraft pass should decrease the

cost per target killed. These advantages have prompted the Air Force

to proceed with feasibility studies and tests to demonstrate the

capabilities of the IV.

1.2 Statement of Problem and Objectives

The tactical missile intercept problem deals with guiding the

missile to the target, with imperfect knowledge of target and missile

positions. The missile uses Information provided by the sensors and

the launchinp aircraft to estimate the necessary information For

guidance. The objective of this thesis is to develop this estimation

process for the I]VMI.

The assumption of perfect knowledge of quantities that describe a

system Is often inadequate. Uncertainties are inherent in any system

and their neglect frequently results in degraded performance. Examples

of uncertainties that exist in tactical missile engagement are inherent

mathemntical modeling errors, external disturbances, and measurement

errors. These mincerta Lntios are modeled as random

41
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phenomena, thus leading to stochastic equations to describe the system.

Stochastic estimation is a method of formulating a best guess of

certain state variables of importance based upon noisy observations of

the system. The Kalman Filter is the optimal stochastic estimation

algorithm for linear dynamical systems subjected to Gaussian noise.

Nonlinear syste m,. can often be successfu1ly treated by straight-forward

extensions of the Kalman Filter (Ref. 2, 6, 8, 14).

The IVM system requires an extremely high accuracy in order to be

an effective weapon. Uncertainties in the system have the potential to

degrade performance and thereby thwart the achievement of the desired

accuracy. The objective of this study is to design alternative Kalman

Filters, which account for the system uncertainties, and to compare

their performance in terms of state estimation accuracy, statistics of

terminal miss distance, probability of kill, and computational

requirements. Due to the use of a kinetic energy penetrator, the

probability of kill. is also a function of the angle of incidence of the

missile with the target. This factor, however, is not modeled in this

study since its inclusion has no effect on Kalman Filter design. The

angle of incidence would be accounted for in the guidance law

formulation, however; this is beyond the scope of this study.

A Kalman Filter is designed for the HVM system based on a

systematic approach. The procedure is as follows (Ref. 9:341):

eI. Develop ande validate a truth model (q, complete, complex

mathematical model that portrays system behavior"very accurately).

2. Generate a Kaiman FiLter hamsed upon the total truth model.

filters.

3. Propose simplified, reduced order system models by removing or

comihning states associated with nondominant effects, deleting weak

cross-couplin!, terms, and eifploying approximations. Develop simplified

1-3



filters based on each model.

4. Conduct a covariance performance analysis of each proposed

Kalman Filter being driven by measurements from the truth model of the

real system. Then tune each filter to provide the best possible

performance from each.

5. Perform a Nonte Carlo analysis for the filters that show

promise.

6. Conduct a performance/computer loading trade-off analysis and

select a design; investigate square root and other forms of

implementing the chosen design.

7. Implement the chosen design on the online computer to be used

in the final system.

8. Perform checkout, final tuning, and operational test of the

filter.

The first six steps of the procedure are pursued in this study. Though

the approach is difficult and time-consumiing, it is cost-effective in

that it solves most of the design problems before actual hardware

implementation takes place.

1.3 Organization

The six chapters of this thesis closely follow this design

procedure. Chapter T provides background information and states the

objectives of this study. In Chapter II the system truth model is

developed with primary emphasis on the dominant dynamic characteristics

of the system. Also included in this chapter are coordinate frame

definitions and engagement scenario assumptions. Chapter III

contains the development of the four Kalman Filters which are to be

investigated. Chapter IV discusses the implementation of the models

*1I
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into a computer simulation. In addition, truth model and filter

validation are discussed. The analysis of the four filters is the

topic of Chapter V. Conclusions an recommendations for further

study are provided in Chapter VI.
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I I. SYSTE~M TRUTH MODEL

2.1 In troduict ion

The sys 1: .i L ct h mode. rep re'seu tat ion is ve ry important In Kalman

Fil1ter dstnand porformanre analysis. The fidel ity of the truth model

14i1l have a diriect effeCt on the accuracy of the performance analysis

results . It is thlerefore imperative that models accurately represent

system dynamics and] other appropriate chiaracteristics.

This chapter contains a truth miodel, for a hypervelocity missile

systemn. The trufth inodel conva-i s real istic models for the missile,

tareget, aircraft, and theiLr engageme-nt profiles. The mathematical model

represents thte diominant dynamic char-acteristics, relationships that

describe sampled-data measured outputs, and other functions of interest.

The truth model i-, developed base2d on a three-dimensional profile.

Since the 1Filters d1eqigned in Chiapter 111 are limited to the vertical

plne for simplicity, the truth model lateral motior, conponents are set

to3 zero.

These ssm oesaeuse i digital computer stiulation to

Obtain trut, missil1e tra1jectOr.ik' and miss distances, thus mot ivating the

namle "system truth model.". Kalman Filters are developed in Chapter III

and 'Monte Carlo analyses on thie nonlinear %models are- performled to

compare outputs from the truth model. and the filters (Figure 2-1). The

C Monte Carlo analysis Js use-d to e-stimate the statistics of filter state

estimates versus thev truthi :nodel- states. Iterations of this analysis

allows filter nararicter; to he tuned for best filter performance. The

Kamn ti ter is based onl the truth model but is of lower order. Thus,

2-I
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- j e = errors in estimated states
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to Cnompare the truth model and fI toer states it is necessary to

transform the true stLates to the form of tile filter states. This

transformation i- indicated by "C" in Figure 2-1.

The system block diagram shown in Figure 2-2 depicts the major

functional components and their input and output relationships. The

truth model includes all blocks except the filter.

2.2 Coordinate Frames

The reference fraes used in this study are the inertial, missile,

target, aircraft, aircraft-to-target line-of-sight (ATLOS), and

mlssile-to-target Itne-of-sight (,fTLOS). Each frame i right-handed

and orthogonal. Figure 2-3 depicts a planar view of the coordinate

f rames. E ach is shown with its one and three axes in the plane of the

page. The nioher two a 'Is of each fI'rimv is not shown , but points out of

the page. The inertial Frane is an earth-fixed frame with i1

horizontal down ranoe, 12 cross range, and i3 pointing down. It is

f ixed on the target at missile launch and remains at that location for

the duration of flight. This frame is assumed inertially stationary due

to the very short missile-target engagement time. The missile reference

frame is fixed at the missile's center of gravity (M). The ;l axis

lies along the missile velocity vector. The m2 and m3 axes are

directed along the pitch (positive in up direction) and yaw (positive to

the right) axes, respectively. Both the aircraft (A) and the target (T)

are treated as point masses with 'I1 and tl pointing in the direction

of the aircraft velocity and target velocity, respectively. The other

two axes are directed to the right of the velocity vector and down when

the aircraft and target are traveli.ng, in a straight and level path

parallel to te -l , i2 plane. The ATLOS frame is denoted by .1,

£2, and i3 with the origin located at the target. This frame

rotates with the line-of-sight between the aircraft and target, such

thot, il is always directed along this line. The 12 and t3

2-3



,3 1 F-4

U) u

-4 '<->

f.J)

J FJ

m.,



* -e3

Fiur 2- .C o d na e F a e

(Aircraft, ~i s i e Ta g t

2 -5,,



axes forin the other orthioponal- components, such that, t2 is directed

to the right andi X3 is directed down whten the ATLOS is horizontal.

The same type of orientation applies to thle TL~OS frame with kl

originating from the missile center of gravity and pointing in thle

line-of-sight direction, 2 pointing to the right, and k3 pointing

dlown. Appendix A contaifns angular i:elationshtps and coordinate

t rans fo()rma t i ons 1)ot wee (-ithe re fere n(-, f raine s.

2.3 MIissile 'ode1

This seoction describes the mliss-ile and develops its three-

degree-of-freedoim. dynamics. Includ ed Ln the development is a simplified

second-order model. for the actuator/airframe attitude dynamics.

NIormAlly, the attitude dynamics wouild he developed in detail with

consIideratiton of a six-degree-of-freedom nmodel. However, missile

rotational dynamics are typically (if a much higher frequency than thle

t ransl ational dynami cs which the 'Ka 1 man Filter estimates. There fore,

approximating the rotattonal dynani(-s has very little effect on the

performance of the Kalman li lter anid vice-versa. In addition,

aerodynamic data describing a hypervelocity missile is proprietary and

thus uinavailable for general use. Thlese data include vital information,

such as moments of inertia and other aerodynamic data, which are needed

for a six-deg ree-of-freedom simulatifon.

2.31 Assumptions. The type of missile used in this analysis is

a hiphly maneiive rable , she r -range, tail. fin control ted , air-to-surface

missilie. It is 3.5 in. in diameter and 72 in. long. The maximumi

lateral acceleration that the missile can comm,.and is assumaed to he

10') g' s (3,200) ft/ser 2 ) and its maximumlw flight tine is 4.0 seconds. It

i r, rher ;o;oimjod tli t Hibe of soi 1le eonlt mm 0 a -.t rapdown ine r tial1

nniviaa,;t:ion !;,, tern (T4JS) uoi,; I ot~ n). (if three ;icooloronivters and thiree

rate gyroscopes. The INS measures outputs of actual missile

acceleration in the body frame and performs a coordinate transformation

to get the accelerations in the inertial. frame. It also provides

angular rate information cncerning the missile heading (IF) and flight

path angle (0).

2-6



The missile is United in the ;.mount of knowledge it has at its

disposal durins, and after Inunch. initial aircraft and target state

estimates are known, with some tincertainty, by the aircraft and are

passed to the issile at launch. O: ce the missile has been launched, it

continues to estimate these states Lhrough the use of a Kalman Filter.

The missile receives measurements of azimuth (AZ) and elevation (EL)

angles to use for updates in the fiLt,-r. These mneasurements are

obtaned frou a grid sensor model wlich is discussed in detail in the

Measurement ,.Iodel section of this chapter. A gimballed CO 2 laser

projector on the aircraft generates3 a scanning signal which, based on

the time between scan start and signal reception at the missile,

determines azimUth and elevation. it is desired not to encode anything

other than angle information onto this laser signal. Though this report

is concerned only with the single target case, the actual system has to

scan and track nultiple targets (up to 10). To encode other

information, as well as scan each target, presents a very burdensome, if

not impossible, task for the aircraft laser generating system to handle.

Once tl.e measurement is obtained, ti:t. q)pIated filter states are used by

the guidance law to generate acceleration commands. The proposed states

to he es tivmated in tlie onho; ri conmpuler are d iscussed FP rther in

Chapter III.

The ! ,ssilc nctiator and i,.rfranc attitude dynainics are assumed to

be vol represented hy a second order s\vste. In other words, the

actial iniSssle irceloration is nodelod aq a ;ec.ond order response to the

conmanded acceler;ition. This assun.Iption has been used frequently in

missile giidance analyses and is cons istent with the level of modeling

of this study (Ref. 2)

The m-,sile is as.suecd te he a point Imass in the three-degree-of-

freedom dynamics development. In addition, the missile velocity vector

and the longltidinal body direction are considered colinear, that is,

there are zero angles of attack and :0ideslip. This assumption

stlinlifies the d",namics deve lopment and is consistent with the three-

*2-7
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degree-of-freedom modeling. Also, the missile m2 axis remainq in the

horizontal plane throughout the ciegagemelt. This ro[I-stabil1zatlon

assilmlptioll simplifies the developing [t of the dynamics equations by

eliminating roll-axis rutations. Other assumptions are discussed in

the specific instance to which they :ipply.

2.I.2 Thrace-Degree-of-Freedom Drnanic.s Model. The state equations

which model the missile dynamics ars developed in this section. Six

equations are developed, with the necessary states, inputs, and

parameters defined explicitly. The :Lx states are

<I - xj/o, 1I component of missile position

x2 = /o, 12 component of missile position

x3 = z'l/o, 13 component of missile position

= %.,/o, nagnitude ,f the missile, velocity wrt pt 0

= , missile head ing angle

x6 = , missile flight pat angl

In addition, variables and parameters Chat will affect the

state relationships a3re

T = missile thrust

,= missile drag

m missile mass

g accelerat ion due Io "rarity

aT = missile l.iteral acceleration

a7 = Tissite nor::al acceleration

The acceleration due to -ravitv and thrust are considered constant.

he acreleratiio] due tivravity is : he st~itndard gravitational



acceleration of 32.17 ft/sec 2 . It is assumed constant due to short

Flight thiue and ranVge of the engagement. The t1hrust is also assumed

constant, 5000 Ib, for one second. The specific imptilse of 5000 lb-sec

generates the necessary impact velocity.

After one second, the thrust dr)s to zero resulting In a

boost-coast traiecrory If the Flight time is greater than the thrust

time. Missile drag, mass, lateral acceler.ition, and normal acceleration

are variables thit change w.ith time. The establishment of ,.odels for

,each of these is dni :ccu.; ied me t.

The drag Force on the miissile t, (71ef. 1:328):

D =- PV ,4) 2I

where

p = density of the air

S = cross-se ctional reference area

CD = drag coefficient

V, = velocity of the missile

The terms p and S are constants listed in Appendix P. The

density of the air is assurie:1 constant since the aircraft, missile, and

target are within the same air ma:u:. The cross-secttonal aren L, the

reference area For the coefFicient of drag. The total coefficient of

drag, (D, is defined as

DC = CD) + COT (2-2)

= coetficient o zr-1ift'Ire

CI = coefficient of induced drg

This expression can also be written as

2

C.) ) CpO + Krj (2-3)

I .?2-9
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wle re

K inverse of the partl.a- d'Lc.VatIVe of the coefficient of lift
with respect to the angle of attack

CL coefficient of lift

The coeffiieont of zero-lift drag is; approximared for a generic

missile by (Ref. 5:22):

2

CDO (2-4)

where

' :issile roach number

The roach number of the missile is calculated as

M -(2-5)

where

Vs  constant speed ot sound

The coefficient of induced drag fs highly dependent on aerodynamic

c haricteristics oF the ;pecfi fc mU;:;i.e. Since these are unavailable

ao, me i r inc 1w;fion only Serve; Lo ml S ssLie Velocity, thus having

minor oFnF(ct ,m i Lter performance,, the m-oeft-Lcient of induced drag is

The mass of the 1aissile chan:eq during the thrusting portion of the

fli I;ht due to lo ; of Ftw,1.. The t,11:al. missile mass is, therefore,

modeledi as a rombination of the oan' of the missile and the mass of the
fel.

m =M + k (tT-tF), tF < tT (2-6)

or

a' n i1 , tr? > (2-7)

2-(2)
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where

II = total. missile mass

mM = mass of missile without Fuel

mf

k =- ,fuel mass depletion rate at tF 0
tT

mf = total fuel mass

tF = elapsed missile flight time

tT = total missile thrust time

Thus as the missile thrusts, its mass will decrease at a constant rate

until burn out. The mass will remain constant throughout the remainder

of the flight.

The normal and lateral acrelerati-ons are the output of the

actuator/alrfra,no atttied2 dynainfcs model (Refer to Figure 2-2). The

attitude response of the missile, due to acceleration commands from the

guidance law, can be modeled by a second order system (Ref. 2). This

lag comes From delays in the missile actuator and rotational dynamics

to change the angle-of-attack which, in turn, produces the actual

lateral and normal accelerations. The lateral and normal accelerations

are generated based on

,2
, aArT 2

aC:n) 82 + 2 ws (2-8)

.1 where

aACT = actual accelerations

8(-qT aC = commanded accelerations

! n = missile natural Frequency

= damping coefficient

2-i.l



The details of the computer implementation of this transfer function

are contained in Appendix 11.

Once the actual missile acceleration is generated, the missile

position and velocity follow. This information is necessary to

obtain relative information between the aircraft, target, and missile

which is, in turn, applied to the mea!surement model to generate azimuth

and elevation angles. These angles are used in the Kalman Filter as

measuremqent updates. To obtain the missile position and velocity, both

the inertial frame and the missiLe body frame are used. The inertial

frame is to simplify obtaining relative position and velocity

between the aircraft, target, and missile. Missile positions are

expressed in the inertial frame in ocder to compare them directly with

the aircraft and target position. The missile velocity state equations

are defined in the missile body frame to minimize the number of vector

rotations, since all aerodynamic forces are colinear with the body

framne axes. Only one vector rotation is needed to rotate the missile

velocity Into the inertial frame for position state equations. Though

there are many methods of generatiLng state equations, using inertial

position states and body frame velocity states is then a logical choice

For this application.

Equations for missile p sttion :ir(: developed by defining the

missile position vector in the inertial frame. The derivative of this

vector is then the velocity of the missile, expressed in the inertial
rame. The velocity of the missile can also be expressed directly in

the missile fr;ime since it is, by definition, always in the ml

direction. This missile-frame velocity is then expressed in the

inertial frame bv a coordino te transformation. The two expressions for

the inertial-frwme velocity are then eqIuated.

The equation -or missile position with respect to point "o"

expressed in the Ilertial frame is

/o= , + 2/o / 13 (2-9)

2-12
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Taking the derivative (f (2-9) in the inertial frame yields

o /o rt + ,I/o i2 + .lo i3 (2-10)

The zero angle-of-attack assumption allows the following equation for

missile velocity:

Vi V (1
-. I >lo (2-11)

where

I

VM/o = missile velocity vector with respect to inertial frame

The transformation to the inertial frame results in the following

equation:

Vi (M cos (3 cos ') i + (V os 0 sin ) 12
-1M0 M/'sn'1)i

- (Vxlosin 0) ?3 (2-12)

Since equations (2-10) and (2-12) are equivalent, the missile

position state equations are

S= 4/o = V-1/o cos 0 cos T (2-13)

X2 = YI/o = V/o cOs 0 sin T (2-14)

X3 = z -/o VM/o sin 0 (2-15)

The state eqations For the missile velocity are developed next.

The approach for a changing riass system is to use (Ref. 6):

~ V

EF - + i VioVo (2-16)
dt(-1
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F = system force-;

m = variable system mass

i diV
( = rate of change of body velocity

U1 , Uo rate of change of the input and output
mias., respectively

V, = velocrites of the Input and output particles, respectively

For this model Vi is zero. The thrust, Vo, and uo are constant and

Sro ip(! into the thrust component of the forces. Thus equation (2-16)

reduces to

dV
U = m At (2-17)

A Free body diagram of the missile is set up to identify each of

Cie ;y: iwn r,, s,. Thes Forces ar [it rhn stin:,ined voctora1.ly. Next, the

;nc-tler1FiLon of the missile, as seen by an observer in the inertial

trdmc, i. develonpel. The components of the forces and the components of

acrCteratinn Limp mass, which are In the same direction, are then

eqiaterl.

The missile free body diagran is illustrated in Figure 2-4. The

orcles iivol,d are, the thrust, drag, normal, lateral, and

5'.,r avital fonal! corces. Thrust resul.ts Croin the boost provided by the

:-(lid propellant notor. The lateral force, L2 , is produced by

horizontal pl.ane steering conmands which generate yaw motion. The

. normal force, L<, Is the result of pitch movement. Summing these

forces

S= Tm1 + L2 m? - L T: r3 - Dml + ng i3 (2-18)

Transforming the 43 component by use of the direction cosine

mnitrix From I to m, Cmi, results in the following:

= (T-D-,ig sin 0) rl + L2m2 + (rag cos 0 - LN) m3 (2-19)

2-14



Figure 2-4. Missile Free Body Diagram
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The acceleration of the missile as seen in the inertial frame is derived

by taking the derivative of the equation (2-11), using the Theore:, of

Coriolis

d(Vt_ +(YM/o) Vi/o) (2-20)
dt dt - _Mo

where

Vi = as defined in equation (2-11)
-rm /0

md ( )r

d derivative in the missile frame, ,;dt

i
= rotation rate of the missile frame with respect to the

- inertial frame (Appendix A)

Therefore, coordinatizing this in the missile frame yields

./o = V"/o + (-' sin 0 In1 + 0 m2 + 'V cos 0 m3) x V,1/om1  (2-21)

= '/ m + ' VM/o cos 0 - V,.I/ m3 (2-22)

Equating collnear forces anch accel Lr:,tons results in the following

missile velocity state equations:

T-D
X4 = Vt1/o - - g sin 0 (2-23)

L2

x5 = (224)

Ln  g cos 0

x6 [ Vm V,/o (2-25)
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2.4 Aircraft Model

2.4.1 Assumptions. The hypervelocity missiles will he deployed

using a high performance aircraft, such as an F-16. The random acceler-

ations of this type of aircraft are well represented by a first-order

Causs-tarkov model in the inertial, directions, with a correlation time

constant of two seconds (Ref. 15). The aircraft also possesses a means

of target acquisition and tracking. This system identifies the target

and obtains range and angular position information. In addition, the

aircraft is equipped with a carbon dioxide laser which scans the area in

which the target and missile are located. These systems are discussed

in more detail in the Measurement "odel section.

2.4.2 Model. The aircraft dynamics are modeled by inertial

position and velocity state equations. These states facilitate

neasurement modeling. The aircraft states are

xA/o = inertial aircraFt position In 4i direction

YA/o = inertial aircraFt position In i2 direction

ZA/o = inertial aircraft position in i3 direction

[VA/ol x = inertial velocity in I direction

VA/oly = inertial velocity in i2 elirection

IVA/olz = inertial velocity in i3 direction

and the state eqnations are

xA/o = [VA/olx (2-26)

YA/o = [VA/oly (2-27)

/o= [VA/olz (2-28)

!VA/olx = [AA/ojx n1 (2-29)
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*1

[VA/oly (AA/oly 4 n2 (2-30)

[VA/olz = [AA/o]z + n3 (2-31)

where

[AA/oJ.<, [AA/oly, (AA/o]z = aircraft inertial accelerations

nl, n2, n3 = inertial, tine-correlated

Gaussian noise (refer to the noise model section)

The inertial accelerations are developed from the application of

constant accelerations in the body axes. A transformation to the

inertial frame, using the direction cosine matrix, Cira , develops

[AA/o]x, [AA/oly, and fAA/olz. A planar constant turn rate

maneuver is generated by simultaneously applying a constant velocity in

the fi direction and a constant acceleration in one of the body

axes perpendicular to the velocity. Thus, the aircraft has the

capability of flying either with a constant acceleration or performing a

planar constant turn rate maneuver.

2.5 Target Model

2.5.1 Assumptions. Ground vehicles, for example tanks, are the

types of targets for which these missiles are used. Current tanks are

capable of turning against accelerations of 0.3 to 0.5 g's (Ref. 3).

M60 tank accelerations are well-modeled by a first-order Gauss-Markov

model in ench horizontal direction. The correlation time constant

: associated with this model is 0.2 seconds (Ref. 4).

2.5.2 odel. The target model is of the same form as the aircraft

model. The states are inertial position and velocity as defined below.

XT/o - inertial target position in il direction

YT/o = inertial target position in 12 direction

zT/o = inertial target position in 13 direction

2-I.,



[VT/oix inertial target velocity ill il direction

[VT/OJy = Inertial target velocity ill i? direction

[VT/ol z = inertial target velocity in .3 direction

The state equations are

= lVox (2-32)

YT/o = [VT/o], (2-33)

zT/o = [VT/o z  (2-34)

[VT/ox = [AT/oV: + n4 (2-35)

[VT/oly = [A'r!,0 Iy I 15 (2-36)

EVT/olz = A~/ui' - nIA (2-37)

where

[AT/o~x, [AT/oly, [AT/o] z  nominal inertial target
accelerations (nominal time history for
sonulat Lol purposes)

n4, 15, n 6 = inertLal, time-correlit:ed
(,nussian 00o se (reFer to Uoase Model section)

The state equ;ttLons ar,! Lntegrated by first-order Euler integration, as

in the aircraft del, sinct - the eauntions are linear and the target

t ine coiistant of 0.. seconds is !uuch greater than the integration step

size of .02 seconds. The tank has the capability of standing still,

moving with a constant velocity, moving with a constant acceleration or

performing a constant turn rate maneuver. The maneuvers are
accomplished in the sane manner as in the aircraft, that is, a constant

velocity is applied in the t direction and constant acceleration is

applied in the t 2 direction. Thus imolion of the target is restricted

to the fl, i2 Dlane.
2-L



2.6 Noise Hodel

Proposing shaping fitters for a truth model is normally based upon

extensive data analysis to ,leterintne the predominant error sources and

their characteristics. The analysis provides autocorrelation and power

spectral density data for which a mathematical model is developed to

duplicate or at least closely approximate these characteristics.

.lowever, autororrelation or power spectral density data for the

hypervelocity missile system is not available for use in this report.

Therefore, an aggregate noise model is used in the truth model and the

error sources are not treated individually. The missile, aircraft, and

target models are each corrupted in their body frame coordinates by a

time-correlated, first-order Gauss-Markov noise added at the

acceleration level.

Each of these scalar noises takes on the following form (Ref. 10:171-

173):
1

i(t) = - - n(t) + w(t)T (2-38)

where

= system correlation time constant

w(t) = zero me;in white , ausisi n noi.se of strength Qt

n(o) = 0

For the vector of scalar noises, this is

_(t) = F n(t) + C w(t) (2-39)

where F is a diagonal matrix with elements -

Ti

and 0 = I ,tbe identity matrix.

The equivalent discrete-time model i.s

n(ti+l) = (ti+l,ti) n(ti ) + Wd(ti) (2-40)
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where

l(ti+l,ti) = the state transition matrix that propagates
n from t i to t[+i

Lid(ti) = discrete-tfino zero nean white Gaussian noise of
Strength Qd

Since noise ,'iodel. dynamics are time-invariant and the sample period of

.02 seconds is short coipared to the issile time constant of 0.14 sec,

a first order approximation for the ,3rate transition matrix is used.

(ti+l,ti) = I + FI(tj) [ti+ 1 - ti] (2-41)

where

F(ti) = evaluatton sample of the dynamics matrix at
time tL

in addition, a first-order approx.haim on for the discrete-tine white

Gaussian noise is:;

(V = [ ( - (2-42)

where

discrete sample of the dynamics driving

noise coefficient matrix

Qd : discrete sample of the strength of the
- dynamics driving noise, Qt

For the simlation, it is destrid to generate samples of the

discrete-time white Gaussian noise process, wd(ti), that has zero

mean and covariance

F[Wd(ti) wdT(ti)] = (2-43)

This is done using a random number generator which generates

independent samples from populations of independent white Gaussian

_-2o1



tie i: es, d( t ), with zer:e nean .iii! -ovariance of identity. Thus

Lqd'(ti) has autocorrel at ton

E[wd(ti) LWd(t )Tl) I (2-44)
0 it

Re ference ton indicates that the tri,h model noise c-n be generated by

t QJ Wij(tj) (2-45)

where

ad =Cholesky square root of Qd or any other matrix
square root t:iethod of Qd

To show that this ,enera tes the appropriate characterist is, substItute

equation (2-45) into equation (2-43) to get

[Wd(ti) Wdr(ti)] E d Wd(ti) jd(ti)T QT] (2-46)

Since the Qd terms are not random, they can be moved outside the

expectation to yield

" [W d(ti) wdT(ti.)] = V/ d E __ (t ) d t.) ](2-47)

Since the remainin), expectation was -iFined as the identity matrix by

equation (2-44)

F[d(t) wdT(t.)I Od (2-48)

Which is the s., 'i a:; eqat ion (2-43) an:1, therefore, equation (2-45)

generates the (1H.sriet:--t HIe noise wiiti desired chracteristics.

(Ref. 10:408)
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The values for Qd are obtained by ttormln8 a steady state analysis on

the system' s conditional covariance atrix, P(t). For the linear,

continuous-time system, sten .y-stati, performance requires

P(t) = F P(t) + P(t) FT 4 G Q GT = 0 (2-49)

7sing, the First order iuppor: [mat ton ,I.en by equlation (2-42) and

substitutinI7 into (2-49) yields

Qo - Ps-S [ti+1 - ti]2-0
T~ I jI (2-50)

' h e rp

Kss st ;Leady-state covartI drice

Equation (2-50) can also te written as

Qd= - o2~ [tipU _ tj] (-i(251

where

a = standard deviation

The required simulation noise parameters, a and r, are

summarized in Table 2-1. These two parameters provide all the

information needed for the .imulation, to use equations (2-40), (2-45),

and (2-51). The aircraft Is a high performance vehicle ant the target

is a tan-. The values used For T and a are typical numbers that are

re:presentative of this cla :; of probI r' (Ref. 4, 11). Since there is no

data to Indicate theerwiq, t:;u correlation tine constants are assuned

equal in all three directions.

2-23
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2.7 uesnreoiviit 'Iodel

A matheiaatical. ,odel for azimuth (AZ) and elevation (EL) is next

developed as a nieasurement in the filter update. AZ and EL are angles

that descrihe missile position relative to the aircraft-to-target

line-of-'igh t (ligu re 2-9). .s metioied in the Aircraft 4odel section,

the aircraft has a target tracking sy:;tem which acquires

aircraft-to-taryet range anv target position information. The aircraft

also hri a laser that scaui.q tie area in which both the target and

missile are locatod. The missile is, captured within the laser

field-of-view slhortly after launch and the target is always centered

within the laser scan. Clocks on both the aircraft and missile are

Initialized at launch and assumed synchronized throughout the flight of

the missile. The missile assumes that the aircraft precisely performs

Its function of centering te target on the laser scan field-of-view.

Rased upon this, the missile develops a grid model of the process

performed by the aircraft (Figure 2-5).

The missile is aware of how many vertical scans the laser makes

during a certain amount of time, with each vertical line on the grid

corresponding to one vertical sweep of the laser. The laser signal is

received hy a tail-mounted sensor on the missile, with the total time

from scan start to the molent of reception being the factor that

* determines the location of the nissile on the grid. From the grid

locations, the missie I thus has a m:ksuretnent of azimuth and elevation.

Associated with the measutrement of azimuth and elevation are

uncertainties. Tracking the target aInd centering it within the laser

scan has iinee rt;ainty as o,:it .d with [t. Also, the t itng process

which sets up the missile grid model also contains uncertilinties. The

combination of these uncertainties is accounted for in the measurement

molel by the addition of a zero mean white Gaussian noise of strength

10-6 rad12 .
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The atrcraft-to-target lIne-of-sight framrte and the inertial frame

cowponents are used to generate truth model AZ and EL.

si-i (projectton of -M/A onto 12)

AZ (2-52)

(projection of .. !/A onto £3)(t-'/A)7(2-53)

The projiecttons onto Z, and 93 are found! by transformiing the

missile-to-aircraft relative position froin inertial. to line-of-sight
coordinates and choosing the appropriate comaponents.

Using the direction cosine matrix, [Cti], in conjunction with

the position of the missile with resp-ect to the aircraft, rM/A ,

where

-.I/A = x/A fI + YI/A i2 + zM/, 13 (2-54)

[C~i] = inertial to aircraft-to-missile line-of-sight transformation
matrix (Appendix A)

produces

S."/A 0 (',A , cos Z + Y/Aces 0 sin ' £ t- zY 7 Ii
+ (-x /A sin . + Y I/A cos 'z) Z.

+ i- 0 ST, Y, -in 0 Sin TP C3-

(2-55)
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The angles, 0t and TZ, are not known yet and must he

spec.ified. This is done by first dFifintng target-to-aircraft relative

position as

rT/A = / 9I (2-56)

where

/ 2/ + Y2 + z2 11/2
-- T/A YT/A T!/A (2-57)

Then, since [C £ i ] =[Ci-] '

A XT/Aj RT/A1
YT/A = cLi'r 0 (2-58)

Performiig tli s oprit [,n re ;il ts in three equations and three unknowns.

xT/A p T/A ('os CO o- '1' z (2-59)

7T/A = PrA cos 0 sin ' (2-60)

z/A -a sin 0 (2-61)

Frrii equation (2-61)

" I ZT/A,

.I IT -  (2-62)

San.1 from equation (2-60)

YT/A

, .,- A cOs (2-63)
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The equations for AZ and 1L, are thus completely specified by the

fo Itowing:

A% - sin- ,/A sin ?£ + YM/A cos £ (2-64
(xM/A 2 + YI/A2 + zM/A2)

-(x sin 0 cos + y in 0 sin ' + Z cos 0)
fl/A s O z , z HY/A 9z X. f/A 9t

El, = sin-'
(xNI/A 2 + yt/Ak + 41/A2)1 / 2

(2-65)

2 .8 Guidance Law

The guidance law accepts informimtion concerning target and missile

relative dynamIcs and generates acceleration commands to direct the

missile to the target. The major guidance laws that are presently

app'-icahle to short-range tactical MisSiles are discussed in Reference

R . A comprehensive Mhliography has also been included in this

reference which readers can use for aore in-depth study into the

analysis of various guidance law schemes. The major guidance laws

examined are line-of-sight, pursuit, proportional navigation, optimal

linear, and others. The last category includes proposed guidance laws

based, primarily, on differential game theory. These laws are still in

the very early research and development stage and are not considered for

possible implementation in this study. The first three are classical

guidance laws, whereas, the fourth Is a modern technique. Line-of-sight

guidance can be further divided into two laws which differ, primarily,

in how they are applied. These are hv!airider and command to line-of-

sight. The couniand to line-of-s-i ght scheme typically utses a

cnr',unicattons link from a controller to the missile. The controller

tracks the missile, generates a line-of-sight to the target, and sends

g gidance signals to the missile. The heamrider concept, however, does

not use a controller to track the missile. An air or ground station

provides a line-of-sight to the target. The missile requires knowledge

ii
2-.'



7I

oF its position relative to the line-of-sight. It obtains line-of-sight

Information through a couaniiinications link with the controller and

computes its position relative to the line-of-sight based on initial

condition at launch. Pursuit guidance employs the technique of

continually trying to keep the missile pointed at the target. There are

two basic variation.; kn this method. The first is attitude pursuit

where the missile's longi tudinal axis is directed at the target. The

other is velocity pursuit where the missile's velocity vector is kept

pointed at the target. Velocity pursuit exhibits much better

performance than attitude pursuit, in terms of average terminal miss

distance. Proportional navigation i-i a guidance scheme that attempts to

null the missile-to-target line-of-sight rate, while closing in on the

target. This puts the missile on a collision course with the target.

Optimal linear guidance is based upon optimal control theory. Almost

all of the work in this area is based on linear model dynamics,

quadratic costs, and additive white Gaussian noise (LQG problem). It is

Implemented with an I.Q( cont ro]1,-Ir ;,od a Ka lan Filter that generates

state estimates.

Classical. proportional navigation is the guidance law selected for

this study. The target is an armored, ground vehicle which will be

stationary or moving with a near constant velocity. For this type of

target, proportional navigation has characteristics which favor it over

the other schemes. Proportional navigation exhibits much better

terminal miss distance performance than does pursuit guidance for

targets moving with an acceleration less than 0.5 g's. Under these

same conditions, line-of-sight guidance has a miss distance on the same

order as proportional navigation; however, to implement it requires a

complex controller, either on the aircraft or on the ground.

Proportional navigation also has a nuch quicker reaction time and

expends much less control energy in trying to reach the target. Thus,

airframe and propulsion requirements are not nearly as stringent. For

hlghly maneuverable accelerating targets, optimal guidance laws are

superior to other laws in terms of mits distance performance.
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However, a microcomputer Is needed onboard the missile for

computational purposes. This significantly increases the complexity of

the system as well, as creating more implementation problems. Since the

target is not highly maneuverable and the increased onboard complexity

is not desired, proportional navigation is more applicable. (Ref. 13)

The proportional navigation law commands a missile turning rate

which is proportional to the rate of change of the missile-to-target

line-of-sight angle (X, refer to Figure 2-6). The defining scalar

equation is

ar D = n Vc X (2-66)

where

n = proportional navigation constant

Vc - "losing velocity along the line-of-sight

= ne-of-sight angle rate

Equation (2-66) can be extended to the vector case by simply using the

appropriate component of the missile-to-target line-of-sight rate

vector, !MTLOS, instead of X.

The closing velocity is the component of the velocity of the

missile with respect to the target along the missile-to-target line-of-

sight. This is comnputed by applying the dot product between the

velocity vector and a unit vector along the missile-to-target line-of-

sight.

That is

Lr/'4

Vc = T/M VT/I (2-67)
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Figure 2-6. Missile-Target Planar Engagement
Sc en a r io
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using the expressions

-T/M = XT/M I + YT/M 12 +  3 (2-68)

V T T/M I + kT/I i2 + ZT/m i3 (2-69)

yields

T/M T/,I ) + (YT/M) (T/m) + (ZT/) (ZT/M)

Vc  2T/MT/M(T /M" + T/11 2  ' /M 2)/2 (2-70)

The following development derives an expression for WMTLO S .

Re]atinp Vi / between the k frame and i frame, via the Theorem of

Coriolis, results in the following equation:

i d (rT 1 )  kd( -T/M + WI' x r )
d t (t T (2-71)

where

*_T/r = missile-to-target relative position
LT /M

= rate of change of r T/- as observed from
dt the line-of-siglt frame

wki = rotation rate of the k frame with respect to the

- inertial frame

Since kl is defined to point in the direction of the missile-to-target

line-of-sight and the frame rotates with the line-of-sight, the
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rotatLon rate of the inissiLe-to-target line-of-sight vector, wMTLOS' is

equivalent to the rotation rate of the line-of-sight frame with respect

to the inertial frame, wki. Performing the cross product of rT/M

with both sides of equation (2-71) results in

kd(r F/M)

T/ x v i  r x + r (wki
-TM -rI/M dt -r-Tri - r.)

(2-72)

where the expression r x , is zero since both terms lie

along the missile-to-target line-of-sight. The triple cross product

rule is defined by the following equation:

A x (B x C) =(A C) B - (A • B) C (2-73)

Applying this to equation (2-73) resu]ts in

r x Vi (r /M r /M ) W - (r W ) r
TIM -TI -T/M _T -MTLOS -(TIM -MTLOS -1/T (2-74)

The missile-to-target line-of-sight roll stabilization assumption

allowed the selection of coordinate directions so that the term

rTIM * -HTLOS is zero.

:1i- Thus, final form for the line-of-sight rotation is

r V-TIM -XTIM' (2-75)
- MTIOS r

I
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Therefore

(L)t- + (M .i2 + (tO.3

wMTLOS (2-76)
-(x

2  + y2  + Z2 )
T TIM T/M

where

L = (YT/I-) (T/1i) - (zT/:i) (OT/M)

M = (ZT/1.y) (Gr/m) - (xT/M) (z'r/l)

N = (xT/!I) (rT/M) - (YT/'4) (XT/M)

Thus, the guidance law is completely specified with the various

components of the equations being estimated states or parameters

depending on the type of filter developed in Chapter Il1.

2 .9 Summary

Truth models of the actual aircraft, missile, and target engagement

scenario were developed in this chapter. The models include dynamics,

a guidance law, and a measurement equation. The next step is to design

a Kalman Filter which will accept azimuth and elevation measurements

from the truth model and generate state estimates. These estimates

inform the missile of its position and velocity relative to the aircraft

and the target. They are then applied, along with INS estimates, to

the guidance law to direct the missile to the target. The design of

:1- this filter is the topic of the next chapter.
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III. Kalman :ir.er Oevelopeit

3. 1 rodmz' r i on

3. 1.1 Approach . The Kalinan I ter- is a di Ital cmopu ter algor ithm

.,Mi.ch u es the avail.able ri.scret o-z noisy neau;i.Stirments to estilate

certa in ,tesired variables. Sine :' . analysis consi1-red only tile

vet ti.cal plant," elovation was, the n'ly angle mea4u rent required. The

Kalnan Fitter processed this MeasuO!I-:!ant and esthiated relative

inforloation between the aircraft, <nile, and target. This chapter

contain a syst-enaric proceduhre in ,lvel oping full. order and reduced

order fitters. The fall order fi trt'r performance was to be used as a

benchmark to which reduced order fjlIters are comparel,. Selection of a

reduced order filter for actual impLmentation was a trade-off between

performance and on-board comnplexity.

Filter development first consl.ted of proposing models upon which

filter design could be based. The aipproach for each Filter flodeL was to

initially propose a set of state viriables based upon kinematic

relntonships. State oqitations, which contain both deterministtc and

stochastic elements, were then dev ioped. A measurement equation was

derived Froon the geometry of the eI;gement and expressed in terms of

the :It;ita . Tn ;ddit, - , the dv,. e 1.a i; Iun : ho ,h],? to perform iCs

fiinetion using the state esti iatenq i:id launch data extrapolations.

3 nec ftc state -,Are tlus adided ua Lipon the reqiiirements of the

.1;,ila no la 1 and the lneastirem nt o,, 1.. odels that ,:how the most

promise for implementation were the, selected and developed further.

-our geparate Filter design models .-re derived. Two of thes" models were

baied upon polar coordlnates and tho other two were based upon cartesian
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coordinates. Two of these four le: i models, one coir.estan and

one polar, were then selected f-or I Lter developrienr and analysis.

3.1.2 Filter Nodel Selection. Due to the time ilmitation on this

stud, only two of the four fil te r .,els were sele, ted for further

;1r1;)lysis. Sinco there wvre two b. .o formilatb on methods, 1.0'; and

inertLil, the hilt t~. dec sion ,; i, choose one of is )ch. Filter model

1.1 ,aelo e,' ,] t'roi Ohe l WI ; clm i, -. 71t" [,.I ' l Iw s h:wit s d 1pon the

\I f r;inc i:;m at r,,fr,.,we . On tl,, ,,thor haInd, th. T.2 modeo was hased

upon the '-171,S 7rame as, a rferen,-, . The A'rLOS framAe was much less

dyvnaaic than the : SLO' frame, ther,;ore, numerical ,r,)blems are less

1 1 kel to apoear.

1ilter :udel f.1 Is the in(rti :1 frmue formulation selected for

filter design and analysis. This odel used aircraft-to-target and

missile-to-target stateq. The eorr-,:;ponding icasuremnent equation and

,ui~iance law depend only on stat( .-"tinatefs. The 1.2 model, however,

estiniates inertLal aircraft and tam, et states. The mi.ssile variables

were assumed known through high quali.ty INS data. However, the

hypervelocity missile was dest.ned t> m he very small so that many

missiles can he deployed on each air,:caft and the missiles were to be

rel atLvely inexpensive since they .,.c destroyed upon impact.

* Therefore, tht, requirei,_-nt. for INS iita was not desirable since a

Im iih-qoa.1.ity TIT " 5 1oth expehns[V, ,,! bulky.

Y i

3.1.3 Obst, rv;dmility. For .n ;roposed model, ohservability was a

.jkey IS,,. IO b, cuapl,.etily obser.hQ ,,nl any c!iange in an individual

state variable ,inti he di:tingn1 5h4>lo to the output ,neasurement. In

adition, arny ,hange fi a "Omrt: icule stat, variable must he

di s t in ishahl, ain the omitput fror, o change in any other state variable.

1 In the case oF a Kalman Filter, tht ie:asurement update should have a

dfstfng~,T.shable effect on each of tie states. Also For a completely

observable system the covariance will not grow unbounded.

-I



An o Isrvah i ty .iialy: is wa3.; p,rformed on each of the selected

full order and reducetd order filter ,odels. The discrete-time

ohservabttity matrix for Libc-invauiant linear system models was

constructed as follows:

A

(3-1)

= stato transition matrix

ii = riensurement model coeflc ient matrix

The system is fully observable if tihe latrix M is of rank equal to the

state dimnsion. (Ref. t0:47)

3.1.4 Assitr.ption;. For most of the models, the ,mlssile was

assumed to have an INS, which provilcs issile total accelerations in

the inertial. frane:

INS = al + a3 13 (3-2)

In addition, the INS provides inert.1 velocities, '1/o and : I/o,

and positfions, xMio and zrI/o, by tk ,.egration of the nccelerations.

These are assumcd to be high (uality data and are uned as parameters in

i, the measurement nodel and guidance law, as opposed to noise-corrupted

measurements.

As discussed in the truth model, the aircraft obtains measurements

of its range to th target. The aircraft also contaiis an INS which

penerates information of inertial accelerations, velocities, and

positions. The INS information is passed to the missile at launch and

then propagated by the missile base.) on constant aircraft and target

acceleration assumptions.
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There are two methods used to rn:ocess the aircraft-to-target

range. For the line-of-sight Filtwr, the range was passed to the

missile at launch and subsequently estimates within by the missile.

This method was ruled out for the inertial filter due to observability

problems not exhibited by the LOS filter. To obtain a fully observable

inertial bench-nark model, the aircraft-to-target range and the

missile-to-target range are ne,-ded ;o; measurements. The ranges were

computed by the Ii ssil , with odded uncertainties, and applied as

3.2 Oevelopment ol lUne-Of-Sight "i . Lers

3.2.1 Introduction. The filtf.rs developed in this section focus

on equations of motion expressed in polar coordinates. This coordinate

choice makes the equations of motin ,nonlinear due to the rotation of

the reference fraTm)e. The equations :leveloped here for the full order

filter will. also apply to the redt-,.d order filters. , hile some of the

variables in the Full order filter -re not used as states in the reduced

order filter, they are propagated ,n time and treated as parameters in

the filter and guidance law computations. The filter then assumes

perfect knowledge of these parameters In this case. Pseudo-noi'se

addition via tuning then accounts for the fact that these are not

equal to true parameter values. With, development in g.eneral form, the

equations can be used directly to construct any of the reduced order

filters.

3.2.2 Filter Model L.1. The e.quations of motion for this filter

are expricssed in polar coordinates based on the ATLOS Line-of-sight

reference fraic with the origin rein ,In lg on the target. The state

vIriabl e,; chosen are Ll lust ri ted in FPigtlr, 3-1.

..
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The state varihle!; are defined as

Distance of .ASI, below A/L- -i,,T ,OS

= Velocity of IS, from A/C-T'r-TG'T LOS

= MSL-T')-rcGT range along LOS

RM/T = A-1SL-TO-'T,, velocity along :,OS

C = elevation of the LOS with respect to horizon

PA/T = A/C-T)-T rangoe along IfOh

VA/T = A/c-'rO-TG'r velocity along iO.S

And as a required ,aramnetor:

r Wi = rate of change of LOS

The wti term can he included as a ;tate variable under certain

circumstances, but is more correctly treated here as a parameter. The

coord [nate f rame as d tscus~fed T- Sec L[oi 2.2 is righL-handed with El

along the afrr raFt-to-targo t I lne-otf-sight. The rerence fraine is rol I

stah il.ized with Z2 aiong the hor zont.al plane and £3 downward

completing the triad.

In deriving the equations of motion, let

_xi = - W £2  (3-3)

0 = 0£ £2 (3-4)

a nd

£M!T = iiT £ + z i3 (3-5)

The velocity of the in!asile can be obtained by taking the first

derivative of Lj1/'T in the 9. fra.e with respect to the inertial

Frame as defined by

V1  
= - r -d + -xlilT M r/lT lt /T + EIx lT (3-6) i

3-6



Whioeh in terms of the state variables gives

• (3-7)
V'1l/ T (RA4/T - z w9.)2 + (+i +- ".'/T w9.)93

Again, taking the derivative of velocity, using the Theorem of

Coriolis, the acceleration is exprefssed as

i d d-
AM/T dt -1/ t -MIT - -MI/T (3-8)

which yields

= ( - z9 w R . LZ )
.1,T 'MIT t MIT ('I

+(z+2R T - w -- Z- +21
M/T ', + RlA/T W.. , - )3 (3-9)

2
In the trajectory considered, the w and wt terms were found

to be less than 2 percent of the larger terms and are considered

neglible for the purposes of this d: elopment. Howeer, they were used

in the filter equations [iotiall y . completeness.

The outputs of the INS were c,,sidered to he high quality noise-

free estimates of the missiles total acceleration expressed in inertial

frame coordinates and expressed as:

= 1 -I + an 12 + a3 13 (3-10)

The otputs of tHe IM I were then rctV;ted into the 9. eame Appendix A.

A! = (a, cos 0 - a sin 0 i + a
-M 3 1 2 2 (3-11)

+ (a 1 sin 0 + a., cos CZ) i3

The total acceleration of the ,nssille with resptct to the target

is the difference of the .inssile's :otal acceleration and the target's

total acceleration. However, since. Ole nissile's accelerations are

uitch greater than those of the tart-ct, the relative missile-to-target

3. 7
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acceleratLons (:.an be approximated hy the missile's total accelerations.

This assumption will. permit equating A in eqiations (3-9) and (3-11) and

grouping the vector components to yield:

-2 RM/T ;1)t + al sin 0 + a3 cOs 8

M - W.,IT z + z W2 (3-12)

rW -?-' 7w + R +z -a 2 cos 0 + ; sin 0
tiiIT + z IT 9. L 3 z.

(3-13)

The expressiorns for 09 and (3 are ,1." ,ed as

= -z (3-14)

EA/T 
x VA-2 (3-15)

!A/T 2

where for the planar problem 09. = wX

The velocity of the aircraft can be expressed in polar form as VA

at an angle of 0A above the horizon. If expressed in the LOS frame

the aircraft velocity, VA /OA, becomnes VA/T £I +

VA tan(OX - OA)t3 where VA/T and 09., are states and

0N is assumed a constant. With thi.s substitution, equation (3-15)

becomes:

(;z A/T Ix (VA/T £1 + V!T tan [o -AJ 3)

RA/T 2  (3-16)

which reduces Lo

- VA/T tan (O - OA) (3-17)

= RA/T 9.
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Not, Lhat the -x*prss ton for wXR, c;. ho expressed :1.; ; function of

three other states. In the case of the full order fi.Iter, toy is

computed as a parameter where needed. However, for the reduced order

f lter where any of the three varia, ies needed for wq are not

Rtates, w0 can itself be considered a potential state choice and

can be obtained by taking the derivative of OX.

Taking the derivattwe of wX can he ;implified by usin;, equatton

(3-20) and the approximation

VAI/- = VA cos(Gi - OA) (3-18)

where

VA' = the magnitude of the A/-" velocity

. = 0 is assumed in this stody

VT = 0 is assumed

Then w)z becones

2
VA/T

= =tan(Ol - OA)
R21 (3-19)

A/T

Alternatively, w can be obtained in the simulation by

A = [r7ti.Fl) - w(ti)]/(t± 1 - ti) (3-20)

since' the rate of change of wt will be small and relatively constant.

The aircraft accelerations were obtained in a s, ilar fashion as

that of the .nisslile exceopt 'ithorit the INS inputs. Then the derivative

of aircraft line-of-si(,ht range yielding:

PA/ =VA/ (3-21)
A/T vAlT
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Applying the Theore:n of Coriolis to "'A/T yields

+2 ATW 1- A/ 2 +
A/T + A9W A/T "  (3-22)

where

A/T =A/T tan (0 - 0 ) (3-23)

Substituting equlatton (3-23) into eguatLon (3-22) and ZA/T - 0 by

definition wt negligible, RA/T is expressed in state variables

+2T w.A 1  a (0 LX1- w
A/T +2w RA/T tan A A/T t. (3-24)

Tie measurement equations for all of the LOS form filters

co-sidered here was given as

EL = sin-fi Z TJ (3-25)

The Proportional Navigation Gutdance Law has th,-. general form

ACMD = n VC "MTLOS (3-26)

11 where

AGc;.O = co;imanded acceleration norinal to LOS

n = gain constant

,7-: misile-to- target closing velocity

W ;ITLOC = rate oF change of rilssle-to-target LOS

The gain constant is a term by which the user can "tune" the guidance

law to optimize the overall performance of the algorithm for a given

sittiation. This tern typically has a range of approximately 3 to 5.
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Using a lower number tends to produco larger accelerations toward the

end of the trajectory. Increasing tiLe gain term will bring the missile

on course earlier in the Flight whil.e the velocity is lower.

The closing velocity was derived from

v i r ,

/MT r IT
V(' (3-27)

-;.il'r -I /

and expressing this in terms of the state variables will yield:

R-I/T RIq/V + z Z
VC = (3-28)

(-2/T + z2) 1/2

For the air-to-surface scenario used here, it is reasonable to assume

that RM/T >> z and that RM/T RM/L >> z z. With this assumption,

the closing velocity can he approximated by the missile velocity along

X1 as

Vr : I/1T (3-29)

rhe expression for wMITLOS becolnes a little more involved and

was obtained from

C Vi
-IT x -MIT

W (3-30)
-S/T 2

where r and Vi are defined in equation (3-5) and equation (3-7).

As expressed In the state variables this cross product becomes

,MTLW)S - - + i2 (3-31)
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In this case the last term is very s,,iall with respect to the other

terms and is neglected. The final expression for commanded acceleration

is:

ACWD = n /T -- X -
R/T R2 ,/T ] (3-32)

3.2.3 Filter Model L.2. This filter model is depicted by

Figure 3-2. The basic difference from the L.I model is that the

missile-to-target line-of-sight (.ITILS) frame, , is used to express

positions and velocities. The model is developed in the same manner as

the L.l model and is, therefore, only swmmarized in terms of states,

state equations, measurement model, and guidance law.

The proposed states are

x] = RM/T = as defined in Section 3.2.2 (3-33)

x2 = iR/T = as defined in Seclt[,rn 3.2.2 (3-34)

x3 = X = missile-to-target lin"-of-sight angle (3-35)

x4 = LITLOS = X rate of change (3-36)

x 5 = 01 = as defined in Sectiou 3.2 2 (3-37)

x6 = wX as defined in Sectioo 3.2.2 (3-38)

The corresponding state equations are

- l = X2 (3-19)

Sx2= 2 x4 2  +:l xx4+ w33 sin w sinx

(3-40)

-(a I + 3 Cos X3 + (a 3 w 2 sin x 3
X -- X! (3-41)

-x 2x4 - - (al + w3) sin(x3) - (a3 + w2) cos (x3 )

2(3-42)

1 - Wl COS x3
X5 x6 (3-43)

X6 W4 (3-44)
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whe re

X' = tan(.k- 0k)

S= T.ssile flight path aizle

a1 and a3 missile INS total acc'elrations

w i = as illustrated in Figurt, 3-3

The men; si relent node [ is given as

L sin-i x2 s .(S - X3) (-45)

- x )211/2
.1 o A/o) 2 +(z/o -A/o

where,4

x,!/o and zN/o = missile INS inertia positions

xN/,, and zA/o = aircraft inertial positions

The guidance law is

a = (x2)(54) (3-46)

3.2.4 Kalrnan Filter. The abovu state equations and the

measurement equation for fitter L.1 were incorporated into an Extended

,alman Filter. The standard Kalman Filter could not be used because of

the non] [near dynamics. The Extendcd Kalman Filter was selected over

Che itnearized filter to deal. with whole valued states and to avoid the

nroblem oF selectirg a nominal tra octoty required for the linearized

f! [ter. The filter equations are repeated here for reference.

The system ,o0I is or tie form:

-(t) = f[×(t), u(t), t] + G(t) w(t)

z(tj) = hlx(tr), tj] + v(ti)

where

F[w(t)] = 0

Erw(t) w(t+T)r]2 = Q(t) S(T)

-1 ,..,



E[_ (ti)I (3-47)

E[V(ti) (tj)j R(t) I(tj- V.)

The tine propagation equations are:

(t/ Ltl) = (X[t], I! t], t) (3-43)

-(t/t F(L) _(t/t + P(t ) FT(-)

+ C(t) Q(t) GT(t) (3-49)

wh et r

a f(x[ t] Lj[t] t)
F (t) =! - > 1 (ti.t (3-50)

The updat equal irons )o P , 1p,

t )  P(tI) I;T(t i) [t(tj) P(tI) IT(ti) + R(ti)] (5. . ... .- - -(3-51)

+
x(tj) x(tT) + K(ti) zi- hi.x(tj), t] (3-52)

SP(t1.) = r (ti) - (t ) H_ (t[) [(tj) (4-53)

where

11 i;(ti) ax (3-54)

The noise sources, wi, are ilhiustrated in Figure 3-3 and are

:1 additive to the acceleration stater a,, the time correlated Gaussian

noise.



Figure 3-3. Line-of-Sight Filter Noise Sources
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The state equations expressed in ph. [cal variables with the noise
toerms are sumimarized here:

-2 ,1/T WX3. + 3 1 09.9 + a3 cOS 09.

2 + (w - w ) sin 0 + w cos 0

2 z w + t ''--l

+ a cos : - a sin 0
1 9. 3 X.

+ Zw + (w1 - wI) cos O9 + w2 sin OZ

.x(t) = -Wt

RA/T

. "'".,. - + w-,

:1 2

and if f3t is VA/T 0'
needed: _-2 _-__.

R2

where 0' tan(O01 O (3-55)

A note here that in the fuill order "tlter, 0t is not a state to be

-' t Ifmnted but ;I filnt ion of stat-es i, be esti aated. However, the w4(t)

A term was used in the sitmulation to ;apply a titnimal amount of noise to

the z state rovariance. This was nw,ded to offset the negative trend

c ti'l ;e( 1),'! I~ M h (e r),: -Otl in r of oll I-ir" l into tht, , st;tre as a

result of 'uljer Iote ration errors. "'Reference Section 5.2.1).

--I

For the purposes of implemnentiap 1'(to) the selection of the

variances at time to was based on the knowledge of the states at the

time of launch. At launch, the missile uncertainties are the same as

those of the aircraft. The INS on .he aircraft has a la uncertainty
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of 2-ft/sec in x and z (Ref. 11) aa1i 0.5 milli-rad in attitude. The

tracker used is a Forward Looking 1L!7ra-"ed (FLIR) class of Infra-Red

(IR) trackers with a 0.3 milli-rad angular accuracy and 150 ft in range.

These figures yield lo values for Thei following states.

(0)2 = Perfect knowle,. ? of z at launch since missile is

on ATLOS

(2 t/sec) 2 =Same as A/C

RkT/T (150 ft) 2  = From the tracker

R!I/T (2 ft/sec) 2 = Same as A/C

O£ (0.3 HIRAD) 2 = From the trazker

wX (0.5/sec)2 = z error/nominal range to TGT (if used)

RA/T (150 ft) 2  = Fron the tracker

RA/T (2 ft/sec) 2 = From A/C INS

These values serve as initial valut:., for the filter testing.

The components of the propagatio, and update equations expressed

and developed above are summarized in Appendix C for reference.

3.2.5 Observability. The s%,,c'n-state filter .developed above

forms the basis of a nunber of redu,-ed order filters. Many possible

combinations of states would appea to be suitable for implementation in

an estimator for the missile's guii.ince. The observability test

d isciissed earlier in this chapter .as used to sort out potential

candidates. This test was first pecrforined on the full order filter to

verify its validity. Various other combinations of states were checked

and smirimiarized in l'.blc 3-1. The ;- and z states were kept in each

f I lter since the measuirement modet and the guidance law are strongly

influenced by them.

It appears from Table 3-1 that w decouples the R:4/T and

RA/T measurements. Of the combinations listed in this tahle, some

could have [ncreaslng, observahillrty problems as w goes to zero.

lit"



However, since the observab ltty ciLerla was met with one mean;urement,

additional measurements were not colsidered.

3.2.6 Reduced Order Filters. The state equations for the reduced

order filters are essentially a subset of the state equations developed

for the full order filter and preseuted in detail in Appendix C-I. The

selection of state combinations was chosen to ensure observability as

determined ii Table 3-1. The initial implementation will be limited to

1 as the full order filter and 10 as the reduced order filter.

Filter 10 was chosen since it estimates the missile states which have

the greater effects on measurements and the guidance law as shown at the

bottom of Table 3-1.

TABRE 3-1

LOS InizER ORSERVABILITY SUMMARY

No. of Observable
No. States States States

.1 z . Vw0 0=
MIT IT 't t. A/T A/T

2 X X X X X X X 7 7 6

2 X X X X X X 6 6 4

3t X X X X 1 X 6 6 5
4 X X X .X 5 5 3

x 9 4 2
X X X X N9 4 4

7 X X X X 4 4
9 X X X X X I 5 4

9 X X X X X 5 5 4

10 X X X 4 4 2
1.1 X X 4 3 3

12 X X V 4 3

13 , N x 4 4 414 X X X 4

1 X X 4 4 3

X X X Ieasurement Model

X X Guidance Law

No'I: ies n " function of 09, "'A/'I, and VA/T
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3.3 Development of Inertial Filter;;

3.3.1 Introduction. This sect ion contains the development of

the 1.1 filter model and the Kalman Filter based upon this model. The

1.2 nodel Follows the same form of development as the I.1 model and is

presented in summary forcn. In addition, a reduced order filter model is

proposed and the corresponding fLtter derived. Observability

considerations, also play a vitl. ro;-o in determilning the final

configuration of this reduced order model.

3.3.2 Filter Model I.!. This (iiter -model was based on an

inertial frame formulation of relatfve aircraft-to-target and

Missile-to-target information. Sin':e both the aircraft and the missile

travel much faster than the target, the target was assumed stationary in

developing the dynamics equations. Also, the aircraft was assumed to

have a constant velocity and altitude (feasible due to short missile

flight time) during the engagement. The dynamics equations are

developed based on these assumptions and acceleration uncertainties are

modeled as white Gaussian noises. The geometric relationships are

depicted In Figure 3-4.

The states are

KI = lI/T = ii component of mi ;sile position with respect to

the target

-X2 = x:i/p = i omponoent of mi le velocity with respect to
the target

x3 =zM/T = i3 component of rii:.le position with respect to

the target

S= "'I/ i = 13 component of mi.s: ile velocity with respect to

the target

lA/T = rI componont of aircraft position with respect to
the tareget

x6 = xA/T = iU component of aircraft velocity with respect to

the target

x7 3= i component of aircraft position with respect to
the target

x8 = ZA/T = i3 comiponent of aircraft position with respect to
the t;irget
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An observailiity test was perf;r~ned onl the 1.1 filter model and the

results are summarized in Table 3-2. Using the angle only ineavurernent

of elevation results in unobservable states in the system. Moreover,

by adding both missile-to-target range and aircraft-to-target range

measurements, the system stilL is unobservable. To obtain a more

observable system, the aircraft altitude z,%/T, and its rate of

change, zA/T, were deleted as states From the dynamics model. The

acraft altittude, however, was needied I h esrmn oll n

Zutdance law. This information was assumed to be passed from the

aircraft to the missile at launch and extrapolated by the missile during

flight. As in Table 3-3, only one utnobservable state remains using the

thiree measuremonts. This system wi.n- Linplemented with the one

* j unobnservable state, howe~ver, showed no significant degradation as a

result. The ranges were passed from the aircraft to the missile at

l aunch. Based upon this initial condition, the missil~e propagates the

r an);e s, w ith I wce rtaInty accounted WCo, and passes themn to the fiLter as

iseid o-measurernctits. Th is it1:11. invest igat ion incorporates white

Gaussian noises to model the acceletation uncertaint les. The addition

of tine-correlated uncertainty modets is recommended for further study
and comparisons.

The state equations are

x1 lx2 (3-56)

4'a - wi + w3 3-57)

*1 3 = x4 (3-58)

x4 = a3 + W? 4- w4 (3-59)

x5 x5 (3-60)

x6 w3 + Wd5 (3-61)

where

"10a3 = INS inertial accelerations

'1w)= zero fmean white Gaussian noise models for missile
acceleration utncertnties

4
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TABIX 3

Full Order Inertia. Model Observability

Measurements Nujiiber of Unobservable
States

EL 6

F L, RA T 4

1:L- RMIT 4

EL, PIMT, RAT 2

TABLE 3-3

Sixth Order H4ncei Observability

Mensiirements 'Nimiber of Unobservable
States

EL 4

EL, 'AT3

I11T, '-,AT
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w3,w4 = zero mean white Gaussian onlse models for inertial target
acceleration uncertainte;

w5 = zero mean white Gaussian notse model for inertial aircraft

acc'elerat ion uncertaint ls

The statistics of the Initial condb.!ions and the uncertainties are

contalined in Secti.on 3.1.4.

The elevation measureiaent equation was derived from the geometry

depicted in Figure 3-5.

z'I/A

-tan (OX + El,) -
XM/A (3-62)

where

/A = ZM/T - ZA!T (3-63)

Xt1/A = XIT- ZA/T (3-64)

Taking the inverse tangent of both ides of equation (3-62) and solving

for elevation results in

_ ZA/i t

EL = -i - tan I x:>/ - Ki' "(3-65)

*1 - ZA/T
-tan (O) XA/T (3-66)

Solving this equatton for OX and substituting into equation (3-65)
yields

EL -~~ [ZM/T - ZA/T](-)

taA LAT] L I/T - XA/T
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In terms of states this becomes

,_oll,1 zZA T T

EL tan-I tan-1 (3-68)

The aircraft-to-target range is

12  + 2 1/2 (3-69)
r : , A r =  ( x \ . , + .A / T

and in ter:,i oF stitos becomes

,AT = (x2 + z2  )1/2 (3-70)

5 A/T

The missile-to-target range is

rMT /T z /T (3-71)
,IT /(x + z2 '4 /

which hecoraes

RMT = (x2 + X7 )[/2 (3-72)

Each of the three measurements are corrupted by noise prior to being

received by the fiLter. The statistics of those noises and the method

of processing the mteasurements are discussed in Section 3.3.4.

As discussed in the truth model, proportional navigation is the

guidance law selected for this study. The law can he written as

A . = 0 ",f.f s, (3-26)

The closing velocity is determined by

r

= PC "T(3-27)- !iA[r/TI
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.uhstituting the planar expressionz;:iA
r = x II + z./ 1 (3-73)

-M/T M/T I ~ T 3

Vi f+ 1 (3-74) *
-MT M/T 1 M/T 3

into equation (3-27) yields

(xWu/T ) /) + (z,/T) ::i/,r
VC = (3-75)

(x
2  2 ) 1/2

M4/T + 12/T

in terms of states this becomes

(xI) (x2) + (x3) (x4)
VC = (3-76)

(X + x )/2

The MTLOS rate vector is expressed as

[MTxV i

wT (3-30)-MTLOS r IT2

Substituting equations (3-73) and (3-74) into equation (3-30) yields

-T,) (z ) )(z/)]"MIT :4/T MI/T /
I,1~n (3-77)

d 1 L~. L(x 2  + 72)J

The refore

* (Cl/T) (z?.fl T ) - (XM/) (ZM/)

4/ /T
w -(3-78)

1ITLOS (x 2  + z2 /)
M/ T M/T
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The re Fo re

/
x  '

('I/T) (z M/T - IT 'I/T
WA (3-79)

MTLOS (x 2  + z 2 )
MIT ZM/T

in terms of states this becoies

(x2) (x3)- (xI) (x4)
= (3-80)

iTLOS (x2 + x2 )

Thus in final form

(xl)(x 2 ) + (x3)(x4) 7K?2)(x 3 ) - (xl)(x4)

A n) (x2 + x)1/2 L(x2 + jX( -81

3.3.3 Filter Model [.2. This fitter model was based on a

cartesian inertial coordinate formii],tion of aircraft and target

variables and derived in a similar manner as the I.1 model above.

Filter 1.2 is sumarized here in terms of states, state equations,

measurement model and guidance law. The scenario is depicted in

Figure 3-6. The missile has accurate knowledge of its own dynamics

from the INS data. The filter estimates aircraft and target states.

The deterministic dynamics equation; are based upon a stationary target

and a constant velocity, constant altitude aircraft.

AircraFt and tairget acceleration uncertainti es are modeled as time

correlated noises. The states are

xI = xT/O = i component of target position

x2 XT/O = il component of target velocity

x3 = zT/O = i3 component of target position

3-28

~ ....-



43



x4 = T/ = i3 COI 1)Of11.o 1t of t g'. t Ve 0C it y

x9 = XP4/O i component of ai r:raft position

X= A/ = iI component of ai c raft velocity

x7 " zA/O = i3 component of aiircraft position

X = zA/O = 13 component of aircraft velocity

The corresponding state equations 3re

I = x2 (3-82)

X2 = w (3-83)

X3 = x4 (3-84)

X4 =4 (3-85)

"5 = x6 (3-86)

X6 = w3 (3-87)

X7 = xg (3-88)

kg = w4 (3-89)

where

w1 and w2 = white Gaussian noi'se: representing inertial target
acceleration uncel _+ainties

W3 and w4 = whit,' GauqsLan noL; , representing inertial aircraft
acceleration uncerLaint les

The deterministic measurement model i.s

F 53 <7 i/o - x7

EL, = tn,11 - tan -L INS/ j5 (3-90)

'1/4 and Z~I/o = missile INS Inertial position
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The guidance law is

(-/, - x) ( / -M ".1 + (ZM/o - xY) ( /o -0 1

AcrI) = Yz - -)2jt/2 I
M t(xtl/o - 1 M/o 3

KHI/o - x2 ) (z1/o " 3) - (xM/o - X1) (1/o - x4 5

L x M/o - xI I (z 14/o - X3)21 L/2 -(3-91)

wtiere the Following paranertors are s:iied availabl from the INS

XI/o and Z a/o as defined ahoy

x'I/o and :Il/o missile INS in':tial] velocities

3.3.4 Kalman Filter. An esti!;::tton algorithm is next developed

based upon the 1.1 model just desc:.,,ed in Section 3.3.2. This filter

estimates the states from noise coe'upted observations of the real

world. The optimal estimotion al:;oithin for linear -;ystems driven by

white Gaussian noises is the Kalma, filter. For syst-ems which are

noni Icar , exteos ios of the Kalmani, Filter have been ,eveloped. A

pnrtial Hist oF these extensions ar. the linearized ,alman Filter, the

Extended Kalman Filter, the Modififer Gaussian Second-Order Filter, and

the Truncated Gaussian Second-Order Filter. The first two of these

extensions linearize the system by .mg the first term of the Taylor

series eqpansion about a noritnal .R!ite trajectory. The remaining two

are nonlinear techniques which use ::)gher order terms of the Taylor
series expansion to provide better !odeling of the nonlinearities in tile

system.

The I.! model has linear dynamnies with nonlinear measurement

e iuat ons. The linear ,-lynaics mod,[ logically leads to an equivalent

discrete-tine model ror;nulatinn an-i its corresponding time propagation

eq tnt ions . The nonl] [ne;ir :itnrualrnt, :i equations moti vate the use of the

Extended Kalman Filter (EKF) equatiins. The EKF is the more widely used

of the extensions to the linear Kalain Filter and is a good Initial

choice in solving the nonlinear esi:mation update problem because of

th)e easc oF implementat ion.
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Examples of its use are contained in references 1, 3, 5, and 9. The EKF

is superior to the linearized Kalaii Filter in that Lt linearizes about

current estimates oF the states, a:; opposed to a reference trajectory.

Higher order nonlinear filtering Is a more complex alternative;

therefore is only considered if the. desired performa;ace characteristics

are not met by the EKF. The higher order filters are also more

diFfictilt and costly to implement tCan the EKF. For these reasons, they

are not considered in this initial ;tudy.

The filter dynamics model in m.trix form is

(t) = F x (t) + B u (t) + G (t) (3-92)

where

n I Io(
0 0 0 0

0 0 0 0 0(1 01

0 0 0 1 0 0 0 0
F (3-93) B = (3-94)

0 0 0 0 0 0 0 1

0 0 00 001 0 0

0 0 0 0 0 0 0 0

*I

0r. 0 0 0 C!

0 0 I (3-95) u(t) = l~ (3-96)

0 1 0 1 0 a3(t

0 0 0 0 0

00 1 0 (
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wl (t)

w2 (t)

w(t) w3(t) (3-97)

4 ( t)

'5(t)

The Litjal. condition X(to) is Gatts:;i~in with

r[2(to)] = o(3-9-9)

<[:!(o)x_~t )T  = Po(309

where the actual values of x 0 and 1Po are contained in Appendix C.

The statistics of the dynaic driving noise are

F[w(t)] = 0 (3-100)

2,[w(t) w(t')] = Q(t) 6(t - t) (3-101)

where Q(t) is the strength of the dynamic driving noise, w(t). The

noises are assumed to be uncorrelated which leads tu

Ql 0 0 0 0

0 02 0 0 0

Q(t) = 0 0 Q 0 0 (3-102)

0 0 0 04 0

0 0 0 0 Q

where each strength corresponds to one of the individual uncertainties

contained in equation ('3-97) and depicted in Figure 3-7. As indicated

in the figure, all. of the iuncertainties are assumed 1o be directed in

inertial coordinates. The missile inertLal acceleratf.on uncertainties

aru denoted by wl and %2 . The target inertial acceleration

uncertainties are denoted by w3 and w4. Since the aircraft states in

the 13 direction have heen deleted 15rom the dynamics model, W5 is the

only aircraft inertial acceleration uncertaLnty that is modeled.
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Figure 3-7. inertiail Filter Noise Sources
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The equation used to determine the strengths of the uncertainties

: 2Qi 2 Tj ai, (3-103)

II
The standard deviations, oi, and correlation times, ri, are listed

in Table 2-1 and the correspondi|ng strengths are contai.ned in

Appendix C.

Digital computer implementation motivates the equivalent .liscrete-time

model

x(t+ = - t- ) c(t-) + 1d(ti) 1.(ti) + wd(ti) (3-104)

where

E[wd(ti)1 = 0 (3-105)

and the corresponding time propagat ion equations

!. x~ ) = (tt_ )  x(t+ I + B t .)u(ti I

- .- 1 i+ di i-t - (3-107)

- --!; '!P(t- )  t '(t ~[lP(ti_l)Tt, + Qd(t i

-- - - 1- (3-108)

= estimate of states just before update time, ti

ID(ti,ti-l) = discrete-time state traustton matrix to propagate
fron tfine ti I  to tj

x(ti-l) = esti~mate of states after update at time ti-I

3d(ti-l) = discrete-time input cot'EficLient matrix

u(ti- I) = discrete-time samples of the accelerometer inputs

P(tT) = filter's conditional covariance matrix just before

the Uldate tine, ti
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+

P(tt-1 ) 
= filter's condition covariance matrix after the

update at time ti- I

*T(ti,ti-l) = transpose of the discrete-time state transition

mat rix

Oad(ti-1) = strength of the dynamic driving noise, wd(ti-l),
at time ti- 1

First order approximations are used for the matrices $(ti,ti-l),

_Bd(ti-l), ,T(t 1 ,ti), and Qd(ti-L), since the dynamics

equation is time-invariant and the sample period is short compared to

t1he system time constants. These approximations are

_(t i~t i -l )  I + F(t i_) it i  - t i.-] (3-109)

Bd  B(t (
_ (ti- - i-l i i-I (3-110)

Ll ( t - ) G- ( t i -l (! ( t i - ) . ( i [ t i i 3 1 1

With constant sample period, noise statistics, and dynamics equation

coefficients, these matrices are computed initially and remain constant

throughout a simulation run.

The actual matrices used for the fulL order filter are presented in

Appendix C.

The measurement equations developed in Section 3.3.2 are each

corrupted with a zero ieian white Gaussian noise, v(tj), so that the

form of the measurement model is

,(ti ) = I[x(ti), ti] + V(ti) (3-112)

tan-L T] - [x3- z

h[x(tf),ti) = (x2 + zA/,f2 )1/2

(x2 + x2)1/2
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and

Fv1(ti)

v(ti) V2(ti)

I 3(ti) J
The statistics of the measurement noise are

St.,,v(ti) ] vTt= 0~! (t-11

{ 0tt) 1 tj) (3-114)

where

R(tj) = R2 0j (3-115)

The elevation measurement noise strength, RI, was based upon a standard

deviation of .001 radians. Squaring this value yields an appropriate

• ",.itial choice for RI of 10-6 radians squared.

The pseudo-measurements, R4T and RAT, were computed from filter

state estimates rather than truth model measurements. The general form

for these measurements is

z' h(x) (3-116)

To generate a statistical Iescription of v', let

h'(x) h'(x + e) (3-117)

where e is the filter errors and

h'(x + e) 5 h'(x) + h'(e) (3-118)

then h'(e) = v' = I1 e. Since the measurement, z, and the

filter estimate of the measurement were both based on the filter states,

the measurement uncertainty is zero. The covariance of the pseudo-

measurement then becomes

Ffv" v "T Efil e eT HT R (3-119)

R' (3-119)
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Since E(e eT) =_P then

R' - H P HT (3-120)

which is the strength of the pseudo-measurements.

The Extended Kalman Filter update equations are

K(t.) = P t ) IIT~t (t -)-- t _ix(t- - I') ..p(t-) HrT i x t )  + r,(t.) -

(3-121)

(t-) +(t ) C(t.) - [x(tT) t (

i - -i- (3-122)

P(t+) = P(t:) - K(ti ) i[t,x(t:)] P(t-) (3-123)
-i -1 I 1 i L 3-23

where

K(tt) = gain matrix

R(ti) = measurement noise strength

x(t + ) = state estimates after update at time, tj
i

C(ti) = true measurement vector at time, tj

h[x(tj),tj] = filter measurement calculation based on state

state estimates at time tj before update

P(tt) = filter's conditional covariance matrix after the

update at time, ti

and

311x, tj]
A A _ x (3-124)

The results of the above operation are listed in Appendix C for

reference.
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II

Batch processing and recursive processing are two methods used for

incorporating measurementrs into the update equation at a given sample

time. In batch processing, all measurements are simultaneously

incorporated into the update equation. Recursive processing, on the

other hand, accepts each !'easureent sequentially. After the first

measure.ioent and Che corresponding update, the new state estimates and

covar Lances are applited wit.h no propagation stage [n the update equation

when the next measurenont is process.d. In this study, recursive

processing of the measurements is used for the inertial Extended Kalman

Filters.

The recursive form has qualities that make it preferable to batch

for on-line processing. In an online situation, the computer allows

only a finite amount of time for state estimation. It is possible to

get cut off in the middle of incorporating the measurements and,

therefore, lose all of the update. In recursive processing, however, at

least some of the measurements could have been incorporated and the

inherent beneFits renlized. Recursive processing also uses smaller

*matrices than batch and thus has simpler algorithms to compute.

For the Extended Kalman Filter, recursive processing has the

potential for yielding better estimation performance than batch

processing. The Extended Kalnan Filter state estimates and covariances

* are iteratively computed based upon a relinearization about the state

estimates each time they are computed. Batch processing the>1 measurements, in this case, results iii a single computation of the

nominal trajectory at each update. The recursive method, however,

computes more than one nominal at each uF ate time, with each

successive computation being a better approximation than the previous

one. The recursive method thus has the potential for yielding better

results, especially when the most accurate measurements are processed

first.
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3.3.5 Filter "Model 1.3. Full-order filters are rarely

incorporated as on-line estlinators. These filters are to be used as

benchmarks For comparison oF reduced order filters. However, full-

order filter models are often inappropriate as benchmarks because of

observability problems. For this reason, the full-order, eight state

model in this study was reduced to six states. In addition, full-order

filters are a computational burden.

This section contains a reduced order filter model which is simply

the 1.1 filter model with the remaining aircraft states deleted. Since

the missile is much mort! dynamic than either the aircraft or the target,

accounting for missile acceleration uncertainties and estimating

relative missile-to-target states is preferable. Therefore for this

reduced order model, the relative aircraft-to-target states, x5 and

x6, are deleted from the 1.1 dynamics model. Since relative

aircraft-to-target position and velocity are needed in the measurement

Model and the guidance law, they are assumed to be passed to the missile

at launch and then extrapolated by the missile during flight. For the

filter update, however, the filter's prediction of what the measurement

will be includes these crude computations of relative aircraft-to-target

positions. All errors between the actual measurements and the filter's

prediction of the measurement are p--ocessed by the filter, however,

these errors are also the result of unmodeled noises and errors in

propagated parazieters. This factor must be considered during the

performance analysis of the filter.

The proposed states are the same as used in the 1.1 filter model,

but with a reduction in order. The corresponding matrices, initial

condition statistics, and noise statistics are contained in Appendix C.

The states, state equations, measurement model, and guidance law are
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repeated (with appropriate modifications) for convenience to the

reader. The states are

X, = x I component of relative missile-to-target position

X= : 4/ I component of relative missile-to-target velocity

x= z / 1 3 c(mp .r of relative mnissile-to-target position

x= z II/ 1 com,.pon ,.z of relative missile-to-target velocity

* Iand the state equations are

= x2 (3-125)

- ) al +I wl + w') (3-126)

=x4 (3-127)

x= a3 + w2+ w4 (3-128)

*ObservabIlity analysis of this model (Table 3-4) reveals that in order

to have complete observability, a missile-to-target range measurement

is necessary in addition to the elevation measurement.

TABLE 3-4

A Fourth Order 'Model Oservability

FHeasitrements Numbier of Unobservable
States

Ell 2

El,, RjIT 0
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The elevation measurement equation is

F- ZAT 1X 3 - ZA/Ti
EL = tan _ _X__ - Ia- I-X/ (3-129)

The range measurement equation is

RII/T = (2 + x2)/2 (3-130)

The guidance law isL01x) (K-2) + (x3) 0x4) (K2) (x3) -(xI (x4)

A = (x2 + x2)1/2 (x2 + x2) j
(3-131)

3.4 Summary

The various filters that were considered for implementation were

specified in this chapter. The filter development approach starts out

with defining models upon which to base the filters. A model selection

process then takes place in which models were chosen for implementation

based upon their favorable characteristics. Two basic model

formulations, LOS and inertial, are selected for further development

and analysis. A reduced order model from each of these basic

fomulations was chosen principally by deleting states that have the

least effect on the filter measurement prediction and the guidance law

commands. Observability also played a key role in determining the final

form of these models. State estimation algorithms were then proposed

for each model based upon the dynamics equation and measurement model.
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IV. SOFTWARE DEVELOPM4ENT AND VALIDATION

4.1 Introduction

A Software simulation was produced in conjunction with the

developments in Chapter II and III to provide the means to evaluate the

filters, guidance law, and dynamics m,.odels associated with the IVM

scenario. The software for this simulation was developed in three

phases: Truth Model Validation, Filter Validation, and Monte Carlo

Incorporation.

4.2 Truth Model Implementation and Validation.

The overall flow of the progran executive (Fig. 4-1), briefly

described below, was developed b;ised on the scenario diagram (Fig. 2-2)

to control the timing and sequence of the simulation events. Some of

the features and implementation methods are discussed here. All

repetitive functions or events such as coordinate transforms,truth

models, and filters, were committed to subroutines. The aircraft,

missile, and target dynamics truth nodels were imple-mented as first

order vector differential equations. Initially a predictor-corrector

variable step size integration routine was used to propagate the states.

For computational efficiency, the aircraft and target models were

changed to Euler integration since the time constants associated with

these two models are 2 seconds and .5 seconds, respectively, as compared

to the .02 second sample period. This change reduced the run times by

about 40 percent.

Dynamic driving noise was added to the three truth models and to

the INS measurements. The INS noises were added as random bias since

4-1
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the random walk phenomenon in the INS typically has correlation times

greater than 15 minutes while the missile has a flight time of less than

4 seconds. The dynamics truth model driving noise was added as time

correlated noise at the acceleration level. The simulated measurements

taken from the truth models are also corrupted by additive noise. The

initial test case filter is a "true state" filter whose states are

computed based upon the truth model rather than on an estimation

process. The values were used by the guidance law to compute the

desired accelerations which in turn were passed to a discrete time

second order lag (Appendix B.l). This lag models the delays in actuator

response and missile attitude response and outputs the missile's total

acceleration.

The initial test cases for the truth models are illustrated in

Fig. 4-2. These profiles exercised the lateral and vertical dynamics

and the guidance law to check for major implementation errors. To

further check the algorithms the commanded acceleration was fixed at

100 ft/sec/sec and propagated for .1 seconds. The change in position

and velocity compared with the closed form approximations with less than

5 percent error. Therefore, the truth model represented well the

intended trajectory.

4.3 Filter Implementation and Validation.

Valid truth models gave the needed foundation for implementing the

filters developed in Chapter III. The "true state" filter was replaced

by the filters designed and the dynamics restricted to the vertical

plane. In validating the filter for a given flight profile, the filter

was critiqued in two main areas. First was whether or not the dynamics

of the states responded according to the commanded accelerations as did

* the truth model. And secondly, did the covariance matrix remain

positive semidefinite. This testing was accomplished without driving

noise added to the truth model states and without perturbed initial

conditions. As discu-sed in the filter evaluation (Section 5.2.1),
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using Euler integration to propagate P(t) and the filter states produced

numerical errors that seriously degraded the filter performance. The P

matrix had diagonal elements that were becoming negative. The solution

found was to add noise via the matrix to offset the integration

errors. Some of the filter states were accumulating a growing bias due

to the errors in Euler integration and the large dynamics input to the

filter. These errors were reduced by as much as 50 percent by

incorporating a trapezoidal integration into the state propagation

portion of the filter.

4.4 Monte Carlo Incorporation.

Two changes were needed to convert this simulation into a full

Monte Carlo program. The first was to add a case controller and second

was to add an interface tape (Ref. 12) to take advantage of an existing

Monte Carlo evaluation and plotting package (Ref. 3). The short case

controller routine became the executive and calls the program developed

above as a subroutine the specified number of times. Each call

generates a full time history of the true missile states, filter state

estimates, and filter covariance estimates based upon the same set of

true initialization parameters but with different initial condition

error, state dynamic noise, and measurement noise realizations in each

case. The second change provides a composite output of a header and all

case time histories in a format acceptable by the Monte Carlo evaluation

routine developed at AFWAL. This post processor routine provides plots

of designated parameters based upon the case time histories. These

parameters include ensemble averages of filters and truth model states,

means, and covariances.
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V. ANALYSIS

5.1 Introduction.

The analysis of the filters covers two broad areas: issues of note

that surfaced during filter development and filter performance. The

filter development includes work done to produce working filters.

Filter performance is demonstrated by probability of kill and computer

loading comparisons. Another aspect of the performance considered is

how well does the filter work with the guidance law. The LOS filter

performance plots are Figures F-I through F-32 in Appendix F and the

Inertial filter performance plots are Figures F-33 through F-62.

5.2 Filter Development and Evaluation

5.2.1 LOS Filter. The initial trial runs on filter LOS.1 revealed

a problem in the propagation and update of the P matrix. Since

negative values were appearing on the diagonal, the covariance matrix

was losing it's positive semi-definite nature. The following steps

were taken to isolate the cause of the problem.

The negative values appeared on the diagonal shortly after the

first update. So the first step was to rule out the possibility of

numerical precision problems because of the large condition number,
1013

* , of the initial P matrix and R value. The Joseph form of update

has been shown to be less troubled by this (Ref. 10). However, there

was no improvement or even change when this form of update was used

.4 indicating that the condition number was not the problem in the update.
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The next step was to obtain the elgenvalues and eigenvectors of

the covariance matrix to isolate when and where the problems began. An

available routine using the QR algorithm was used to compute these

quantities. Ry the third time propagation, one of the eigenvalues of

the covariance matrix was going very slightly negative (-0.00019). At

this point, the most likely explanations were either the Euler

integration step size was too large with respect to the P matrix time

constants or the large range of covariance matrix eigenvalues was

inducing computational errors.

In pursuing the first possibility, the integration step size was

reduced by a factor of 100, from 0.02 seconds to 0.0002 seconds. This

produced a dramatic change for the better in the positive semi-definite

nature of the covariance matrix hut the very small negative eigenvalue

nature persisted. The next improvement in the integration accuracy is

to use a variable step size predictor-corrector type of integration.

This integrator reduced the negative trend on the one diagonal element

of the covariance matrix to almost 0. However, it is not practical

to implement this type of algorithm in a missile computer. Also

altering the Po matrix was attempted but only changed the time at which

the diagonal elements went negative.

*, The four state filter (Filter 1.3) also exhibited the same

characteristics. Since four state filter is mathematically simpler to

deal with, it was used to pursue other potential explanations.

To obtain the time constants of the f(t) equation it Is necessary

to formulate the P F + F pT expression, the homogenous form, with

G Q GT term ignored at present. The F matrix used was taken from the

propagation at T= 0.02 and the r matrix indexed to correspond to the

elements in equation (5-4).
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Since F P + P FT is symmetric, there are only 10 unique elements. Thus

equation (5-3) can be reconstructed to form a linear first order vector
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where

- 2 2d - - - - - - -

- a b - - - I - d -

F ' . . . . . . 2 c - - - ( 5 - 5 )

. . . .- a b - - - c

. . . . . . . . 2 -

. . . . . a - b - I

. . . . . . 2 a - 2 b -

an( a = -.0952

b = .00227

c = .0952

d = -.0476

- = 0.0

The eigenvalues of the F' matrix characterize the P matrix dynamics.

For this case, 4 elgenvalues were 0.0, 2 pair at 0.0 ± 0.0033j, and

one pair at 0.0 ± 0.0066j. All the non-zero roots are imaginary and of

a very low frequency. Since the integrator step size is much less than

the period of the low frequency components, the hypothesis of under
'sampling can be dismissed as the cause of the negative trend in the

e igenvalues.

The other potential cause is the large difference in eigenvalues,

in the covariance matrix. The solution was to scale the covariance

matrix using a similarity transfori, to yield a P(t) with a good

condition number. (Refs. 10 and 14) This basically states that for a

given matrix there exists a matrix tLhat can transform the state space

to a new basis and thereby scale it. The transform matrix chosen was

based upon the P(to). The expressions used to change the basis of the
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state space are sumarized in Appendix E.1 This transform produced a

P(t), with a low condition number, that was propagated and then returned

to the origional state basis with virtually identical results. The

expressions used to change the basis of the state space are summarized

in Appendix E.I.

Up to this point, the problem in the full order filter has

persisted through varying the integration step size, two integration

methods, and a scaling of the covariance matrix. The problem in the

reduced order filter has also persisted through varying the integration

step size and setting the Q atrix to zero to see how the P matrix was

propagating.

The P(to) matrix when combined with the state equation

formulations as expressed in the F matrix, could be ill conditioned.

This could be ;hown by one P matrix element propagating negative values

into the diagonal elements. To verify this, both the Q matrix and the

P(to) matrix are set to zero and only one of the P(to) diagonal

terms was set to previously computed values per run. After propagating

the P matrix, the Pkk element was increased by a small delta while

another diagonal element was decreased by the same amount. The only

exception was the P11 term which remained constant and did n t couple

into the other elements. As Pll(t) remained constant on its town and

it's associated G Q GT element is 0, it tended to accumulate the small

negative coupling. The Euler integration method was found to produce

the negative trend (see Appendix E.2). The integration performed

analytically in closed form, however, does not exhibit this problem.

The solution then, was to bias the P1 1 term artificially to

counter the negative trend caused by this numerical method. In t1he

simulation this bias was added through the G Q GT expression. A bias

value of .3 to .5 added to the P1 1 element was found to be sufficient

for this formulation. The large time varying acceleration (thrust and

commanded acceleration) acting on the missile also produced large

errors in the states when using Euler integration. This effect can be
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seen by the error trend in Figures F-1 and F-2 which were produced with

Euler integration and no driving noise in the truth model. The second

order effects were then included in the integration, now a trapezoid.

integration, to reduce the errors in propagating the states. This

improvement in accuracy is illustrated in comparing Figures F-3 and F-4

with Figures F-I and F-2, respectively. Additional measurements were

not considered since the observability criteria was met without them.

5.2.2 Inertial Filter. The inertial filter development did not

exhibit difficnlties in the filter covariance as did the LOS filter.

But a need for additional measurement information existed to meet
the observability criteria. The more dramatic effects of

incorporating the two pseudo-measurements (Section 3.3) are illustrated

in Figures F-33 and F-34 in the reduction of the covariance of the

x position of the aircraft. Also, there was a need for improved

integration in the state propagation as in the LOS filter. The

trapezoidal. integration was implemented but did not operate properly.

This was a function of the coding rather than the algorithm, as verified

by decreasing the Euler integration step size by a factor of 10, from

.02 seconds to .002 seconds. This approach should approximate the

trapezoidal integration results at a .02 second step size, for purposes

of comparing the performance of the Inertial filter to that of the LOS

filter. This improvement is illustrated by comparing Figures F-37 'nd

F-38 with F-35 and F-36 respectively.

5.2.3 Tuning. The initial simulation runs were made with the

computed values of P(to) and Q as presented in Table 2-1 and with no

perturbations in the initial conditions. When the filter is properly

tuned, the mean and the standard deviation of the errors will remain

within the bounds set by the square root of the diagonals of the

covariance. If this is not the case, then the magnitudes of the Q

element can be increased to realize the above criteria. As a starting

point, the Q values are based upon P(to) and the values of Q used in

the truth model for the dynamic driving noise. (Ref. Section 2.6) Error
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statistics were taken from samples over 5 runs during the tuning

process for the RMT and 0 states. The 5 runs would be

sufficient to identify major difficulties. The initial q values
selected for the LOS filter allowed the standard deviation of the error

to grow outside the standard deviations expected by the filter (Fig.

F-5 and F-6). This was corrected by increasing the values of Q matrix

which would increase P(t) and increase the relative weighting on the

measurements In the state update.

Por the LOS filter, the Q associated with Pqf/T was increased by

a factor of 10 to 1450 ft2 and the Q for 0 was set to 0.01 rad 2 .

These values brought the standard deviation of each state to within the

bounds set by iPii(t) of the filter. See Figures F-7 and F-8 for the

LOS filter and Figures F-41 and F-42 for the inertial filter.

The dynamic driving noise was set to zero and bias noise terms

were added to the initial conditions to evaluate the respcnse of the

filter to Initial transients caused by errors in initial state

estimates (Figures F-9 and F-10 and F-43 and F-44). Each initial

condition error realization was computed by 6 x(to) s/_to) _

where w E N(O,I). The bias was added to the associated filter state at

to. This check should reveal any divergent tendencies in the filter

* I states.

The perturbed initial conditions and the propagation noise in the

filter were both considered in the remainder of the performance

evaluation of the filter. Also the number of runs per case is increased

to 20 runs to provide larger sample space for the statistical analysis.

Ref. Figures F-I and F-12 and F-45 and P-46. During the analysis of

the data plots in Appendix F it was necessary to exclude the radical

I transients after approximately 2.-5 sec. Since all of the runs in a

given Monte Carlo run will not complete at the same time, it was

necessary to extend to final time to insure all the runs for the given

case were completed.
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The data plotted after the impact time then is of no value. As a final

result the Q diagonal terms found for the LOS filter are:

3000 for Target x acceleration

1450 for Missile x acceleration

1,450 for tMissile z acceleration

5 for .1issile z position

100 for A/C LOS acceleration

.01 for LOS E

and for the Inertial filter:

3000 For Target x accleration

1000 for Missile x acceleration

1000 for Missile z acceleration

400 for A/C x acceleration

These values were derived only for a launch at 2000 ft altitude and

10,000 ft range. 'or other launch scenarios, additional study would be

required to confirm the validity of these filter parameters.

5.2.4 Measurement Residual. The LOS filter exhibits a large

measurement residual on the first few updates, on the order of

.03 radians. This behavior is illustrated in Figure F-27 with no

driving noise in the truth model and in Figure F-28 with driving noise

and perturbed initial conditions. The magnitude of the residual should
! ibe less than 1. milii-radian. "rhis error" is a result of sm all

perturba tions In the ; sti-te when te atrcraft-to-misstle range is small

that has a significant effect on Filters estimate of the measurement at

the first update. The most likely solution is to ignore the first

measurement. This tould he the case in a real world situation, since
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the missile may not be within view of the laser grid scan until the

secon- or third update. The problem, however, does warrant further

investigation.

The inertial filter did not produce this large residual in

the elevation measurement, see Figures F-57 and F-58. The orientation

of the filter reference frane was not aligned with the reference frame

of the measurement, thus small errors in the states will effect both

the range along the missile-to-target LOS and the distance of the

missile off tht. LOS. This orientation would tend to reduce the overall

effects of the errors in the states on the measurement residual.

5.3 Filter Performance

5.3.1 Reduced Order Filter Performance. The reduced order

filters performed similarly to the full order filters, see Figures F-19

through F-22 and F-45 through F-48, as compared to Figures F-29 through

F-32 and F-59 through F-62, respectively. In some states the

performance was better as in Figure F-30 with respect to Figure F-20.

This improvement was expected since the parameters excluded from being

states had a negligible effect on the navigation solution. Also there

was improved observahility as a result of removing some of the states

that have like orientation and dynamics as other states. This improves

the benefit of the measurement. The behavior of the covariance of the

RA/T does not agree with the behavior of the standard deviation of

the errors in Figure F-55. The probable cause of this is cross coupling

effects in the filter states and warrants further study.

5.3.2 Probability of "ilt. At this point it is of value to

consider a figure of merit related to the probability of kill for a

missile equipped, in turn, with each of the filters in this study.

The mean and standard deviations are computed from the Monte Carlo run
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miss distances of each flight for each case. These two values then

will characterize the Gaussian distribution of the hit area. Also

consider that the target vulnerability area can be modeled by a

probability of kill function which is a Gaussian-shaped distribution,

fT(X), with zero mean and standard deviation relative to the size of

the target. The area under this curve is scaled to be directly

proportional to a rectangular shaped function with magnitude of 1.0,

with a width relative to the size of the target, and centered on the

target. For this example let oT = D/2 where D is the diameter of the

target vlnerable area. The scale factor on the Gaussian curve is

chosen such that

lim fT(x) = 1 (5-6)
GT + 0

This occurs only if the scale factor is 2v 43T as seen in

equation (5-7) for the target. The probability of damage is then the

marginal probability of the target distribution function and the missile

hit area which can be expressed as

a e- d 2 / s 2

f(x) = 21 s (5-7)

where for the missile hit probability density

a = I

= mean of the miss distance

and for the target vulnerable area

a = 2ir T

d x
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Integrating over all x, the marginal probability will yield

OT __2/(aM2 + 2 )
iPK 2 )1- e

2 + UT2 )12 (5-8)

TABLE 5-1

tMISSILE ACCURACY AS A FUNCTION OF THE FILTER TYPE

Filter States Miss Distance* PK(OT = 5.0)
Mean Std. Dev.

LOS.I 7 .62 3.02 .89

LOS.2 4 .06 3.48 .82

INERT.1 6 -1.08 5.00 .69

INERT.2 4 -1.11 5.05 .68

* Hiss distance based upon minimum missile-to-target range
S~with the launch from 10,000 ft range and 2000 ft altitude.

The LOS filter produced a probability of kill approximately 20%

better than the Inertial. filter. This is due to the larger means and

st-ndard deviations of the rmiss distance for the given scenario. Also

note that the reduced order filter performed within 4% of the larger

counterparts.

5.3.3 Computer Loading. Also of concern is whether or not the

desired filter can be implemented in an onboard computer. One aspect of

implementation is the computer work load requirements in terms of

operations per second for a given filter, integration interval size and

update rate. For the filters developed in this study, an algorithm was

derived for the LOS filter and one for the Inertial filter to give an

estimate of the number of operations performed per time propagations and
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per update as a function of the number of filter states. The

operations were characterized into three groups: adds and subtracts,

multiplies and divides, and square roots and trigonometric functions.

This grouping permits better estimation of the timing requirements

needed for the chosen filter to run real time. The number of

operations per filter for time propagations and updates are given as:

TABLE 5-2

OPERATIONS REQUIRED FOR ONE TIME PROPAGATION AND

ONE UPDATE

LOS FILTER

Time Propagations Updates

Adds: 2n3 + n2 + 38 n3 +3n2 + 2n + m/2

Multiplies: 2n3 +4n2 + 39 2n3 + 2n2 + 2n + m

Square Roots: n + 5 1

INERTIAL FILTER

Time Propagations Updates

Adds: 6n + m n3 + 3n2 + 2n + m + 2R- 2

Multiplies: 5n - 2 2n3 + 2n 2 +2n + 2m + 3R - 3

Square Roots: 0 m/2 + R

where n = number of filter states

m = total number of parameters propagated (8 in this study)

R = number of measurements required per update

I for the LOS filters

3 for the Inert.l filter

2 for Inert.2 and Inert.3 filters
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Summarizing the above expressions will yield the following table

TABLE 5-3

NUMBER OF OPERATIONS PERFORMED BY FILTERS

FILTER OPE~RATIONS PER

FILTER Time Propagation Update

Square Square
.1Adds Multiplies Roots Adds Multiplies Roots

LOS-l 1126 1351 14 724 11761

LOS.2 1.28 247 10 124 1761

INERT.1 44 28 732 1199 7

*INERT.2 32 18 0 134 193 6

Then using the following expression to get the time required per

time propagation and update respectively:

T= "A tA+ ~ + n +~ s t (5-9a)

TU= n'A tA + fl ,t tM + n'S t-, 5-b

where

n = numher of operations in the time propagation

n'= number of operation in the update

.1 the subscripts a, m,and s refer to the groupings of adds,

multiplies, and square roots, respectively
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Reasonable values for the operation times for some smaller

state-of-the-art computers are

ta - 2.1 p sec

tm = 5.3 V sec

tS = 60.0 vi sec

Summarizing the above times and Table 5-3 will yield

TABLE 5-4

FILTER OPERATION TIMES

FILTER OPERATION TIME (SEC) PER
FILTER

Time Propagation Update

LOS.1 .0110405 .0082476

LOS .2 .0)122547 .0013276

INERT.1 .0002672 .0087511

INERT.2 .000118 .0017447

The cases run in this study were withI a time propagations rate of

50 Hertz and update rate of 10 Hertz. However, for this example let the

* I update rate be fixed at 10 Hertz and determine the maximum time

1propagation rate as an integer multiple of the update rate.

Synchronizing the update with time propagations will simplify the timing

and sequencing task of the onboard executive. To determine this upper

limit, first multiply the time per update by the update rate and

subtract from one second. This remaining time is available for

propagating the filter states and is then divided by the time per

propagation. The resulting figure can then be rounded down to the next

,iultiple of the update rate giving the maximum
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time propagation rate. This computation does not take into account the

time required by the processor to perform other tasks, but does provide

a meaningful measure of the impact of the filter on the onboard

processor load requirements.

TABLE 5-5

MAXIMUM TIME PROPAGATION RATES

Time for Ten Time for Time Maximum Time

FILTER Updates (Sec) Propagation (Sec) Propagation Rate

LOS.l .082476 .917524 83.1 or 80

LOS.2 .013276 .986724 473.6 or 430

INERT.1 .087511 .912489 3415.0 or 3410

INERT.2 .017447 .982443 5404.6 or 5400

There are two principle differences between the LOS filter and the

inertial filter that affect the run times. First is that the LOS

filter requires an Extended Kalman Filter structure for both time

propagation and update. The Inertial filter is linear in the time

propagation and uses the standard Kalman Filter structure there and the

Extended Kalman Filter structure for the update. The second

contributing factor is that the LOS filter has a reference coordinate

frame that changes its orientation with time. This produces an

addition computational burden by requiring the uses of trigonometric

functions and addition square root operations.

5.4 Guidance Law

The proportional navigation guidance law performed equally well

with each of the filters used in this study. However, the guidance law

showed signs of instability as the missile closed in on the target.
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The cause lies in using the missile-to-target range to compute the rate

of change of the missile-to-target line-of-sight angle. Since the

RM/T term is in the denominator of the expression. the commanded

acceleration becomes increasingly sensitive as the range gets small.

The standard deviation of the range error is on the order of 90 ft in

the end game. This could cause the guidance law computation to produce

very large numbers since the range estimate could in fact go through

zero. The two potential cures for this are to use a time varying gain

coefficient or to limit the missile-to-target range in the filter to a

predetermined minimum. In this simulation this range was limited to a

mini-tum of 100 ft.

The effect of varying the gain in the guidance law in illustrated

in Figures F-61 through F-66. Another figure of merit, EC, relating

to the control energy commanded by

tf

EC fI ACMC dt (5-10)

to

The acceleration profile was not noticeably effected by changing the

filters used in this simulation. The following table presents the

effects of a range of gains in the guidance law to control energy and

miss distance for the LOS filter.

TABLE 5-6

GUIDANCE LAW PERFORMANCE

CONTROL ENERGY MISS DISTANCE PK

Gain Mean Std. Dev. Mean Std. Dev.

3 1292.9 112.9 -.99 6.97 .58

4 1117.5 114.3 .47 2.92 .86

5 1009.6 121.0 1.13 1.86 .90
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The control energy commanded decreases as the gain increases but also

note that the standard deviation increases, caused by increased

sensitivity to perturbations in the filter states. The effect of the

increasing gain also has a marked improvement in the standard deviation

of miss distance. However, in looking at Figures F-64 through F-66,

there is an increase in the instability in the end game as mentioned

above. The probability of kill also increases with the gain. However,

the improvement in PK resulting from the gain changing from 4 to 5 is

much less than from the gain changing from 3 to 4. With the tradeoffs

involved, a gain of 4 would give the better improvement in PK with

only a modest degradation from the end game instabilities. The optimum

configuration of gain, accepted miss distance and controls in the

guidance law to limit the instability may vary as a function of launch

scenario and warrants further study.

5.5 Summary

In the analysis of the filter developments, the method of

integration proved to be of significant importance in both the

stability of the filter covariance and the accuracy of the state

estimates. The performance of the filter with respect to probability of

kill and computer loading show both filters studied to be viable

candidates for a weapon system simulated in this study. From this

study, the use of a Kalman Filter as a state estimator onboard the IIVM

is a very feasible and viable approach to the guidance realization.

Accompanying the filter, the guidance law selected becomes a recognized

factor in the final performance of the missile.
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VI. CONCLUSIONS AND RgCOHMENDATIONS

6.1 Conclusions

A single missile-to-target trajectory was used in this study

(Fig. 4.2). The scenario involves a stationary target and a constant-

velocity aircraft. The missile, aircraft, and target are driven by

time-correlated noise at the acceleration level.

Given these conditions, the following filter design analysis

results were obtained:

1) The LOS filters exhibited a probability of kill on the order of

20 percent higher than the inertial filters. The major

contributing factor is improved observability provided by the

rotating reference frame in the LOS filter.

2) The probability of kill of the reduced order filters was within

4 percent of their full-order counterparts.

3) The six-state Inertial filter required additional measurement

information to meet observability criteria. The additional

measurements were generated as pseudo-measurements of air-to-

target and missile-to-target range, expressed in terms of

filter states and parameters. The pseudo-measurements provided

reduced filter covariance in the aircraft-to-target states.

4) The eight-state LOS filter did not require the additional

measurement information. However, as the rate of change

of the aircraft-to-target line-of-sight approached zero, the

filter exhibited reduced observability.
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5) The Inertial filter required significantly fewer computations

per time propagation (Ref. Figure 5-5). Since both filter types

used the same update method, the number of computations per

update were on the same order.

6) The use of Euler integration to propagate the filter states at

a .02 second step time proved inadequate because of the large

time-varying accelerations exhibited by the missile. A higher

order integration scheme (trapezoidal) reduced the errors

significantly.

Proportional navigation was the guidance law implemented for each

of the filters. A brief analysis of this guidance law for the LOS

filter and a single scenario (Figure 4-2) revealed the following:

I) The probability of kill improved as the guidance law gain, n,

was increased.

2) The total control energy needed by the guidance law decreased as

n was increased. The commanded accelerations were higher

during thrust while the kinetic energy is lower thus reducing

the needed course corrections later in flight.

3) The commanded accelerations demonstrated increased instability

toward the end-game trajectory as n increased.

6.2 Recommendations

Suggestions for further study, as pertains to performance

analysis, are the following:

1) Maneuvers should be induced in both the aircraft and the

target, and the robustness of the filters to these changes

examined.
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2) The INS data should be corrupted to improve modeling of the

actual system that would be implemented. The performance

analysis should be done again and comparisons made with the

original system.

3) The recovery from initial conditions perturbations should

be further investigated. A precomputed gain extended Kalman

filter should be investigated if additional robustness is

required.

4) The effects of varying propagation and update rates should be

examined.

5) The Inertial filtcr pseudo-measurements of range should be

replaced by real world measurements. The effect of encoding

there true measurements onto the laser signal from the aircraft

should be investigated by performance analysis and appropriate

comparisons. This should also be done with the LOS filter for

comparison.

The reduced order models used in this study are representative of

many possible models. Further reduction in order as well as other

combinations of filter states should be considered to obtain an optimum

configuration. In conjunction with this, the white noise models for

acceleration uncertainties in the filters should be replaced by

Gauss-Markov models and the corresponding performance analyzed.

An error budget analysis is necessary to identify sources that can

potentially degrade performance. Once these are determined, methods

are used to reduce their effects. In order to accomplish the analysis

it is necessary to

I) Modify the truth model by incorporating more exact models for

the individual noise sources.

6P
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2) With an appropriate Kalman Filter in the system, turn off

each of the noises one at the time and obtain a comparison of

their effects on miss distance statistics.

Since the guidance law has a direct bearing on the performance of

navigation system, further study to optimize the guidance law should

include:

i) Other guidance law formulations.

2) Algorithms to handle potential angle-of-incidence difficulties.

3) Algorithms to avoid potential clobber (flight trajectory

hitting the ground before intercepting the target).

The simulation developed in this study provides a tool for further

analysis.

6-4

- -_-_-_-_-_-_-_ - _ .....



Bibliography

1. Blakelock, John if. Automatic Control of Aircraft and Missiles.

New York: John Wiley and Sons, Inc., 1965.

2. Cusumano, Salvatore J. and Manuel De Ponte, Jr. An Extended Kalman

Filter Fire Control System Against Air-to-Air Missiles M.S. thesis.
Wright-Patterson Air Force Base, Ohio: Air Force Institute of

Technology, February 1978.

3. Feldman, Richard E., Jerry G. Jensen, Staton H. Musick. SOFEPL: A

Plotting Postprocessor for 'SOFE' User's Manual. AFWAL Technical

Report 80-1109. Wright-Patterson AFB, Ohio: Avionics Laboratory,
1981.

4. Gibbs, Bruce P., and David W. Porter. "Development and Evaluation

of an Adaptive Algorithm for Predicting Tank Motion", Proceeding of
the 19th IEEE Conference on Decision and Control, 1:560-508 (December
1080).

5. flewish, Mark. "Tacti.c.l->isstle Survey," International Defense
Review, 13: 851-864 (1980).

6. Likens, Peter W. Elements of Engineering Mechanics. New York:
McGraw-flill Book Company, 1973.

7. Lutter, Robert N. Application of an Extended Kalman Filter to an

Advanced Fire Control System. M.S. thesis. Wright-Patterson Air Force
Base, Ohio: Air Force Institute of Technology, January 1977.

A. ?aybeck, Peter S., "Performance Analysis of a Particularly Simple
Kalman Filter", Journal of Guidance and Control, 1:391-396
(November 1978)

9. . , "Stochastic Estimation and Control", Lecture notes, 1981.

10. . , Stochastic Models, Estimation and Control. New York:
Academic Press, 19797.

11. MIL-F-8785B(ASG). Flying Qualities of Piloted Airplanes. Washington:
Department of the Air Force, August 1979.

12. MusIck, Stanton H. "SOFE: A Generalized Digital Simulation for

Optimal Filter Evaluation User's Manual", Technical Memorandum

AFAL-TMT-79-19, Revision A, November, 1978.



13. Pastrick, S.., .. Seltzer, and M.E. Warren. "Guidance Laws for
Short-Range Tactical Missiles", Journal of Guidance and Control,
4:98-108 (March 1981).

14. Reid, .. Gary. Lecture inaterials distributed in EE 5.10, Linear
Systems and Digital Computation Methods. School of Engineering,
Air Force Institute of Technology, Wright-Patterson AFB, 1980.

15. Wors]ey, William I., Comparison of Three Extended Kalman Filters for
Air-to-Air Tracking. M.S. thesis. right-Patterson Air Force Base,
Ohio: Air Force Institute of Technology, June 1980.



APPENDIX A

COORDINATE TRANSFORMATIONS

A.1 Inertial and Missile Frame Transformations

The missile body frame (A) and the inertial frame (f) are

described in Chapter II. Based upon these definitions, the m frame

F' differs from the i frame by first a rotation, Y, about the i3 axis to

form an intermediate frame i. Figure A-I provides a top view of this

situation, looking down onto the i1 , i3 plane. Thus, the vector

describing the rotation of the f. frame with respect to the i frame is

whi e 3 = Y e3 (A-1)

Resolving i .nto f components results in

cos If fl + sin I f2 (A-2)

* h 2 = -sin f i I + cos Y i', (A-3)

h3 = i3 (A-4)

Therefore, the direction cosine matrix which transforms from the i

frame to the h frame is

FCosn If sin (A5
[Chi] = sin T~ Cos (Af5

The in frame next differs from the I rafne by a rotation, 0, about the

h axis. Figure A-2 depicts a planar side view of the Ill, h3 plane.
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Figure A-2. Rotation about 2
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The vector describing the rotation of the i frame with respect to the

1 frame is

2mh = 2 2 (A-6)

Therefore, the rotation of the m frame with respect to the I frame is

mini = (,ynih + whi (A-7)

Substituting (A-1) and (A-6) into (A-7) and expressing the result in
the missile frame coordinates gives

ni -- - sin 0 mi + 0 m2 + cos 0 m3 (A-8)

Expressing m in terms of h results in

ml = cos 0 hl - sin 0 h3 (A-9)

m2 = h2 (A-0)

m3 
= sin 0 hi + cos 0 h3 (A-I)

Therefore, the direction cosine matrix which transform the h frame to

the m frame is

cos 0 0 -sin 0](A-12)
[Cmh] =1 0

in 0 0 coso0

Finally, the direction cosine matrix which transforms the I frame to

the in frame is

i1 [Cmi] = [Cmh][Chi] (A-13)

= cos 0 cos T cos 0 sin T -sin

L sin V cos co0
isn 0 cos T sin 0 sin T Cos 0

For the two dimensional case which is implemented, in this study

T is zero and [Cmi] reduces to equation (A-12).

A-3i p



A.2 Inertial and ATLOS Frame Transformations

The ATLOS frame is also described in Chapter II. Transformations

between the inertial and the. ATLOS frame are needed to compute true

azimuth and elevation. The ATLOS-to-inertial transformation is

identical in form to the missile-to-inertial transformation. The only

difference is that G is replaced by 02 and T is replaced by T'

if
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APPENDIX B

Simulation Implementation

B.1 Missile Attitude Response Model

The attitude response of the missile to commanded acceleration is

modeled as a second order lag of the following form:

aCMDL wn2

al = (B-l)
s 2 + 2 wn s + wn2

and
aCMDN wn 

2

Ss2 + 2Cwns + n2 (B-2)

where in this study

aCMDL guidance law commanded lateral acceleration

aCMDN = guidance law commanded normal acceleration

= damping coefficient, .707

un = missile natural frequency, 44 radians per second

The values for damping coefficient and missile natural frequency were

selected as being representative numbers applicable to a highly

maneuverable missile. (Ref. 15)

In state equation form, (B-I) and (B-2) are written as

x(t) - A x(t) + B u(t) (B-3)

y(t) - H x(t) + D u(t) (B-4)

B-i
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where

!A =

[ 
1Wn2 -2

B 2]

H u 1 0]

x(t) = vector of state variables

y(t) = aL and aN

u(t) = aCMDL and aC~MN

Since this function will be called frequently and parameters will

not normally be change after initialization, this model is implemented

as a difference equation

(ti+l) =$(ti+l, ti) x(ti) + Bi aCMD(ti) (B-5)

where

0(ti+l, ti) = -1 [(SI - A)-11 = the inverse Laplace transform
of the inverse of the matrix (SI - A)

B t i+l
i -tl (ti+l, ti) B(ti) dt

-ti

assuming that acM is constant over the interval from ti to ti+l.

Since the integration step size is fixed, the values used for 4 and

are computed initially and remain constant during each computer run.

This flexibility in the input parameters permits changing wn and C

should the simulation later warrant such a change.
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B.2 Euler Integration

The state equations that are integrated using the Euler integration

technique use the following form

x(ti) - x(ti-l) + x(ti-l) At

where

x(ti-l) = value of state at sample time (ti-i)

x(ti- I ) = value of derivative of state at sample time (ti-I)

The Euler integration is used where the time constants associated

with x(t-ll) are relatively large with respect to the .02 second

integration step time used.

B.3 Trapezoidal Integration

In the case of propagating the filter states, Euler integration

did not provide the accuracy needed. The improved integration was

implemented as a trapezoidal integration as

[x(ti) - *(ti-l)] At
x(ti) -x(ti-l) + 2

where the parameters are as defined above.
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APPENDIX C

FILTER EQUATIONS

C. Line-of-Sight Coordinate Filter Equations

The state variables are referenced to the aircraft-to-target line-of-

sight. See Figure 3-1.

The filter propagation equations are

A t)= ~xti ,  (ti) , ti] + C(ti) W(ti) (C-1)

i(t = F(t) P(t ) +P (t i ) F(t i)T + G(t ) Q(t ) GT(t ) (C-2)

The update equations are

Pti) - P(t-) HT[txip(t-)]
^ -

-- 1

[ t)T[t ;(t-) + R(t
Ht tx(-)I *P(t) - i-I (C-3)

(t (t-) + K(t) (t) - [j(t-), t](-4

t+) P Zt-) - K¢t )!!it i,  (t-)] P(t-)(c5
- -I - -- i i i (C-5)

State Variables
z missile position below LOS

zmissile velocity below LOS

RM/T missile position along LOS

i(t) / P /T missile velocity along LOS (C-6)

inclination of LOS

RA/T aircraft position along LOS

4 RA/T aircraft velocity along LOS

rate of change of LOS, if used
in reduced order filters

C-I
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Stkte Transition Equations

-2 R /T wl + al sin OX + a3 COS O£

- T W z
x

RM/T

2 £ MT +z

+ a cos 0 - a sin 0
t £3 1 (C-7)

RA/T

+2w 0A + R (w 2  + 0A)
AZ +2 A/T 0+ 1  9* 1

2
and if wX is VA/T 0'

needed: -2
2

A/T

where 8 = tan(G£ - OA)

Pertubations of the State Equations

0. 1. 0. 0. 0. 0. 0. 0.

2  . -wx -2wt F25 0. 0. F28

F(t) = 0. 0. 0. 1. 0. 0. 0. 0.

'i 2wj wX2 0. F 4 5  0. 0. F48

0i. O. 0. O. O. 0. 0. -1

0. 0. 0. 0. 0. 0. 1. 0.

0. 0. 0. 0. F7 5  F76 F77 F78

O. 0. 0. 0. F8 5  F86 F87 0.

where x is evaluated at A

C-2



AI

and.

F25 - +al cos OX a3 sin OX

F2 8 - -2 RM/T + 2 RM/T wg

F4 5 = -al sin OX -a3 cos 0

F4 8 =+2 ; + 2RM/T WI

F75=+2w R +R w sec2 C (E )
F5-(2 wX AlT + A/T I 19 0 A

F7 6 =- w2 + an(O A

F77 - +2wX tan (01 - OA)

* F78 = +2 RA/T tan (OX - OA) + 2 RA/T 4J39

-2 V2
AlT

F85 R2 sec 2 (0) X E)A)

AlT

+4 AvT

A/T

F86= - 0)

A/T

and 0' defined above in equation (C-7).

Measurement Model

h(t) = sin- I f (C-9)

Pertubations of the Measurement Model

[A zA -zA
11(t) _0 - 0 0 -(C-10)

1B B2  H2  0
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whre

1

A 1 ) /2 and B (RA/T -RM/T)

B(z)2]1/

Measurement Covariance

E[v(ti)] = 0

E[v(tj) VT(tj)] = IRij(t) i =j

Noise

0. 0. 0. 1. 0.

-sin OX Cos Ot sin 0£ 0. 0.

0. 0. 0. 0. 0.
G(t)-

-Cos OX -sin Ot cos O0£ 0. 0.

0. 0. 0. 0. 0. (C-12)

0. 0. 0. 0. 0.

0. 0. 0. 0. 1.

Strength of driving noise (Ref. Section 2.6 for Development of Values)

0. 0. 0. 0.

0. Q2 0. 0. 0.

Q(t) 0 0. 0. Q3 0. 0. (C-13)

0. 0. 0. Q4 0.

0. 0. 0. 0. Q5

C-4
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The previous noise terms are associated with the following parameters:

Q1 = horizontal target velocity

= vertical missile velocity

Q3 = horizontal missile velocity

Q4 = change in w due to A/C motion

Q5 = VA/T due to A/C motion

For this filter the noise is implemented such that

Qd =  _G(t) -q(t) (-'T(t) (C-14)

and

_Gd(t) = I

Then Qd can be expressed as

Qd(l,l) I-

Qd(2, 2 ) Ql sin 2 Ot + Q2 cos 2 OX + Q3 sin 2 ®9

()d(2, 4 ) =(Q1 - Q2 + Q3) sin Ot cos Ot

Qd( 4 ,2 ) = Qd(2, 4 )

Qd(4, 4 ) Q1 cos 2 e + Q2 qin 2 0E + Qc o s2 O

Qd(7 ,7 ) =.

all other components are zero

These value- serve as initial values for P the filter testing.

z = (0 ft) 2 perfect knowledge of z at launch

z (2 ft/sec) 2 same as A/C

RM/T - (150 ft) 2 from the tracker

RM/T - (2 ft/sec) 2 sane as A/C
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09 = (.3 MAD)2 from the tracker

t = (0.5/sec) 2 z error/nominal range to TCT (if used)

IA/T = (150 ft)
2 from tracker

RA/T = (2 ft/sec)
2 from A/C INS

C.2 Inertial Coordinate Filter Equations

Sixth Order Model. The filter propagation equations are:

. .. . i-I - i - -i(C-1)

The update equations are

(t)=P(t-)iJ tixt)

H(tix(t ] p(t-) uT[tix(tt) + R(t )1

.. i - - i - (C-17)
L

P(tt) = P(t) - K(t.) H[t.) (t) t( ] (C-19)
S -( C1- I

The filter matrices are stivmarized as

1-0 1 0 0 0 07 Fo o o o o

O 0 0 0 0 0 0 0 0 0 0 0

0 0 0 1 0 0 0 0 0 1 0 0

:. 0 0 0 0 0 00 0 0 0 0 0
(~f.20)[ 0 0 0 0(C-21)

0 0 0 0 0 0 0 0 0 1

0 0 0 0 0 0 0
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0 0
Q1  0 0 0 0

1 0
0 Q2 0 0 0

0 0
B- (C-22) _- 0 0 Q3 0 0 (C-23)

0 1
0 0 0 Q4 0

0 0
0 0 0 0 Q5

0 0

1 ti-ti-i 0 0 0 0

0 i 0 0 0 0

0 0 1 ti ti-1  0 0
Qd(tl-l) =,

0 0 0 1 0 0 (C-24)

0 0 0 0 1 ti ti-

0 0 0 0 0 1

Qd(ti) = G Q GT[ti - ti-I]

0 0 0 0 0 0

0 (Ql + Q2) 0 0 0 0
IT (ti  - ti- )

0 0 0 0 0 0
A (Q2d(ti) = (C-25)

0 0 0 (Q2+ Q4) 0 0
(t -i

-10 0 0 0 0 0

0 0 0 0 0 (Q3 + Q5)
(ti - ti-)
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The measurements available to this filter are

f 7-X71 7a- [ 1 -x5

EL - tan- I  tan (C-26)

R/T ( + x 2)/2 (C-27)

RA/T = (x5 + XA/Tl/ (C-28)

The H-matrix partial derivatives are

11(1,2) = H(1,4) = :1(1,6) = 0 (C-29)

x3 - x711(1,1) -(C-30)

(xl - x5) 2 + (x3 - x7) 2

x5 - Xl
11(1,3) = (C-31)

(xI - x5)2 + (x3 - x7)2

x7 - x3

H(1,5) -- (C-32)
(xI - x5) 2 + (x3 - x7) 2

11(2,2) = H(2,4) = H(2,5) = H(2,6) = 0 (C-33)

Xl
H(2,1) =(x

2 + 2)1/2 (C-34)

1 3
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H(2,3) - (X 3 2)/ (P-35)

H(3,1) - H(3,2) - H(3,3) =H93,4) =11(3,6) -0 (C-36)

X5
H(3,5) - (2+2 12(C-37)

5 'A/T )/

The measurement noise strength is represented by

[R0 R2  0 3  (C-38)

The magnitudes of the noises are discussed in Chapter III.

Fourth Order Model. The filter equations are described in (C-15)

through (C-19). The corresponding matrices are

o 1 0 00 0 0 0

o o o 0 1. 0 1 0
F -(C-39) C=(C-40)

o 0 0 1 0 0 0 0

0 0 0 0 0O 1 0 11

C- 9



0 0 ltj-t. 1  0 0

1 0 (C-41) 0 1 0 0 (C-42)

0 0 0 0 1. t t-

0o 1 0 01

0 0

Edt-) ti -tj-j 0 (C-43)
0 0

-10 ti - i

Ql 0 0

o Q2 0 0 (-4

0 0 Q3 0

a 0 0 Q4 1

.Rd(ti) =G Q GT~ti- ti-il

0 0 0 0

0 (Ql +Q3) 0 0
(ti - ti-i)

(C-45)
0 0 0 0

0 0 0 (Q2 +Q4) 1
(ti - ti-I)-

c-low



F-'A/" x 3  -- z /T

EL -tanl i- _ tan-1  (C-46)A/Lx-xA/Tj x - xA/j (C-46)

RM/T = (x2 + x2)1/2
1 3 (C-47)

The H-matrix partial derivatives are

H(1,2) - H(1,4) - 0 
(C-48)

x3- ZA/T
1H(1,1) - (C-49)

(x1 - xA/T)2 + (X3  ZA/T) 2

XA/T - x
HCL,3) = X/ l(C-50)

(xI - XA/T)2 + (x3 - ZA/T) 2

H(2,2) = H(2,4) = 0 
(C-51)

XlH(2,1) = C )/ (C-52)
(x2 + x2)1/2 (-2

x3
H(2,3) x (C-53)

1 3
The measurement noise strength is represented by

R r (C-54)

• " 
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APPENDIX D

SIMULATION PARAMETERS AND FLIGHT PROFILES

This appendix is a brief summary of the parameters, assumptions

and flight profiles used in developing and running the simulation. The

truth model developed in Chapter II has a three-dimensional capability

while the filters developed in Chapter III are restricted to only two

dimensions. The parameters listed below include information about all

three dimensions but in the final implementation all parameters

involving lateral motion were set to zero. (Ref. 11)

TABLE D-I

Aircraft Parameters Used

High dynamics air superiority fighter of the F15 class

Natural frequency 3 rad/sec

Correlation time constant 2 sec

Constant velocity 500 ft/sec

TWind buffeting effects 3 ft/sec/sec

Maximum axial acceleration 64 ft/sec/sec

SMaximum vertical acceleration 290 ft/sec/sec

" I Maximum laertial acceleration 290 ft/sec/sec

Onboard INS accuracy 4 ft/sec

IR tracker accuracy 3 milli-rad angular resolution

and 150 ft range resolution

Only time correlated white Gaussian noise is added to the

vertical and axial acceleration.

I

D-1
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TABLE D-2

Missile Parameters Used:

Hyper-velocity missile

Natural frequency 44.0 rad/sec during thrust
44.0 rad/sec after burnout

Correlation time constant 0.14 sec during thrust

0.14 sec after burnout

Damping coefficient .707

Wind buffeting effects 3 ft/sec/sec

r -aximum lift 3200 ft/sec/sec

Propulsion solid propellant
boost-coast profile

Thrust 5000 lbs

Thrust duration 1.0 sec

Flight duration 1.0 - 3.0 sec

Body size 3.5 inches diameter
72 inches in length

Body weight 26.7 lbs

Fuel weight 25.9 lbs

Drag coefficient .35 during thrust

.45 during coast

. Air density .0023 slugs/ft 3

Guidance law proportional navigation (Ref. 2.5)

D-2
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TABLE D.3

Target Parameters Used:

Highly maneuverable tank of the MI class

Natural frequency 31 rad/sec

Correlation time constant .2 sec

Constant velocity 0 ft/sec

Maximum axial acceleration 29 ft/sec/sec

Maximum lateral acceleration 16 ft/sec/sec

Only time correlated noise is added to the

axial acceleration.

The following three flight profiles were used during the initial

validation of the truth model to exercise the dynamics equations. The

last of the three was used during the filter analysis as a typical

mission profile with a down range distance of 10,000 ft and altitude

of 2000 ft. Other variations of this last profile would include

shortening the slant range and varying the angle between the aircraft

velocity and target position.
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D-4

(-~OoO, ~o. -L0')

3L

~ Borsigh



APPENDIX E

FILTrER ANALYSIS PROOFS

E-1 FORMULATION OF THE SIHILARITY TRANSFORM

In this case for the general equations

X=F X + B U (E-i)

P =F P + P FT + G Q CT (E-2)

Let a transformation vector T be defined such that

X = T X* (E-3)

and x = 1 x (E-4)

substituting E-3 and E-4 into E-1 and E-2 produces

TX =FTX*+ BU (E-5)

premuitiplying by T 1 yields

X = T-1 F T X* + 7- "1 u (E-6)

and = F* P* + P*FT* + C*Qa*GT* (E-7)

where F* = T-1 F T (E-8)

*1B* - T-1 3 (E-9)

=* 
1 C(E-10)

* - 1 P T (E-11)
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These relationships are good only for constant T. Also note that the

similarity transform on the F matrix will preserve it's eigenvalues in

a time response sense. For this problem, the scaling matrix T was

chosen such that

I
ij Pij (to) for i =j (E-12)

0 for i j }
This would let P* (to) be an identity matrix. Since P(l,I) at t=O was

zero, T(l) was set to I and later to that of P(3,3) at t=O, which is a

parameter of like dimensions. This scaling was done on the time

propagations while the updates were turned off. The final result was

that the scaled covariance matrix had the same problems with negative

eigen-values than the original matrix.

E-2 FORMULATION OF ROOTS OF THE INTEGRATED COVARIANCE MATRIX

The Euler integration used on the covariance matrix can produce

negative eigenvalues. This principle can be illustrated as follows.

The F matrix in this example, as in the filter, has no real eigen-

values. Now consider a second order system such that

[ (E-13)
0a

FPii P121 0O 01
(to) L (E-14)

P12 P22 0 b

and
F P + P FT + G Q GT (E-15)

where in this case G Q GT = 0

First solve for P in general form

0 r 1 (E-16)

Lab E-2



IntegratingP using Euler integration, as in the simulation will yield

1 1  P12 + ab6tl
£ = (E-17)P12 + ab~t P22

Obtaining the characteristic equation from the form (Xl - P) and

equation E-17 will yield

X2 - (P + P ) X + (P P - (P2 + ab5t) 2 ) X (E-18)
11 12 11 12 12

note that the Xo term can become negative if (P12 + ab6t)
2 > Pl1

P12 and will then produce a negative root. This is what was

experienced in the simulation since Pll is small and is not driven by

Q.

Note however that this is using Euler integration and is only an

approximation to the true solution in closed form. If you continue the

above example and let Pll = 0, then equation E-16 can be expressed

as

FI PI 12aP2 
aP221I =i (E-19)

2 P22 aP22 0

breaking up the components of the matrix and expressing them as vectors

will yield

11 TO 2 a 0 P1

;2 0 0 a P12 (E-20)

L22_ 0 0 P22J

notice that h22 0 and let P22 =b, a constant in time. Then

[Pl 0 2a 121 [ab

E-3
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if 1 2 - ab, is a constant, it follows that

P1 2 = abt (E-22)

Since P1 2 is a growing function of time and if Pil = 2abPll = 2a2t

it follows that

P11 = 2a2 bt2  (F-23)

where

a2 > 0

t2 > 0

b > 0

then we can conclude that PII > 0 also as was P22.

The off diagonal terms may or may not be negative, but the

diagonal terms will not become negative if P (t) is solved in closed

form. The homogeneous portion of the solution to equation E-20 has the

form
At

P(t) = e- P(to) (E-24)

where

[0 a (E-25)

0 0 0h

Since A is a matrix, equation E-24 can be solved by taking the inverse

Laplace transform of (S I - A). This yields

Pi. Mt) 1 2at 2a2t2  [PU (to)
P1 2 (t) [0 1 at 1 P12 (to) (E-26)

P22 t) 0 0 1 J P22 (to)

As above, P22 (t) is constant with time and PI1 (t) and P1 2 (t)

will increase positive with time.

E-4
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The plots in this section are a reprcsentii t Ion sampling of the

state errors and covariancos of the Kali.inn Filters developed in thi.s

s tudy.
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