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E s N Abstract
h N
A systematic procedure is used to design Kalman Filters for a

hypervelocity missile system. The procedure includes truth model
development, state space model formulation, filter tuning, and Monte
Carlo znalysis. The study is based upon a planar engagement of highly

| dynanic missile, a constant-velocity aircraft, and a stationary target.

: Two line-of-sight filters are developed using the rotating aircraft-to-
target line-of-sight frame as a reference and two inertial filters are
developed using an inertial frame reference. The angle between the
aircraft-to-target line-of-sight and the aircraft-to-missile line-of-
sight is the only physical measurement processed by the filters. Due
to observability considerations, the inertial filters also process

’ additional pseudo-measurements of range. The filters are compared by

calculation of miss distance statistics, probability of kill, and

™

N

compntational loading.
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A COMPARATLIVL ANALY'SLS OF KALMAN FLLTERS
USING N HYPERVELOCLLY MISSILE SIMULATION

I. INTRODUCTION

1.1 Background

The United States Dapartaent of defense has stressed, especlally
during the last decade, air-to-surface weapon research and development.
The motivation for this emphasis comes from a large escalation in the
nunbers and qualities of tanks deployed by the Warsaw Pact countries.
The Soviet ilnion, in particular, is adding 5000 ground combat vehicles
to its inventory each year {(Ref. 4). Among these vehlcles 1s the E
T-64/T-72 series of battle tanks which are superior in quality to any
comparable systen deployed by NATO (Ref. 4). The buildup in Soviet
forces has ;enerated a significant mamerical advantage in tanks over the

conbined MNATO forces. The United States and other NATO countries are

preparing to meet this threat by relying on anti-tank guided weapons
(ATGWs). There are two major development objectives of the types of
weapons under consideration. The first is to design weapon systems that
can penctrate the comparatively thin upper surfaces of a tank. The
other is tn usc the U.S. advantage in micro-electronics to develop
precision-guided munitions (PGis) with high probabilities of kill. A
weapon which has rhe potential to meot these criteria s the

hypervelocity missile (HVI1).

The (VM concept incorporates available technologies in the
development of a complete weapon system. The objective of the HVH is
to defeat advanced armored ground vehicles with small, low cost

missiles. The missiles are launched from an advanced fighter aircraft

such as an F-16 or A-10. The velocity of the missile i{s approximately

5000 feet per second and its maximum down-range launch distance is

15,000 feet. The lethal mechanism of the IV is a nonexplosive,

1-1]
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kinetic energy penetrator. The speed of the missile and its mass
results in the kinetic energy necesgary to disable the target. A
carhon-dioxide laser is deployed on the aircraft to provide
simultaneous guidance information tn multiple (up to 10) independently-

targeted missiles.

Though the prinmary emphasis of the VM concept involves achieving
a target kill, cost effectiveness and aircraft survivability are
primary concerns to the Air Force. Analyses conducted in the Armament
Division at Figlin Air Force Base have demonstrated that the HVM shows
promise as a future Alr Force weapon system. The potential for
enhanced aircraft survivability exists sionce one pass near a target is
normally sufficient to disable it. The analyses also demonstrate that
the low 1IVM cost should provide a more cost-effective system. 1In
addition, the increase in kills per alrcraft pass should decrease the
cost per target killed. Thesce advantages have prompted the Alr Force
to proceed with feasibility studies and tests to demoastrate the

capabilities of the HVM.

1.2 Statement of Problem and Objectives

The rtact{ical missile intercept problem deals with gulding the
missile to the target, with imperfect knowledge of target and wissile
positions. The missile uses information provided by the sensors and
the launching aircraft to estimate the necessary information for
guldance. The objective of this thesis 1is to develop this estimation

process for the 1VM.

The assumption of perfect knowledge of quantities that describe a
system {s often inadequate. Uncertalnties are inherent in any system
and their neglect frequently results in degraded performance. Examples
of uncertainties that exist in tactical missile engagement are inherent
mathematical modeling errors, external disturbances, and measurement

errors. These uncertainties are modeled as random

.
- 1-2
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phenomena, thus leading to stochastic equations to describe the system.
X Stochastic estimation §s a wethod of formulating a best guess of
‘:, certain state variables of importance based upon noisy observations of
the system. The Kalman Filter is the optimal stochastic estimation
3 algorithm for linear dynamical systems subjected to Gaussian noise.
3 Nonlinear systems can often be successfully treated by straight-forwar: '

extensions of the Xalman Filter (Ref. 2, 6, 8, 14).

The HVM system rvequires an extremely hiph accuracy in order to be
an effective weapon. Uncertainties in the system have the potential to

degrade performance and thereby thwart the achievement of the desired

|
accuracy. The objective of this study is to design alternative Kalman 3
Filters, which account for the system uncertainties, and to compare :
their performance in terms of state estimation accuracy, statistics of 5
f ' terminal miss distance, probability of kill, and computational ;
“ requirements. DNue to the use of a kinetic energy penetrator, the
probability of kill is alsn a function of the angle of incidence of the i
missile with the target. This factor, however, is not modeled in this

study since its Inclusion has no effect on Kalman Filter design. The

1 angle of incidence would be accounted for in the guidance law

formulation, however; this is beyond the scope of this study.

A ¥Yalman Filter is designed for the HVM system based on a

systematic approach. The procedure is as follows (Ref. 9:341):

1. Develop and validate a truth model (a complete, complex

'.1 mathematical model that portrays system behavior~wvery accurately).

Ai7i 2. Gencrate a ¥alman Filter based upon the total truth model.

;g This filter is used as a bhenchwark of performance in judging other

e N filters.

c{-

Q~] 3. Proposc simplified, reduced order system models by removing or

g ‘ combining states associated with nondominant effects, deleting weak f

Y cross—coupling terms, and caploying approximations. Develop simplified ;
\ B
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filters based on each model.

4. Conduct a covariance performance analysis of each proposed
Kalman Filter being driven by measurements from the truth model of the

real system. Then tune each filter to provide the best possible

| performance from each.

@‘ 5. Perform a ifuonte Carlo analysis for the filters that show

promise.

t 6. Conduct a performance/computer loading trade~off analysis and
select a design; investigate square root and other forms of

implementing the chosen design.

7. Implement the chosen design on the online computer to be used

in the final system.

f. Perform checkout, final tuning, and operational test of the
filter.

The first six steps of the procedure are pursued in this study. Though
! the approach is difficult and time-consuming, it is cost-effective in
j_‘ that it solves most of the design problems before actual hardware

implementation takes place.

1.3 Organization

e~ The six chapters of this thesis closely follow this design

3 procedure. fhapter T provides bhackground information and states the

;% . ohjectives of this study. 1In Chapter II the system truth model is
developed with primary emphasis on the dominant dynamic characteristics

%‘1 of the system. Also included in this chapter are coordinate frame

;_, definitions and engagement scenario assumptions. Chapter III

contains the development of the four Kalman Filters which are to be

Investigated. Chapter IV discusses the implementation of the models

g 1-4
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{
\. into a computer simulation. In addition, truth model and filter
hf ‘ validation are discussed. The analysis of the four filters is the
' topic of Chapter V. Conclusions and recommendations for further
study are provided in Chapter VI.
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II. SYSTEM TRUTH MODEL

2.1 Introduction

The systewm truth model representation is very important in Kalman
Filter desipn and performance analysis. The fidelity of the truth model
will have a dircct effect on the accuracy of the performance analysis
results. Tt is therefore imperative that models accurately represent

system dynamics and other appropriate characteristics.

This chapter contains a truth nodel for a hypervelocity missile
svstem. The truth model contains realistic models for the missile,
target, aircraft, and their engagement profiles. The mathematical model
represents the dominant dynamic characteristics, relationships that

describe sampled-data measured outputs, and other functions of interest.

The truth model is developed bhased on a three-dimensional profile.
Since the filters designed in Chapter IT[ are limited to the vertical
plane for simplicity, the truth model lateral motion components are set

tn zero.

These system models are used in a digital cowmputer simulation to
obtain true missile trajectories and miss distances, thus motivating the
name "systen truth model”™. Kalman Filters are developed in Chapter 111
and Monte Carlo analyses on the nonlinear models are performed to
compare outputs from the truth model and the filters (Figure 2-1). The
Monte Carlo analysis is uscd to estimate the statistics of filter state
estimates versus the truth model states. Tterations of this analysis

allows filter narameters to be tuned for best filter performance. The

Kalman Tilter is based on the truth model but is of lower order. Thus,
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Figure 2-1. Truth Hodel and Filter
Relationship in Performance
Analysis
Xt = true states
Z¢ = measurement
Xf = estimated states
N¢ = nolse added to truth model
€ = conversion of truth model states to form and dimension of
filter states
Xf = truth model states in the form and dimcnsion of the filter
states
e = errors In estimated states
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to compare the truth model and fllter states {t is necessary to
transform the true states to the form of the filter states. This

transformation is indicated by "C" in Figure 2-1.
The system block diagram shown in Figure 2-2 depicts the major
functional components and their iuput and output relationships. The

t ruth model includes all hlocks except the filter.

2.2 Coordinate Franes

The reference frames used in this study are the inertial, missile,
target, aircraft, aircraft-to-target line-of-sight (ATLOS), and
missile-to-target line-of-sight (ITLOS). Lach frame is right-handed
and orthogonal. Figure 2-3 depicts a planar view of the coordinate
franes. FRach is shown with its one and three axes in the plane of the
page.  The number two uxls of each {rame is not showu, but points out of
the page. The inertial frane iz an earth-fixed frame with 11
horizontal down raove, {2 cross range, and {3 pointing down. Tt is
fixed on the target at missile launch and remains at that location for
the duration of flight. This frame 1s assumed inertially stationary due
to the very short missile-target engagement time. The missile reference
frame is fixed at the missile's center of gravity (M). The &1 axis
lies along the missile velocity vector. The ﬁz and ﬁ} axes are
directed alone the pitch (positive in up direction) and yaw (positive to
the right) axes, respectively. Both the aircraft (A) and the target (T)
are treated as point masses with 51 and E1 pointing in the direction
of the aircraft velocity and target velocity, respectively. The other
two axes are diracted to the right of the velocity vector and down when
the aircraft and target are traveling in a straight and level path
parallel to the f], {2 plane. The ATLOS frame is denoted by fl,
ﬁz, and i3 with the origin located at the target. This frame
rotates with the line-of-sight between the aircraft and target, such

thot, il is always directed along this line. The 52 and £3

il
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Figure 2-3. Coordinate Frames
(Aircraft, Missile, Target)
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axes Form the other orthogonal companents, such that, iz is directed
to the right and §3 is directed down when the ATLOS is horizontal.
The same type of orientation applies to the MTLOS frame with Ql
originating from the nmissile center of gravity and pointing in the
line~of-sight direction, ﬁz pointing to the right, and ﬁ3 pointing
down. Appendix A contains angular velationships and coordinate

transformations bhetween the reference franmes.

2.7 Missile Model

This sectinn describes the missile and develops its three-
degree—of-freedon dynamics. Included in the development is a simplified
second-order model for the actuator/airframe attitude dynamics.
Normally, the attitunde dynamics would be developed in detail with
consideration of a six~degree-of-freedom model. Howcever, missile
rotational dynamics ave typically of a nuch higher frequency than the
translational dvnamics which the Falman Filter estimates. Therefore,
approximating the rotational dynamics has very little effect on the
performance of the Kalman Filter and vice-versa. In addition,
aervodynamic data describing a hypervelocity missile is proprietary and
thus unavailable for general use. ‘These data include vital information,
such as nmoments of inertia and other aerodynamic data, which are needed

for a six~degree-of-freedom simulatinn.

2.2.1 Assumptions. The type of missile used in this analysis is

a highly waneuverable, short-range, tail fin controlled, air-to-surface
missile. Tt is 3.5 in. in diamecter and 72 in. long. The maximum
lateral acceleration that the missile can command is assumed to be

100 p's (3,200 ft/sec?) and its maximumn flight time is 4.0 seconds. Tt
is further assumced that the missile contains a strapdown inertial
navigation system (THS) consisting of three accolerometers and three
rate gyroscopes. The INS measurcs outputs of actual missile
acceleration in the body frame and performs a coordinate transformation
to grt the accelerations in the inertial frame. Tt also provides

anpular rate information concerning the missile heading (¥) and flight

path angle (0).
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The missile is limited in the umount of knowledge it has at its
disposal during and after launch. Init1;1 alrcraft and target state
estimates are knowu, with some uncertainty, by the aircraft and are
passed to the missile at launch. Once the missile has been launched, it
continues to estimate these states ithrough the use of a Kalman Filter.
The missile receives measurcments of azimuth (AZ) and elevation (EL)

i angles to use for updates in the filter. These measurements are
obtained from a grid sensor model which is discussed in detail in the

Heasurement Model section of this chapter. A gimballed COy laser

projector on the aircraft senerates a scanning signal which, based on
the time bhetween scan start and signal reception at the missile,

- determines azimuth and elevation., It is desired not to encode anything
| other than angle information onte this laser signal. Though this report
- is concerned only with the single target case, the actual system has to
scan and track multiple tarpets (up to 10). To encode other
information, as well as scan each target, presents a very burdensone, if
not impossible, task for the aircraft laser generabing svstem to handle.
Once the nmeasurement is obtained, the updated filter states are used by
the guidance law to generate acceleration commands. The proposed states
to be estimated in the onbhoard compurer are discussed fuarther in i

Chapter III.

The nissile actnator and airfrane attitude dvnamies ave assumed to

be well represented by a sccond order system. 1In other words, the

actual missile aceceleration is nodeled as a sccond ovder response to the
conmanded acceleration. This assumption has been used frequently in

nissile suidance analyses and is consistent with the level of modeling

A of this study (Ref. 2).

A%y The nissile is assumed te be a point mass in the three-degree-of-
e, 4 freedom dynanics development., 1In addition, the missile velocity vector
and the longitudinal body direction are considered colinear, that is,

there are zero angles of attack and sldeslip. This assumption

simnlifies the dynamics development and is consistent with the three-

3
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depgree-of-freedom modeling. Also, the missile 52 axis remains 1a the
horizontal plane throughout the cagapement. This roll-stabilization
assumption simplifies the development of the dynamics aequattions hy

eliminating roll-axis rotations. Other assumptions are discussed in

the specific instance to which they sipply.

2.3.2 Three-Degrec-of-Freedom Dynamics Hodel. The state equations

which model rhe missile dynamies are developed in this section. Six
equations are developed, with the necessary states, inputs, and

narameters defined explicitly. The s5ix states are
X1 = /0, {1 component of wissile position
X2 = /o, {7 component of missile position
X3 = 2/o, {3 component of missile position
Xyo= W/, magnitude of the missile velocity wrt pt O
x5 = ¥, anissile heading angle
xf = 0, missile flight path anple

In addition, variables and paraneters that will affect the

state relationships are
T = missile thrust
D = uissile drag
m = nissile mass
g = acceleration due Lo pravity

missile lateral acceleration

o
-
ti

An = nissile noramal acceleration

The acceleration due to sravity and thrust are considered constant.

The acceleration due to gravity is the standard gravitational

2-3
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acceleration of 32.17 ft/sec~. Tt is assumed constant due to ghort

flight time and raunge of the eagagencat. The thrust {s also assumed

constant, 5000 1h, for one second. The specific Lmpulse of 5000 lb-sec

generates the neccessary impact velocity.

After one second, the thrust drops to zero resulting in a

boost-coast trajectory {f the flight time is greater than the thrust

time. Misslle drap, mass, lateral acceleratfon, and normal acceleration

are variahles that change vith time. The cstablishuwent of nodels for

aach of these is discussed next.

The drag force on the missilte i3 (Ref. 1:328):

D=L+ u2 50
= 2 p M EAI] (2_1)
wvhere
p = density of the air

S = cross—-scctional reference area
Cp = drag coafficient

Vi = velocity of the missile

The terms p and § are constants listed in Appendix N. The

density of the air is assumed constant since the aircraft, missile, and

target are within the sane air mass. The cross=sectional area {3 the

reference area for the coefficient of drag. The total coefficient of

drag, Cp, is defined as

o = Cpn + oI (2-2)

whoere

Cpo = coefficient of zero=lift /dray

Cnt coefficient of induced drag

This expression can also be written as

2
Cp = Cpn + KOy

Pl
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where

X o= daverse of the partial devivative of the coefflcient of 1ift

with respect to the angle of attack

CL = coefficient of lift

The cocfficient of zero-1ift drag is approximared for a peneric

missile by (Ref. 5:22):

Cpo = —; (2-4)

where

=
1

= missile mach nunmher

The mach number of the missile is calculated as

Vi
M= = (2-5)
Y5
where
Vs = constant speed of sound

The coefficient of induced drag fs highly dependent on aerodynamic
characteristics of the specific missile. Since these are unavailable
and their dinclusion only serves to change aissile velocity, thus having
minor «flect on filter performance, the coefficient of induced drag is

neglected,

The mass of the missile chanpes during the thrusting portion of the
flight due to loss of fuel. The total missile mass {s, therefore,
modeled as a2 combination of the wmass of the wissile and the mass of the

fuel.

3
!

=+ k (tp-tp), tr £ €7 (2-6)

or

y LR >t (2-7)

2-10
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where

m = total wissile mass

my = mass of missile without fuel

mf

k = z;— ,fuel mass depletion rate at ty = O

mf = total fuel mass
tr = elapsed missile flight time

total missile thrust time

Ind
~]
i

Thus as the missile thrusts, its mass will decrease at a constant rate
until burn out. The mass will remain constant throughout the remainder
of the flight.

The normal and lateral accelerations are the output of the
actnator/atrframe attitud.: dynamics model (Refer to Figure 2-2). The
attitude response of the missile, due to acceleration commands from the
guidance law, can be wmodeled by a sccond order system (Ref. 2). This
lag comes from delays in the missile actuator and rotational dynamics
to change the angle-of-attack which, in turn, produces the actual
lateral and nntmal accelerations. The lateral and normal accelerations

are generated based on
arcT wnz

= (2-8)
acmn s2 + 2z s + wnz

where
aACT = actual accelerations
arMn = commanded accelerations

w, = migsile natural frequency

g = damping coefficient

ke
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The details of the computer itmplemcntation of this transfer function

are contained in Appendix B.

Once the actual missile acceleration is generated, the missile
position and velocity follow. This information is necessary to 1
obtain relative information between the aircraft, target, and missile E
! which is, in turn, applied to the measurement model to generate azimuth
and elevation angles. These angles are used in the Kalman Filter as
measurement updates. To obtain the missile position and velocity, both
the inertial frame and the migssile body f{rame are used. The inertial
frame is to simplify obtaining relative position and velocity
i between the aircraft, target, and missile. Missile positions are
;‘i expressed in the Inertial frame in ocder to compare them directly with
the aircraft and target position. The nmissile velocity state equations
are defined in the missile body frame to minimize the number of vector
rotations, since all acrodynamic forces are colinear with the body
frame axes. Ounly one vector rotation is needed to rotate the missile
veloclty Into the Inertial frame for position state equations. Though
there are many methods of gencrating state equations, using inertial
position states and body frame velocity states is then a logical choice

for this application.

\ Bquations for wissile position are developed by defining the
missile position vector in the inertial frame. The derivative of this

vector is then the velocity of the missile, expressed in the inertial

: “rame. The velocity of the missile can also be expressed directly in
the nissite frame since it is, by definition, always in the ﬁl :!
direction. This missile-frame velocity is then expressed in the

inertial frame by a coordinate transformation. The two expressions for

] the fnertfal=framn veloecity are then equated.
8 The equatinon for missile position with respect to point "o” :

expressed in the {iertial frame is

~ A ~

o T Xje U Ny 120 2y, B3 (2-9)
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Taking the derivative of (2-9) in the inertial frame yields

-~

Mo = Mo MUt Yy 12 2y 13 (2-10)

[Jaid

The zero angle-of-attack assumption allows the following equation for

missile velocity:

i = ;A
Yo = Ve ™ (2-11)
where
i
VM/o = missile velocity vector with respect to inertial fraume

The transformation to the inertial frame results in the following

2quation:

(: ,cos O cos ) 1y + (VM/UCOS 0 sin ¥) i

A i =
'!H/O M/
- (VM/OSIH 9) ii3 (2-12)

Since equations (2-10) and (2-12) are equivaleat, the missile

position state equations are

X1 = Mi/o = Vit/o cos O cos ¥ (2-13)
X2 = /o = /o cos O sin ¥ (2-14)
X} = 24/o = - Vi/o sin O (2-15)

The state equations for the missile velocity are developed next.

The approach for a changing mnass system is to use (Ref. 6):

~ dv
IF = nTe + i V4 - b Vo (2-16)

Mo i, [P

S N
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whece
i = system forces

~

m = variable system mass

1V
%T = rate of change of body velocity

Ui,y = rate of change of the input and output
mass, respectively

Vi,Vo = velocities of the laput and output particles, respectively

For this nmodel Vi {s zero. The thrust, V,, and yp are constant and
arouped into the thrust component of the forces. Thus equatinn (2-16)
reduces to

dv

LF = a EE

(2-17)

A {ree body diagram of the missiie is set up to identify each of
the system forees.  These forces are then summed vectorally. Rext, the
acceleration of the missile, as seen by an observer in the inertial
frame, is developed. The components of the forces and the components of
accelevation Limes mass, which are in the same direction, are then

equated,

The missile free hody diagram is tllustrated in Figure 2-4. The
forces ifavelved are the thrust, drag, normal, lateral, and
eravitational forces. Thrust results (rom the hoost provided by the
solid propellant wotor. The lateral force, Ly, is produced by
horizontal plane steering commands which generate yaw motion. The
normal force, Ly, 1s the result of piteh movement. Summing these

forces

£F = Tm) + Ly mp - Ly m3 - Dmy + myg 13 (2-18)

Transforming the fg component by use of the direction cosine

mateix from 1 to 6, cmi| results in the following:

L¥ = (T-D-mg sin 0) 51 + Lzﬁg + (ﬁg cos O - Ly) 53

2-14
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Figure 2-4. Missile Free Body Diagram
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The acceleration of the missile as seen in the inertial frame 1{s derived

by taking the derivative of the equation (2-11), using the Theoren of

Coriolis
: iqqv} m (v
3 Yuso) d (VM/0) . _
3 AL = = + (ol x v,}l/o) (2-20)
' /o dt dt —_ -
where

vi, = as defined in equation (2-11)
~-mfo

E | ma( )

9 ‘ TE = derivative in the missile frame, m
3

wl = rotation rate of the missile frame with respect to the
- inertial frame (Appendix A)

Therefore, coordinatizing this in the missile frame yields

i . oA e At oa . A B
AM/O VH/o mp + (-¥ sin O mp + © my + ¥ cos O m3) x JM/oml (2-21)

e . . e . oA
JM/o mp + ¥ VM/0 cos 0 my VH/O 0 mjy (2-22)

| Fquating colinear f{orces and accelerations results in the following

nissile velocity state equations:

~ . . b

X6 = Vyre = T T B SN0 (2-23)
‘: LZ
2 ;(‘3 = "}’ = 1r s _?4
" o «H/OCOb 0 (2-24)

|
L g cos O
% =0 TV T Vi/e (2-25)
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2.4 Aircraft Model

2.4.1 Assumptions. The hypervelocity missiles will be deployed

using a high performance aircraft, such as an F-16. The random acceler-
- ations of this type of airgraft are well represented by a first-order
' Gauss-Harkov model in the inertial directioans, with a correlation time
{ constant of two seconds (Ref. 15). The alrcraft also possesgses a means

of target acquisition and tracking. This system identiflies the target

and obtains range and angular position Information. 1In addition, the
aircraft is equipped with a carbon dioxide laser which scans the area in
which the target and wmissile are losated. These systems are discussed

‘ in more detail in the ieasurement lindel section.

2.4.2 Model. The aircraft dynamics are modeled by inertial
position and velocity state equations. These states facilitate

neasurement modeling. The aircraft states are

Xp/o = inertlal aircraft position In i1 direction

londd
N~

I YA/o = inertial aircraft position in direction
- . za/o = inertial aircraft position in {3 direction
| [VA/olx = inertial velocity in {1 direction

(VA/oly = inertial velocity in {2 direction

[VA/olz = inertial velocity in i3 direction

and the state equations are

4 Xafo = [Va/lolx (2-26) |

2 ;

Yalo = [Va/oly (2-27) i
B 2a/0 = [Va/olz (2-28)
Wa/olx = (M/olx * M (2-29)

l ]
<
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iore

[\;A/oly = [AA/oly + n2 (2-30)

[OA/o]z = [AApfo]z + n3 (2-31)
where

[AA/o]x%, [Ar/oly, [Ap/olz = aircraft inertial accelerations

ny, n2, u3 = inertial, time-correlated
Gaussian noise (refer to the noise model section)

The Inertial accelerations are developed from the application of
constant accelevations in the body axes. A transformation to the
inertial frame, using the direction cosine matrix, cim  develops
[AA/olx, [AA/aly, and [AAp/olz- A planavr constant turn rate
maneuver is generated by simultaneously applying a constaat velocity in
the 8y direction and a constant acceleration in one of the hody
axes perpendicular to the velocity. Thus, the aircraft has the
capability of flying either with a constant acceleration or performing a

planar copstant turn rate maneuver.

2.5 Target odel

2.5.1 Assumptions. Ground vehicles, for example tanks, are the

types of targets for which these nissiles are used. Current tanks are
capahle of turning against zcceleratioans of 0.3 to 0.5 g's (Ref. 3).
MA0 tank accelerations are well-modeled by a first-order Gauss-Markov
model in each horizontal direction. The correlation time counstant

associated with this model is 0.2 seconds (Ref. 4).

2.5.2 Model. The target model 1is of the same form as the aircraft
model. The states are inertial position and velocity as defined below.

Xr/o = inertial target position in fl direction
¥T/o = 1nertial tarpget position in fz direction

ZT/o = inertial target position in €3 direction

2-18
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inertial target velocity in fl direction

Vi/olx =
[VT/o]y = Inertlal target velocity in fz direction
[VT/0lz = inertial target velocity in f] direction

The state equations are

.

/o = Vr/olx (2-32)
t/e = Va/ol; (2-33)
Z21/0 = [VT/0)2 (2-34)

Vi/olx = [AT/0lx + n4 (2-35)

Vr/oly = [Av/oly + 05 (2-36)

]

Vr/olz [AT/0ly g (2-37)

where

[Ar/0lx, [AT/oly, [AT/olz = nominal inertial target
accelerations (nominal time history for
simulation purposes)

nyg, ns, ng = inertial, time-correlatead
laussian noise (refer to loise Model section)

The state equations are integrated by first-order Euler integration, as
in the aircraft model, since the equations are linear and the target
time constant of 0.2 seconds is wuch greater than the integration step
size of .02 seconds. The tank has the capability of standing still,
moving with a constant velocity, moving with a constaat acceleration or
nerforming a constant turn rate maneuver. The maneuvers are
accomplished in the same manner as in the aircraft, that is, a constant
velocity is applied in the El direction and constant acceleration is
applied in the Eg direction. Thus wotion of the target is restricted

to the fl, fz plane.
2-19
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2.6 Noise llodel

- Proposing shaping filters for 4 truth model is normally based upon
extensive data analysis to determine the predominant error sources and
fi thelr characteristics. The analysis provides autocorrelatfon and power
Eﬂ spectral density Jata for which a mathematical model {s developed to
duplicate or at least closcely approximate these characteristics.
Towever, autocorrelation or power spcctral density data for the
hypervelocity missile system is not available for use in this report.
Therefore, an aggregate noise model is used in the truth model and the
error sources are not treated individually. The missile, aircraft, and
| target models are each corrupted in their body frame coordinates by a

o | time-correlated, first-order Gauss~Markov noise added at the

acceleration level.

)
L _ . .
P Each of these scalar noises takes on the following form (Ref. 10:171-
>
B 173):
H(E) = - = aCt) + w(t)
b n =~ —n W _
v T (2-38)
N where
5 T = system correlation timc constant
|
L
i w(t) = zero mean white Gaussian noise of strength Qg
|
i n(o) = 0
. 1 For the vector of scalar noises, this is
i n(t) = F n(t) + G w(t)
- 1
'! where F is a diagonal matrix with elemeats ii

and § = I ,the identlity matrix.

The equivalent discrete-time model is

n(ti41) = ®(tg+1,t1) o(ty) + waley)

R -
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g4y, t4)

the state transition matcix that propagates
n from Li to Li4g

t

discrete~time zero mean white Caussian noise of
strength Qq

Wa(ti)

Since noilse model dynamics are time-invariant and the sample period of
.02 seconds is short coapared to the missile time constaant of 0.14 sec,

a first order approximation for the state transition matrix is used.

SCti+1,ti) = 1 + F(ry) [ti+yp - ti] (2-41)

where

F(ty) evalnation sample of the dynamics matrix at

time ti

[n addition, a first-order approxzimation for the discrete-time white

Gaussian noise is

04 = ¢ Q 6T [tj41 = £y} (2-42)

where

G = discrete sample of the dynamics driving
noise coefficient matrix

Qq = discrete sanple of the strength of the
dynamics Jdriving noise, Q¢

For the simulation, it is desired to genevate samples of the
discrete~time white Gaussian nolse process, wg(tij), that has zero

nmean and covariance

Plug(er) wal(t)] = g (2-43)

This is done using a random number generator which generates

independent samples from populations of independent white Gaussian

rd
—
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L
noises, wa”(ti), with zero nean aw! covariance of identity. Thus

Wa“(t{) has autocorrelation

. el

1=3

A=

Efwd "(tg) wa (e T) = (2-44)

i#]

R

Reference ten indicates that the truth model noise can he generated by

s

]

va(ti) = 9/ 04 wa () (2-45) i

where

c /T - i

‘&/ Q4 Cholesky square voot of Q4 or any other matrix . :
square root amethod of Q4

#

: s

To show that this generates the appropriate characteristics, substitute

:
equation (2-45) into equation (2-43) to get
Rlug(ei) wa (t1)] = BRAQ wa”(ty) wa (e Y]] (2-46)
Since the Qg terms are not random, they can be moved outside the
expectation to yield : ’

Rlwa(ts) wa (£1)) =/Qa Elua”Ceq) wa”(£1)T)/ QT (2-47)

Since the remaining expectation was defined as the identity matrix by

equation (2-44)

Slwg(ts) wal(ti)] = 0q (2-48)

vhich ia the same as cquation (2-43) and, therefore, equation (2-45)

generates the discrete—time nofse with desired chracteristics.

(Ref. 1N:408)
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The values for Q4 are obtafned by neitforming a steady state analysis on
the system's conditional covariance matrix, P(t). For the linear,

continuous-time system, steady-state performance requires

P(t) = ¥ P(t) + P(t) FT+ G Q6T = 0 (2-49)

Using the first order approximatton r7iven by equation (2-42) and

substituting into (2-49) vields

9

Qd = = Pgs [ti+l = tj

Qd = 7 Pss [ti+l il (2-50)
where

Pgg = steady-state covartance

Tquation (2-50) can also he written as

Qg = = o° [ty ti]

__\_d T i+l 1 (2_51)

where

g = standard deviation

The required simulation noise parameters, o and 1, are
summarized in Table 2-1. These two narameters provide all the
information needed for the simulation to use equations (2-~40), (2-45),
and (2-51). The alrcraft is a high performance vehicle and the target
is a tank. The values used for T and ¢ are typical numbers that are
representative of this class of nroblem (Ref. 4, 11). Since there is no
data tv {ndicate otherwise, the c¢orrelation tine constants are assuned

equal in all three directions,

T A N L A
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2.7 Measurement “odel

A mathenmatical model for azimnth (A7) and elevation (EL) is next
developed as a nmeasurement in the filter update. 7 and EL are angles
that describe missile position relative to the aircrafr—-to-target
line-of-gight (Figure 2-5). As pentioned in the Aireraft Model section,
the aircraft has a target traciing system which acquires
aircraft-to-tarpget range and target position information. The aircraft
also has a laser that scans the area in which both the target and
missile are located. The missile is captured within the laser
field~of-view shortly after launch and the target is always centered
within the laser scan. Clocks on hoth the aircraft and missile are
initlalized at launch and assumed syunchronized throughout the flight of
the missile. The missile assumes that the aircraft precisely performs
its function of centering the target on the laser scan field-of-view.
Rased upon this, the missile develops a grid model of the process

performed by the airecraft (Figure 2-5).

The mlissile is aware of how many vertical scans the laser makes
during a certain amount of time, with each vertical line on the grid
corresponding to one vertical sweep of the laser. The laser signal is
received hy a tail-mounted sensor on the missile, with the total time
from scan start to the monent of rveception being the factor that
determines the location of the nissile on the grid. From the grid

locations, the nmissile thus has a measurcement of azimuth and clevation.

Associated with the mweasurement of azimuth and elevation are
uncertalnties. Tracking the target and centering it within the laser
scan has uncertainty associated with i,  Also, the timing process
which sets up the nissile grid mndel also contains uncertainties. The
combinatfon of these uncertainties is accounted for in the measurement
model by the addition of a zero mean white Caussian noise of strength

Iﬂ_6 rddz.
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Figure 2-5. Laser Grid Scan and measurement
Scheme
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The alrcraft-to-target line-of-sight frame and the inertlal frame

components are used to generate truth model AZ and EL.

sin-l1 (projection of rys, onto EZ)

A7 = o/ a) (2-52)

sin-L - (projection of Ip/A onto ﬁ3)
EL = (2-53)
(EM/A)

The projections onto £2 and £3 are found by transforming the

i missile~to—aircraft relative position from inertial to line-of-sight

coordinates and choosing the appropriate components. {

)

; Using the direction cosine matrix, [C%1], in conjunction with i
!

.. the position of the missile with respect to the aircraft, ry/a, !
; where
3
] Lo, = %/a 11+ nya 12 + zy/a 13 i
; “M/A MAA 1L N/A 12 M/A L (2-54)

i

[C*1] = fpnertial to ailrcraft-to-missile line-of-sight transformation
matrix (Appendix A)

nroduces

Si/a = (Bya 005 Oy cos ¥y F gy c08 Opsin ¥y =gy, sin 0y) 4y
+ (-XM/A sin WZ + Yo/ €08 W2> L9

(x sin os Yo sin 0, sin ¥, +
+ ‘)\1'1/1\ sin Og cos {’2 jH/l\ in )9, in Vz /A

cos Ol) {3
(2-55)
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The angles, Oy and Yy, are aot known yet and must be
specified.

position as

= R ]
Ir/a = Rpa M

where

R = (x2, + y2, + 22 1/2
YT TN VIS TN
Then, since [Cfi] =[cil)T
XT/A RT/,\
yr/al = [cHIT 0
ZT/A 0

Performing this operatinon results in three eaquations and three unknowns.

X = R cos O cog ¥
L 2

T/A T/A
yT/A = RT/A cos @Q sin WQ
Zepa T TRpga ST 9 '
Fron equation (2-61)
ZT/A
0y = sin~! |- 5;71

and from equation (2-60)

) YT/A
vy = gin~ ————————e
L= 8 RT/A cos O
2-28
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This is done hy first defining target—-to-aircraft relative

i hiialanrbivieg o ssi

{2-56)

(2~57)

(2-538)

(2-5%)

(2-60)

(2-61)

(2-62)

(2-63)
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The cquations for AZ aand LL are thus completely specified by the

following:

=x/A sin Yo + yy/a cos ¥y
/2 (2-64)

AZ = sin”l > 3 1
(xv/a” + M/a° + ZM/A2>

sin Ci sin ¥ + 2 cos 0 )

-(x L /A 3

M/A /A
El, = sin~}
> 1732
(xm/a? + /Al + z/ad)

sin @ cos ¥ + vy
2 % M

(2-65)

f 2.8 Guidance law

The guidance law accepts information concerning target and missile ]

Y relative dynamics and generates acceleration commands to direct the

missile to the target. The major guidance laws that are presently f
apnlicable to short-range tactical missiles are discussed in Reference i 1
i

8 A comprehensive hibliography has also been included in this i

e

reference which readers can use for more in-depth study into the
analysis of various guidance law schemes. The major guidance laws
exanined are line-of-sight, nursuit, proportional navigation, optimal
linear, and others. The last category includes proposed guidance lavs

based, primarily, on differential game theory. These laws are still in

the very early resecarch and development stage and are not considered for 1

rossible implementation in this study. The first three are classical
guidance laws, whereas, the fourth is a modern technique. Line-of-sight

guidance can be further divided into two laws which differ, primarily,

Y, & gy
YA .
. s - e

in how they are applied. “hesce are beanrider and comnand to line-of-

% sight. The command to line-nf-sight scheme typically uses a

A communications link from a controller to the missile. The controller

oy

{ tracks the missile, generates a line-of-sight to the target, and sends
i guidance signals to the missile. The beamrider concept, however, does

not use a controller to track the missile. An air or ground station

provides a line-of-sight to the target. The missile requires knowledge




of its position relative to the linc-of-sight. Tt obtains line-of-sight

information through a coumunications link with the controller and
computes 1its position relative to the line-of-sight based on initial

condition at launch. Pursuit guidance employs the technique of

continually trying to keep the missile pointed at the target. There are

two hasic variations in this method. The first is attitude pursuit

where the nissile's longitudinal axis is directed at the target. The

other is velocity pursuit where the missile's velocity vector is kept
pointed at the target. Velocity pursuit exhibits much better
performance than attitude pursuit, in terms of average terminal miss
distance. Proportional navigation is a guidance scheme that attempts to
rull the missile-to-target line-of-sight rate, while closing in on the

target. This puts the missile on 3 collision course with the target.
Optimal linear guidance is based upon optimal control theory. Almost
all of the work in this area is hased on linear model dynamics,

quadratic costs, and additive white Caussian noise (LQGC problem). It

fmplemented with an LOG controller and a Kalman Filter that generates

state estimates.

Classical proportional navigation is the guidance law selected for
this study. The target is an armored, ground vehicle which will be
stationary or moving with a near constant velocity. For this type of
target, proportional navigation has characteristics which favor it over

the other schemes. Proportional navigation exhibits much better

terminal miss distance performance than does pursuit guidance for

targets moving with an acceleration less than 0.5 g's. Under these

samnc conditions, line-of-sight guidance has a miss distance on the same
order as proportional navigation; however, to implement it requires a
conplex controller, efther on the aircvaft or on the ground.

Proportional navigation also has a nuch quicker reaction time and

expends much less control energy in trying to reach the target. Thus,
For

airframe and propulsion requirements are not nearly as stringent.
highly maneuverahle accelerating targets, optimal guidance laws are

superfor to other laws in terms of miss distance performance.
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However, a microcomputer is needed onboard the missile for
computational purposes. This significantly iucreases the complexity of
the system as well as creating more jmplementation problems. Since the
target is not highly manenverable and the increased onboard complexity

is not desired, proportional navigation is more applicable. (Ref. 13)

The proportional navigation law commands a missile turning rate

' which is proportional to the rate of change of the missile-to—target

line-of-sight angle (A, refer to Flgure 2-6). The defining scalar

equation is 1
‘ amip = n V¢ A (2-66)
}" where

n = proportional navigation constant

Ve = ¢losing velocity along the line-of-sight

A= line-of-sight angle rate

el e i -

Equation (2-66) can be extended to the vector case hy simply using the
F appropriate component of the missile-~to-target line-of-sight rate

vector, uwyrns, instead of ).

The closing velocity is the component of the velocity of the
missile with respect to the target along the wmissile-to-target line-of-
sight. This is computed by applying the dot product between the

veloclty vector and a unit vector along the missile~to-target line-of-

sight.
That 1s
Ir/4
Ve = {vi ]
c ™ LIt/ (2-67)
|_£T/M
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Figure 2~6. Missile-Targct Planar Engagement
Scenario

RN PR

Bl A S e S S




using the expressions

) . P

L IR R L Y IR S VR T (2-68)
= X i+ i+ 2 i

Yo ™ Frpafr P Prm t2 A s (2-69)

yields

(e pp) o) + Oppy) (}T/H) + (2p ) (iT/M)

n 2+

.2 . 2y1/2
Kppu® ¥ Yy )

(2-70)

The following development derives an expression for wyrLos-
; i z 2 -
Relating VT/y bhetween the k frame and i frame, via the Theorem of

Coriolis, results in the following equation:

- k
Lalrp ) S

1 = = + (wki x r
!T/M de de - —T/M) (2-71)
where
ET/W = missile-to-target relative position
Kd(rp/a)
= rate of change of ¥ /14 as observed fronm
at the line-of-sight frame

wkl = rotation rate of the k frame with respect to the
- inertial franme

Since Ql is defined to point in the direction of the missile-to-target

line-of-sight and the k frame rotates with the line-of-sight, the
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rotation rate of the missi{le-to~target line-of-sight vector, is

W ]
-MTLOS
equivalent to the rotation rate of the line-of-sight frame with respect
to the inertial frame, wki. Performing the cross product of ry/y

with both sides of equation (2-71) results in

kd(r
. (-T/M) "
7 = r X —— + x (WKl x r
Zem * Trpe T Erm at Tom * (@ LEyY
(2-72)
kq
e g
where the expression ET/M X —gy > is zero since both terms lie

along the missile-to-target line-of-sight. The triple cross product

rule is defined by the following equation:

AXx(BxC =(A-0B-(-B)C (2-73)

Applying this to equation (2-73) results in

x yi (z, ) - (r

e o T YErm T Iom I SwrLos’

MTL.0S —r-M/ T (2-74)

The missile-to~target line-of-sight roll stabilization assumption

allowed the selection of coordinate directions so that the term

r . < A y .
Lot Yirnos 1S Zero

Thus, final form for the line-of-sight rotation is

v
Lo * S

2
Iy Hj

(2-75)

TL0S
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Therefore

Wiy + iz + Q0is

WMTLOS = ) 5 " (2-76)
+y2 o+
I Ve T 2

where

[
]

(yr/) (zr/m) = (z1/4) (YT/™)

Moo= Cer/y) (xp/u) = CGepm) (27/M)

Z
[t

(xt/1) (yT/m) = (yp/u) (Xr/3)

Thus, the guildance law is completely specified with the various
components of the equations being estimated states or parameters

depending on the type of filter developed in Chapter ITI.
2.9 Summary

Truth models of the actual aircraft, missile, and target engagement
scenario were developed in this chapter. The wmodels include dynamics,
a guidance law, and a measurement equation. The next step is to design
a Kalman Filter which will accept azimuth and elevation measurements
from the truth model and generate state cestimates. These estinmates
inform the missile of its position and velocity relative to the aircraft
and the target. They are then applied, along with INS estimates, to
the guidance law to direct the missile to the target. The design of

this filter is the topic of the next chapter.
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IIT. Kalman Vilter Developnent

3.1 Tatroduction :

1

3.1.1 Approach. The Kalman Vilter is a digital conputer alporithm

L which uses the avallable discreto-time nojisy neasurcements to estimate

E

3 certain desired variables. Sinece e analysis considered only the

. \

Feoo i

j vertical plane, elevation was the only angle measurenment required. The

o~

Kalman Filter processed this measuroment and estimated relative :
information between the aircraft, missile, and target. This chapter

contains a1 systematic procedure Lo developing full order and reduced

order filters. The full order {ilter performance was to be used as a
benchimarik to which reduced order fjiters are cowmpared. Selectioa of a

reduced order f[ilter for actual impicamentation was a trade-off between

erformance and on—hoard complexity.
15 7

Filter development first consisted of proposing models upon which
filter deslign could be based. The approach for each filter model was to
initially propose a set of state variables based upon kinematic
relationships.  State equations, which contain bhoth deterministic and
stochastic elements, were then deveioped. A measurement equation was
derived from the geometry of the eupapement and expressed in terms of
the ntates.  Tn addito~a, the enidasce Taw must be able to perform its
fanction using the state ostimates aad launch data extrapolations.
Specific states were thus added basoed upon the requirements of the
auidance law and rhe measurement moael, Models that <how the most

promise for implementation were the. selected and developed further.

Tour separate filter design models .ere derived. Two of these models were ]
hased upon polar coordinates and the other two were based upon cartesian ﬂ
-1

s e = e R 2 . -
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coordinates. Two of these four Jdeoin models, one curtestan and

vne polar, were then selected For filter development and analysis.

3.1.2 Filter iHodel 3election. bue to the time limitation on this

study, only two of the four {ilter —udels were selected for further
analysis. Since there were two hisive formulation methods, LOS and
{nertial, the initial decision wvas (o choose one of cach. Filter model
L.l wan selected tfrom the 105 choices. The Lol wmodel was based upon the
ATLNS frame as a reference. On the orher hand, the 1.2 model was based
upon the MTOS Trame as a referenco . The ATLOS frame was auch less
dynanic than the 'MLOS frame, therciore, numerical problems are less

likely to apnear.

Filter model 1.1 is the inerti:l frame formulation selected for
filter design and analyslis. This iodel used aircraft—to—-target and
migssile-to-target states. The corvosponding weasurement equation and
suidance law depend only oa state ostimates. The 1.2 model, however,
estimates {anertial aircraft and tar: ot states. The miszsile variabhles
were assumed kaown through high guatity INS data. However, the
hypervelocity missile was designed tn he very small so that many
missiles can he deployed on each aivccaft and the missiles weré to be
relatively inexpensive since they ~.-c¢ destroyed upon impact.
Therefore, the requirement for INS «atd was not desirable since a

hivh-quality TS5 is hoth expensive aad bulky.

3.1.3 Observabilitv. For an: nroposed model, ohservability was a

ey issue.  To bhe completely obser-anle any change in an individual
state variable st he distinguishahle to the output .aeasurement. In
addition, any change in a particul.r state variable aust be
distinguishable in the output from o change in any other state variahle.
In the case of a ¥alman Filter, the wmeasurement update should have a
distinpuishable effect on ecach of (e states. Also for a completely

nbservable system the covariance wi'l not grow unbounded.

e
>




An observability analysis was performed on each of the selected
full order aml reduced order {ilter models. The discrete~time

ohservability matrix for time-invaciant linear system models was

constructed as follows: . 4
! A e, . . ,
, M= (Ut . aT E? N . 1! 3?] 1
« = - . - (5_1)
4 where ]
- d = gstate transition matrix
i JU = neasurement model coefilcient matrix

The system is fully observable if the Harrix M is of rank equal to the

state dimensinn. (Ref. 10:47)

1.1.4 Assunntions. For most of the models, the missile was

| assuned to have an INS, which provides nmissile total accelerations in

the inertial frame:

Arng = ap i1 + a3 13 (3-2)

In addition, the TS provides inertinl velocitles, xy/p and 2/o,

) } and pasitions, w(/s and z1/0, hy Irtegration of the accelerations.
1
These are assumed to he high quality dara and are used as parameters in
the measurement model and guidance lau, as opposed to noise-corrupted

|
!
'
!
1, J measureacnts.

P As discussed in the truth model, the aircraft obtains measurements
o, of its range to the target. The alrcraft also contatus an INS which
generates information of inertial accelerations, velocities, and

positions. The INS information is passed to the missile at launch and

L —t ol

then propagated hy the missile base:d oun constant aircraft and target

acceleratinn assumptions.
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There are two methods used tu nrocess the alrcraft-to-target
range. For the line-of-sight filter, the range was passed to the
missile at launch and subsequently estimates within by the missile.
This method was ruled out for the inertial filter due to obserYability
problems not exhibited by the LOS tilter. To obtain a fully observable
inertial beuchnark model, rthe aircraft-to-target tauge and the
missile-to-target range are needed us measurements. The ranges were
computed hy the wissile, with added uncertalnties, and applied as

v nseudo-measuarements to the filter.

3.2 Mevelopment of Line-0f{-5ight ¥Yiiters

k. | 3.2.1 Introduction. The filters developed in this section focus

; : on equations of motion expressed in polar coordinates. This coordinate
choice makes the equations of motior aonlinear due to the rotation of
the reference frame. The equations developed here for the full order
filter will alsa apply to the redurcd order filters. hile some of the

s variables in the full ovder filter are not used as states Iin the reduced

order filter, they are propagated in time and treated as parameters in
the filter and guidance law computations. The filter then assumes
perfect knowledge of these parametevrs in this case. DPseudo-noise

addition via tuniag then accounts for the fact that these are not

"i equal to true parameter values. With development in general form, the
“71 equations can be used directly to construct any of the reduced order
g filters.
| |
| 3.2.2 Filter HModel L.1., The cquations of motion for this filter »
& ¢
‘_fi are expressed in polar coordinates bhased on the ATLOS line-of-sight E
ﬁ?‘ reference Frame with the orisgin remaining on the tarpet. The state f
- )
% variables chosen are Lllustrated in Figur% 3-1. E
- l
T




Figure 3-1.

Line-of-5ip
Description

ht Filter L.1

Variable
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! The state variahles are defined as
= Distance of 4SL below A/C-10)-T0T 103
% = Velocity of 8L from A/C-T~TGT LOS
Ry/r = MSL~TH-TCT range along LOS '
3 Ryyr = USL-TO-TGT velocity along :0§
¥
' 8¢ = elevation of the LOS with raespect to horizon
RA/T = A/C-TO-TGT range along LOS
E Va/r = A/C-TO-TGT velocity along i.0$ !
And as a required parameter: :
’ !
i .
I .221 = rate of change of LOS f
. !
The w?l term can be included as a state variable under certaln :
circumstances, but is more correctiy treated here as ’ parameter. The ;
coordinate Fframe as discussed {n Sectloa 2.2 is rvight-handed with il §
3 along the aircraft-to-taryget line-of-sight. The reference frame Is roll
X stabilized with 22 along the horizontal plane and f; downward
completing the triad.
In deriving the equations of wmotion, let
| 221 = - ml 22 (3"3) '
‘ 0y = 05 12 (3-4) ~z
b i
A and
- |
F i /T = Ry 21 + 2z L) (3-5)
b |
. The velocity of the missile can be obtailned hy taking the first
: MY
- derivative of ry/p in the £ frame with respect to the inmertial
R {
ﬁ; frame as defined by
‘ !
3 ‘ iq L4 ; .
- s W S :
=M/t de -M/T  de =t/T 0 -~ = /T (3-6) L
‘ 3-6 :
i




Which in terms of the state variables gives
ot . ~ . A 3-7
Va/T = (Ry/T = 2z wg)ly + (2 + (/T we)l3 (3-7)

Again, taking the derivative oi velocity, using the Theorem of

Coriolis, the acceleration is exprcssed as

iq L4
Al

= e Y1 2 o yi + i ox
M/T dt i.‘-f/T dt Y‘H/T -

i
B (3-8)
which yields

Al = (F -2 - 2 b e )t
Mip = Qypp — 2 2wy = Ryyq vy b ze)

+(z + 2R w, + R w, - zw2 )1
( BV et S VA et RAY (3~9)
. 2
In the trajectory considered, the w and wg terms were found
to be less than 2 percent of the larger terms and are considered
neglible for the purposes of this du-relopment. Howevzr, they were used

in the filter equations initially f.r completeness.

The outputs of the INS weve considered to be high quality noise-

free estimates of the missiles total! acceleration expressed in inertial

frame coordinates and expressed as:

i\‘l! = a1 i1 + a2 ip + a3y i3 (3-10)

The outputs of the INS vere then rot:uted into the L F-ame Appendix A.

~

sin 01; i +a £

i.= g T @
A (a. cos O2 a 1 2 79 (3-11)

-M H 3

+ (ay sin Qg + as cos Cg) E;

The total acceleration of the nissile with respect to the target
is the difference of the missile's {otal acceleration and the target's
total acceleration. llovever, since the missile's accelerations are

miuch greater than those of the tarycet, the relative missile~to-target
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acceleratlons can he approximated by the missile's total accelerations.

This assumption will permit equating A in equations (3-9) and (3-11) and

groupling the vector components to vield:

- z = =2 R/ g + a] sin O + a3 cos Oy
e . "’M/T(:)‘*Zluz
i v £ 2 (3-12)
. . " .
1 =+ 9, 2 .+ oz - 08 0, + 4. gin O
Sz, T awg Ry g T AN, T Ay 08 By Ay sin Oy
(3-13)
The expressions for Of and wy are Jdoii-ed as
- ;! bl = —uy (3-14)
_.i 1
. Ia/T x VA
wli =
- . 2 (3-15)
=A/T
where for the planar problem wy = wii
- l The velocity of the aircraft can be expressed in polar form as Vy

at an angle of 0Op above the horizon. If expressed in the LOS frame
the alrcraft velocity, Vp /©a, becomes Vp/T i1 +
Vp tan(9g - GA)E3 where VA/T and Qg are states and

~ 0p is assumed a constant, With this substitution, equation (3-15)

o } H
W becnmes: ?
B 1

‘ R, B)yx(v , £ +v , tan [0, - 0 ]iy)
| Rypety) % Wayp FL ¥y p tan (8, = 0,123)
V.i s ‘ (3-19)
g RA/T
‘j; which reduces to
E: ;
k- = Va/T tan (0g - 84) (3-17)
. wg = L2
% ‘ Ra/r i

e e e — T ke




]

F.
5

]
[
T.‘
N
-
.
;|

Note that the expression for wg can be expressed as a functlon of
three other states. In the case of the full order filter, wg is
computed as a parameter where needed. However, for the reduced order
Filter where any of the three varialies needed for wy are not

states, wg can iltself be considered a potential state choice and

can be obtained by taking the derivative of Og.

Taking the derivative of wg can be simplified by using equation

(3-29) and the approximation

VA/T = VA cos(0g - 04) (3-18)

where

<
e
!

the magnitude of the A/{ velocity

Va = 0 is assumed in this study

<3
]
"

0 is assumed

Then wg becomes

2
) - VA/T
wg = ——— tan(Og -~ 04)

2 -
R2 (3-19)

Alternatively, w can be obtained in the simulation by

wg = Tweltiry) = wg(ti)]/(eg41 - t1) (3-20)

since’ the rate of change of wy will be small and relatively constant.
The aircraft accelerations were ohtalned in a sinilar fashion as

that of the aissile except without the INS inputs. Then the derivative

of aircraft iine-of-sight range yielding:

Pasr = Vst (3-21)

3-9




Aprlying the Theorem of Coriolis to Ro/T ylelds

1y = +2 + R 2 -

ar T P ey W Y Rpy Y a2 (3-22)
where

%, =R tan (0, - 3-23

ar T Ragp v (0 704D ( )

Substituting equation (3-23) into eyuatlon (3-22) and zp/7 = 0 by

definition wg negligible, Ry/T is expressed in state variables

N .
2 w RA

= : -0+ R
?A/T 3 tan (02 A/ It

2
/T A/T %% (3-24)

The measurement equations for all) of the LOS form filters

considered here was glven as

7
EL = sin~}|———— (3-25)
Ra/T - RM/T

The Proportional Navigatioan Guidance Law has the general form

Ao = 0 Ve Yypiog (3-26)

where

]

Acup commanded acceleration uormal to LOS

n = gain constant
Voo = missile-to-tarpet closing velocity

%fFLOS = rate of change of migsile-to~target LOS
The gain constant is a term by which the user caa "tune” the guidance
law to optimize the overall performance of the algorithm for a given

sitnatinn. This term typically has a range of approximately 3 to 5.
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Using a lower number tends to produce larger acceleratlons toward the
end of the trajectory. Increasing the gain term will bring the missile

on course earlier in the flight while the velocity is lower.

The closing velocity was derived from
vi . p
-M/T -M/T
Vo = ———— (3-27)
‘ [o/T]

and expressing this in terms of the state variables will yield:

RM/T R/t + 2z 2

ve = (3-28)
» 2y 1/2
(g + 2 U/

For the air-to-surface scenario used here, it is reasonable to assume

that Ry/T >> z and that RM/T RM/7T >> z z. With this assumption,

the closing velocity can be approximated by the missile velocity along
£y as
Vo = R -2
¢ = Rysp (3-29)
The expression for wyripg becowes a little more Involved and

was obtained from

{
Ly X iyt

h (3-30)
Syl ©

w
-1TL.0S

where EW/T and Y&/T are defined in equation (3-5) and equation (3-7).

As expressed in the state variables this cross product becomes

o
7

A l.{M/ T 22(1)1 "
TS = | T~ w - + £2 (3-31)

RH/T ¢ R?21/T R.\ZUT
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In this case the last term is very small with respect to the other
terms and is neglected. The final expression for commanded acceleration
is:

z z Ry/t .
— mz -

/T RZM/T (3-32)

AcMn = -n| Ry/T

3.2.3 Pilter Model L.2. This filter model is depicted by

Figure 3-2. The basic difference from the L.l model is that the
missile-to-target line-of-sight (¥T1.0S) frame, k, is used to express
nositions and velocities. The model is developed in the same manner as
the L.1 model and is, therefore, only summarized in tecrms of states,

state equations, measurement model, and guidance law.

The proposed states are

X] = R4/T = as defined in Section 3.2.2 (3-33)
X9 = &M/T = as defined in Scction 3.2.2 (3-34%)
X3 = XA = missile-to-target linc-of-sight angle (3-35)
X4 = wMTLOS = A rate of change (3-36)
X5 = Oy = as defined in Sectiou 3.2.2 (3-37)
Xg = wg = as defined in Section 3.2,2 (3-38)

The corresponding state equations are

X1 = x2 (3-39)
:'(,) =2X[, xz )\'-O-X1 x%-%—w,} sin x3
(3-40)
—(a1 + wq) cos Xq + (a3 + wz) sin x3
X1 = x4 (3-41)
2
. X2
x4 = —— = (a] + w3) sin(x3) - (a3 + w2) cos (x3)
x% (3-42)
- W] cos x3j
)'(5 = x6 (3“!‘3)
X6 = W4 (3-44)
3-12
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Figure 3-2.

Line—of~fight Filter
Description

..2 Variable




where

A7 = tan( A = Oy)

O missile flight path aigle 1

a1 and a1 = wissile INS total accelerations

Wi as illustrated in Figure 3-3

The measurement model is given as

P | B X sin (x5 - x3) ]
gL = *H m (3-45)
r - 2 -4 A -z 211/2
‘(XH/O KA/O) (?M/o A/o) ]
where %
Mo and zM/q = missile INS inertial positions ‘
Xa/n and zp/o = aircraft inertial positions ¥
|
The puidance law is
apvm = a(x2)(%4) (3-46)

J.2.4 Kalman Filter. The abhcve state cquations and the

measurenent equation for filter L.l were incorporated into aan Extended
Zalman Filter. The standard Kalman Filter could not be used because of
the nonlincar dynamics. The Extended Kalman Filter was selected over
the linearized [ilter to deal with whole valued states and to avoid the
nroblem of selecting a nominal traectory required for the linearized

filter. The filter equations are repeated here for reference.

The system model is of the form:

j(t) = fix(t), n(t), £} + G(t) w(t)
z{ty) = hix(ty), ti] + v(tj)
where

Elw(t)) =0

Elw(t) w(t+T)T)2

i
Yo
—~

(ad
N’

(=]
~

-
~s




o

E(v(ti)] = 0 , (3-47)

Efv(ty) w(ej)] = B(t) &(tq - ¢ )

‘The time propagation equatlons are:

. Se/v ) = £(x(e], ulel, ©) (1-48)
4 ‘g
4 Sy N : oy
1 P/, )= ECe) pCe/e, )+ PG/ ) B i
’ |
+ G(e) Qt) GT(t) (3-49)
A where
If(x[t], ufe], &) !
) = = 5 = Q(ti/ti—l) (3-50)
The update cquations heing

R(eg) = p(ef) WTCeq) (uCei) poeD) BICE) + R(e)]TH (5 5, 1
x(t1) = %(tI) + R(t1) hix(ty)
x(ty) =X ti) _»:(tl 2i {x(ty), t] (3-52) *
‘ + -
| P(ry) = p(t7) - Z(ti) H(ti) Pei) (4-53)
N
F where
3 : n(x[ty],t)
: i(ty) = (3-54)
7 —_— . a‘ ~
" | i X{ = %i(t)
A’ The nolse sources, wi, are {llustcated in Figure 3-3 and are
e 4 additive to the acceleration states as the time correlated Gaussian
o
- ‘ noise.
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The state equations expressed in physical varfables with the noise

rerms are summarized here:

—

z

'Z.RH/T wg + a3 sin Qg + aj cos 9y

- Ry o+ 2 4
i /T H!" z wz
Roy/7
2 7w + R 02k zw
0T Ny L
= + a1 Cos 3%- 33 sin
3 H
[} .
3 { + zw + (w,, -
E : x(t) = ~wg
E . Ra/T
7 +2 Y ‘v a) Y+ owe
1 ”mz {A/T 0" hﬁ/T<“2 4 mz 07) + wq
2
and if wy is Va/T 97
needed: n .
R2 ’
A/T

where 07 = tan(0g ~ 83)

A note here that in the full order tfilter, wg

caused by the ecrons counling of othoer states

wl) cos Qg + vy sin Og

- % " + o
(w3 wl) sin G)Z wz cos Ol

%

(3-55)

is not a state to he

estimated but a fnnctinn of states Lo be estinmated. llowever, the w4(t)
torm was used in the simulation to apply a ninimal amount of noise to

the z state covariance. This was ncoded to offset the aegative trend

{nto the 7 state as a

result of Buler Integration errors. {Reference Jection 5.2.1).

For the purposes of implementing I(t,) the selection of the

variances at time t, was based on tle knowledge of the states at the

time of launch. At launch, the wissile uncertainties are the same as

those of the afrcraft. The INS on the ajircraft has a lo uncertainty

3-17
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of 2-ft/sec in % and 2 (Ref. 11) aad 0,5 milli-rad in attitude. The
tracker used is a Forward Looking Tufra-Red (FLIR) class of Infra-Red

(TR) trackers with a 0.3 milli-vad angular accuracy and 150 ft {n range.

These figures yield lo values for Lhe following states. .
z (02 = Perfect knowledze of 2z at launch since missile 1is
on ATLOS

(2 ft/sec)e = 3ame as A/C

From the tracker

Rag/p (150 fe)2

Same as A/C

éH/T (2 ft/sec)”

Frow the tracker

]

Oy (0.3 RAD)?
we (0.5/sec)? = z error/nominal range to TGT (if used)

Fron the tracker

Ra/T (150 fr)2

From A/C INS

il

Ra/T (2 ft/sec)”

These values verve as initial valuwes for the filter testing.

The components of the propagation and update equations expressed

and developed above are summarized in Appendix C for reference.

3.2.5 Observability. The seven-state filter developed ahove

forms the hasis of a number of reduced order filters. Many possible
combinations of states would appear to be suitable for implementation in
an estimator for the nissile's guidince. The observahility test
discussed earlier in this chapter was used to sort out potential
candidates. This test was first performed on the full order filter to
verify Les validity. Various other combinations of states were checked
and gummarized in Table 3-1. The = and 2 states were kept in each
filter since the measurement model and the guldance law are strongly

influenced by then.

Tt appears from Table 3-1 that w decouples the Ry/T and

RA/T measurements. Of the comhinations listed in this tahle, some

could have Increasing observability problems as w pgoes to zero.




. |
2
4
F ']
However, since the observability criteria was met with one measurement, '
additional measurenents were not cnnsidered.
3.2.6 Reduced Order Filters. The state equations for the reduced ;
e | order filters are essentially a subset of the state equations developed
L for the full order filter and preseuted in detail in Appendix C.l. The
|
' selection of state combinations was chosen to ensure observabllity as ij
: determianed ia Table 3-1. The {nitial implementation will be limited to E
f 1 as the full order filter and 10 as the reduced order filter. i
' Filter 10 was chosen since it estimites the missile states which have I]
the greater effects on measurements and the guidance law as shown at the
L
! bottom of Table 13-1.
- TARLE 3-1
LOS TFILTER ORSERVABILITY SUMMARY i
NMo. of Observable J
No . States States States :
z z R d 9 w R v w # 0 0 |
4 Z B A w = .
S Swr % % AT AT ¥
» E
1 | X X X X X X X 7 7 6 i
, 2 X X X X X X 6 6 4 .
- 3 | X X X X % be 6 6 5 ;=
- | 4 | x X X X Y. 5 5 3 |
i s | X ¥ X 3 X s 4 2 5
z ! h b4 X X X ¥ i 5 4 A ;}
- 7 X X X ¥ X 5 4 4
.! 8 X X X X X 5 5 4
8 9 | X % X X X 5 5 4
- | 10 | X ¥ X X 4 4 2
11 Y ¥ X b 4 3 3
o 12 X ¥ \ X Y X 4 4 3
el 13 % X X 4 4 4
o3 14 X 4 X X X 4 4 4
5 4 15 Y. X 4 4 3
:'| 0P U o
N ] X X X Measurement Model
' X X X X X Guidance Law
’ 1

MOTE:  wg is a function of Dy, Rp/T, and Vayr
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3.3 bevelopment of Inertial Filters

3.3.1 Introduction. This section contains the development of

the I.1 filter model and the Kalman Filter hased upon this model. The
1.2 model follows the same form of Jevelopment as the 1.1 model and is
presented in summary form. In addicion, a reduced order filter model is
proposed and the corresponding filter derived. Obsecvability
cansiderations also play a vital roie in determining the final

configuration of this reduced order model.

1.3.2 Filter Model I.1. This {ilter model was hased on an

inertial frame formulation of relative aircraft-to-target and
missile-to-target information. Since both the aircraft and the missile
travel much faster than the target, the target was assumed stationary 1in
developing the dynamics equations. Also, the aircraft was assumed to
have a constant velocity and altituwle (feasible due to short aissile
flight time) during the engagement. The dynamics equations are
developed based on these assumptions and acceleration uncertainties are
modeled as white Gaussian noises. The geometric relationships are
depicted in Figure 3-4.

The states are

X} = xq/T = iy component of miszsile position with respect to
the target

¥y = xgfe o= 1] compaent of missile veloeity with respect to
the target

X3 = zy/T = 13 component of mi:ssile position with respect to
the target

x4 = /7 = 13 component of mixsile velocity with respect to
the rtarget

kT, = oxp /1 = i) component of aircraft position with respect to
the tavget

X[ = XA/T = 1] component of aircraft velocity with respect to
the target

X7 = zp/T = 13 component of aircraft position with respect to
the target

Xg = zpA/T = i3 conponent of aircraft position with respect to
the tarpet
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An observability test was performed on the 1.1 filter model and the
results arve summarized in Table 3-2. Using the angle only mearurement
of elevation results in unobservahle states in the system. Moreover,

by adding both missile-to-target raunge and alrcraft-to-target rvange

;; measurenents, the system still is unobgervable. To obtain a more
observable system, the aircraft altitude zy/r, and its rate of

change, zp/T, were deleted as states from the dynamics model. The
afreraft altitude, however, was neecded in the measurement model and ;
zuldance law. This information wvas assumed to he passed from the
aircraft to the missile at launch and extrapolated by the missile during
flight. As in Tahle 3-3, only oue unobservable state remaias using the
A three measurements. This system wos implemented with the one

;‘ nnohservable state, however, showed no significant degradation as a
result. The ranges were passed from the aircraft to the missile at
launch. BRased upon this initial condition, the missile propagates the
ranges, with uncertainty accounted Uor, and passes them to the f[iltec as
nseado—-measurements.  This fLuitial investigation incorporates white
Gaussian nolses to nodel the acceleration uncertalnties. The addition
of time-correlated uncertainty models is recommended for further study

- and comparisons.

The state equations are

(

‘I X1 = x2 (3-56)

. ; %2 = a] + w] + w3 (3-57)

i X3 = x4 (3-58)
,< :2.4 = a3y + wy + W, (3-59)
'i. . x5 = x5 (3-69)
X4 = w3+ us (3-61) i
- where ?

TR (e
el

A1,a3 = INS inertial accelerations

L ettt} .

W1,w2 = zero mcan white Gaussian noise models for missile
acceleration uncertainties

2 < 3--22




TABLE 3-2
" Full Order Inertial Model Observahility
, Measurements Nuntber of Unobservale
& States
p | EL 6
EL, RAT 4
EL, Ryp 4
EL, Rqtr, RAT 2
{
{
TABLE 3-3
[ Sixth Order Model Observability
Measurements Hunmber of Unobservable
. ! States
|
St EL 4 i
l BL, PaT 3
i ] EL, Ry 2
12; ] 1., RHT, RAT 1
=5
e
3 3-23
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zero mean white Gaussian nnise models for inertial target

w3, w4 =

acceleration uncertainties

]

zern mean white Gaussian noise model for inertial aircraft

Vs
acceleration uncertaintices

The statistics of the initial condi:ions and the uncertainties are

contained in Section 3.3.4.

The elevatlon measurement equation was derived from the geometry
depicted in Figure 3-5.
-t + CLY) = ——
tan (Og CL) . (3-62)

where

/A = /T ~ 2AJT (3-63)

(3-64)

XH/A = XY/T ~ 2ZA/T

Taking the inverse rangent of both uides of equation {3-62) and solving
for elevation results in

DA/T T OEAT
EL = -0g - tan™! [———————-— - (3-65)

KA/T T ORAY

L

TZA/T
.-xA/of

~tan (8y) = (3-66)

Solving this equation for 9y and substituting into equation (3-65)
yields

“ZA/T zM/T = 2A/T
- tan~
“XA/T ™M/T = XA/T

(3-67)

Fe

El = tav+




e e

Figure 3-5. 1Inertial Filter 1.1 Measurement Model
Geometury
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In terms of states this becomes

-
TZA/T } X3 - zj/fT
EL = tan~l - tan~! | ——— (3-68)
-x5 L XL = x5
L
The aircraft-to-target range is
o = 2 + 42 1/2 3-69
AT = Oy ¥y (3-69)
and in terus of states becomes
Pam = 2+ z2 1/2 3-70
/\T (xr) zl\/T) ( )
The missile-to-target rvange is
Rugr = (w2 22 /2 9
Wr = O T (3-71)
which hecones
Ryr = (x} + % )L/2 (3-72)

Each of the three measurements are corrupted by noise prior to being
received by the filter. The statistics of those noiscs and the method

of processing the mcasurements are discussed in Section 3.3.4.

As discussed in the truth model, proportional navigation is the

guidance law selected for this study. The law can be written as

Aoy = 0 Yo wT1,08 (3-26)

The closing velocity is determined by

Sy
Ve = vl e ——— (3-27)
M/ EH/T‘

RRIPPUVPINIVE VE AR

Wi ioih. ambmn ce M eme b
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Substituting the planar expressionu:

A A~
n

r = i + 2z i.
Sy w7 e T3

A -~

Vi = x + 7z
2t w7 Pwr s
into equation (3-27) yields

o4/ (QM/T) + (zyp) (ii/T)
Vg = -

2 2 3y 1/2
Cigyp + 2y

In terms of states this becomes

(x1) (x2) + (x3) (x4)

VC =
2y1/2
(x% + x£) /

The MTLOS rate vector is expressed as
P

x

t
Lyr X Yy

w
-MTLOS

(3-73)

(3-74)

(3-75)

(3-76)

(3-30)

Substituting equations (3-73) and (3-74) into equation (3-30) yields

(in/r) Cragppd = () (im/r)

)
MTLOS (xa/T + Zﬁ/m)

. } .
Oyr? o) ™ Cuypg) ()
[ =
-MTLNS 2 4 2
(yu/T 7H/T)
Therefore

iy

(3-77)

(3-78)




O i ianied < e i

Therefore

(iH/T) (ZM/T) - <XH/T) (Zﬂ/T)

mwWTL()‘S - 2 =79
) ¢ + 22
e © A
i [n ternms of states this becones
: (x2) (x3) - (x1) (x4)
y w = (3-80)
1 MTLOS (x% + x%)
' E
! Thus in final form !
{
[—(Xl)(xz) + (x3)(x4) lf(xz)(xz) - (x1)(x4)
A =n i
cMD 2 + x2yl/2 | 2+ x2) ‘
L (xg + x9) JL Oy + x3) (3-81)
3.3.3 Filter Model I1.2. This {ilter model was bhased on a

cartesian tnertial coordinate formulation of aircraft and target
variahles and derived in a similar wanner as the I.l model above.
Filter I.2 is summarized here in terms of states, state equations,
meiasuremant model and guidance law. The scenario is deplcted in
Figure 3-5. The nissile has accurate knowledge of its own dynamics

from the INS data. The filter estimates aircraft and target states.

The deterministic dynamics equation:s are based upon a stationary target

and a constant velocity, constant altitude aircrafrt.

Afrcraft and target acceleration uncertainties are modeled as time

correlated noises. The states are

Xl = XT/0) = 31 component of target position
X2 = x7/0 = i] component of target velocity 1
X3 = 2z7/0 = 13 component of target position

3-28
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Fiagatiaedt,

X4 = QT/Q = 13 componunt of tirget veloclty

Xg = xafn = {1 component of aircraft positfion
Xp = *A/O = f1 component of aircraft velocity
X7 = zp/0 = i3 component of ai:craft position
Xg = zp/0 = {3 component of aircraft velocity

The corresponding state equations are

X] = x2 (3-82)
X2 = W (3-83)
X3 = x4 (3-84)
X4 = W0 {3-35)
%5 = xg (3-386)
X6 = w3 (3-87)
X7 = x8 (3-88)
X = w4 (3-89)
where

w]l and w2 = white Gaussian noisec representing inertial target
acceleration unceriainties

Wiy and wy = white Gausslan noise rtepresenting inertial aircraft
acceleration uncertainties

The deterministic measuremeat model is

-
3 = X7 . izm/o - X7

El, = tan”! | ———| - tan"l | ——— {3-90)
X] — X% txu/o - X5

wheore

~tfo and zy/g missile INS Inertial position

Lo
i
(o

~
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The guidance law is

Gy = %) (iM/o T Ay H 2y, T ox) (im/o = x,)

: AcMpy = n ) 2172
3 . {(XM/O RS R (ZM/o - x3) |
(in/o = x) (2 7 o5g) (R, m %)) (éM/o - Xaﬂ
=}
% | ~ Y7 P - 211/2
E L (Coyp = 307 * (g = 2L J(3-01) ‘

where the following parancters are assuned available from the INS

X/ and 2n/o = as defined abovo

. iw/” and éH/o = missile INS inertial veloclities
. ! 3.3.4 Kalman Filter. An estim:tion algorithm is next developed

based upon the I.1 model just desc:ihed in Section 3.3.Z. This filter
estimates the states from noilse cocvupted observatfons of the real
“nrld. The ontimal estimation alijo-itha for linear systems driven by
white Gaussian noises is the Kalmar ¥Filter. For systems which are
nonlincar, exteasions of the Kalman ¥Filter have been Jeveloped. A
' partial list of these extensions ar. the linearized Valman Filter, the
Ixtended Kalman Filter, the Modifiece Gaussian Second~Order Filter, and
i the Truncated Caussian 3Second-0Order TFllter. The first two of these
; extensions linearize the system‘by asing the first term of the Taylor
b series expansion about a nontnal state trajectory. The remaining two
are nonlinear techniques which use "ipher order teras of.the Taylor

series expansion to provide better zodeling of the nonlinearities {n the

system.

The I.1 model has linear dynamics with nonlinear measurement
equations. The linear ‘lynamics model logically leads to an equivalent
discrete-time nodel formulation and its corresponding time propagation
- equations. The nonlinear wmeasurcamcat cquations motivate the use of the

- Extended Halman Filter (EKF) equaticns. The EKF is the more widely used

of the extenslons to the linear Kalran Filter and is a good initial

choice in solving the nonlinear estimation update problem because of

‘ the ecasc of implementation.




—

.
Examples of its use are contained in references 1, 3, 5, and 9. The EKF

is superior to the linearized Kalwmzn Filter in that it linearizes about

curvent estimates of the states, as opposed to a reference trajectory.
Higher order nonlinear [iltering is a more complex alternative;
therefore is only considered if the desired performaace characteristics
" are not met by the EXF. The higher ocder filters are also more
-
' difficult and constly to implement than the EX¥F. For these reasons, they ﬂ
are not considered in this initial scudy,
: The fllter dynamics model in amatrix form is
-1 .
‘ ¥ (t) = Fx (£) +Bu (£) +6 v (t) (3-92) i
‘ = L2 22X Z
2
where
y = - - - 4
o1 0 0 0 O 0 0 ]
) 0 n 0o 0 00 1 3]
o 0 01 06 0 o 0} -
F = (3-93) B = (3-94)
0 0 0 0 0 0 L ?
‘ o0 0 0 0 1 0 0
o 0 00 0 0 0] 0o 0
! L - R
|
g - 1 :
P - ~
- { D00 0 0
b booben
X5 0 0 0 0 0 ayp(t)
¢ 1 G = (3-95) u(t) = (3-96)
o] O 1 0 1 0 aj(e)
0o 90 0 0 0 ]
L
0o 0 1 0 IJ
. 1--32 (
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wi(t)
wa(t)
w(t) = w3(t) (3-97)
wa(t)
w5 (t)

he tuitial condition X(to) is Gaussian with

E[x(to)] = xq (3-98)

E[_:_(_(to) _K_T(C())T] = Py (3-99)

where the actual values of X, and P, are contained ina Appendix C.

The statistiecs of the dynanic driving noise are

Rlu(t)] 0 (3-100)

RLa(t) w(t’)] Q) 8¢t - ¢7) (3-101)

where Q(t) is the strength of the dynamic driving noise, w(t). The

noises are assumed to be uncorrelated which leads to

Q0 0 0 0]
0 » 0 0 0
ey = [0 0 a3 o 0 (3-102)
0 0 0 A 0
0 0 0 0 QSJ

where each strength corresponds to one of the individual uncertainties
contained in equation (3-97) and depicted in Figure 3-7. As indicated
in the figure, all of the uncertainties are assumed to be directed in
inertial coordinates. The missile inertial accelevation uncertainties
are denoted by wp and 2. The target inertial accelevation

uncertaintles are denoted by wj and wi. Since the alrcraft states in
the f3 direction have heen deleted from the dynamics wodel, w§ is the

only aircraft {nertlal acceleration uncertainty that is modeled.

1-13




SR ik i

Figure 3-7.

Inertial Filter Noise Sources
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The cquation used to determine the streagths of the uncertalnties }
is
R S (3-103)
Qi 7 Ot : 1
The standard deviations, oi, and carvelation times, T1j, are listed

i in Table 2-1 and the corresponding strengths are coantained in

Appendix C.

Digital computer iamplementation molivates the equivalent discrete-tine

model
f
\
Xegpy) = Begpyee) x(e) F 3,000 ule) + v, (ey) (3-104)
where
]
‘ Alwa(ti)] =0 (3-105)
Eluaer) wTCEP] = (Qaleq) tio=tj)
d § (3“106)
0 t{ *# t
\ ! j/

and the corresponding time propagation equatioas

i

A -+
+ 3
§eyoty ) Xegg) + Byley ) ule )

d

- ox(e]) (3-107)

+
- - T( ¢
nCep) = (et ) PGy ) 2R(rLt )+ Qale ) (3-108)

where

iﬁt{) = estimate of states just before update time, tj

#(ty,t{-1) = discrete-time state transltlion matrix to propagate
- from time ti;_y1 to ty

Aot . .
x(ti-1) = estimate of states after update at time t§-1

Bd(tj-1) = discrete-time input cocfficient matrix

3 ‘ u(tj-1) = discrete-time samples of the accelerometer fnputs

P(t7) = fillter's conditional covariance matrix just before f
the update time, ty ‘
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filter's condition covariance matrix after the
update at time tj-}

+
P(ti-1)

°T(t1,t1-1) = transpose of the digscrete-time state transition
- matrix

Qd(tj-1) = strength of the dynamic driving noise, wig(ti-1),
at time t{-)
First order approximations are used for the matrices &(ty, ty{-1),
By(ti-1), $T(ty,ti-1), and Q4(ti-1), since the dynamics
equation is time-invariant and the sample period is short compared to

the system time constants. These approximations are

Sty ) 2L (e ) (e = by (3-109)

BaCey ) = BCe, ) (e = 5] (3-110)
o T -

Qaleg ) = 6Ce ) QCeyg) &HCey ) I8 =541 3oy

With constant sample period, noise statistics, and dynamics equation
coefficients, these wmatrices are computed initially aud remain constant

throughout a simulation run.

The actual matrices used for the full order fillter are presented in

Appendix C.

The measurement equations developed in Section 3.3.2 are each
corrupted with a zero mean white Gaussian nolse, v(ty), so that the

form of the measurement model is

z2(ty) = hix(ti), ri] + v(ti) (3-112)
where
TZAJT X3 - zA/T 1
tan”! - tan~ | ——
_XS _J X1 - XS
hix(ty),tq] = (x% + ZA/TZ)I/Z

(x2 + x%)l/z
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and
vi(ty)]
v(ty) = fva(ei)
vi(ti)
The statistics of the measuremeat noise are

Elv(eg)] =0 (3-113)
Elv(ty) vT(ep] = R(t) tp = £y
0 (3-114)
9_ ti # C“ ;‘
where
R 0 ()]
R(ty) = 0 Rz O (3-115)
0 0 . Ry

The elevation measurement noise strength, Ry, was based upon a standard
deviation of .00l radians. Squaring this value yields an appropriate

iritial choice for Ry of 1076 radians squared.

The pseudo-measurements, Byt and RoT, were computed from filter
state estimates rather thaam truth model measurements. The general form

for these measurements is

i

2" = b (%) (3-116)
To generate a statistical description of v7, let

h” (%)

h(z + e) (3-117)
where e is the filter errors and
ho(x + e) 2 h"(x) + h'(e) (3-118)

then_ﬁ’(e) = v’ =l e. Since the neasurement, i‘, and the

filter estimate of the measurement were both based on the filter states,
the measurement uncertainty 1s zero. The covariance of the pseudo-~
measurement then becomes

Elv” v’T] = E{H e €T HT} = R” (3-119)
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Since R(e eT) = P then
R = H P HT

which {s the strength of the pseudo-measurements.

The Extended Xalman Filter update equations are

k(e ) = P(eT) HT[t ,<(t7)] ife ,x(c )] 2(e7) HT[e .x(t7)] + R(t ) 1
- i - i’ - i— i - i'= i Ea S i — 1 - i

(3-121)
<(t) = x(t~) + R(t £ ) - [A[x(to), t
S(e) = &(eD) + KCe) a(e) - Alx(e]), €] (3-122)
P(t+) = P(tT) - X H{t, ,x(t7)] P(tT
Peh) = B(ED) - X(t) Mt ,X(£])] RB(ED) (3-123)
where
X(ty) = gain matrix
R(t{) = measurement noise strength
é(t+) = gtate estimates after update at time,
z(t{) = true measurement vector at time, t{
hi{x(t7),ty] = filter measurement calculation based on state
state estimates at time ti before update
P(t{) = filter's conditional covariance matrix after the
update at time, ty
and
3h(x, ti]
A _ . A (3-124)
! 1 = —— -
'{[titi(ti)l a—)_{. l(. = _)i(t.{)

The results of the ahove operation are listed in Appendix C for

reference.
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Batch processing and recursive processing are itwo methods used for
incorporating measurements into the update equation at a given sample
time. Tn batch processing, all measurements are simultaneously
incorporated into the update equation. Recursive processing, on the
other hand, accepts cach measurement sequentially. After the first
measureneat and the corresponding update, the new state estimates and
covariances are applied with no propapation stage ia the update equation
when the next measuremcnt is processed. In this study, recursive

processing of the measurements is used for the inertial Extended Kalman

Filters.

The recursive form has qualities that make it preferable to batch
for on—-line processing. 1In an online situation, the computer allows
only a finite amount of time for state estimation. It is possible to
get cut off in the middle of incorporating the measurements and,
therefore, lose all of the update. 1In recursive processing, however, at
least some of the measuvements could have been Incorporated and the
inherent henefits realized. Recursive processing also uses smallet

matrices than batch and thus has simpler algorithms to compute.

For the Extended Kalman Filter, recursive processing has the
potential for ylelding better estimation performance than batch
processing. The Extended Kalman Tilter state estimates and covariances
are lteratively computed based upon a relinearization about the state
estimates each time they are computed. Batch processing the
measurements, in this case, results in a single computation of the
nomninal trajectory at each update. The recursive method, however,
computes more than one nominal at each up.ate time, with each
snccessive computation being a hetter approximation than the previous
one. The recursive method thus has the potential for ylelding better

results, especially when the most accurate measuremeunts are processed
first.
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3.3.5 Filter Hodel [.3. Full-order filters are rarely

incorporated as on—-line estimators. These filters are to be used as
benchmarks Ffor comparison of reduced order filters. lowever, full-
order filter models are often inappropriate as bhenchmarks because of
observability problems. For this rcagon, the full-order, eight state
nodel in this study was reduced to six states. 1In additfon, full-order

filters are a computational burden.

This section contains a reduced order filter model which is simply
the T.1 filter wmodel with the remaining aircraft states deleted. Since
the missile is much more dynamic than either the aircraft or the target,
accounting for missile acceleration uncertainties and estimating
relative missile-to-target states {s preferable. Therefore for this
reduced order model, the relative aircraft-to-target states, X5 and
x4, are deleted from the I.1 dynamics model. Since relative
alrcrafr—to-target position and velocity are needed in the measurement
model and the guidance law, they arc assumed to be passed to the missile
at launch and then extrapolated by the missile during flight. For the
filter update, however, the filter's prediction of what the measurement
will be includes these crude computations of relative aircraft-to-target
positions. All errors Dbetween the actual measurements and the filter's
prediction of the measurement are processed by the filter, however,
these errors are also the result of unmodeled noises and errors in
propagated parameters. This factor must be considered during the

performance analysis of the filter.

The proposed states are the same as used in the 1.1 filter model,
but with a reduction in order. The corresponding matrices, initial
condition statistics, and noise statistics are contained in Appendix C.

The states, state equations, measurement model, aud guidance law are
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repeated (with appropriate modifications) for convenience to the

reader. The states are

X = x =1 component of relative missile-to-target position

, = x%/” = {l component of relative missile-to-target velocity ;
“ H 1

z = {_ compenit of relative missile-to-target position
3 /T 3 P rarget p

= =1 compon: ¢ of relative missile-to-target velocit
| 4 T Gyt Tty S0P ¢ 8 y

:°i and the state equations are
X1 = X2 (3-125)
| X2 = a] + w] + w3 (3-126)
3 1 = x4 (3~127)
X4 = a3y + wy + w4 (3-128)

{ Observabllity analysis of this model (Table 3-4) reveals that in order
to have complete ohservability, a uissile-to-target range measurement

is necessary in addition to the elevation measurement.

TABLE 3-4

Fourth Order Model Observability

+ ::.f

wJ Measurements Numher of Unobservable
-t States
A

ot
o ‘ EL 2
4 £l RHT 0
3--41
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The eclevation measurement equation is

“ZA/T (3 ~ za/7
- tan~l | ————— (3-129)
“XA/T Lfl - XA/T

EL = tan™!

The range measurement equation is

N = (%2 2y1/2
M/ T (.(1 + 7\3)

(3-130)
The guidance law is
(x1) (x2) + (x3) (xas (x2) (x3) - (x1 (x4)
oo " (<2 + 1)1/ (=2 + x2)
(3-131)

3.4 Summary

The various filters that were considered for implementation were
specified in this chapter. The filter development approach starts out
with defining models upon which to hase the filters. A model selection
process then takes place in which models were chosen for implementation
based upon their favorable charactevistics. Two basic model
formulations, LOS and inertial, are selected for Ffurther development
and analysis. A reduced order model from each of these basic
formulations was chosea principally by deleting states that have the
least effect on the filter measurement prediction and the guidance law
commands. Observability also played a key role in determining the final
form of these models. State estimation algorithms were then proposed

for each model hased upon the dynamics equation and measurement model.
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IV. SOFTWARE DEVELOPMENT AND VALIDATION

4,1 Introduction

A Software gsimulation was produced in conjunction with the

developments in Chapter IT and IIl to provide the means to evaluate the

f{lters, guidance law, and dynamics wodels associated with the VM
scenario. The software for this simulation was developed in three

phases: Truth Model Validation, Filter Validation, and Monte Carlo

Incorporation.

4.2 Truth Model Implementation and Validation.

The overall flow of the program executive (Fig. 4-1), briefly
described below, was developed based on the scenario diagram (Fig.
to control the timing and sequence of the simulation events. Some
the features and implementation methods are discussed here. All
repetitive functions or events such as coordinate transforms,truth
models, and filters, were committed to subroutines. The aircraft,

missile, and target dynamics truth models were implemented as first

2-2)
of

order vector differential equations. TInitially a predictor—corrector

variable step size Ilntegration routine was used to propagate the states.

For computational efficiency, the aircraft and target models were

changed to Euler integration since the time constants associated with

these two models are 2 seconds and .5 seconds, respectively, as compared

to the .02 second sample period. This change reduced the run times

about 40 percent.

by

Dynamic driving noise was added to the three truth models and to

the INS measurements. The INS noises were added as random bias since

4-1
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Figure 4-1 Single Mission Simulation Flow Diagram
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E: « the random walk phenomenon in the INS typically has correlation times
greater than 15 minutes while the missile has a flight time of less than
p 4 seconds. The dynamics truth model driving noise was added as time
correlated noise at the acceleration level. The simulated measurements
taken from the truth models are also corrupted hy additive noise. The
| initial test case filter is a "true state” filter whose states are

: computed based upon the truth model rather than on an estimation

process. The values were used by the guidance law to compute the

desired accelerations which in turn were passed to a discrete time
second order lag (Appendix B.l). This lag models the delays in actuator
f; response and missile attitude response and outputs the missile's total

f-‘ acceleration.

The initial test cases for the truth models are 1llustrated in

. Fig. 4-2. These profiles exercised the lateral and vertical dynamics 1
and the guidance law to check for wmajor implementation errors. To

further check the algorithms the commanded acceleration was fixed at

- 100 ft/sec/sec and propagated for .l seconds. The change in position

and velocity compared with the closed form approximations with less than
. 5 percent error. Therefore, the truth model represented well the

intended trajectory.

{
’;.‘ 4.3 Filter Implementation and Validation.
]

. Valid truth models gave the needed foundation for implementing the
1 filters developed in Chapter III1. The "true state” filter was replaced
hy the filters designed and the dynamics restricted to the vertical

;i . plane. 1In validating the filter for a given flight profile, the filter
5 was critiqued in two main atreas. First was whether or not the dynamics
§§ of the states responded according to the commanded accelerations as did
A the truth model. And secondly, did the covariance matrix remain

?“ positive semidefinite. This testing was accomplished without driving
noise added to the truth model states and without perturbed initial

conditions. As discussed in the filter evaluation (Section 5.2.1),
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using Euler integration to propagate P(t) and the filter states produced
numerical errors that seriously degraded the filter performance. The P
matrix had diagonal elements that were becoming negative. The solution
found was to add noise via the Q matrix to offset the integration
errors. Some of the filter states were accumulating a growing bias due
to the errors in Euler integration and the large dynamics input to the
filter. These errors were reduced by as much as 50 percent by
incorporating a trapezoildal integration into the state propagation

portion of the filter.

4.4 Monte Carlo Incorporation.

Two changes were needed to convert this simulation into a full
Monte Carlo program. The first was to add a case controller and second
was to add an interface tape (Ref. l2) to take advantage of an existing
Monte Carlo evaluation and plotting package (Ref. 3). The short case
controller routine became the executive and calls the program developed
above as a subroutine the specified number of times. Each call
generates a full time history of the true missile states, filter state
éstimates, and filter covariance estimates based upon the same set of
true initialization parameters but with different initial condition
error, state dynamic noise, and measurement noise realizations in each
case. The second change provides a composite output of a header and all
case time histories in a format acceptable by the Monte Carlo evaluation
routine developed at AFWAL. This post processor routine provides plots
of designated parameters based upon the case time histories. These
parameters include ensemble averages of filters and truth model states,

means, and covariances.

.
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V. ANALYSIS

5.1 Introduction.

The analysis of the filters covers two broad areas: {ssues of note
that surfaced during filter development and filter performance. The
filter development {ncludes work done to produce working filters.

Filter performance is demonstrated by probability of kill and computer
loading comparisons. Another aspect of the performance considered is
how well does the filter work with the guidance law. The LOS filter
performance plots are Figures F-1 through F-32 in Appendix F and the
Inertial filter performance plots are Figures F-33 through F-62.

5.2 Filter Development and iivaluation

5.2.1 LOS Filter. The initial trial runs on filter L0S.l revealed

a problem in the propagation and update of the P matrix. Since
negative values were appecaring on the diagonal, the covariance matrix
was losing ir's positive semi-definite nature. The following steps

were taken to isolate the cause of the problem.

The negative values appeared on the diagonal shortly after the
first update. So the first step was to rule out the possibility of
numerical precision problems because of the large conditfon number,
1013, of the initial P matrix and R value. The Joseph form of update
has heen shown to be less troubled by this (Ref. 10). However, there
was no improvemeat or even change when this form of update was used

indicating that the condition number was not the problem in the update.
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The next step was to obtain the eigenvalues and eigenvectors of
the covariance matrix to isolate when and where the problems bhegan. An
avallable routine using the QR algorithm was used to compute these
quantities. By the third time propagation, one of the eigenvalues of
the covariance matrix was going very slightly negative (-0.00019). At
this point, the most likely explanations were either the Euler
integration step size was too large with respect to the P matrix time
constants or the large range of covariance matrix eigenvalues was

inducing computational errvrors.

In pursuing the first possibility, the integration step size was
reduced by a factor of 100, from 0.02 seconds to 0.0002 seconds. This
produced a dramatic change for the bhetter in the positive semi-definite
nature of the covariance matrix but the very small negative eigenvalue
nature persisted. The next improvement in the integration accuracy is
to use a variable step size predictor~carrector type of integration.
This Integrator reduced the negative trend on the one diagonal element
of the covariance matrix to almost 0. However, it is not practical
to implement this type of algorithm in a missile computer. Also
altering the P, matrix was attempted but only changed the time at which

the diagonal elements went negative.

The four state filter (Filter I.3) also exhibited the same
characteristics. Since four state filter is mathematically siwmpler to

deal with, it was used to pursue other potential explanations.

To obtain the time constants of the g(t) equation it i{s necessary
to formulate the P F + E.E? expression, the homogenous form, with
2.9.9? term ignored at present. The F matrix used was taken from the
propagation at T= 0.02 and the P matrix indexed to correspond to the

elements in equation (5-4).
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Since ¥ P +.£_Ei is symmetric, there are only 10 unique elements. Thus
equation {5-3) can be reconstructed to form a linear first order vector

differential equation for these ten elements.
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(5-5)

- = 0.0

The eigenvalues of the F” matrix characterize the P matrix dynamics.
For this case, 4 eilgenvalues were 0.0, 2 pair at 0.0 % 0.00333j, and
( one pair at 0.0 % 0.0066j. All the ncn-zero roots are imaginary and of
a very low frequency. Since the integrator step size is much less than
the period of the low frequency components, the hypothesis of under
sampling can be dismissed as the cause of the negative trend in the

eigenvalues.

The other potential cause is the large difference in eigenvalues,
H in the covariance matrix. The solution was to scale the covariance
‘ nmatrix using a similarity transform to yleld a P(t) with a good
condition number. (Refs. 10 and 14) This basically states that for a
glven matrix there exists a matrix that can traasform the state space
to a new basls and thereby scale ft. The transform matrix chosen was

based upon the P(t,). The cxpressions used to change the basis of the

S5-4
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state space are sunmarized in Appendix E.1 This transform produced a
P(t), with a low condition number, that was propagated and then returned
to the origional state basis with virtually identical results. The
expressions used to change the bhasis of the state space are summarized

in Appendix E.1l.

Jp to this point, the problem in the full order filter has
persisted through varying the integration step size, two integration
methods, and a scaling of the covariance watrix. The problem in the
reduced order filter has also persisted through varying the integration
step size and setting the Q matrix to zero to see how the P matrix was

propagating.

The P(t,) matrix when combined with the state equation
formulations as expressed in the F matrix, could be i1l conditioned.
This could be shown by one P matrix element propagating negative values
into the diagonal elements. To verify this, both the Q matrix and the
Eﬁto) matrix are set to zero and only oune of the_g(tn) diagonal ]
terms was set to previously computed values per run. After propagating ‘
the P matrix, the Py element was increased by a small delta while
another diagonal element was decreased by the same amount. The only
exception was the P} term which remained constant and did nqt couple
into the other eclements. As Pj1(t) remained constant on its ‘own and
it's associated G Q Ei element is 0, it tended to accumulate the small
negative coupling. The Fuler integration method was found to produce
the negative trend (see Appendix E.2). The integration performed

analytically in closed form, however, does not exhibit this problem.

The solution then, was to blas the Py; term artificially to
counter the negative trend caused by this numerical method. In the
simulation this blas was added through the E_Q.E? expression. A bias
value of .3 to .5 added to the P{; element was found to be sufficient
for this formulation. The large time varying acceleration (thrust and
commanded acceleration) acting on the missile also produced large

errors in the states when using Euler integration. This effect can be
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seen by the error tread in Figures F~1 and F-2 which were producéd with

Fuler integration and no driving nuise in the truth model. The second

e A LR e S e 8 e .kj

order effects were then included in the integration, now a trapezoid:l
integration, to reduce the errors in propagating the states. This
improvement in accuracy 1s illustrated in comparing Figures F-3 and F-4
with Figures F-1 and F-2, respectively. Additional measurements were

not considered since the observability criteria was met without them.

RPDRE ST

5.2.2 Inertial Filter. The inertial filter development did not

exhibit difficulties in the filter covariance as did the 1.0S filter. 1
But a need for additional measurement information existed to meet i
the observability criteria. The more dramatic effects of
incorporating the two pseudo-measurements (Section 3.3) are {llustrated {
in Figures F-33 and ¥F-34 in the reduction of the covariance of the

x position of the aircraft. Also, there was a need for improved
integration in the state propagation as in the LOS filter. The
trapezoidal iategration was implemented but did not operate properly.
This was a function of the coding rather than the algorithm, as verified
by decreasing the Euler iuntegration step size by a factor of 10, from
.02 seconds to .002 seconds. This approach should approximate the
trapezoidal integration results at a .02 second step size, for purposes
of comparing the performance of the Inertial filter to that of the LOS
filter. This improvement is illustrated by comparing Figuvres F-37 -nd

F-38 with ¥-35 and F-36 respectively.

5.2.3 Tuning. The initial simulation runs were made with the ? T
computed values of P(t,;) and Q as presented in Table 2-1 and with no
perturbations in the initial conditions. When the fllter is properly
tuned, the mean and the standard deviation of the errors will remain
within the bounds set by the square root of the diagonals of the
covariance. If thils is not the case, then the magnitudes of the Q
element can be Increased to realize the above criteria. As a starting
point, the Q values are based upon P(ty) and the values of Q used in

the truth model for the dynamic driving noise. (Ref. Section 2.5) Error

[
!
[
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statistics were taken from samples over 5 runs during the tuning
process for the Ryt and Oy states. The 5 runs would be

sufficient to identify major difficulties. The initial Q values
selected for the LOS filter allowed the standard deviation of the error
to grow outside the standard deviations expected by the filter (Fig.
F-5 and F-6). This was corrected by increasing the values of Q matrix
which would increase P(t) and increase the relative weighting on the

neasurements In the state update.

For the L0S filter, the Q assoclated with Ry/T was increased by
a factor of 10 to 1450 ft2 and the Q for Oy was set to 0.01 rad2.
These values brought the standard deviation of each state to within the
bounds set hy I/F;;(E) of the filter. See Figures F-7 and F-8 for the
L0S filter and Figures F-41 and F-42 for the inertial filter.

The dynamic driving noise was set to zero and bias noilse terms
were added to the initial conditions to evaluate the respcnse of the
fi{lter to {nitial transients caused by errors in initial state
estimates (Figures F-9 and F-10 and F-43 and F-44). Each initial
condition error realization was computed by § x(ty) = Q/E?E;S-E
where w € N(QJE). The bias was added to the associated filter state at

to. This check should reveal any divergent tendencies in the filter

states.

The perturbed initial conditions and the propagation noise in the
filter were both considered in the remafinder of the performance
evaluation of the filter. Also the number of runs per case is increased
to 20 cuns to provide larger sample space for the statistical analysis.
Ref. Figures ¥-11 and 712 and T-45 and ¥-46. During the analysis of
the data plots in Appendix F it was necessary to exclude the radical
translents after approximately 2.85 sec. Since all of the runs in a
given Monte Carlo run will not complete at the same time, it was

necessary to extend to final time to insure all the runs for the given

case were completed.
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The data plotted after the impact time then is of no value. As a final

result the Q diagonal teras found for the 10S filter are:

3000 for Target x acceleration
1450 for Missile x acceleration
1450 for Missile z acceleration
5 for Missile z position
100 for A/C LOS acceleration

01 for LOS ©

and for the Inertlal filter:

3000 for Target x acceleration
1000 for Missile x acceleration
1000 for Missile z acceleration
400 for A/C x acceleration

These values were derived only for a launch at 2000 ft altitude and
19,000 ft range. For other launch scenarios, additional study would be

required to confirm the validity of these filter parameters.

5.2.4 Measurement Residual. The LOS filter exhibits a large

measurement residual on the first few updates, on the order of

.N3 radians. This behavior is illustrated in Figure F-27 with no
driving noise in the truth model and in Figure F-28 with driviang noise
and perturbed initial conditions. The magnitude of the residual should
be less than 1 milli-radian. This errov is a result of small
perturbations in the z state when the aircraft-to-missile range is small
that has a sipnificant effect on filters estimate of the measurement at

the first update. The most likely solution is to ignore the first

measurement. This would be the case in a real world situation, since

N




PO, |

e —t

-—

LS

A e e e e o L

the missile may not be within view of the laser grid ecan until che
second or third update. The problen, however, does warrant further

investigation.

The inertial filter di{d not produce this large residual in
the elevation measurement, see Figures F-57 and F-58. The orientation
of the filter reference frame was not aligned with the reference frame
of the measurement, thus small errors in the states will effect both
the ranpge along the missile-to-target LOS and the distance of the
missile off the LOS. This orientation would tend to reduce the overall

effects of the errors in the states on the measurement residual.

5.3 Filter Performance

5.3.1 Reduced Order Filter Performance. The reduced order

filters performed similarly to the full order filters, see Figures F-19
through F-22 and F-45 through F-48, as compared to Figures F-29 through
F-32 and F-59 through F-62, respectively. 1In some states the
performance was better as in Figure F-30 with respect to Figure F-20.
This improvement was expected since the parameters excluded from being
states had a negligible effect on the navigation solution. Also there
was improved observability as a result of removing some of the states
that have like orientation and dynamics as other states. This improves
the benefit of the measuremeat. The behavior of the covariance of the
RA/T does not agree with the behavior of the standard deviation of

the errors in Figure F-55. The probable cause of this {s cross coupling

effects In the filter states and warrants further study.

5.3.2 Probability of ¥Xill. At this point it is of value to

consider a figure of merit related to the probability of kill for a
missile equipped, in turn, with each of the filters in this study.

The mean and standard deviations are computed from the Honte Carlo run

5-9




3
B
&
.3
"

miss distances of each flight for each case. These two values then

IR LA &

will characterize the Gaussian distribution of the hit area. Also
consider that the target vulnerability area can be modeled by a

3 probability of kill function which {s a Gaussian-shaped distribution,
;i fr(x), with zero mean and standard deviation relative to the size of
- the target. The area under this curve 1s scaled to be directly

‘ proportional to a rectangular shaped function with magnitude of 1.0,
with a width relative to the size of the target, and centered on the
target. For this example let of = D/2 where D is the diameter of the

target vulnerable area. The scale factor on the Gaussian curve is

chosen such that

1 lim fp(x) =1 (5-6)
'-‘ o +

This occurs only if the scale factor is 2% o7 as seen in
equation (5~7) for the target. The probability of damage is then the

marginal probability of the target distribution function and the missile

hit area which can be expressed as

2
a e'dz/s
£(x) = 57— (5-7)

A where for the missile hit probability density
E |
E a =1
e

. - - s = Oy

.\ \ -

f ) d =x -

E - r = mean of the miss distance
o

iﬁ and for the target vulnerable avrea

\ 3

f? a = 2n op

w4 s = of




7} Integrating over all x, the marginal probability will yield

OT o —(;2/(0M2 -+ GTZ)
o + op?)l/2 (5-8)

Pg =

TABLE 5-1

1@ HISSILE ACCURACY AS A FUNCTION OF THE FILTER TYPC

Filter States Miss Distance* Pg(oT = 5.0)
Mean Std. Dev.

3 | LOS.1 7 .62 3.02 .89
10S.2 4 .06 3.48 .82
INERT.1 6 ~1.08 5.00 .69

INERT.2 4 -1.11 5.05 .68

* Miss distance based upon minimum missile-to-target range
| with the launch from 10,000 ft raunge and 2000 ft altitude.

The LOS filter produced a probability of kill approximately 20% !
| better than the Inertial filter. This is due to the larger means and

st-ndard deviations of the niss distance for the given scenario. Also

/il
3

note that the reduced order filter performed within 47 of the larger %J

oAl

counterparts.

;. 5.3.3 Computer Loading. Also of concern is whether or not the

desired filter can be implemented in an onboard computer. One aspect of §
implementation is the computer work load requirements in terms of
operations per second for a given filter, integration interval size and {
update rate. For the filters developed in this study, an algorithm was
derived for the 1.0S filter and one for the Inertial filter to give an

estimate of the number of operations performed per time propagations and

5-11
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per update as a function of the number of filter states., The

L At
Pl

operations were characterized into three groups: adds and subtracts,

3 multiplies and divides, and square roots and trigonometric functions.
This grouping permits better estimation of the timing requirements

j; needed for the chosen filter to run real time. The number of

operations per filter for time propagations and updates are given as:

TARLE 5-2
OPERATIONS REQUIRED FOR ONE TIME PROPAGATION AND

ONE UPDATE

‘ 1L0S FILTER

Time Propagations Updates
Adds: 203 + n2 + 38 n3 +3n2 + 2n + m/2
% . Multiplies: 203 +4n2 + 39 2n3 + 2n2 + 2n + m .
Square Roots: n+5 1 {

INERTIAL FILTER

Time Propagations Updates
- ! Adds: 6n + m nd + 3n2 + 2n +m+ 2R - 2
Multiplies: Sn - 2 2n3 + 2n2 +2n + 2m + 3R - 3
Square Roots: ) m/2 + R ]

Al

.!u’.sq ,;;.";‘ P _. oY

3
B where 0 = number of filter states
. . m = total number of parameters propagated (8 in this study)
3§ ) R = numbher of measurements required per update
- 1 for the LOS filters

[y

3 for the Inert.l filter
2 for Inert.2 and Inert.3d filters

’ 5-12




Summarizing the above expressions will yield the following table

TABLE 5-3

f; NUMBER OF OPERATIONS PERFORMED BY FILTERS

FILTER OPERATIONS PER
FILTER Time Propagation Update
K ‘ Square Square
;‘ Adds Multiplies Roots Adds Multiplies Roots
LOS.1 1126 1351 14 724 1176 1
LNS.2 128 247 10 124 176 1
INERT.1 44 28 0 732 1199 7
INERT.2 32 18 0 134 193 6

Then using the following expression to get the time required per

time propagation and update respectively:

{
;,l Tp = np tp + ny ty + ng tg (5~9a)
.

!
;‘l Ty = np tA + n"yy tM + n’g tg (5-9b)

where

[}

. n number of operations in the time propagation

n’= number of operation in the update

e 3 the subscripts a, m,and s refer to the groupings of adds,
3 ‘ multiplies, and square roots, respectively
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Reasonable values for the operation times for some smaller

state-of-the~art computers are

ta = 2.1 u sec
tm = 5.3 u sec
tg = 60.0 u sec

Summarizing the above times and Table 5~3 will yield

TABLE 5-4

FILTER OPERATION TIMES

FILTER OPERATION TIME (SEC) PER
FILTER
Time Propagation Update
LOS.1 .0110405 .0N8B2476
10S.2 .0022547 0013276
INERT.1 .0002672 .0087511
INERT.2 .0001813 N017447

The cases run in this study were with a time propapations rate of

50 Hertz and update trate of 10 Hertz. However, for this example let the
update rate be fixed at 10 llertz and determine the maximum time
propagation rate as an integer multinle of the update rate.
Synchronizing the update with time propagations will simplify the timing
and sequencing task of the onboard executive. To determine this upper
limtt, first multiply the time per update by the update rate and
subtract from one second. This remaining time 1s available for
propagating the filter states and is then divided by the time per
propagation. The resulting figure can then be rounded down to the next

multiple of the update rate giving the maxivunm

5-14




time propagation rate.

This computation does not take into account the

t{me required by the processor to perform other tasks, but does provide

a meaningful measure of the impact of the filter on the onboard

processor load requirements.

MAXIMUM TIME PROPAGATION RATES

TABLE 5-5

FILTER

Time for Ten
Updates (Sec)

Time for Time
Propagation (Sec)

Maximum Time
Propagation Rate

Los.1

L0S.2

INERT.1

INERT.2

082476

013276

.087511

017447

.917524

.986724

.912489

.982443

83.1

473.6

3415.0

5404.6

or 80

or 430

or 3410

or 5400

There are two principle differences between the LOS filter and the
inertial filter that affect the run times. First is that the LOS
filter requires an Extended Kalman Filter structure for both time

- propagation and update. The Inertial filter is linear in the time
propagation and uses the standard Kalman Filter structure there and the
| Extended Kalman Filter structure for the update. The second
contributing factor is that the 1.0S filter has a reference coordinate ]
frame that changes its orientation with time. This produces an
addition computational burden by requiring the uses of trigonometric

B

‘jﬁ N functions and addition square root operations.
-

.3

5.4 uidance Law

The proportional navigation guildance law performed equally well
with each of the filters used in this study. However, the guidance law
showed signs of instability as the missile closed in on the target. ]
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The cause lies in using the migsile-to-target range to compute the rate
of change of the missile-to-target line-of-sight angle. Since the
RyM/T term is in the denominator of the expression. the commanded
acceleration becomes increasingly sensitive as the range gets small,
The standard deviation of the range error is on the order of 90 ft in
the end game. This could cause the guidance law computation to produce
very large numbers since the range estimate could in fact go through
zero. The two potential cures for this are to use a time varying gain
coefficient or to limit the misgile-to-target range in the filter to a
predetermined minimum. In this simulation this range was limited to a
miniaum of 100 ft.

The effect of varying the gain in the guidance law in illustrated
ian Figures F-61 through F-66. Another figure of merit, Eg, relating
to the control energy commanded by

te
Ec = [ Acyc dt (5-10)
to
The acceleration profile was not noticeably effected by changing the
filters used in this simulation. The following table presents the
effects of a range of gains in the guidance law to control energy and

miss distance for the LOS filter.
TABLE 5-6

GUIDANCE LAW PERFORMANCE

o
!

5+
)

YO8
C e
o et}

CONTROL ENERGY MISS DISTANCE Pk
Gain Mean Std. Dev. Hean Std. Dev.
3 1292.9 112.9 -.99 6.97 .58
4 1117.5 114.3 A7 2.92 .86
5 1009.6 121.0 1.13 1.86 .90
)
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The control energy commanded decreases as the gain increases but also
note that the standard deviation increases, caused by increased !
sengitivity to perturbations in the filter states. The effect of the

increasing gain also has a marked improvement in the standard deviation

of miss distance. However, in looking at Figures F-64 through F-66,

there is an increase in the instability in the end game as mentioned %
above. The probebility of kill also increases with the gain. However,

the fmprovement in Pg -esulting from the gain changing from 4 to 5 is
much less than from the gain changing from 3 to 4. With the tradeoffs
involved, a gain of 4 would give the better improvement in Pg with
only a modest degradation from the end game instabilities. The optimum
configuration of gain, accepted miss distance and controls in the

guidance law to limit the instability may vary as a function of launch

scenario and warrants further study.

5.5 Summary

In the analysis of the filter developments, the method of

integration proved to be of significant importance in both the

stability of the filter covariance and the accuracy of the state
estimates. The performance of the filter with respect to probability of
kill and computer loading show both filters studied to be viable
candidates for a weapon system simulated in this study. From this
scudy, the use of a Kalman Filter as a state estimator onboard the HVM
is a very feasible and viable approach to the guidance realization.
Accompanying the filter, the guidance law selected becomes a recognized

factor in the final performance of the missile.
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VI. CONCLUSIONS AND RECOMMENDATIONS

6.1 Conclusions

A single missile~to-target trajectory was used in this study

(Fig. 4.2). The scenario involves a statlonary target and a constant-

velocity aircraft. The missile, aircraft, and target are driven by

time-correlated noise at the acceleration level.

Given these conditions, the foilowing filter design analysis

results were obtained:

1)

3)

4)

The LOS filters exhibited a probability of kill on the order of
20 percent higher than the inertial filters. The major
contributing factor is improved observability provided by the

rotating reference frame in the LOS filter.

The probability of kill of the reduced order filters was within

4 percent of their full-order counterparts.

The six~state Inertial filter required additional measurement
information to meet observability criteria. The additional
measurements were generated as pseudo-measurements of air-to-
target and missile~to-target range, expressed in terms of
filter states and parameters. The pseudo-measurements provided

reduced filter covariance in the aircraft—-to-target states.

The eight-state L0OS filter did not require the additional
measurement information. However, as the rate of change
of the aircraft-to-target line-of-sight approached zero, the

filter exhibited reduced observability.

6-1
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5) The Inertial filter required significantly fewer computations
per time propagation (Ref. Figure 5-5). Since both filter types
used the same update method, the number of computations per

update were on the same order.

6) The use of Euler integration to propagate the filter states at
a .02 second step time proved inadequate because of the large
time-varying accelerations exhibited by the missile. A higher
order integration scheme (trapezoldal) reduced the errors

significantly.

Proportional navigation was the guidance law implemented for each
of the filters. A brief analysis of this guidance law for the LOS

filter and a single scenario (Figure 4-2) revealed the following:

1) The probability of kill improved as the guldance law gain, n,

was Increased.

2) The total control energy necded by the guidance law decreased as
n was increased. The commanded accelerations were higher
during thrust while the kinetic energy is lower thus reducing

the needed course corrections later in flight.

3) The commanded accelerations demonstrated increased instability

toward the end-game trajectory as n increased.

6.2 Recommendations

Suggestions for further study, as pertains to performance

analysis, are the following:

1) Maneuvers should be induced in both the aircraft and the
target, and the robustness of the filters to these changes

examined.




L - aa - . .t

2) The INS data should be corrupted to improve modeling of the
actual system that would be implemented. The performance
analysis should be done again and comparisons made with the

original system.

3) The recovery from initi{al conditions perturbations should
be further investigated. A precomputed gain extended Kalman
filter should be investigated if additional robustness is

required.

4) The effects of varying propagation and update rates should be

exanmined.

5) The Inertial filter pseudo-measurements of range should be
replaced by real world measurements. The effect of encoding
there true measurements onto the laser signal from the aircraft
should be investigated by performance analysis and appropriate
comparisons. Thils should also be done with the LOS filter for

comparison.

The reduced order models used in this study are representative of
many possible models. Further reduction in order as well as other
combinations of filter states should be considered to obtain an optimuam
configuration. In conjunction with this, the white noise models for
acceleration uncertalnties in the filters should be replaced by

Gauss-Markov models and the corresponding performance analyzed.

An error budget analysis {is necessary to identify sources that can
potentially degrade performance. Once these are determined, methods
are used to reduce their effects. In order to accomplish the analysis

it 1s necessary to

1) Modify the truth model by incorporatiang more exact mecdels for

the individual noise sources.
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2) With an appropriate Kalman Filter in the system, turn off
each of the noises one at the time and obtain a comparison of

their effects on miss distance statistics.

Since the guidance law has a direct bearing on the performance of

. navigation system, further study to optimize the guidance law should

include:

1) Other guidance law formulations.

2) Algorithms to handle potential angle~of-incidence difficulties.

m— i

3) Algorithms to avoid potential clobber (flight trajectory
hitt{ng the ground before intercepting the target).

The simulation developed in this study provides a tool for further i

analysis.
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APPENDIX A

COORDINATE TRANSFORMATIONS

A.1 Tnertial and Missile Frame Trausformations

The missile body frame (n) and the inertial frame (f) are
described in Chapter II. Based upon these definitions, the m frame
differs from the { frame by first a rotation, ¥, about the i3 axis to
form an intermediate frame h. Figure A-1 provides a top view of this 1
situation, looking down onto the 11, {3 plane. Thus, the vector

describing the rotation of the £ frame with respect to the { frame is

whi = ¥ Ry = ¥ &5 (A-1)

Resolving h into { components results in 1
ﬁl = cos Y fl + sin ¥ fz (A-2)
ﬁz = ~sin ¥ fl + cos Y fg (A-3)
hy = i (A-4)

S

Therefore, the direction cosine matrix which transforms from the 1

frame to the h frame is

cos ¥ sin ¥ n (A-5)
[Chi] ={-gia V¥ cos ¥ 0]
0 0 1

The m frame next differs from the i frame by a rotation, O, ahout the

h axis. Figure A-2 deplcts a planar side view of the ﬁl, ﬂ3 plane.




: ‘ 1 2 (East)

)

Figure A-1. Rotation about 13, %3
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Figure A-2. Rotation abhout ﬂz
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The&vector describing the rotation of the m frame with respect to the

A frame is

E,mh = .Q ﬁz = (.)1;2 (A"'())

Therefore, the rotation of the m frame with respect to the I frame is

Qmi = th + th (A-7)

Substituting (A-1) and (A-6) into (A-7) and expressing the result in
tne missile frame coordinates gives

wol = ~¥ sin O m + O my + cos O m3 (A-8)
‘*
v-i Expressing n in terms of h results in ﬂ
ﬁl = cos © ﬁl ~ sin © ﬁ3 (A-9)
my = hy (A-10)
m3 = sin © h] + cos O h3 (A-11)
Therefore, the direction cosine matrix which transform the h frame to

the m frame is

3 tos © 0 -sin © (A-12)
" [cmh] =| o 1 0
sin © 0 cos @

Finally, the direction cosine matrix which transforms the i frame to

|
i
; the m frame is
i

= [cmi] = [cmb][chi] (A-13) |
B = cos O cos ¥ cos O sin ¥ -sin O :
-y - sin ¥ cos Y 0

sin O cos ¥ sin O sin ¥ cos O 1

For the two dimensional case which is implemented, in this study

¥ is zero and [C™] reduces to equation (A-12).

-

e TR R
Y i 3




itz

A.2 TInertial and ATLOS Frame Transformations

The ATLOS frame is also described in Chapter II. Transformations
between the inertial and the ATLOS frame are needed to compute true
azimuth and elevation. The ATLOS-to-inertial transformation is

identical in form to the missile-to-inertial transformation. The only

difference is that O is replaced by Oy and ¥ is replaced by Yz.
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APPENDIX B
Simulation Implementation
|
B.1 Missile Attitude Response Model
The attitude response of the missile to commanded acceleration is
nodeled as a second order lag of the following form:
‘ 2
v | acMpL Wn 1
, ‘ aj, = (B-1)
k" SZ+2Cu)ns+u}n2
and 9
4CMDN Wn
aN = (B-2)
s2 + 2Cuwps + w2
| where in this study
aCMDL = guidance law commanded lateral acceleration
‘ aCMDN = guidance law commanded normal acceleration
.’.! ¢ = damping coefficient, .707
i ' Wy = missile natural frequency, 44 radians per second
[ |
!
”7i The values for damping coefficient and missile natural frequency were
ﬂ;i selected as being representative numbers applicable to a highly
,3; maneuverable missile. (Ref. 15)
F-. In state equation form, (B-1) and (B-2) are written as
Wt
| x(t) = A x(t) + B u(t) (B-3)
‘ y(t) = H x(t) + D u(t) (B-4)
) 22 z =
3 B-1
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0 -1
A= 5
—un®  ~2Cuy
0
L 5
tin
A=0 0]
0
D
0

x(t) = vector of state variables
y(t) = a;, and ay

u(t)

acqpL and acMDN

Since this function will be called frequently and parameters will
not normally be change after initialization, this model 1is implemented

as a difference equation

x(ti+1) = &(ti41, t1) x(tyi) + By acmp(ty) (B-5)
where

$(tyq4y, t1) = "1 [(SI - A)~1] = the inverse Laplace transform
of the inverse of the matrix (SL - A)

ti+l
Bl = [y, 8(t141, t) B(eq) de

assuming that acMp is constant over the interval from tji to ti+].
Since the integration step size is fixed, the values used for $ and

By are computed initially and remain constant during each computer run.
This flexibility in the input parameters permits changing wn and ¢

should the simulation later warrant such a change.

B-2




PRREPE-i4

i ol

R R -

N abis

VR

S dhifike
, i

B.é'Euler Integration

The state equations that are integrated using the Euler integration

technique use the following form

x(tg) = x(tg-1) + x(t1-1) At

where

x(tj-1) = value of state at sample time (ti-1)

i(ti—l) = value of derivative of state at sample time (ti-1)

The Euler integration is used where the time constants associated

with x(ty-1) are relatively large with respect to the .02 second

integration step time used.

B.3 Trapezoidal Integration

In the case of propagating the filter states, Euler integration
did not provide the accuracy needed. The improved integration was

implemented as a trapezoidal integration as

[x(t1) - x(ti-1)] At
3

x(t1) = x(ti-1) +

where the parameters are as defined abhove.




APPENDIX C

FILTER EQUATIONS

C.1 Line~of-Sight Coordinate Filter Equations

The state variables are referenced to the aircraft-to-target line-of-

! sight. See Figure 3-1.
The filter propagation equations are

~

B et

i B(t ) = E(t) P(r,) + P(e ) F(t )T + 6(t ) Q(t,) GT(t )

The update equations are

3 K(t{) = =) HT x(t
8 K(tg) = p(e]) Tt ,%(c])]
;, A ~ '—1
p: 1 - - T =) + )
1 ale ,x(e])] P(e7) HI[E ,X(e7) + R(t,)]
3
! X(t+) = X(t7) + K t,) - -
] l R(eh) = R(e]) + X(e)) e(e) - hlx(e]), t,]
B(th) = B(tT) - K(t) H{t,, X(eD)] B(E])
!
State Variables
F z missile position below LOS
z missile velocity below LOS
RM/T missile position along LOS
%(t) = éM/T missile velocity along LOS
571 inclination of LOS
Ra/T aircraft position along LOS
3 ﬁA/T aircraft velocity along LOS
we ] rate of change of L0S, if used

in reduced order filters

c-1

x(t) = £[x(ty), ulty), t{] + C(ty) w(ti) (c-1)

(c-2)

(c-3)

(C-4)

(€-5)

(C-6)
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State Transition Equations

4

Rm/T

3 2 (c-7)
Ex(ty), u(r),t] =|-uy
RasT
+2w R, ©° + R + .
“2 “a/T arrtiy t oy O
2
and if wp is Va/T ©°
needed:
...2 2
N RA/T
where 0% = tan( Oy - OA)
Pertubations of the State Equations
[0. 1. 0. 0. 0. 0. 0. 0.
mgz 0. —&1 ~2wg F25 0. 0. F28
F(t) = |o0. o. 0. 1. 0. 0. 0. 0.
&1 2wy wgz 0. F45 0. 0. F48
0. 0. 0. 0. 0. 0. 0. -1
0. 0. 0. 0. 0. 0. 1. 0.
0. 0. 0. 0. Fys F76 F77 F78
. -00 0' 0. 00 F85 F86 F87 0.
where x 1s evaluated at 2
c-2

‘Z.RM/T wg + a] sin O + a3 cos 0Oy

- Ryq/T wet z m%

2 é w, + R w2 + zé

3 M/T % L




and
F25 = +a] cos Og - a3 sin Oy

F28 = =2 RM/T + 2 RM/T wg

F45 = —-a1 sin Og -aj cos Og

F4g = +2 z + 2 Ry/T ug

F75 = +(2 w ) sec? (01 -0)

g Rasrt Rasr A
; e w2 + & -
E F76 W 5 w ian(O 2 e )A
. F77 = +2wg tan (Og - 0p)

| F78 = +2 RA/T tan (©g — ©p) + 2 Ra/T wyg
A -2 V2
! 2 V3

B o— 2 (g -
F8s ) sect (9g - 0p)

A/T

2
+4 VA/T .

F86 = ——3—— o)
A/t

=4 Vp/T
Fg7 = ———— ©~

2
RY/T

i

and 9 defined above in equation (C-7).

Measurement Model

z

A

i~ h(t) = sin”! | ——m——— (C-9)
b (t) RA/T - RM/T

:ﬁ Pertubations of the Measurement Model

- A zA ~zA

. H(t) =— 0 — O 0 — 0 (C-10)
pl B B2 B2




where

and B = (RA/T - RM/T)

T

Measurement Covariance

|
"‘
B E[v(ty)] =0
(C-11)
E[v(ty) vI(tj)] = R815(t) 1=
[ 0 ’ i+
‘ 1 Noise
| i
: 0. 0. 0. 1 O.T
1 -sin O cos Oy sin Qg 0. 0.
5 0. 0. 0. 0. 0.
3 G(t) =
= —cos Oy -sin ©y cos O 0. 0.
3
1
A 0. 0. 0. 0. 0. (c-12)
0. 0. 0. 0. 0.
LO. 0. 0. 0. 1

Strength of driving noise (Ref. Section 2.6 for Development of Values)

~Q1 0. 0. 0. 0.1
0. Q2 0. 0. 0.
Q(t) = 0. 0. Q3 0. 0.
0. 0. 0. Qs 0.
0. 0. 0. 0. Qs




The previous

Q1 =
Q2

Q3

Q4 =

It

Qs

noise terms are assoclated with the following parameters:

horizontal target veloclity
vertical missile velacity
horizontal missile velocity
change in w due to A/C motion

VA/T due to A/C motion

For this filter the noise is implemented such that

Q=

and

Ga(t) =

G(r) Q) 6T(e) (C-14)

1

Then Q4 can be expressed as

Qa(1,1)

[

Q4(2,2)

"

04(2,4)
Q4(4,2)

Qq(4,4)

Qa(7,7)

all other

These values

AR

]

Ry/

Rm/T =

1.
Q1 sin? Dg + Q2 cos? Oy + Q3 sin? 0y

(Q1 - Q2 + Q3) sin Qg cos Oy

= Qd(2,4)

Q1 cos? Oy + Q2 sin? O + 03 cos? Oy

= 1.

components are zero

serve as initial values for P the filter testing.
(0 fr)2 perfect knowledge of z at launch

(2 ft/sec)? same as A/C

(150 ft)2 from the tracker

(2 ft/sec)? same as A/C

> 4
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O (.3 MRAD)2 from the tracker

[}

w = (0.5/sec)? z error/nominal range to TGT (if used)

[

Ra/T = (150 fr)2 from tracker

(2 ft/sec)2 from A/C INS

Ra/T

;- C.2 TInertial Coordinate Filter Fquations

Sixth Order Model. The filter propagation equations are:

2 ETY = . 4 + 7
HOED) = 2Cty,ey ) x(e7 )0+ Balry ) (e, ) (C-15)
x| P(t7) = Pt T¢ +
E DCET) = 2(ry, £y ) PCOeT_)) R, 6 ) + Qale, ) (C-16)
The update equations are
K(tj) = p(t7) o x(t~ :
R(ts) PCe7) #Hrx(e])] .
|
< (7)) WP[t, ,x(tT) + R -1 |
]‘ﬂ[ti,gg(tiﬂ 2(el]) HI[e ,x(E7) 3(%)% (c-17) !
L
() = x(e7) + K(t.) ¢( - h{x(t7
% i) _zg(ti) _I_(ti c.ti) 'ﬂ[l(ti), £, (c-18)
'
P(t+t) = P(tT) - XK(t, ) H{t,, x(tT)] P(tT
| P( i) P 1) X( i) e, x( i)} ——(t1> (c-19)
|
i The filter watrices are summarized as
!
i o 1 0o o o 0] M 1 o o o o
ffi o 0 0o A 0 0 O 0 0 0 0 0
A
4 a0 0 1 0 0 o 0 0 1 0 0
P _E: E =
. :‘ 0 0 0 0 0 0 . 0 0 0 ] 0 0
£ | (&:20) (c-21)
: z 0 0 0 0 0 1 . 0 0 0 0 0 1
0 0 0 0o 0 0 0o 0 0 0 0o o]
C-6
4
1

t
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¥
| -
! . rO 0] _ R T
1 Q o 0 0 0
1 0
0 Q9 0 0 0
0 0 |
B = (c-22) Q= |0 o0 Q3 0 0 | (c-23) !
0 1 i
3 0 0 0 Q, O
0 0
i [0 o 0 0 Gs
0 0] |
j :
- T
1 ty - ti-1 O 0 0 0
{
i 0 1 0 0 0 0
o
0 0 1ty - ti 0 0
Qa(ty-1) =
0 0 0 1 0 0 (C-24)
0 0 0 0 1 ty - ti{-1
o 0 0 0 0 1],
Q4(t1) =G Q 6Tty - t5-1]
{
- | E 0 0 0 0 o ]
|
| 0 Q1 + Q2) 0 0 0 .0
i (tg - t1-1)
K| ’ 0 0 0 0 0 0
» Qd(t1) = (C-25)
-..'
Pes 0 0 0 (Qa+Q) o0 0 !
P (t4 - ti-1) |
a2 0 0 0 0 0 0 ‘
o ' 0 0 0 0 0 (Q3 + Qs) |
” } (tg = t1-1)
c-7
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The measurements avallable to this filter are

) -x7 X3 - X7
EL = tan~! ——| - tan-l —_— (C-26)

—X5 X1 ~— X5

Ry/T = (x-% + x%)llz

_ (c-27) ]
&
= (%2 2 y1/2
Rasr = (x5 + xgyp) (c-28) i
i
The H-matrix partial derivatives are
b H(1,2) = H(1,4) = 1(1,6) = O (Cc-29)
Z- x3 - x7
= H(1,1) = - (¢c-30)
(x1 - x5)% + (x3 - x7)2
3
é X5 - x]
| n(1,3) = - (C-31)
(x1 - x5)% + (x3 - x7)?
X7 ~ x3
o H(1,5) = (C-32)
o (x1 - x5)2 + (x3 - x7)2
| ¥
H(2,2) = 8(2,4) = H(2,5) = 5(2,6) = O (c-33) !
*
. X1
H(Z,l) = ——— (C-34)

2 2y1/2
(x1+x3)/




Y X3
H(2,3) » —/————————— (C-35)
2 2y1/2 ’
(x{ + x§)
! H(3,1) = H(3,2) = H(3,3) = H93,4) = H(3,6) = O (C-36)
," i
X5
H(3,5) = (c-37)
2 2 1/2
(x5 + kA/T)
\ The measurement noise strength is represented by
.
Ry 0 0
R= 1|0 Ry 0 (C-38)
0 0 R3

The magnitudes of the noises are discussed in Chapter III.

Fourth Order Model. The filter equations are described in (C-15)

through (C-19). The corresponding matrices are

o 1 0 0 0 o o0 o0
0 0 0 o0 1 0 1 o
82 F = (c-39) G = (C-40)
s 0o 0 o 1 o 0 0 o0
k3 0 0 0 o o 1 o 1 |
e d :
‘ c-9




]

0 O
1 0} (c-41)
= o(ty,ti-1) =
0 o =
0o 1
(o 0
ty - tj-1 O
Bg(tg-1) =
0 0
RY 31
a1 o 0
0 Q2 0
—Q-=
0 0 Q3
L0 0 0
Qd(t1) =6 Q 6Tty ~ ti-1]
o 0 0
0 Q1 + Q1) 0
Qa(t) = (t1 = ti-1)
0 0 0
LO 0 0

= fi-1

Qs

(Q2 + Qg)

(t4 = tf-1) ]

{C-43)

(c-44)

(C-45)

(C-42)

e meas A e At £
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= - - tan— ————
EL = tan —— X1 - XA/T
Ry/t = (x¥ + x§)1/2

The H-matrix partial derivatives are

H(1,2) = H(1,4) = 0O

X3 - zZA/T
H(1,1) =
(x1 - xo/7)2 + (x3 - zp/7)2
xA/T =~ X]
H(1,3) =

(x1 - xo/7)% + (x3 - zp/7)2

H(2,2) = H(2,4) = 0

X1
H(2,1) = 2 2y1/2
(x1 + x3)
X3
H(2,3) =

2 2y1/2
(x{ + x3)

The measurement noise strength Is represented by

Ri 0O

0 R2

C~11

e e s,

(C-46)

(C-47)

(C-48)

(C-49)

(C-50)

(Cc-51)

(C-52)

(C-53)

(C-54)
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APPENDIX D

SIMULATION PARAMETERS AND FLIGHT PROFILES

This appendix 1s a brief summary of the parameters, assumptions
and flight profiles used in developing and running the simulation. The
truth model developed in Chapter II has a three-dimensional capability
while the filters developed in Chapter III are restricted to only two
dimensions. The parameters listed helow include information about all
three dimensions bhut in the final implementation all paraumeters

involving lateral motion were set to zero. (Ref. 1l1)

TABLE D-1

Aircraft Parameters Used

High dynamics air superiority fighter of the F15 class

Natural frequency 3 rad/sec
Correlation time constant 2 sec
Constant velocity 500 ft/sec
Wind buffeting effects 3 ft/sec/sec
Maximum axial acceleration 64 ft/sec/sec

Maximum vertical acceleratlon 290 ft/sec/sec
Maximum lateral acceleration 290 ft/sec/sec
Onboard INS accuracy 4 ft/sec

IR tracker accuracy 3 milli-rad angular resolution
and 150 ft range resolution

Only tiwme correlated white Gaussian noise 1s added to the
vertical and axial acceleration.




TABLE D-2

Missile Parameters Used:

Hyper-velocity missile

Natural frequency

Correlarion time constant

Damping coefficient
Wind buffeting effects
Maximum life

Propulsion

Thrust
Thrust duration
Flight duration

Body size

Body weight
Fuel weight

Drag coefficient

Alr density

Guidance law

44.0 rad/sec during thrust
44.0 rad/sec after burnout

0.14 sec during thrust
0.14 sec after burnout

707
3 ft/sec/sec
3200 ft/sec/sec

solid propellant
boost-coast profile

5000 1lhs
1.0 sec
1.0 - 3.0 sec

3.5 inches diameter
72 inches in length

26.7 1bs
25.9 1bs

<35 during thrust
+45 during coast

.0023 slugs/ft3

proportlional navigation (Ref. 2.5)

C el . Kmemicad o
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TABLE D.3

Target Parameters Used:

Highly maneuverable tank of
Natural frequency
Correlation time constant
Constant velocity

Maximum axial acceleration
Maximum lateral acceleration

Only time correlated noise i
axial acceleration.

the Ml class
31 rad/sec
.2 sec
0 ft/sec
29 ft/sec/sec
16 ft/sec/sec

s added to the

The following three flight profiles were used during the initial
validation of the truth model to exercise the dynamics equations. The
last of the three was used during the filter analysis as a typical
mission profile with a down range distance of 10,000 ft and altitude
of 2000 ft. Other variations of this last profile would include

shortening the slant range and varying the angle between the aircraft

velocity and target position.
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Figure D-1. Test Flight Profiles
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APPENDIX E

FILTER ANALYSIS PROOFS

£-1 FORMULATION OF THE SIMILARITY TRANSFORM

In this case for the general equations

X=EX+3BU
P=EP+PET +5 QT

Let a transformation vcctor_z be defined such that

|4
W
=]

X*

and X =

'"?

1x
substituting E~3 and E-4 into E-1 and E-2 produces

:

TX*=FIX+BU

premultiplying by Ifl yields

14
i
;—3

]
—
1=
I=]
I>;
+
i
—

(E-1)

(E-2)

(E-3)

(E-4)

(E-5)

(E-6)

(2-7)

(E-8)

(E-9)
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These relationships are good only for constant T. Also note that the
similarity transform on the F matrix will preserve it's eigenvaiues in
a time response sense. For this problem, the scaling matrix T was

chosen such that

1
s = —_—— = -12
T ij P13 (to) for i 3j (E-12)
0 for i # j§

This would let P* (t,) be an identity matrix. Since P(l,l) at t=0 was
zero, T(1l) was set to 1 and later to that of P(3,3) at t=0, which is a
parameter of like dimensions. This scaling was done on the time
propagations while the updates were turned off. The final result was

that the scaled covariance matrix had the same problems with negative

eigen-values than the original matrix.

E-2 FORMULATION OF ROOTS OF THE INTEGRATED COVARIANCE MATRIX

The Euler integration used on the covariance matrix can produce 3

negative eigenvalues. This principle can be illustrated as follows.
The F matrix in this example, as in the filter, has no real eigen-

values. Now consider a second order system such that

[0 a

F = (E-13)
0 0
P11 P12 o 0 1

E(to) = = (E"‘llf)
P12 P22 0 b
and .
P=FP+PFT+¢6QcT (E-15)

First solve for é in general form
b . |o ab
P = (E-16)
ab 0

L T S PUEs e S e e e em e T i B AR (T AP T b S o T < e -




Integrating.E using Euler integration, as in the simulation will yield

P11 P12 + ahét
P = (E-17)
P12 + abét P22

Obtaining the characteristic equation from the form ({l - P) and
equation E-17 will yield

o]
- (P 2 -
1p = (B, + abs)2) A" (E-18)

2 -
E = (P L) A (PP
3

i note that the A% term can become negative 1if (P13 + abst)2 > Pyj 1
.* P12 and will then produce a negative root. This is what was

experienced in the simulation since Pyjj is small and is not driven by

Q. '*

b ol
P

Note however that this is using Euler integration and is only an

approximation to the true solution in closed form. If you continue the

above example and let P}] = O, then equation E~16 can be expressed

as

. P11 P12 2aPy2 aP22
P = = (E-19)
P12 P22 aP)2 0

f_] breaking up the components of the matrix and expressing them as vectors

will yield
1
) ! .
: 3 P11l o 2a o P1]
Plaj= 10 0 a | P12 (E-20)
Paal [0 0 0 | jp22 i
28] .
: i notice that Py3 = 0 and let Py2 = b, a constant in time. Then
P1t 0 2a P11 |0
- = + (E—Zl)
P12 0 0 P12] | ab

E-3
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1ft212 = ab, is a conétant, {t follows that
P12 = abt (E-22)

Since P13 is a growing function of time and if jﬁl = 2abP}] = 2a’t
it follows that

P1] = 2a2 bt2 (F-23)
where

az > 0

t2 >0

b >0

diaitiin

then we can conclude that Py} > 0 also as was P29.

The off diagonal terms wmay or may not be negative, but the

diagonal terms will not become negative if P (t) is solved in closed

form. The homogenecous portion of the solution to equation E-20 has the

form
. At
P(t) = e” P(ty) (E-24)
where _
0 2a 0
A= 10 0 a (E-25)

Since A is a matrix, equation E-24 can be solved by taking the inverse

Laplace transform of (S I - A). This ylelds

P1p ()] 1 2ac 2a2t2 P11 (to) |
P12 (t)j= |0 1 at P12 (to) (E-26)
P2 (t) 0 0 1 P22 (to)

As above, P32 (t) 1s constant with time and P1j (t) and P} (t)

will increase positive with time.

E-4
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APPENDIY I

:

4 KALMAN FILTER PERFORHANCE PLOTS ;
3

. The plots in this section are a representation sampling of the 3

state errors and covariances of the Kalman Filters developed in this

4 study.
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