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PREFACE

The two major methods of switching in computer networks are

circuit switching and packet switching. A comparison of the two methods

clearly shows that neither method provides optimal results for all

cases. In general, packet switching is superior for short messages

and circuit switching is superior for long messages. However, a study

by Kileinrock has shown other factors besides message length have a role

in determining which switching method to select. These factors are the

path length, the number of channels, and the traffic intensity.

This thesis effort purposes and models a hybrid switching network

which dynamically changes between circuit and packet switching based

on the above factors. The hybrid switching technique eliminates the

* need for the network designer to make assumptions about message lengths

and traffic intensity since the optimal techniques is always selected.

I would like to express my thanks to MAJ Walter Seward for his

interest, encouragement and friendship during this thesis effort. My

loving appreciation is expressed to my wife and family whose love and

understanding made this graduate program endurable.



CONTENTS

Pref'ace .. . . . . . . . . . . . . .. . . . . . . . . . . . . ii

List of Figures .................................................

List of Tables................................................... Vi

Abstract......................................................... viii

I. Introduction................................................

Background................................................I
Statement of Problem......................................5
Scooe..................................................... 6

Approach.................................................. 7

Sequence of Presentation.................................. 8

!I. Circuit and Packet Switching Models........................ 9

Introduction..............................-'- "* ... - -9

Performance Criteria ......................... 9

Comparison Performance Criteria.......................... 10

tSimulation Language Selection............................ 12
Circuit-Switched Network Model........................... 16

Packet-Switched Network Model ............................. 3

Validation and Verification............................... 29

III. Comparison of Circuit Switched and
Packet Switched Models...................................... 34

Introduction...........................34
Method of Comparison...................................... 34

Simulation Model Inputs................................... 77

Comparison Results........................................ 47

IV. Hybrid Switching Model...................................... 64

introduction..................................'*- - *- **64

Proposed Operation of a Hybrid
Switching Model........................................... 64

Hybrid Switching Model Design ...........................67
Validation and verification .............................(3

V. Comparison of Hybrid, Packet, and Circuit
Switching .................................................7

Introduction ............................................74
Comparison Methods and Inputs ...........................74

AW Results .................................................80
Conclusions .............................................88
Recommendations .........................................88



CONTENTS

Bibliography .................................................... 90

Appendix A: User Inputs to the Simulation Models ............... A-I

Introduction .................................... A-2

The Number of Channels ........................... A-2
The Path Length ................................... A-3
The Message Length ................................ A-5

Traffic Intensity ................................. A-6

Switching Selection Criteria ..................... A-8

Appendix B: Circuit Switched Simulation Model .................. B-i

Circuit Switched Network

Q-Gert Design Charts .............................. B-2

Source Code ...................................... B-9

Appendix C: Packet Switched Simulation Model ................... C-i

Packet Switched Network

Q-Gert Design Charts .............................. C-2
Source Code ...................................... C-9

Appendix D: Hybrid Switched Simulation Model ................... D-i

Hybrid Switched Network
Q-Gert Design Charts .............................. D-2
Source Code ...................................... C-13

Vita

iv

iv



LIST OF FIGURES

Figure Page

I Circuit Switchet Network Topology........................ 19

2 Packet Switched Network Topology......................... 24

3 Packet Generation for a 5000 Bit Message................ 42

4 Packet Reassembling Process for 5000 Bit Messages ........44

5 Delay vs. Traffic Intensity for 1000 Bit Message .........55

6 Delay vs. Traffic Intensity for 3000 Bit Messages ........56

7 Delay vs. Traffic Intensity for 5000 Bit Messages ........57

8 Delay vs. Channels for 1000 Bit Messages................ 58

9 Delay vs. Channels for 3000 Bit Messages................ 59

10 Delay vs. Channels for 5000 Bit Messages................ 60

11 Delay vs. Path Length for 1000 Bit Messages............. 61

12 Delay vs. Path Length for 3000 Bit Messages............. 62

13 Delay vs. Path Length for 5000 Bit Messages............. 63

14 Delay vs. Path Length with 1 Channel..................... 85

15 Delay vs. Path Length with 4 Channels.................... 86

16 Average Network Delay vs. Traffic Intensity............. 87

v



LIST OF TABLES

Table Page

I Factors on Which to Evaluate
Simulation Languages ....................................... 15

II Comparison, of Packet-Switched
Model to Kleinrock's Analytical
Model for a Message Switched Network ....................... 31

III Path Length Connections for
Circuit-Switched Model......................................39

IV Path Length Connections for
Packet-Switched Network ..................................... 40

V External Traffic Intensity Required
To Maintain the Same Intensity at

Each Network Mode .......................................... 45

VI Circuit Switched Simulation Inputs
and Results . ................................................ 49

VII Circuit Switched Simulation Inputs
and Results ................................................ 50

VIII Circuit Switched Simulation
Inputs and Results..........................................51

IX Packet Switched Simulation
Inputs and Results ......................................... 52

X Packet Switched Simulation
Inputs and Results ......................................... 53

XI Packet Switched Simulation
Inputs and Results ......................................... 54

XII Switching Technique Selection
Criteria for the Hybrid Model ............................... 77

XIII Path Length Connections for the
Hybrid Switched Model ...................................... 79

XIV Simulation Inputs and Results for
Comparing the Models with 1 Channel ........................ 82

4

vi



LIST OF TABLES

Table Page

XV Simulation Inputs and Results for
Comparing the Models with 4 Channels .....................83

XVI Simulation Inputs and Results for
Comparing the Average Network Delay..................... 84

XVII Path Length Connections..................................A-

vii



ABSTRACT

A hybrid computer network which dynamically changes switching

techniques from packer switching to circuit switching depending upon

path length, message length, traffic intensity, and number of channels

;s modeled and compared to the conventional switching techniques of

circuit and packet switching. Initially, the circuit switching and

packet switching models are constructed using Q-Gert and compared to

determine which switching technique provides the smallest delays as the

factors of message length, path length, traffic intensity, and number

of' channels are varied.

The operation of the hybrid switching network is defined and the

network modeled using the results from comparing the circuit and packet

switched models to determine when the hybrid networlk will be operating

in the circuit switched or packet switched mode. The three models are

compared to determine if the hybrid network as defined is feasible.

The comparison clearly demonstrates the hybrid network consistently

produces delays equal to the delays from circuit switching when it is

the best and from packet switching when it is the best..
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Chapter 1

introduction

Background

The switching method used in a computer communication network

directly effects message delay, an interval measured from the time a

message enters the network until it arrives at the intended destina-

tion. The three major methods of switching are circuit switching,

message switching, and packet switching.

In circuit switching, a complete path of communication must be

set up between two parties before the communication begins.. Path

setup is established through a signaling process. Before trans-

mission of a message, a reservation signal is sent towards the dest-

ination. While travelinR node by node towards the destination node,

the signal reserves channels along the path. If, at any intermediate

node, it cannot find a free channel, it waits for a channel to become

Free while holding the channels it has reserved so far. Once a

channel becomes available, the signal reserves it and goes to the

next node to repeat the same process. By the time the signal reaches

the destinatiai node, a path has been reserved between the source and

the destinatim nodes.

When the reservation signal reaches its destination, the originat-

ing node is notified through a reverse signaling process called request-

for-transmission using the path which was reserved by the channel

reservation signal. After receiving the request-for-transmission signal,

the source node begins the transmission of the message. During the

request-for-transmission signal and the message transmission, all of

the channels on the path are used simultaneously. Therefore, these
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transmissions are equivalent to a transmissionh b etween two adjacent

nodes which is called a one-hop transmission (4). After completion

of the message transmission, a channel-release signal is sent from

the destination along the established path. The channel-release signal

frees the reserved channels which disassembles the path. The channel-

release signal is also a one-hop transmission.

In message switching, messages are transmitted in a hop-by-hop

fashion through the network. Each message carries its destination

address in its header. At each intermediate node, the message must be

completely received before it can be forwarded to the destination node.

If the selected outgoing channel is busy, the message is queued while

awaiting transmission.

Packet switching is almost identical to message switching except

for two caveats. In packet switching, the message is divided into pack-

ets of a predetermined size with each packet carrying its destination

address in its header and the packets are not required to foll-

identical paths between the source and destination. These differences

between message switching and packet switching disappear and the two

methods become identical when the message length is equivalent to one

packet. For this reason, packet switching and message switching are some-

times called store-and-forward switching..

A comparison of the three switching techniques shows none of the

methods provide optimal results in all cases. In general, store-and-

forward switching provides smaller delays for short messages and circuit

switching provides smaller delays for long messages. Two studies (4,9)

have shown other factors besides message length have a role in determin-

ing which switching method to select. These factors are the number of

2



channels between nodes, the ratio of the message arrival rate to the

message service rate which is called the traffic intensity and the path

length which is the number of nodes the message passes through to reach

the destination.

Kleinrock's study has shown the reservation process in circuit

switching causes a substantial decrease in network capacity and therefore

circuit switching is not a good choice when the traffic intensity is

high i4). However, the study also showed for large message lengths,

large path lengths, large number of channels and moderate traffic intens-

itv circuit switching can usually outperform store-and-forward-switching.

The proper number of channels is critical to the operation of a

circuit switching network, if the line capacity between nodes is kept

fixed. A small number of channels results in the network saturating

quickly. However, a large number of channels results in a large trans-

mission delay 1,4,9).

If the total line capacity is fixed, the number of channels also

effects store-and-forward switching networks. Store-and-forward switching

provides the smallest delay with only a single channel. Increasing the

number of channels without increasing capacity results in longer delays

because of the reduced transmission speed.

The factors of message length, path length, traffic intensity, and

number of channels clearly effect the delays produced by both switching

methods. Since neither circuit switching nor store-and-forward switching

produce the smallest delays in all situations, interest in hybrid switch-

ing has developed. Another reason for the interest in hybrid switching

is the desire to use the same network for the transmission of voice and

data. In general terms, hybrid switching is a combination of two or more
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switching techniques in the same network. Previous studies have pro-

posed the unified node approach (1), the pacuit approach (10) and the

multiplexer approach (3) to hybrid switching.

The unified node approach to hybrid switching uses separate

channels along with the required hardware to perform simultaneously

circuit switching and packet switching. The aim of the unified node

approach is to accomodate both voice and digital data in the same

network. Since separate facilities are maintained for circuit switched

voice messages and packet switched data message, the unified node approach

results in some duolication with increased cost.

The oacuitlaonroach combines circuit switching and packet switching

in a different way from the unified node. The pacuit approach is designed

to accomodate digital data. In the pacuit approach, messages are packet

switched from subnodes to central nodes. Messages are transmitted

between the central nodes by circuit switching. The pacuit approach

does not result in duplicate facilities like the unified node approach.

However, the pacuit approach does not provide the flexibility to

accomodate both voice and digital data.

The multiplexer approach to hybrid switching again combines circuit

switching and packet switching. The multiplexer approach can accomodate

both voice and digital data without requiring the duplicate facilities of

the unfied node approach. The nodes in the multiplexer approach are

connected by a single channel. The channel is synchronously clocked and

thereby partitioned into frames of fixed duration; each frame is further

decomposed into time slots. Each frame may be partitioned via a boundary

mechanism into '-o distinct regions; one dedicated to circuit-switched

traffic, the other for packet-switched traffic. The boundary may be fixed

4



so that no dynamic sharing between switching modes can take place, or

moveable, whereby packets can seize currently idle circuit slots during

a particular frame (but not the reverse). The multiplexer approach is

the most flexible implementation of hybrid switching. The multiplexer

approach can accomodate both voice and digital data by circuit switching

as well as digital data by packet switching.

The three approaches to hybrid switching either are not capable of

changing switching techniques or the switching method is selected by the

message originator. Since the method of switching is not selected by

considering the message length, path length, traffic intensity and the

number of channels, the switching method used does not always result in

the shortest delays. Ideally, the hybrid switching network should select

the switching method to be used based upon the above factors.

Statement of the Problem

A computer network using hybrid switching which dynamically changes

from circuit switching to packet switching depending on the factors of mes-

sage length, path length, traffic intensity, and number of channels needs

to be modeled and analyzed to determine if performance improves in compari-

son with circuit switching networks and store-and-forward networks. Hybrid

switching, in this study, will refer to a network which dynamically changes

from packet switching to circuit switching based on the above factors.

The primary question to be answered is "Does hybrid switching provide

any potential for improved performance in comparison with circuit or store-

and-forward switching?" The answer to this question can be determined by

modeling the hybrid switching network along with a packet switching network

and a circuit switching network and comparing the resulting performance

of each network.
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Scope

This thesis will deal only with the development of a hybrid net-

work model which enables a comparison to be made between switching tech-

niques. The thesis will include the rationale for the selection of the

performance criteria, the specification of the hybrid network's operation,

the development of simulation models for circuit switching and packet

switching networks, the development of the criteria which determines if

the hybrid network will be operating in the circuit switching or packet

switching mode, the development of a simulation model of the hybrid

switching network, and the analysis of the results.

Since the purpose of this thesis is to compare switching techniques,

the following conditions are necessary to insure any changes in perform-

ance are due only to the switching technique;

(1) The routing algorithms for the hybrid, circuit, and packet

switched networks are as identical as possible. The routing

in all cases is assumed to be shortest path, except for a

slight modification to accomodate packet switching. In order

to simulate packet switching, 75 percent of the packets are

assumed to take the shortest path and 25 per cent will take

the shortest path plus one hap. The hybrid technique will use

the sane routing as the packet switched when operating in the

packet switched~mode. Maintaining the same routing is

necessary to control path length which directly effects the

time to send messages from source to destination. All other

factors being equal the longer the path the greater the delay.

(2) The topology of each network is identical. This condition is

again necessary to control path length. In order for the
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comparison of switching techniques to be meaningful, the

networks must be the same.

(3) The sum of the channel capacities between nodes is equal for

all networks. This condition is necessary to ensure that any

changes in delay are due to the switching techniques used.

Increases in channel capacity reduce the network intensity

and thus reduces the delay. This is apparent if the follow-

ing formula is examined (13)

T UCOi-P)()

where: P =network intensity

U =reciprocal of bits per message

C = the link capacity in bits per sec.

App roach

The performance criteria to be used in comparing the switching

techniques will be determined. Next, the language to be used in develop-

ing the models will be selected. The simulation models of the circuit

switched and packet switched networks will be constructed. These models

will then be used to determine the switching selection criteria for the

hybrid switching model. The switching selection criteria determines

which switching technique will provide the best performance of the hybrid

switching network based on the message length, path length, traffic inten-

sity, and the number of channels.

The operation of the proposed hybrid network will be specified and

the simulation model developed. The three simulation models will be used

to analyze network performance produced by the different switching

techniques as the factors of message length, path length, traffic inten-

sity and the number of channels are varied. The results of this analysis

7



will confirm or deny the potential usefulness of the proposed hybrid

switching technique.

Sequence of Presentation

This report contains five chapters. Chapter two describes the

performance criteria to be used to compare the switching technique,

the selection of a simulation language, the development of the circuit

switching and packet switching simulation models, and the validation

and verification of the models. Chapter three describes the rationale

for selecting the input parameter values, the method of inputting the

parameters, and the results obtained from exercising the circuit switch-

ing and packet switching models with the specified input parameters.

Chapter four describes the switching selection criteria to be used in

the hybrid switching network. Additionally, the operation of the

proposed hybrid switcing network is specified, the hybrid switching model

is constructed and the model is validated and verified. In Chapter five,

the method comparing the three switching techniques is described, the

method of inputting the parameters into the hybrid switching model is

described, and the results and conclusions from the comparison are

presented. Additionally, recommendations for further study are made.
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Chapter 2

Circuit and Packet Switching Models

Introduction

This chapter describes the design of the packet switched and circuit

switched simulation models. The two models were used to determine the

conditions when one switching method out performs the other. This informa-

tion was required to determine the decision boundary criteria for the

design of the hybrid network.

The first step in designing a simulation model is to determine the

performance parameter to be measured. Performance criteria for the

models is discussed in the next section. After determining the perform-

ance criteria, a language must be selected for the model. The rationale

used to select the language for the models is the topic of the section

following the performance criteria. The section following the language

selection describes the design of the circuit switched model. The next

section describes the design of the packet switched model. The final

section of this chapter describes the methods used for validation and

verification of the two simulation models.

Performance Criteria

Network performance is usually measured in terms of throughput, cost,

and message delay. Networks are designed to maximize throughput while

minimizing message delay and cost. Obtaining high throughput and small

message delays are not compatible with lost cost (13). Throughput is the

amount of the message transfered in a fixed amount of time. Throughput is

a function of service rate, which is directly proportional to line capacity,

and the amount of overhead information attached to each message. Minimal
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message delay is also directly proportional to line capacity. If all

other factors remain constant, throughput will increase and message delay

decrease as the line capacity is increased. However, cost is also

directly proportional to line capacity and as throughput is increased and

message delay is decreased by increasing line capacity cost is also

increased. Because the design goals of low cost, high throughput, and

short message delays are not compatible, compromises must be made during

the design process.

Comparison Performance Criteria

The factors of cost, throughput, and message delay are all valid

measures of performance for networks. However, all of the factors are

not suitable for comparison of the switching techniques as performed in

this investigation.

Cost was not a suitable performance measure in this comparison of

network switching methods. The goal of this study was to determine if

hybrid switching can provide any advantages over circuit switching or

store-and-forward switching networks. The equipment and topology of the

different networks must be almost identical in order to assure any changes

in performance are due to the switching technique. The main differences

in the implementation of the switching techniques will consist of soft-

ware changes and some minor equipment changes. The cost associated with

the different networks can only be estimated until the design is actually

realized. Because the networks were only implemented to a degree which

allowed comparisons to be made and were not completely designed anid opera-

tional systems, any discussion of costs at this point is irrelevant. For

these reasons, cost was not a suitable comparison factor for this study.

Throughput is defined as the amount of message information transferred

10



from one point to another in a fixed amount of time. The two factors

which effect throughput the most are service rate, which is a function

of line capacity, and the amount of header information attached to each

message. The line capacity for each network in this study was identical.

Therefore, the differences in throughput between the networks will be

due to the amount of header information. In general, the throughput for

packet switching will be less than the throughput for circuit switching,

if the message is large (9). For example, if a message requires the trans-

mission of five packets, each packet will require source and destination

information to be attached as a header. If we assume that the header

information consists of 100 bits, then the transmission of this message

will require a total overhead of 500 bits which reduces the throughput.

If the same message were circuit switched and we assume the circuit

establishment message, the request-to-send-message, and the circuit-

release message each require 100 bits, then the total overhead for the

message would be 300 bits. Again, the throughput is decreased but the

decrease is much less.

The difference in throughput between packet switching and circuit

switching could be reduced if the packet size was increased. If the

packet size was increased to allow the message in the above example to

be sent in three packets, then the throughput for circuit switching and

packet switching would be the sane, because the overhead for each would

be 300 bits. If the packet size was increased again, then the throughput

for packet switching would become greater than the throughput for circuit

switching because the total overhead per message would be greater. Since

the line capacity and thus the service rate for the different networks

was the same and the amount of overhead information transmitted could be



controlled by selecting the packet size, throughput was not a valid meas-

ure for comparing the different switching techniques in this study.

The elimination of cost and throughput as valid comparison factors

left message delay as the only remaining factor to compare the various

switching techniques. Message delay is an interval of time measured from

the time a message enters the network until it arrives at the intended

destination. This interval usually includes the time from the input

device to the first node and the time from the last node to the output

device. However, the input and output devices are usually switched

differently than the nodes. Therefore, message delay in this investiga-

tion was measured from the time a message arrived at the first node on its

path until if left the network. After determining the performance para-

meter which was to be used to compare the different switching techniques,

a language to use in designing the switching models was selected.

Simulation Language Selection

The choice of the programming language for implementing the models

is one of the basic decisions to be made when planning a simulation study.

The eligible languages fall into one of the two following categories.

A. Simulation languages;

B. General languages, those which have not been purposely designed

for simulation applications.

Category A includes such languages as GPSS, Simscript, Q-Gert, and Slam.

Category B includes assembly languages, Fortran, Algol, and Pascal (2).

Simulation languages are intended not only to help programmers in

the coding of a simulation model but also to provide them with a frame-

work in which the model can be easily formulated. A simulation language

generally contains features which facilitate: (2)
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A. The static description of the system to be modeled (state-

ments for the creation and deletion of entities and the

specification of their attributes and interrelation ships);

B. The dynamic description of the system (for instance, the

automatic updating of the simulated-time clock, the defini-

tion and scheduling of events);

C. The representation of stochastic phenomena (pseudo-random

number generation, generation of samples from distributions

given in analytic or empiric form);

D. The collection, reduction, and presentation of data (that is,

all the tasks related to the instrumentation of the simulator).

Other useful features, which can be found in some languages,

include mechanisms to monitor the simulation, to debuq the model, and

to put it into the desired initial state.

The presence mna simulation language of entities and constructs

which represent the central concepts of simulation is certainly very

useful, especially for the novice modeler. However, these entities

and constructs may be felt as a constraint by some investigators. In

certain simulation languages, for instance, it may be difficult to imple-

ment a non-distribution-drive simulator or some unusual queue management

scheme. In general, it is reasonable to expect that the use of a simula-

tion language will decrease the amount of programming time required to

code and debug a simulator. Additionally, simulation languages provide

a much better system-description vehicle than other langtages. This

makes them more effective as communication tools ano, the models imple-

mented by using them easier to debut. However, these simulation models

are often less efficient at run time, since object-code efficiency is

13



usually not among the primary objectives of simulation language design.

The lack of efficiency at run time increases the CPU time and the memory

requirements for models implemented in a simulation language.

General languages provide better run-time efficiency than simulation

languages, which is especially important when a large number of simulation

runs or multiple models is required by the study being undertaken.

General languages are often selected for a model due to the reluctance

of certain programmers to learn a new language. The lack of availability

of a simulation language at installations is another valid reason for

selecting a general language for the model.

The decision was made to use a simulation language to develop the

models for this study because of the guidance in model formulation, ease

of implementation and debugging. These factors were considered to be of

greater concern for this study than the greater run-time efficiency

affordr-4 by general languages, even considering the large number of

simulations the study was expected to require. Having made the decision

to use a simulation language, the next decision to be made was which

simulation language to use.

The factors which should be considered in evaluating and selecting

a simulation language are listed in Table 1 (12). These factors along

with the knowledge that the models for packet-switched, circuit-switched,

and hybrid-switched networks are process oriented models formed the

decision criteria for selecting the simulation language.
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Table I

Factors on Which to Evaluate

Simulation Languages

FACTORS EVALUATION CRITERIA

Training Required Ease of learning the language
Ease of conceptualizing simulation
problems

Coding Considerations Ease of coding including random sampling
and numerical integration

Degree to which code is self-documenting

Portability Language availability onotheror new
computers

Flexibility Degree to which language supports
different modeling concepts

Processing Considerations Built-in statistics gather capabilities
List processing capabilities
Ability to allocate core
Ease of producing standard reports
Ease of producing user-tailored reports

Debugging and Reliability Ease of debugging
Reliability of compilers. support
systems, and documentation

Run Time Consideration Compilation speed
Execution soeed

Process oriented models are simulation models which include sequences

that occur in defined patterns, for example, a queue where entities wait

for processing by a server. Process oriented languages are GPSS, Simula,

Q-Gert, and Slam. The factors in Table I were ronsidered in the follow-

ing priority with the most important listed tirst; training required,

processing considerations, coding considerations, debugging and reli-

ability, run-time considerations, flexibility and portability. Training

required was given the highest priority because all of the listed process

oriented languages were unfamiliar. Processing considerations, coding
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considerations, debugging and reliability and run-time considerations were

considered to have approximately the same importance. Finally, the fac-

tors of flexibility and portability were given the lowest priority for

this study and did not enter into the decision process. Flexibility was

given a low priority because different modeling concepts were rot required

for this study. Portability was given a low priority because a require-

ment for the models to run on a different computer systems did not exist.

The list of process oriented languages for use in this study was

reduced to Q-Gert and Slam by using the above factors. The decision to

use Q-Gert instead of Slam for this study was based on training required.

Slam and Q-Gert are both network oriented languages with Slam using some

of the Q-Gert concepts. Both languages are available on the Cyber computer

which was used for this study. However, Q-Gert was selected over Slam

for the following reasons;

I. Since Slam uses Q-Gert concepts a knowledge of Q-Gert is an

aid to learning Slam. However, I did not have a previous

knowledge of Q-Gert.

2. Slam is a relatively new simulation language and the availability

or programming assistance is presently limited. Q-Gert has

been available since 1977 and the amount of programming assistance

is much greater.

After completing the selection of a performance measure and of a simula-

tion language, the actual design of the simulation models can begin.

Circuit-Switched Network Model

A circuit-switched network transmits a message from a source to

destination by establishing a dedicated path between the two parties
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before the transmission begins. The path is established through a

signaling process. Before transmission of a message, a reservation

signal is sent towards the destination. While traveling node by

node towards the destinationnode, the signal reserves channels along

the path. If, at any intermediate node, the signal cannot find a free

channel, it waits for a channel to become free while holding the channels

it has previously reserved. The time spent waiting for a channel to

become free is calledqueuingdelay. Once a channel becomes available,

the signal reserves it and goes to the next node to repeat the same

process. The time spent going to the next node is called the service

delay. By the time the signal reaches the destination node, a dedicated

path has been reserved between the source and the destination nodes.

When the signal reaches its destination, the originating node is notified

through a reverse signalling process, called request-for-transmission,

to start the transmission of the message. The request-for-transmission

signal is transmitted along the same path established by the reservation

signal. Since the path is already established, the request-for-trans-

mission signal does not incur aqueuing delay. The only delay of the

request-for-transmission signal is the service delay. Service delay is

the physical time required by the channel to transmit the signal.

When the request-for-transmission signal reaches the message source

node, the transmission of the message begins. The message, like the

request-for-transmission signal, only incurs a service delay. After comple-

tion of the message transmission, the destination node sends a channel-

release signal along the established path which frees the reserved channels

and has the effect of disassembling the path. Again, the channel-release

message only incurs a service delay.
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The hypothetical circuit switched network to be modeled and used

in this investigation has the topology as shown in Figure 1. The nodes

'n Figure I represent computers and the lines connecting the nodes repre-

sent one or more data communication channels. The lines labeled A which

point to the nodes represent the total message arrival rate to the comput-

ers from sources external to the network. These sources could be tele-

types, interactive devices, or other computers. The network consists of

seven nodes. The nodes are connected by one or more channeis, but,

regardless of the number of channels, the total capacity is a constant

50,000 bits/second. External messages arrive at each node at an exponen-

tial rate of A messages/second. The message lengths are known and there-

fore the service rate is fixed and not exponential. The message destina-

tions are uniformly distributed between nodes. The channels are full-

duplex. However, in order to reduce the complexity of the model, this

investigation will only be concerned with traffic flowing in one direction.

The circuit-reservation signal, request-for-transmission signal, and

channel-release signal are each assumed to be 100 bits in length to compare

the results of this model with models developed in previous studies (9).

The network routing is accomplished by using the shortest path, again, to

simplify the model.

Q-Gert allows models to be constructed either by modeling the flow of

transactions through nodes and branches with the flow of a transactions or

by halting the flow of a transaction until a specific resource type be-

comes available to be allocated to the transaction (i). The latter method

of modeling was chosen for the circuit-switched model because of the

reservation process involving the channels. The channels in this model
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are the specific resource type. The basics of the Q-Gert model are

described in the following paragraphs. A more detailed description of

the model is available in the appendix from the Q-Gert design diagrams.

The details of the Q-Gert language will not be discussed. This infor-

mation is available in Pritsker's Book on Q-Gert (11).

External messages arrive at the nodes of the circuit-switched net-

work at an exponential rate. The model uses the Q-Gert source node to

generate the arrival of messages. The initial arrival occurs at time

zero with following arrivals occuring after a delay from an exponential

distribution which is generated using the Q-Gert random number generator.

Q-Gert also allows attribute values to be assigned to the messages. The

attributes are carried along with the message and may be accessed or

changed during the messages flow through the network. The model assigns

three attributes to the messages generated by the source node. The

attributes are the originating node number, the destination node number,

and the time required to transmit the channel reservation signal between

two adjacent nodes. The origination node number is the number of the

node where the message entered the network. A message is assumed to have

an equal probability of having any of the nodes in the network, with the

exception of the source node,as the destination. The destination attri-

bute value is assigned from a uniform distribution using a Q-Gert standard

routine. The time the messages enter the network are ilso assigned as an

attribute value via the Q-Gert mark function at the source node. The

values assigned by the mark node are special attributes used by the stat-

istics gathering nodes.

The messages are sent to the next Q-Gert node without delay as shown

in the design charts in the appendix. This node is aprobabilistic branching
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node. The node is used to allow a mix of messages with different

message lengths to be in the network at the same time. When a message

arrives at this node, it is transmitted without delay to the node with

the corresponding probability value. The message is then assigned an

attribute value which is the total time required to transmit the message,

transmit the request-for-transmission signal, and the channel release

signal. The messages are then routed to a queue node which represents

the first node in the network and ends the arrival process. The arrival

process is duplicated at each node in the network, except the last.

Hovever, the values assigned to the source and destination attributes

along with the time between arrivals is altered at each node.

The Q-Gert queue node, which is used to represent the nodes of the

networkoperates on the first message in is the first message out of

the queue, FIFO priority scheme. The initial number of messages in the

queue at the beginning of the simulation is zero. The simulation cannot

start with messages in the queue because the required attribute values

cannot be assigned to messages which are in the queue at the start of

the simulation. The maximum number of messages allowed in a queue is

assumed to be infinite. Since the performance parameter being measured

is delay, messages in the queues are not limited because the delays

could be reduced.

The messages wait in the queue node until a channel becomes avail-

able and is reserved. The channels are considered as resources and the

channels between adjacent nodes are assigned a unique resource number.

The actual assignment of a channel is accomplished in the model using

the Q-Gert allocate node. After the channel assignment is made, the

message is removed from the queue and placed in a regular Q-Gert node.
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The message is delayed at this node for the length of time required

to transmit the channel-reservation signal to the next network node.

The message is next placed in a conditional branching Q-Gert node.

The message destination is compared to the next node number at this

node. If the destination and the next node are not the same, the message

is placed in the queue representing the node and repeats the reservation

and transmission, as described above, until the destination is reached.

If the destination and the next node are the same, the message is delayed

for a period equal to the time required to send the request-for-trans-

mission signal, the message and the channel-release signal.

After this delay, the message arrives at another conditional branch-

ing node which sends the message through a series of Q-Gert free nodes

based upon the entry node of the message. The free node returns a

resource to the allocate node for reassignment to another message. The

series of free nodes simulates the actual disconnection of the message

path.

If the source node of the message is the first node, the message is

sent to a Q-Gert sink node. The sink node gathers the statistics on the

message and computes the delay from the arrival time and the time the

message enters the sink node. The network is designed to allow all the

messages from the first source node to trigger the sink node or to only

permit messages arriving at certain nodes to trigger the sink node. This

allows the user to alter the network to study the effect of path length

on message delay. The details on how to alter the network path length

being measured are contained in the next chapter.

The network model above may not appear to implement the circuit

switched network as described to someone unfamiliar with Q-Gert because
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of the order in which events occur. However, the only delays measured

by the model are the time each message spends in the queue nodes and the

specific delays mentioned in the description. All other events, while they

do not occur without a delay in an actual computer network are assumed to

require zero time by the model. This completed the design of the circuit

switched model. The next activity in this study was to design the packet

switched model.

Packet-Switched Network Model

A packet-switched network transmits messages in a hop-by-hop f'ashion

through the network. First the messages are divided into packets of a pre-

determined size with each packet carrying its destination address in the

header. The packets are transmitted to the next node individually as

channels become available. Before a packet can be forwarded it must be

totally received by the transmitting node. Packet-switching operates the

same as message-switched networks except the messages are divided into

packets and all the packets are not required to follow the sane path to

their destination.

The hypothetical packet-switched network to be modeled and used in

this investigation has the topology as shown in Figure 2. The packet-

switched network is basically the same as the circuit-switched network

of Figure 1. The network consists of seven main nodes and two alternate

nodes. The nodes are connected by one or more channels, but regardless

of the number of channels, the total capacity of the line or lines is

50,000 bit/sec. External messages arrive at each node at an exponential

rate of X messages/sec. The message lengths are known and therefore the

service rate is fixed and not exponential. The number of messages terminat-

ing at each node is uniformly distributed with the exception of alternate
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node one and two. The messages entering the network at alternate nodes

one and two are terminated after receiving service at the entering node.

The channels are full duplex, however, the model will only be concerned

with traffic flowing in one direction. The messages entering the network

are packetized at the entry node. Each packet contains 1000 bits of the

message and a 100 bit header. Thus the total packet is 1100 bits.

Network routing is accomplished by using the shortest path method

which is used in the circuit-switched model. However in order to simulate

a packet-switched network which does not force the packets to travel the

same path to the destination, the network only sends seventy-five percent

of the packets arriving at node 1 along the shortest path. The remaining

twenty-five percent of the packets are transmitted to node 1 via alternate

nodes one and two. The packets entering the network at the remaining

nodes are transmitted via the shortest path. Since statistics are only

calculated for messages entering node one, the lack of multiple paths

for the remaining nodes will not bias the results. The percentage of

packets taking the shortest path can be altered at the user's discretion

by changing the probability of selecting each path from the probabilitic

branching node as shown in the design chart in the appendix.

The Q-Gert model of the packet-switched network was constructed using

the resource modeling technique which was used in the circuit-switched

model. The resource method was chosen to minimize the differences in the

two models. Packet-switching does not have a reservation process and the

other modeling technique available in Q-Gert could have been applied.

Employing the same technique for both models will minimize the influence

of the technique on the results and help to insure any variation in the

results is due to the switching technique. The following paragraphs

describe the model, however, a more detailed description is available
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in the appendix.

Message arrivals to the nodes from outside the network are assumed

to be exponential. The O-Gert source node is used to generate the

messages. The initial message arrives at time zero with following

arrivals occurring after a delay period calculated from an exponential

distribution. Attribute values for the source node, destination, time

to transmit a packet between two adjacent nodes, and the message number

are assigned at the Q-Gert source node. The values for the source node

and destination are assigned identically to the circuit-switched model.

The time to transmit the packet is based upon the number of channels

and a packet size of 1100 bits. The message number is a unique number

assigned to each message. The initial message is assigned the number I

and the number is increment by one for every succeeding message by using

the Q-Gert function, increment. The arrival time of each message is

also carried along with the message by using the Q-Gert mark function.

The messages are routed without delay to a probabilistic branching node.

The function of this node is to allow messages of different lengths to

be in the network simultaneously. The percentage of each message type

and the number of different types can be altered by the user. The

specific details on the altering the percentage and length of messages

are in the appendix. Depending upon the branching condition, the message

is routed to a node which assigns an attribute value which is equal to

the number of packets the message will require. The node generates the

packets required and routes each packet to a separate node which assigns

a unique packet number to each packet. All the packets are identical

except for the unique packet number. The packets are sent to a central

node which acts as a central collection site for the packets. The

arrival process is completed with this node. The arrival process for
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each node in the network is identical except the source node and

destination node attributes change along with the exponential distribu-

tion which is used to determine the next arrival.

The packets are next placed in queue nodes which represent the

network nodes. For nodes 2 thru 6 and the alternate nodes I and 2, the

packets are immediately sent to the queue node from the central collec-

tion node. However, the packets arriving at node 1 are first sent to

probabilistic branching node which routes seventy-five percent of the

packets to queue node I and twenty-five percent of the packets to alter-

nate node 1. Instructions for altering the above percentages at the

descretion of the user are in the appendix. The method of handling

packets entering node I simulates packets being able to take alternate

paths. Multiple paths are only incorporated into node I because packets

entering the other nodes are not measured and are used only to provide

contention for resources in the network.

The queue node operates on a'FIFO priority scheme. The queues are

empty when the simulation begins and are assumed to have unlimited buffer

capacity. The packets wait in the queue node until a channel becomes

available. The Q-Gert allocate node assigns the ch;nnel to a nacket. The

packet is removed from the queue and placed in a regular node. The

packet is delayed for a time period equal to the time required to transmit

a packet between two nodes. After the delay, the packet is forwarded to

a Q-Gert free node with conditional branching. The free node releases the

channel assigned to the packet by the previous allocate node and returns

the channel for reassignment.

The conditional branching associated with the free node routes the

packet based upon the destination. If the next node is not the destina-

tion, the packet is placed in the queue for the node. If the next node

27



is the destination, the packet is sent to another conditional branching

node. If the source node of the packet is not the first no de, the packet

is simply removed from the network. However, if the packet's source node

is the first node, the packet is routed to another conditional branching

node which sorts the packets by the message size. If the entire message

is contained in one packet, the packet is sent to the sink node which

calculates the delay statistics. If the entire message is contained in

more than one packet, the packets are sorted by the number of packets

required and then placed in queues which corresponds to the individual

packet number. The packets wait in these queues until all the packets of

a messare received. When all the packets of a message have arrived,

the message is routed to the sink node which calculates the delay.

Additional details are available in the design charts in the appendix.

The process described above simulates the movement of message through

the packet-switched network and is repeated at each node which has mes-

sages arriving from sources external to the network. The process is

altered at alternate nodes 1 and 2. After a packet is transmitted from

one of these nodes and the channel is released, the packet is only placed

in the next queue if it originated at node 1. The packets which do not

originate at node 1 are terminated without any statistics being calculated.

The packet-switched model can be configured by the user to gather

statistics at all nodes or only at specified nodes. The instructions for

reconfiguration and using the model are contained in the next chapter.

Prior to using either the circuit switched model or the packet switched

model, the models had to be verified and validated which was the next

task in this investigation.
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Validation and Verification

Prior to using any simulation model, validation and verification

should be performed. Validation insures the model performs to the

expectations of the modeler. Verification of the model establishes that

the results produced by a model are reasonably close to the results

expected from the process being modeled. Verification is necessary if

the model is to be used to predict the results of a scenario for which

there is no previous experience. Validation and verification can best

be accomplished by exercising the model with inputs to the actual system

and comparing the model results with the results produced by the actual

system. This method of validation and verification could not be used

because the models were of hypothetical networks.

Validation of both the circuit-switched and packet-switched models

was simplified by the Q-Gert language. Along with the delay information

output by Q-Gert, the language also provides the total simulation time

and the total number of messages/packets passing through each node.

This information was used to verify that the arrival rate generated by

the model was equivalent to the arrival rate desired by the user. Addition-

ally, the information provided on the messages/packets passing through

each node was used to verify the flow through the model was as designed.

The circuit-switched and packet-switched models were both validated using

the described method.

Verification of the models was not as easy as validation. Since the

models were not of an existing system, proving the results were within

reasonable bounds of what was expected was not simple. In order to verify

the two models, the packet-switched model was set-up to operate as a

message-switched network. Packet-switched and message-switched networks
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operate identically when the packet size is equal to the message size.

Therefore, the packet switched model was set up to generate messages of

1000 bits in length, the packet size, in order to force the packets/

messages to follow the same path to their destination, the alternate

path frcm node 1 to node I via alternate nodes I and 2, as shown in Figure

2, was removed. The packet-switched model was set-up to measure the delay

of message which entered the network at node 1 and terminated at node 7.

Three simulations of the packet-switched network in this configuration were

run with the arrival rates set at 25, 50, and 75 percent of total capacity.

Each simulation measured 100 messages traveling from node 1 to node 7.

The results of the simulations were compared to the analytical model

developed by Kermani and Kleinrock (4). The model predicts the delay in

a message switched network and is as follows:

T - IM+Ih)/C NH

Where T = total delay in seconds from the message arrival until it
reaches its destination

Im = average message length in bits

Ih = average headerlength in bits

C = total line capacity between adjacent nodes in bits/sec

A = arrival rate of message in bits/sec

NH = the number of intermediate nodes between the source anddestination. (The packet-switched model is set up for

NH to equal 6).

The results of the comparison are in Table II. The delay as predicted

by the analytical model was based on a traffic intensity of 45.9 instead

of 50 and a traffic intensity of 64.3 instead of 75. The smaller traffic

intensity values were used because the random method used by the Q-Gert
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function which generated the arrivals arnd the error introduced by

rounding the input parameters resulted in the actual rate of arrivals

being reduced to these values. Since the delays predicted by the simula-

tion model were based on the smaller traffic intensities, the prediction

of the analytical model has to be based on the same input values, if the

comparison is to be valid.

Table II

Comparison of Packet-Switched model to
Kleinrock's analytical model for a

Message-Switched Network

Delay from Delay from
Simulation Model Analytical

Traffic Intensity (std. dev.) Model

0.25 .1393 (.0111) sec .1821 sec

0.50 (0.459) .1607 (.0298) sec .2670* sec

0.75 (0.643) .2231 (.0767) sec .4560* sec

*Value calculated from the actual average message arrival rate, A
to each node of 22,953.5 bits/sec and not 25,000 bits,'sec.

**Value calculated from the actual average message arrival rate, IL,
to each node of 32,128.8 bits/sec and not 37,500 bits/sec.

The average delay from the packet-switched model with a traffic

intensity of 0.25 was 76.5 percent of the delay predicted by the analyt-

ical model. With a 0.50 traffic intensity, the average delay from the

simulation model was 60.2 percent of the analytical model. The average

delay from the simulation model was only 48.9 percent of the delay from

the analytical model with a 0.75 traffic intensity. The correlation

between the analytical and simulation models was not significant. If

the results had been within 85 or more percent, the correlation would

be considered significant.
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The lack of correlation was attributed to the simulation queues

being empty at the beginning of the simulation. The empty queues

resulted in the first message generated by the model having a shorter

wait in the queues which resulted in shorter delays. The decrease in

the observed correlation as the traffic intensity increased was also

attributed to the simulation model queues starting empty. The average

queue length increases as the traffic intensity increases. The average

message should have a longer wait in each queue. However, the empty

queues in the simulation model resulted in the first messages being served

without incurring a long wait in the queues. The differences in the

delays predicted by the analytical and the simulation model were attribu-

ted to this and the packet-switched model was assumed to be verified.

Verification of the circuit-switched model was even more difficult

than the packet-switched model. An analytical model for a circuit-

switched system was not as readily available nor as straight-forward

mathematically as the analyticalmodel used to verify the packet-switched

model. Therefore, verification of the circuit-switched model was attempt-

ed by exercising the model and comparing the results to the results of

previous investigations. The model was configured to have message arriving

at 50 percent of capacity (P = .50), to have one channel of 50,000 bits/sec

capacity between nodes and to measure messages terminating at node 5

which originated at node I (i.e. path length of 4). The message lengths

were fixed at 1000 bits. The average delay predicted by the model under

these parameters was 4.0473 sec with a standard deviation of 2.60b1 sec.

The results of the simulation was compared to the results of the study

by Miyhara (9). Figure 6 of Miyahara's study graphs message length vs.

delay. The delay predicted by the figure for message lengths of 1000 bits

is approximately 4 seconds. The results from Miyahara's model were based
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on a path length of 3, a line capacity of 48000 bits/sec, and the

channel-reservation, the request-for-transmission and the channel-

release signal each being 50 bits in length. The simulation model had

a path length of 4, a line capacity of 50,000 bits/sec and 100 bits

circuit establishment signals. These differences were not significant.

The difference in message transmission time because of extra 50 bits in

each signal combined with the additional 2000 bits line capacity resulted

in an increase in the transmission time of 0.002 seconds.

The mean delay from the simulation model was compared to the mean

from Miyahara's study using the following significance test i8.

x-uo

where Z = test statistic

X = mean from simulation model

U = mean from miyahara's model

a,= std. dev. from simulation model

N = sample size

The test statistic calculated from the above equation was 0.1814. The

test statistic for a 95 percent confidence interval to test the equality

of two means is 1.96 (8). Since the calculated test statistic was smaller,

the hypothesis of the means being equal was accepted and the results of

the two models were considered equal. The completion of validation and

verification allowed the packet-switched and circuit-switched models to be

used to determine the switching selection criteria which was required

to develop the hybrid switching model.
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Chapter 3

Comparison of Circuit Switched

and Packet Switched Models

Introduction

This chapter describes the comparison of the circuit switching and

packet switching techniques. The models constructed in Chapter 2 were

compared to determine which switching technique would provide the short-

est delay under identical conditions. This comparison provided the selec-

tion criteria which were used in the hybrid switched model to select the

method of switching for each message.

The first section describes the method of comparison, and rationale

for selecting the values of the input parameters, and the rationale used

in determining the number of simulations required for each model. The

next section describes the rationale used to actually derive the input

parameter values and the method of inputting these values into the models.

The concluding section presents the results of the comparison. The values

of the input parameters and the resulting delays are given in tables.

Additionally, the delays are plotted against the input parameters of path

length, traffic intensity and channels.

Method of Comparison

The packet-switched and circuit-switched models were constructed to

measure the effects of message length, path length (hops), channels, and

intensity which is defined as the ratio of the message arrival rate to

the message service rate. Since these four factors all have an effect on

message delay, three of the factors must be held constant as the fourth is

varied in order to ensure any variation in delay is due to the varied
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factor. The number of simulations of each model required to investigate

each factor is a multiplicant of the number of variations of each factor.

If, for example, five values of each factor are being investigated the

total number of simulations required for each model would be 625 (5x5x5x5)

and the total number of simulations required for the models would be 1250.

The models required between 30 and 60 seconds of CPU time for each simula-

tion. The time requirements of the models and the limitations of

resources necessitated limiting the number of simulations.

The values of the message length studied were 1000, 3000, and 5000

bits. The value of 1000 was chosen because the packet size was 1000 bits.

The packet-switched network could then be made to operate as a message-

switched network which allows for comparison of results to previous studies

(4). Additionally, a 1000 bit message is considered to be small and

should provide a situation which favors packet-switching over circuit-

switching. The message length of 3000 bits was selected based on the

studies of Kleinrock and Miyahara (4,9). In Kleinrock's comparison of

circuit-switched to message-switched networks, the point at which circuit-

switched networks begin to result in smaller delays than message-switched

networks was 2000 bits. However, Miyahara's study, which compared circuit-

switching and packet-switching found that circuit switching provided

smaller delays than packet switching for messages of 5000 or more bits.

Since the 1000 bit message favored packet-switching and the 5000 bit

message favored circuit-switching, the 3000 bit length was chosen to pro-

vide a point which was not biased toward either method. An attempt was

made to input message lengths of 7000 bits into the models, however, the

CPU time requirements increased significantly and the Q-Gert limitation

which only allowed 850 active transactions in the network prevented the

study of message lengths greater than 5000 bits.
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The switching models were designed to have seven nodes which limits

the maximum oath length or hops studied to six. Again, the limitation

to seven nodes was forced by time requirements and Q-Gert limitations.

The path lengths selected for study were 2,4, and 6. A path length of

1 was not selected because it clearly favors packet-switching because

of the extra bits which are transmitted by the reservation process in

circuit-switching. The path lengths were selected to provide a short,

medium and long path from the six possible paths.

The total line capacity was divided into 1, 4, and 8 channels.

However, the number of channels between pairs of nodes was not varied

from pair to pair. These values were chosen to compare the results with

Kleinrock's study (4). A single channel between nodes favors packet

switching because the transmission time is the shortest. Eight channels

favor circuit-switching because of the channel reservation process. The

channel reservation process established a dedicated path between the

source and destination. WhIle the path is being established, channels

reserved for use in the path are unavailable to transmit messages. There-

fore, multiple channels reduce the probability of a channel not being

available which reduces the waiting time for a channel. Four was chosen

as a value for the number of channels because it was the midpoint between

the other values.

The traffic intensity of the model networks was set at 0.25, 0.50,

and 0.75. An intensity of 0.25, depending on the other factors, favors

circuit-switched while a value of 0.75 favors packet-switching (4). The

intensity of 0.50 was selected because it is the midpoint between the

other selected values. The arrival rate of messages to each node was

manipulated to maintain the same intensity at each node throughout the

simulation.
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The selection of three values for each of the 'four factors of message

length, path length, channels and intensity required eighty-one simulation

runs for each model. With the values for path length, message length,

traffic intensity and number of channels determined, the next task to input

these values into the models.

Simulation Model Inputs

The models were designed to measure the effect of message length, path

length, number of channels, and traffic intensity on message delay in a

packet-switched or circuit-switched network. The previous section of this

chapter presented the rationale used to determine the values of the four

input parameters. The following paragraphs detail the method and rationale

used to determine the changes necessary to input these values into the

models. Each factor will be discussed independently beginning with the

number of channels followed by the path length, message length, and

traffic intensity.

Inputting the number of channels into the models is accomplished via

the Q-Gert resource cards. The Q-Gert resource card appears as follows;

Res, 1, 1, 1

The Res identifies the card as a resource card. The first number is the

resource number which is used to uniquely identify the resource. The

second number is the number of resources/channels available. The third

number represents the allocate number to which resources are reassigned

after use. In order to input or change the number of channels, the

second number is changed to equal the desired number of channels. When

the number of channels is changed, the time to send the packet, the

channel-reservation signal, and the message must also be changed. The
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changes in time are required because the total capacity between nodes

is limited to 50,000 bits/sec. Increasing the number of channels while

holding the total capacity fixed results in a reduction in the capacity

of each channel. Since the capacity of each channel is reduced, the

time required to transmit between nodes increases. The models assume

a fixed service rate which is input as a constant attribute value. The

attribute values which must be changed, when the number of channels

is changed, are attribute 3, the time to transmit the channel reserva-

tion signal between two adjacent nodes, and attribute 4, the time to

transmit the message, the request-for-transmission signal, and the

channel-release-signal, in the circuit-switched model. For the packet-

switched model attribute 3, the time to transmit a packet between

adjacent nodes, must be changed. The equations for determining the

values of attributes 3 and 4 for the circuit-switched model and attribute

3 for the packet-switched model are as follows; t4).

Attribute 3 HL (4)
(Circuit-switched) = 50000/channels

Attribute 4 HL + ML (5)
(circuit-switched) =

50000/channels

Attribute 3 H, + PL (6)
(Packet-switched) = 50000/channels

where HL = length in bits for the channel establishment signal,
request-for-transmission signal, the channel-release

signal or the packet header (assumed to be 100 bits
for this study).

ML = length of message in bits

PL = length of packet in bits (exclu4ing header)

Channels = total number of channels between the nodes
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Altering the path length is a simple operation of disconnecting

the activity going to the statistics gathering node and connecting the

statistics node to the desired node. The messages upon their arrival

are assigned a destination from a uniform distribution. Therefore, on

the average, every six arrivals to node I will have a different destina-

tion. The models were designed to measure the delay only on messages

arriving at node 1. The external arrivals to the other nodes are only

used to generate Iads to compete for the channels. Therefore, the path

.ength being measured may be altered by changing the inputs to the

statistics node. Table III lists the connections to be made to measure

the delay for a particular path 4n the circuit-switched model.

Table III

Path Length Connections for
Circuit-Switched Model

Desired Path Node to
Length be connected* Statistics Node*

17 80

2 80

3 27 80

4 34 80

5 42 80

6 51 80

*Node numbers refer to the Q-Gert nodes in the design charts

for the circuit-switched model in the appendix. r

If the average delay for the entire network is desired, all the connec-

tions in the Table III are required.

The rationale for changing path lengths in the packet-switched model

is identical to the circuit-switched model. Table IV lists the connec-

tions required to measure the average message delay over a specific path.
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Table IV

Path Length Connections for
Packet-Switched Network

Desired Path Node to
Length be connected* Statistics Nodes*

1 38

2 42

3 46 58 if Al11

4 50 67 if Al 1

5 54

6 57

*Node numbers refer to packet-switched design charts in the appendix

In order to measure the average message delay for the entire network,

all the connections in Table IV are required.

The inputs required to change the message length are simple for

the circuit-switched model but complicated for the packet-switched model.

The only change required for the circuit-switched model is the recalcula-

tion of attribute 4 using equation 5. However, changing the message

length in the packet-switched network is more difficult because a change

can cause the number of packets to increase or decrease. Altering the

number of packets in the network requires a change in the number of nodes

in the arrival process and in the statistics process. Figure 3 shows

the nodes in the arrival process which must be altered. In Figure 3 the

model is set-up to accomodate 5000 bit messages which require 5 packets.

Nodes 22 thru 26 in Figure 3 are used to generate the packets for each

arriving message. If the message lengths were changed to 3000 bits, the

model would have to be modified by removing nodes 25 and 26 since the

message only required three packets. Similarily, if message lengths were
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increased above 5000 bits, additional nodes would have to be added

to generate the required number of packets.

The message reassembling process must also be changed to ac-

comodate changes in the number of packets. Figure 4 shows the nodes

in the message reassembling process which require modification. As in

Figure 3, Figure 4 displays the message reassembling process designed

to accomodate 5000 bit message. The message reassembling process ensures

all the packets of a particular message have arrived at the intended

destination before the delay is measured. When packets belonging to a

5000 bit message arrive at their destination, the packet numbers are

used to route the packet to a queue for that particular packet number.

When each queue has received a packet from the same message, the match

node, node 11, sends a signal to the node which calculates the delay.
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Figure 3. Packet Generation for a

5000 Bit Message
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Altering the message lengths and the number of packets required to accomodate

the message requires a change in queue nodes, 69, 70, 71, 13, and 14, in

Figure 4. If the model was altered to study 3000 Bit messages, nodes 13

and 14 would be removed. However, no change is required to study 1000 Bit

messagesbecause they are handled in a special way which is shown in the

design charts in the appendix. The study of message lengths greater than

5000 Bits cannot be accomplished by adding more queues between nodes 68

and 11. The Q-Gert language limits the number of queues attached to a

match node to a maximum of five and a minimum of two. Therefore, a message

length of 7000 Bits not only requires the addition of two more queues which

must be connected to a different match node but also the addition of a queue

after each match node followed by another match node whose output is

connected to the statistics gathering nodes.

The final input into the model is the traffic intensity, P. The traffic

intensity is the ratio of the message arrival rate to the message service

rate which is given by the~followi .g queuing equation (13);

A
U (7)

where A = message arrival rate

U =message service rate

In order to determine the effects of on delay, each node must have

thesam inensty f taffc. The requirement to maintain a constantf

to each node in the network complicated the process of determining the actual

message arrival rate required at each node. Since all possible destinations

of a message are equally likely, one-sixth of the messages arriving to node

one will terminate at each of the six remaining nodes. Similarily, one-fifth

of the messages generated at node 2 will terminate at each of the five
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remaining nodes, nodes 3 thru 7. Therefore, the arrival rate of messages

generated at node 2 will be one-sixth of the rate to node 1 and the arrival

rate of messages generates at node 3 will be one-sixth of the rate of node

I plus one-fifth of the rate of node 2, etc. Table V lists the external

traffic intensities required at each node to maintain a constant traffic

intensity throughout the network model.

Table V

External Traffic Intensity Required
to Maintain the Same Intensity at

Each Network Node

External Traffic Intensity at Each Node

For Packet-
Des ired Switched Only

P 1 2 3 4 5 6 A-I* A-2*

0.1 0.1 0.0167 0.02 0.025 0.0333 0.05 0.075 0.075

0.25 0.25 0.0417 0.05 0.0625 0.0833 0.125 0.1875 0.1875

0.30 0.50 0.0833 0.1 0.125 0.1667 0.25 0.375 0.375

0.75 0.75 0.125 0.150 0.187-5 0.25 0.375 0.56925 0.5625

,'The P values for the alternate nodes are 75 percent of the value for
node 1 because of the probabilistic routing used to simulate the packet-
switched network which sends 25 percent of the messages entering node I
to the alternate path. The messages originating at the alternate path
nodes were assumed to have a constant path length of 1. Therefore, the
external intensity required at each node is the same since the only
internal arrivals to the nodes are the messages originating at node 1.

The actual message arrival rate to each node can now be determined

from the traffic intensities given in Table V. The following equation was

used to determine the message arrival rates to each node (13).

PiU
A ML (8)
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where =average arrival rate in messages/sec.

jg external intensity required at the ith node from Table V.

U = message service rate (fixed at 50,000 bits/sec in this
study).

ML = message length in bits.

In order to input the message arrival rate into the model, the values

calculated from equation 8 must be inverted. The Q-Gert language models

the message arrival process as the time until the next arrival and not in

arrivals per second, thus the value must be inverted to be used in the

parameter specification. The exponential parameter specification requires

three values to be specified, the average time between arrivals, the

maximum time between arrivals and the minimum time between arrivals.

The maximum time was set equal to the larger of I or twice the average

rate. The minimum time was determined by assuming the capacity of

the external input channel was 50,000 bit/sec and calculating the time

required to input the message with the underlying assumption being only

one message can be input to the node at a time.

The models were made to terminate after 100 messages had passed

through the statistics gathering node. Since only messages originating at

node 1 are measured and all possible destinations have an equal probability,

the minimum number of messages input at node 1 will average 600. One

hundred messages were used in order to allow the queues to reach equil-

ibrium, since the queues were empty at the start of each simulation.

Using 100 messages through the statistics node did minimize the effect

of starting the simulation with the queues empty. This was verified by

increasing the number of messages to end a simulation to 300 with all

other inputs being the same.
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The differences in the average delays and standard deviations between the

two simulations was not significant. The next section discusses the results

obtained in comparing the circuit switched and packet-switched models.

Comparison Results

The inputs and results of the 81 simulation runs of the packet-switched

and circuit-switched models are listed in Tables VI thru and VIII for the

circuit-switched model and in Tables IX thru XI for the packet-switched

model. The results in these tables were plotted on graphs in order to pro-

vide a method of' predicting performance with other input parameters.

Figures 5, 6, and 7 plot delay versus traffic intensity for message

lengths of 1000, 3000, and 5000 bits. Figure 8, 9, and 10 plot delay

versus number of channels for message lengths of 1000, 3000, and 5000 bits.

Figures 11, 12, and 13 plot delay versus path length for the same message

lengths. The following conclusions were drawn from Figures 5 thru 13 and

confirm the previous work by Kleinrock and Miyahara (4);

1. The delays in a circuit-switched network increase at

a greater rate with increases in traffic intensity

than the packet-switched network.

2. Increases in path length have a greater impact on

delays in a packet-switched network than a circuit-

switched network. For large message lengths the

differences in delays for different path lengths are

insignificant for circuit-switching.

3. Increasing the number of channels only degrades the

packet-switched network. However, improvements can be

obtained by increasing channels in the circuit-switched

network especially for larger traffic intensity values.
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4. Increases in message length produce smaller

increases in delays in the circuit-switched

network than thepacket-switched network.

The conclusions listed above along with Figures 5 thru 13 confirm

neither the packet-switched nor the circuit-switched networks produce the

minimum delays in all situations. The switching technique to be used

should be selected on the factors of message length, path length, traffic

intensity, and the number of channels. However, these factors are contin-

ually changing during the operation of a network. one possible solution

to the problem is to design the switching-technique to change between

packet-switching and circuit-switching as the factors change. The combina-

tion of the two methods is called hybrid switching. Figures 5 thru 13

can be used to determine which switching technique the hybrid-switching

system should select. A hypothetical hybrid switching network can now be

modeled with Figures 5 thru 13 providing the switching technique selection

criteria. The next step in the study was to model this network.
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Table VI
Circui t-Swi tched simulatlon

Irtu s 1d Resuls

\iCsd~c N. ., Intcnsity No. ofA
Iengh I Hopr Channels Delay std. Dev.

Loo 2 0.25 1 0.0475 0.0387

4_0.1149 0.0108

_ 8 J0.2246 0.0050

0.30 I 1 I 4.A107 1 2.6546

I I -

0.7__ 1 .6701* 8.4566

4 8.9491 5.3834

8 4.6091 2.5074

_- _4 0.5 0.0521 0.0326

4 0. 130L ------- 0.0088

8 0.2562 0.0020

1 0 4.0473 2.6081

4 0.2283 0.1451

8 0.287e 0.0553

F 0.5 1 6.1294. 5.2876

4----- 7.3455 4.1763

8 3.8908 2.0168

6 0.25 1 0.0621 0.0422

4 0.1493 0.0153

i_ _8 0.2886 0.0055

0.50 1 4.1214 2.6393

.. 4 0.2776 0.1572

8 0.3290 0.0564

0.75 1 8.3626* 6.3110

- _4 7.2765 4.1826

8 4.0434 2.0144
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Tabic V!I

C~rcuit-Swit hed i-nulation
InTuts and Results

Message No. of Int, -ity No. of Avg
Length Hops - Channels Delay Std. Dev.

3000 2 0.251 1 0.0804 0.0255

4 0.2721 0.0013

a 0.5440 0.0000

o.50 "L_ _ .. 309 0.4682

4 0.2872 0.01108

8 0.547L 0.0186

0.75 1 35.6843 19.6655

4 2.8835 1.1516

8 0.8692 0.4276

,| 0.25 1 0.0905 0.0353

4 0.2897 0.0105

8 05760 0.0000

050 10.4309 0.4503

. n.-I 7 0.0845

8 0,5867 0.0374

0,75 1 32,3050 17.5568

4 2.8942 1.30i8

0.9460 0.4074

6 0.25 1 0.1185 0.0678

4 0.3091 0.0148

8 0.6080 0.0000

0.50 1 0.5894 0.5911

4 0.3711 0.1033

T -8 0.6277 0.0522

07 O1__ !35.2774 20.0734

- 3.0953 1.1735

8 1.0741 0.4823
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Table VTII
Circuit-Switched .Smulat ;on
pInuts and Results

Message No. of Intensity No. of Avg
Length Hops Channels Delay Std. Dev.

5000 2 O.Zt 0. 1440 0.0822

1 0.4,20 0.0000

8 0.3640 0.0000

0.50 1 0,4748 0. 4,80

1 0.4,52 0u7-. 8

_ 8 0.8666 0.0135

0.75 1, t7.9457" 43.1642

4 43 9 .629

8 0.9529 0.1802

A- 0.25 1 0.1481 0.0766

4 0 .538 0.0252

8' 0.8971 0.0908

1 0.6251 0.510

. 0.4313 0.115

8 0.9119 0.0531

0.51 5.47 38.6407

4 2.5502 1,6646

.1.1839 0.3939

1 ? 0.1826 0.0990

4 0,4719 0,0318

8 0. 9280 0.•0000

1 .5 0.6085 0.5207

( 40.516 o.1195 -

___2.9549 00751

n7s 1 10.4840", 39,8049

... 1 4 .9972° 1.6705

', f 8 1.25520.,3257
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rabic IX
Pack _ actwti Sitmulation Results

Inputs and Results

Message No. of Intensity No. of Avg
Length Hops Channels Delay Std. Dev.

1000 2 0.25, 1 0.0552 0.0175

4 0.1986 0.0397

_ 0.3960 0.0766

I 0.06i1 0.0217

• 1 0.2081 0.0448

S 0.4090 0.0824

0.7; 1 0.0795 0.0373

4 0.2227 0.0571

8 0.4270 0.0934

S 015 1 0.0958 0.0118

4 0.3663 0.0312

0.7286 0.0614

n __ __ 0.1107 0.0250

4 0.3762 0.0372

8 0,7421 0.0729

0-5 1 0.1434 0.0496

- A - 0.4038 0.0542

8 0.7693 0.0898

A_ n_25 1 0.1423 0.0132

4 0.5500 0.0364

1.0954 0.0747

i _._.__.__ 1 0.1703 0.0335

------- 4 0.5653 0.0432

, 8 1.0955 0.0701

0.75 1 0.2408 0.0857

4 0.6370 0.1039

8 1.1602 0.1119
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Table X

Packet-Switched Simulation
Ir puts and Results

Message No. of Intensity No. of Avg
Length Hops Channels Delay Std. Dev.

1000 0.21 1 0.1016 0.0262

4 0.2429 0.0558

8 0.4629 0.0926

0.50 1 0.1262 0.0401

0.2532 0.0608

8 0.4607 0.0943

0.75 1 0.1951 0.0944

,|Q.3306 0.1034

8 0.5444 0.1292

0.1583 0.0348

4 0.4236 0.0499

.. .0.8100 0.0857

S L0.. 113 0.0680

4 0.4764 0.0744

8 0.8482 0.0897

1 0.3403 0.1564

4 0.5888 0.1604

8 0.9496 0.1667

6 .. 25 . 0.2327 0.0725

4 0.6165 0.0709

8 1.1577 0.0906

0.50 1 0.3305 0.1110

4 0.6985 0.1118

_ . 8 1.2410 0.1220

7o1 0 e 5400 .2469

4 0.9273 0.2277

8 1.4341 0.2405
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Table XI
Packet-Switched Simulation Resul's

Inputs and Results

Message No. ot Intensity '4o. ,f Ave

Length Hops _ _ Channels Delay Std. Dev.

5000 2 0.25 1 0.1518 0.0363

I 4 0.2895 0.0420

8_ _ , 0.5087 0.070k

_ . .1885 0.0635

4 .3291 0.0747

_8 -0.54'2 ' 0.0989

____0_7n I 0.2825 0.1267

i i a : 0.4226 0.1308

. 8 L 0.6210 0.1461
i I'

. 1 0.2268 0.0754

I t.- -4 0.4857 i 0.0597

18 0.8551 0.0876

0.50 1 0.2982 0.1166

4 0.5735 0.1223

8 0.9503 0.1385

1 0.5291 0.2318

___ _4 0.7912 0.2418

__-__-_ _ 8 1.1458 0.26,1

r 025 1 0.3184 0.0925

_ __4 0.7084 0.0957

- 8 1.2561 0.1005

1 0.5043 0.1836

4 0.8420 0.1805

1 1.3928 0.1766

I 0.8704 0.2900

- 1.2700 0.3126

8 1.7585 0.3023
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Chapter 4

Hybrid Switching Model

Introduction

This chapter describes the development of the hybrid switching net-

work simulation model. The development of the switching technique selec-

tion criteria in Chapter 3 was necessary prior to construction of the

model. The switching technique selection criteria enables the model to

determine which switching technique will provide the shortest delays for

the current values of the path length, message length, traffic intensity

and number of channels.

Prior to the construction of the hybrid switching simulation model

the operation of the hypothetical hybrid switching network must be

defined. A proposed method of operation for the hybrid switched network

is the topic of the next section. The following section describes the

design of the hybrid switched simulation model. The concluding section

of this chapter describes the procedures used to validate and verify the

hybrid switched simulation model.

Proposed Operation of a Hybrid-Switched Network

Hybrid-switching, as previously defined for this study, is a switch-

ing technique which is capable of operating as either a circuit-switching

or packet-switching network. The switching technique the network uses is

determined by the message length, the path length over which the message

is to be transmitted, the number of channels, and the network traffic

intensity, .9.In order to develop a simulation model of any system, a

clear understanding of how the system operates is necessary. However, the

hybrid-switching system, as described, does not exist. The following
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paragraphs are devoted to describin g one possible method of operation

for the hybrid-switching network.

When a transmission arrives at a node in the hybrid-switched network,

the node must determine the type of transmission. The arrival could be

either a new message which is just entering the network, a packet forwarded

from another node, or a channel-reservation signal. If the arrival is a

new message, the node makes a decision on whether the message should be

transmitted using a circuit-switching or packet-switching technique. How-

ever, if the arrival is either a packet or channel-reservation signal, the

node simply forwards the arrival to the intended destination. The decision

to packet-switch or circuit-switch only occurs at the node where the mes-

sage enters the network. Once a switching technique is selected for a

particular message, it is never changed.

If an arrival is a new message entering the network, the message

length is known. The routing algorithm, which is a minimum path algorithm,

determines the path the message will follow to its destination. Once the

routing algorithm determines the path, the path length is known. The num-

ber of channels is dependent upon the network design and is a constant in

the decision making process. The only remaining input needed by the

decision making process is the traffic intensity.

The network traffic intensity value used in the decision making

process could be either the average traffic intensity of the entire net-

work, the traffic intensity of the node making the decision, the traffic

intensity at the destination node, or the traffic intensity of a node

along the intended message path. However, the network uses the largest

traffic intensity value of a node along the path as the input to the

decision making process. The network uses this value for the following

reasons:
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1. The average traffic intensity of the entire network does

not always reflect the loading of the path selected for the

message transmission. For instance, the average network

intensity could be 0.25 but the average along the selected

path could be 0.50. Clearly in this case, basing the switch-

ing decision on the average network traffic intensity would

not produce optimal results.

2. The traffic intensity of the entry or destination node may

not always reflect the loading of the selected path. For

example, the traffic intensity of the entry or destination

node might be 0.10, while the traffic intensity of a node

along the path could be 0.25. If the decision on which

switching method to use was based on the smaller value, the

decision may not produce the smallest delays.

3. The largest traffic intensity at a node along the path will

prevent selection of a switching method with an unseen bottle

neck. As the message moves along the selected path, the

longest delay for service will be at the node with the great-

est traffic intensity because the number of messages waiting

for service will be equal to or greater than the other nodes

along the path. Therefore, the decision on which switching

technique to use is based upon this value.

After deciding which traffic intensity value to use in the decision pro-

cess, the method of providing each node with the traffic intensity of the

other nodes must be determined. The hybrid network is assumed to have

separate transmission lines over which the traffic intensity of each node

is periodically sent to the other nodes. The separate transmission lines
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are not used for any purpose other than updating the traffic intensities

and are not counted in the message transmission capacity. The system

operates in the same manner as the ARPANET routines tables (13).

Once the values for message length, path length, traffic intensity,

and number of channels are determined, the system selects the switching

technique. The technique providing the shortest delay with the particular

set of input values is selected. The message is then transmitted in the

same manner as a packet-switched or circuit-switched message depending

upon the selected method.

The design of the hybrid-switching simulation model can now begin since

the operation ol" the proposed hybrid-switching network has been defined

The design of the simulation model will be discussed in the next section.

Hybrid-Sw2 '_ og7 Model Design

The hybri-switching model was designed by combining the circuit-

switching and packet-switching models. The model was designed in this fash-

ion to ensure the variations in message delay between models were due to

the switching technique and not to differences in implementation. The

Q-Gert design charts for the hybrid switching model are contained in the

appendix and should be referenced in conjunction with the following para-

graphs.

The topology of the hybrid-switching model is identical to the packet-

switched model. In additional to the topology, the same basic assumptions

made for the circuit-switched and packet-switched models were also made

for the hybrid-switched model. These assumptiobs are as follows:

1. The nodes are connected by one or more channels but, regardless

of the number of channels, the total capacity of the line or

lines is 50,000 bits/second.
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2. External messages arrive at each node at an exponential rate

of messages/second.

3. The message lengths are known and therefore the service rate

is fixed and not exponential.

4. The message destinations are uniformly distributed between

nodes, except for the alternate nodes.

5. The channels are full-duplex, however, the model will only

be concerned with traffic flowing in one direction.

6. The circuit-reservation signal, request-for-transmission

signal, channel-release signal and the packet header are

each 100 bits in length.

7. Each packet contains 1000 bits of a message plus the packet

header.

8. The messages entering the network at alternate nodes one and

two are terminated at the next node.

9. The messages entering the network are packetized at the entry

node.

10. The routing algorithm is the shortest path algorithm.

The Q-Gert source node was again used to generate the message arrivals

as it was in the packet-switched and circuit-switched models. However, the

attributes assigned to each generated message are different. The message

entry node number, the destination of the message, and the message number

* are assigned to the message attributes as decribed earlier. In addition

to these assignments, the path length was assigned to the message at the

source node.

The path length was calculated by using a Q-Gert feature which

allowed values to be added or subtracted from an attribute value. In
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order to calculate the path length; the destination was assigned to the

message attribute which represented the path length. Next, the attribute

value which represented the entry node of the message was subtracted from

the path length attribute. The value of the path length attribute was then

equal to the actual path length of the message.

The messages leaving the source node enter a probabilistic branching

node which allows different message lengths to be in the network at the

same time. Once the message length is determined, the model next selects

the switching method to use.

The selection of the switching technique is based on the largest

traffic intensity of any node along the path, the message length, the

number of channels, and the path length. However, the message length,

number af channels and traffic intensity, which was assumed to be the

same at each node, were input by the user. The paith length was determined

by the model. Therefore, the selection was based upon the path length

with the other factors treated as constants. T7he delay vs. path length

graphs in Figures 11 thru 13 were used to select the switching technique.

After the message length is selected, the messages are sent to a

conditional branching node. This node selects the switching method to be

used for the particular message based upon the path length. If the circuit-

switching method is selected, the message is sent to a node which assigns

attribute values to messages. A one is assigned to an attribute to

identify the switching method being used as circuit-switching. The time

to send the channel reservation signal is assigned to another attribute.

The time to transmit the request-for-transmission signal, the message, and

the channel-release signal is the final attribute assignment made at this

node. These times are determined exactly as described in the circuit-

69



switch model design. The message is next sent to the queue node to await

a channel to be assigned.

If the packet-switched method is selected, the message is also sent

to anode to have attributes assigned. A two is assigned to an attribute

to identify the switching method as packet-switching. The number of

packets in the message is also assigned to an attribute. The final

attribute assignment made at this node is the time to transmit the packet

which is based on the number of channels. Duplicate messages are generated

by this node, each message represents a packet, and sent to nodes which

assign each packet a number. The packets are then routed to a probabilstic

branching node which sends 75 percent of the packets to the queue node to

await a channel to be assigned. The remaining 25 percent are sent to the

alternate node to wait for a channel to be assigned. This process is

used to simulate the alternate ;zaths allowed by the packet-switching

technique and is the the same method that was used in the packet-switching

model. The arrival process, as described above, is repeated for the

messages generated at each node.

The message or packet is removed from the queue after a channel

assignment is made and sent to a conditional-branching node. If the

switching method being used is circuit-switching, the message is delayed

for a time period equal to the time required to transmit the channel-

reservation signal between two adjacent nodes and sent to another condi-

tional branching node. The message is checked to see if the destination

is the next node in the network. If the next node is the destination,

the message is delayed for a time period equal to the total time required

to send the request-for-transmission signal, the message, and the channel-

release signal. Next, the message entry node is determined, the message

channels assigned to the message are released and statistics are gathered
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following the same procedure described in the circuit-switched model

design. However, if the next node is not the destination, the message

is placed in the queue awaiting channel assignments at the next node.

The above process is then repeated until the destination is reached.

If the switching method being used is packet-switching, the packet

is delayed for a time period equal to the time required to transmit a

packet. After the delay, the packet is for-4arded to a free node which

releases the channel assigned to the packet and checks if the next node

is the destination. If the next node is not the destination, the packet

is placed in the queue to await channel assignment at the next node and

the above process is repeated until the destination is reached. If the

next node is the destination, the packet is sent to a conditional-

branching node which routes the packets entering the network at node I

to the statistics gathering routine as previously described in the packet-

switching model. However, if the packet entered the network at another

node, the packet is routed to a node which removes the packet from the

network.

The hybrid-switching network is designed to allow statistics to be

gathered on the total network or on any single or combination of path

lengths. The nodes at which statistics are gathered are connected to

the statistics node in the same way as the circuit-switched model for

circuit-switched messages and as the packet-switched model for packet-

switched messages.

The hybrid-switching network design has been briefly described in

the above paragraphs. A more complete description is available in the

appendix via the design charts. After completing the design, the hybrid-
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switching model required validation and verification prior to using the

simulation results. The validation and verification of the hybrid model

was the next requirement of this study.

Validation and Verification

The approach used to validate and verify the hybrid-switching mode

is similar to the methods used for validation and verification of the

circuit and packet switching models. In fact, the validation method is

identical to the method used on the packet and circuit switching models.

However, the verification was simplified because of the existence of the

packet-switching and circuit-switching models.

The validation of the hybrid-switching model was accomplished by

exercising the model and using the total simulation time and the total

number of transactions passing through each node to verify the arrivals

generated by the model were equivalent to the arrival rate desired by the

user. The information provided on the transactions passing through each

node was also used to verify the transactions were flowing through the

model, as intended. This information demonstrated that the model was

performing as expected.

The verification of the hybrid-switching model was accomplished by

forcing the model to perform like a packet-switching network and comparing

the results to the results produced by the packet-switched model. The

hybrid-switching model was then set-up to perform like a circuit-switching

network and the results compared to those produced by the circuit-switched

model. The hybrid-switching model was made to perform as a circuit or

packet-switching network by changing the conditional-branching nodes which

are used to produce the different message lengths and by forcing the model

to always select either the packet switching or circuit switching technique.
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The hybrid-switching model, altered to either perform as a packet-

switched or circuit-switched model, was run with a message length of

3000 Bits, traffic intensities of 0.25 and 0.50, one and four channels,

and path lengths of 4 and 6. The delays calculated by the hybrid-

switching model configured to operate as a circuit-switching network

were equivalent to the delays calculated by the circuit-switching model.

The results produced by the hybrid-switching model configured to operate

as a packet-switching network were equivalent to the results produced

by the packet-switching model. Based on the above results, the hybrid-

switching model is considered to be verified.

The Completion of the validation and verification of the hybrid-

switching model allows the model to be compared with the packet-switching

and circuit-switching models.' The comparison will demonstrate if the

hybrid-switching technique provides any improvement in delays over the

circuit and packet-switching techniques. Conducting the comparison and

analyzing the results were the next items accomplished in the study.
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Chap ter 5

Comparison of Hybrid, Packet arnd Circuit Switching

Introduction

This chapter describes the comparison of the three switching models.

The circuit switching, packet switching, and hybrid switching models were

compared to determine their performance in minimizing message delays.

The next section develops the comparison method and describes the

inputs and switching selection criteria used in the hybrid model. In

the following section, the results of the comparison are presented and

analyzed. In the next section conclusions are made about the three

switching techniques. The concluding section presents recommendations

for additional study on this topic.

Comparison Methods and Inputs

The method of comparing the three switching techniques is similar

to the method used to compare circuit-switching to packet switching in

Chapter 3. The three simulation models were exercised under the same

conditions and the resulting message delays were used to compare the

effectiveness of each technique. The simulation models were operated

under the following conditions;

1. Traffic intensities were 0.25, 0.50, or 0.75.

2. The number of channels was 1 or 4.

3. The path lengths were 2, 4, or 6.

4. The messages input to the models for each run were equally

divided between 1000 bits and 5000 bits.

The values for the path length, traffic intensity, and channels were

chosen because of their use in determining the switching selection
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criteria which determined the mode of switching the hybrid-switching

model used. The message lengths were selected to provide short mess-

ages (1000 Bits) which favor packet-switching and long messages

(5000 Bits) which favor circuit-switching. In order to determine the

effect of changing the traffic intensity, path length, and channels on

each model, only one factor was changed while the others remained

constant in each simulation run. The number of simulations required

Cor each model was 18. Additionally, each model was run to determine

the average delay of the network for the above traffic intensities and

channels which required 6 simulations. The total number of simulations

required for each model was 24.

The inputs to the circuit-switched and packet-switched models are

almost identical to those described in Chapter 3. However, two diff-

erences exist in the traffic intensity input and the message lengths.

First, the traffic intensity was based upon message length but the

message length was either 1000 or 5000 Bits for this comparison. In

order to determine the traffic intensity, the average message length

was calculated and this figure was used to determine the message arrival

rate required to generate the desired intensity. The average message

length was calculated to be 3000 Bits since 50 percent of the messages

entering the network were 1000 Bits and the remaining 50 percent were

5000 Bits. Second, allowing message lengths of 1000 Bits and 5000

Bits to be of equal probability required the conditional branching node

in each model to have the probability of selecting each branch set to

equal to 0.5. The remaining inputs to the packet-switched and circuit-

switched models were identical to those discussed in Chapter 3.

The inputs to the hybrid-switched model were identical to those

described for the packet and circuit-switched model for the traffic
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intensity, path length, number of channels, and message lengths.

However, the hybrid-switched model required the switching selection

criteria\ to also be input. The switching selection criteria was

determined from the path length vs. delay graphs developed in Chapter 3.

The path length vs. delay graphs were used becuase the number of

channels, message length, and traffic intensity parameters were user

inputs for these models. However, the model generated the destination

and therefore the path length for each message. Since the models allowed

messages of 1000 and 5000 Bits the corresponding graphs for the number

of channels and the traffic intensities were used to determine the switch-

ing method which the hybrid-switching model selected. The selction

criteria used in the hybrid switching model was based on the path

length. The path length was determined by subtracting the message t
entry node from the message destination which was generated from a uni-

form distribution with a minimum value of zero and a maximum value of

seven. Therefore, a value of less than 1 corresponded to a path length

of I and a value of less than 2 but equal to or greater than 1 corresponded

to a path length of 2, etc. The path length was assigned to attribute

4 in the hybrid mo~del. The model selected the switching method to use

based on Table XII which was derived from the graphs in Chapter 3. The

values for attribute 4 were used as selection conditions for the condition-

al branching node which routed the message to either the circuit-switching

of packet-switching method.

76



Table XII

Switching Technique Selection
Criteria for the Hybrid Model

Message No. of Traffic Select Circuit Select Packet

Length Channels Intensity Switching if Switching if'

1000 1 0.25 A4 >1 A4 <1

0.50 A4 >7 A4 <7

0.75 A4 >7 A4 <7

4 0.25 A4 >1 A4 <1

0.50 A4 >1 A4 <1.

0.75 A4 >7 A4 <7

5000 1 0.25 A4 >1 A4 <1

0.50 A4 >7 A4 <7

0.75 A4 >7 A4 <7

4 0.25 A4 >3 A4 <3

0.50 A4 >3 -14 <3

0.75 A4 >7 A4 <7

A4 =Attribute 4
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The models were designed to measure the delay of only the messages

which entered the network at node 1. Statistics can be obtained on

any length of path by changing the inputs to the statistics node. The

procedure for changing the path length for the circuit switching and

packet switching models was previously described in Chapter 3. The

hybrid switching model path was changed to obtain the desired path

length by making the connections in Table XIII. The node numbers in

Table XIII correspond to the node numbers in the design charts in the

appendix. After establishing the comparison method and determininR

the inputs, the next task in this study was to make the simulation runs

and analyze the results.
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Table XIII

Path Length Connections

for the Hybrid Switched Model

Desired Path Nodes to be Statistics
Length* Connected Nodes

1 29 95

31 88 if AI.EQ.1
31 38 if AI.NE.1

43 95
46 88 if AI.EQ.1
46 38 if AI.NE.1

3 51 95
55 88 if AI.EQ.1
55 38 if AI.NE.1

4 60 95
65 88 if A1.EQ.1
65 38 if AI.NE.1

5 70 95
76 88 if Al.EQ.1
76 38 if AI.NE.1

6 81 95
87 88 if A1.EQ.1
87 38 if AI.NE.l

*In order to measure the average message delay for the entire network,

all the above connections are required.
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Results

The input paramters and results from the simulations of the

hybrid switching, the packet switching and the circuit switching models

are listed in Tables XIV thru XVI. The data from these tables is

presented in graphs in figures 14 thru 16.

These graphs show the hybrid switching technique closely parallel-

ing the switching technique which produces the smallest delays. In

Figure 14, for example, the hybrid switched model closely paralleled

the circuit switched model when the traffic intensity was 0.25 but

paralled the packet switched model when the traffic intensity was either

0.50 or 0.75. In Figure 16 the average network delay was plotted

against the traffic intensity. The hybrid switching model again

closely paralleled the technique which produced the smallest delay.

The delays from the hybrid switching model and the delays from

the technique which produced the smallest delays were examined to

determine if the differences were significant. The results were tested

at the 0.05 level of significance using the hypotheses test concerning

two means (8). The hypotheses test proved some of the points tested

-were not significant. However, for example, in Figure 14 for a traffic

intensity of 0.75 the difference between the hybrid switched model and

the packet switched model (technique producing the smaller delay) was

significant for path lengths of 2 and 6. Since the hybrid switching

model always selects the packet switching technique at this level of

traffic intensity, the delays from the two models should have been

equivalent.

The significant difference between the hybrid switching model and
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the packet switching model was attributed to the workloads not being

identical. The workloads were not identical because, although each

model used the same seed in the random number generator, the same random

numbers were not applied to the same decision in each model. Since

different numbers were used to make identical decisions in the two

models, the workloads were not identical. This was confirmed by

changing the seed for the random number generator which resulted not

only in the significance between the delays disappearing but the delay

from the hybrid switching model became less than the delay from the

packet switching model.
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Table XIV

Simulation Inputs and Results
For Comparing the Models with 1 Channel

Type Switching Path Length Traffic Intensity Delay Std. Dev.

Hybrid 2 0.25 0.1205 0.. 1067
0.50 0.2050 0.1109
0.75 0.427-5 0.3177

4 0.25 0.1153 0.0792
0.50 0.3363 0.1723
0.75 0.8179 0.5025

6 0.25 0.1567 0.1086
0.50 0.4790 0.2770
0.75 1.3019 0.5656

Packet 2 0.25 0.1640 0.0565
0.50 0.1785 0.1311
0.75 0.3041 0.2101

4 0.25 0.1904 0.1005
0.50 0.3062 0.1833
0.75 0.7420 0.5369

6 0.25 0.2598 0.1260
0.50 0.4360 0.2109
0.75 1.0462 0.4915

Circuit 2 0.25 0.1499 0.1540
0.50 9.0514 5.9402
0.75 9.8522 9.3457

4 0.25 0.1508 0.1333
0.50 7.3749 4.8309
0.75 14.6080 17.9864

6 0.25 0.1788 0.1592
0.50 9.7548 5.5020
0.75 14.4395 15.4147
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Table XV

Simulation Inputs and Results
for Comparing the Models with 4 Channels

Type Switching Path Length Traffic Intensity Delay Std. Dev.

Hybrid 2 0.25 0.2382 0.1061
0.50 0.4427 0.4276
0.75 0.5708 0.3299

4 0.25 0.3234 0.1723
0.50 0.6463 0.5339
0.75 1.0337 0.4803

6 0.25 0.3639 0.1896
0.50 0.6885 0.4631

0.75 1.6601 0.5725

Packet 0.25 0.2415 0.0582
0.50 0.2800 0.0957
0.75 0.3090 0.0899

4 0.25 0.4285 0.0604
0.50 0.4559 0.0972
0.75 0.5223 0.1078

6 0.25 0.5979 0.0550
0.50 0.6629 0.1103
0.75 0.6881 0.1086

Circuit 2 0.25 0.3130 0.1572
0.50 0.4072 0.2700
0.75 13.2143 6.8644

4 0.25 0.2974 0.1608

0.50 0.4204 0.3051
0.75 13.7829 8.6829

6 0.25 0.3217 0.1668
0.50 0.4699 0.2487

0.75 15.1989 8.0904
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Table XIV

Simulation Inputs and Results

for Comparing the Average Network Delay

Type Switching Path Length Traffic Intensity Delay Std. Dev.

Hybrid 1 0.25 0.1313 0.1169

0.50 0.2859 0.1933
0.75 0.6126 0.4468

Packet 0.25 0.1655 0.1038
0.50 0.2606 0.1719
0.75 0.5412 0.4182

Circuit 0.25 0.1260 0.1317
0.50 1.6223 0.7962

0.75 13.2972 9.1924

Hybrid 4 0.25 0.2744 0.1559
0.50 0.6308 0.5757
0.75 0.8098 0.4934

Packet 0.25 0.3779 0.1621

0.50 0.4914 0.2438
0.75 0.6034 0.3810

Circuit 0.25 0.2943 0.1642

0.50 0.4046 0.2663

0.75 7.0577 3.4339
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Conc lus ions

A hybrid switching network which selects the switching method dynamn-

ically based upon message length, path length, traffic intensity and the

number of channels, as defined in this study, provides the smallest delays

in all situations. Packet switching provides smaller delays than circuit

switching in some situations but in other situations circuit switching

provides the smallest delays. However, based on the assumptions and

results of this study, hybrid switching provides an excellent compromise

between circuit switching and packet switching. The delays from hybrid

switching closely approximates the delays from circuit switching when it

is the best and packet switching when it is the best.

The results of this study confirm the usefulness of a hybrid switch-

ing technique which selects the switching technique based upon the net-

work parameters. If hybrid switching is used in a network, the workload

estimates which are made to select a switching technique will no longer

be required since hybrid switching dynamically selects the switching

technique that provides the shortest delays.

Recommendations for Additional Study

The results of this study need to be confirmed under conditions

which are different from those assumed in the models. For instance,

the assumption that 75 percent of the message packets travel the

shortest path and the remaining 25 percent travel the shortest path

plus one hop, needs to be investigated to determine if the results of

this study are altered where the percentages are varied. Additionally,

the assumption that the arriving messages are equally divided between

1000 and 5000 bits, should be investigated to determine the effects of

changing the mix on the results. Another topic for further investigation
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concerns the application of the study results to systems which

contain a mixture of voice and digital data. These questions need

to be answered to determine the possible usefulness of this hybrid

switching technique.

The final recommendation is to rewrite the models using a general

purpose language. Q-Gert is a Fortran based language. The array

dimensions are fixed which caused problems in this study. For instance,

Q-Gert only allows 850 active transactions/messages in the system which

caused some of the simulation runs to terminate before intended when

the traffic intensity was heavy. Another reason for changing the models

to a general purpose language is memory requirements. The models

require the extra large version of Q-Gert which did require 166K of

memory but now requires 200K because of a change in the access pro-

cedures. The need for 200K of memory severly impacts the number of

simulations. If the system is busy, jobs requiring 200K rarely run

prior to 10:00 p.m. An additional reason for changing languages is

the difficulty in changing the network parameters. The Q-Gert models

require significant changes in the packet switching and hybrid switching

models to change message lengths. The last reason for changing the

language of the models is to enable the identical workloads to be input

to each model. The sensitivity of the results produced by the Q-Gert

models to the random number seed could be eliminated. Creating a

standard workload and inputting this workload into the Q-Gert models

would be very difficult., However, if the models used a general

language, a standard workload could easily be created and input into

each model thus providing more quantative results than achieved in this

study.
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Appendix: A

User Inputs to the

Simulation Models.
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Introduction

The circuit switched, packet switched and hybrid switched simula-

tion models were designed to study the effects of the number of channels,

the path length, the message length and the traffic intensity on message

delay. The user is required to input the values of these parameters into

three models. The method of input will be described in the following para-

graphs by assuming each of the models is to study a situation which has

4 channels between nodes, the path length to be studied is 6, the message

lengths are equally divided between 5000 and 1000 bit messages and the

traffic intensity if 0.25.

The Number of Channels

The number of channels in each model is specified by the resource

card which appears as follows;

Res, 1, 1, 1*

In order to input the desired number of channels the sepond number in

resource card must be changed to reflect the desired number. For the

sitLuation described above, all the resource cards would have the second

number equal to four as follows;

Res, 1, 4, 1*

Additionally, a change in the number of channels also requires the time

required to transmit a message to be altered. The time to transmit the

circuit establishment signal (Attribute 3) and the time to transmit the

message, request-for-transmission signal and channel release signal

(Attribute 4) must be recalculated for the circuit switched model using

equations 4 and 5. The time to transmit a packet (Attribute 3) in the

packet switched model must-.be recalculated using Equation 6. The

hybrid swithced model requires the transmission times for the packet,
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message, and circuit establishment to be recalculated. However, in

the hybrid switched model attribute 6 corresponds to Attribute 3 in both

the packet switched model and the circuit switched model. Therefore

Equation 4 is used to determine the circuit establishment signal trans-

mission time for the circuit-switched method and Equation 6 is used to

determine the packet transmission time for the packet switched method.

The message transmission time in the circuit switched model (Attribute 4)

corresponds to Attribute 7 in the hybrid switched model and therefore

Equation 5 is used to determine this value.

The Path Length

The path length to be studied is input into the models by connect-

ing disconnecting nodes to the statistics gathering nodes of each model.

The circuit switched model requires one connection for each path length

to be studied. The packet switched requires two connections and the

hybrid switched requires the connections for each path. Table XVII

gives the nodes to be connected for each path in each model. The node

numbers refer to the numbering used in the design charts in appendices

B thru D. For a path length of six which our example requires, the

circuit switched model has only node 51 connected to nodes 58 and 67

with the message preceding to the former if the source node was not node

I (Al 4 1) and the latter if the source node was node 1 (Al = 1). The

hybrid switched model has node 81 connected to node 95 and node 87

connected to nodes 88 and 38 with the message selecting the path from

87 to 88 if the source node 1 (Al = 1) and from 87 to 38 if the source

node was not node 1 (Al 1).
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Table XVII L

Path Length Connections

Desired
Model Path Length Connections Required

Circuit 1 Node 17 to node 80

Switched 2 Node 22 to node 80
3 Node 27 to node 80
4 Node 34 to node 80

5 Node 42 to node 80
6 Node 51 to node 80

Packet 1 Node 38 to 58 if Al I

Switched Node 38 to 67 if' Al I
2 Node 42to58 if Al 1

Node 42 to 67 if Al I
3 Node 46 to 58 if Al 1

Node 46 to 67 if Al 1
4 Node 50 to 58 if Al 1 1

Node 50 to 67 if Al = I
5 Node 54 to 58 if Al 4 1

Node 54 to 67 if Al I1
6 Node 57 to58 ifAl i

Node 57 to 67 if Al 1

Hybrid 1 29 to 95, 31 to 88 if Al

Switched 31 to 38 if Al 1

243 to 95, 46 to 88 if Al

46 to 38 if Al1
3 51 to 95, 55to 88 if Al

55 to 38 if Al I

4 60 to 95, 65 to 88 if Al 1

65 to 38 if Al 1
5 70Oto 95, 76 to 88 if Al =

76 to 38 if Al 4 1

6 81 to 95, 87 to 88 if Al =I

8-1 to 6~i'A
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The Message Length

A change in message length requires extensive changes to the hybrid

and packet switching models. However, a change in message length is

easily accomodated by the circuit switched model. Since the length of

the message effects the transmission time in the circuit switched model

attribute 41, this value must be recalculated using Equation 5. The

recalculation of attribute 4 is the only change required of the circuit

switched model.

The message length determines the number of packets required to

transmit the message. The hybrid and packet switched models must be

changed to generate the required number of packets for a given message

length. In design charts for the hybrid switched model in Appendix D,

nodes 18 thru 22 are used to generate packets for 5000 bit messages.

If the message length were increased, additional nodes would be required

to generate the proper number of packets. if the message length decrease

from 5000 bits, nodes would be removed starting with the largest node

number until the desired number of packets is reached. Nodes 22 thru

26 in the packet switched model in Appendix C correspond to nodes 18

to 22 in the hybrid model and would be changed as described for the hybrid

model.

Additionally, attribute 7 in the hybrid switched model and attribute

5 in the packet switched model are used to indicate the number of packets

each message required. These attributes must be changed to reflect

any increase or decrease in the number of packets a message requires.

The nodes which determine if all the packets in a message have

arrived must be increased or decreased to reflect changes in message

lengths. Queue nodes 90 thru 94 in the hybrid switched model and
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queue nodes 69, 70, 71, 13, and 14 are used in the hybrid and packet

switched models for 5000 bit messages. Changes in the message length

which change the number of packets generated also require a change in

queue nodes which are used to reassemble the message.

Additionally, the hybrid switched model also requires the time to

transmit a message (Attribute 7) when the circuit switching technique

is used to be calculated using equation 5. The circuit switched,

packet switched, and hybrid switched models in appendices B thru D are

set-up to accomodate message lengths of 1000 and 5000 bits.

Traffic Intensity

The traffic intensity to each node is a function of the external

message arrival rate and the internal message arrival rate. The messages

generated in the three models have an equal probability of terminating

at any of the following nodes. Therefore, in order to maintain the same

traffic intensity to each node, the external traffic intensity at node

must be one sixth of the external traffic intensity to node 1 and the

external traffic intensity to node 3 must be one sixth of the external

traffic intensity to node 1 plus one fifth of the external traffic

intensity to node 2, etc. Table V gives the external traffic intensities

required at each node to maintain a .25 intensity, as follows;

Traffic Intensity
Node to Maintain .25

1 0.25
2 0.0167
3 0.02
4 0.025
5 0.0333
6 0.05
A-1 0.075
A-1 0.075
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II

The exponential parameter specifications require a mean value, a

minimum value, and a maximum value. The maximum value is set to

twice the mean or 1 whichever is the larger. The minimum is the time

to input a message assuming the input line capacity is 50000 bits/sec.

The following parameter specifications would be used for the

example problem;

Model Node Parameter Specification

Circuit 1 Par,2,0.24,0.06,1*
2 Par,4,3.60,0.06,7.2*
3 Par,6,3.00,0.06,6.0*
4 Par,8,2.40,0.06,4.8*
5 Par,10,1.80,0.06,3.6*

6 Par,12,1.20,0.06,2.4*
Packet 1 Par,2,0.24,0.06,1*

2 Par,8,3.60,0.06,7.2*
3 Par,10,3.00,0.06,6.0*
4 Par,12,2.40,0.06,4.8*
5 Par,14,1.80,0.06,3.6*

6 Par,16,1.20,0.06,2.4*
A-1 Par,4,0.80,0.06,1.6*

A-2 Par,6,0.80,0.06,1.6*
Hybrid 1 Par,2,0.24,0.06,1*

2 Par,5 ,3.60,0.06,7.2*
3 Par,7,3.00,0.06,6.0*
4 Par,9,2.40,0.06,4.2*
5 Par,1,l.80,0.06,3.6*
6 Par,12,1.20,0.06,2.4*

A-i Par,3,0.80,0.06,1.6*
A-2 Par,3,0.80,0.06,1.6*

The external traffic intensities at each node must be converted

to message arrival rates using Equation 8. Since the message in our

example are equally divided between 1000 and 5000 bits, the average

message length is 3000 bits. The average message length is used in

Equation 8 to determine the arrival rate. The message arrival rates

at each node are as follows:
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Node Message Arrival Rate

1 4.1667 messages/sec
2 0.2783 messages/sec

3 0.3333 messages/sec
4 0.4167 messages/sec
5 0.5550 messages/sec
6 0.8333 messages/sec

A-I 1.2500 messages/sec
A-2 1.2500 messages/sec

However, Q-Gert requires the message arrival rate to be given as the

time between arrivals which requires the above values to be inverted.

The inverted values are then used as the mean values for exponential

distributions in the parameter specification to generate the messages.

Switching Selection Criteria

The switching selection criteria must also be input to the hybrid

switching simulation model by the user. The switching selection criteria

can be determined from the graphs in Figures 11 thru 13. For the

conditions specified in the example, a 1000 bit message will only be

packet switched if the path length is one and a 5000 bit message will be

packet switched if the path length is less than 3. The messages will be

circuit swi-tched for all other path lengths.

The switching selection criteria is input into the hybrid switching

model as branching conditions as follows:

Message Path From
Length Node to Node Condition

1000 12 to 13 A4.LT.1
12 to 14 A4.GE.1

5000 15 to 16 A4.GE.3

15 to 17 A4.LT.3
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APPENDIX: B

Circuit Switched

Simulation Model

B-i



Circuit Swtiched Network

Q-Gert Design Charts

Attribute
Number Meaning of Value

I Source node

2 Destination

3 Time to transmit circuit
establishment message

between two adjacent nodes

4 Time to transmit message
and channel release signal
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GEN,GAMBILL ,CIR-SWITCHED, 9, 1,81 ,0,1, 100,) 14) 4,) 21)80*
RES, 1,1,1*
RES,2,1,2*
RES,3,1 ,3*
RES,4,1 ,4*
RES, 5, 1, 5
RES,6 .,6*
PAR,1,0.,..,7. ,O.*
PAR,2,0.08,0.02,1 .-
PAR,3,0. ,2. ,7. ,O.*
PAR,4,0.48,0.02 ,1 .*
PAR,5,0. ,3. ,7.,0.*

PAR,7,0. ,4. ,7. ,.*
PAR ,8 ,0.32 ,0. 02 ,1
PAR,9 ,O. , .,7. , I.*
PAR,10,0.24,0.02 4 .*
PAR,12,0.16 ,0.02, 1.A
DEF ,1*
SOU,10,0,,50)10*
VAS,10,1,CO,1.,2,UN,1,3,CO,0.002,)50)11*
ACT,10,10,EX,2,t 50)12*
ACT,10,11, (50) 13*
REG,11 ,1 ,1,P, (50114*
ACT, 11,60(8 )0.5, .50 )15*
ACT,11,61,) 8)0.5,) 50) 15*

VAS ,60 ,4,CO ,0.024 ,i50) 18
ACT,60,12, (50119*

REG,61 4 ,1,(50)20*
VAS ,61,4 ,CO ,0 .104, (50) 21l*

ACT,61,12,( 50)22*
REG,12,1 ,1, (50)23*
ESN*
LIN,12/1,14*
QUE,14/NODE 1,i10)1*
ALL,1 ,POR,1 ,1 ,14/15*
REG,15,1 ,1*
ACT,15,16 ,AT,3*
REG,16,1,1,F*
ACT,16,17,AT,4, (8)1 ,A2, _T.2.*
FRE ,17 ,D,1, 1*
ACT, 17 ,80*
ACT, 16,18, (8 12 A2 .GE. 2 .
DUP,2 ,E*
REP, 11,VAS, 10, 1,CO ,2. ,2 ,UN ,3 ,3,CO ,0 .002*
REP,12,ACT, 10,10,EX,4*
ESN*
LIN,12/2,18*
QUE,18/NODE 2,(1012*
ALL,2 ,POR,2,4,18/19*

REG, 19 ,1, 1*
ACT ,19 ,20 ,AT ,3*

REG,20,1,1,F*
ACT, 20 ,21,AT ,4, (8) 1,A2. LT.3.
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REG,21,1,1,F*
ACT,21,22(8l1,Al.EQ.1.*
ACT, 21,23 ,(812 ,A1. EQ.2.
FRE,22 ,D, 1,1*
ACT ,22 ,23-'
ACT ,22,80*
FR.E,23,D,2, 1*
ACT,20,24,(8)2,A2.GE.3.*
DUP,3,E*
REP,1I',VAS,10,1,CO,3.,2,UN,5,3,CO,0.002*
REP,12,ACT, 10, 1O,EX,6*
E SN*
LIN, 12/ 3,24*
QUE,24/N0DE 3,110)3*
ALL,3,POR,3,1 ,24/57*

REG, 57',1 ,1*
ACT,571,25,AT,3*
REG,25 ,1,1 ,F*

ACT,25,26,AT,4,(8)1,A2.LT.4.*
ACT,25,30, (8) 2,A2.GE.4.*
REG,26,1,1,F*
ACT,26,2'7,(8)1,AI.EQ.1.*
ACT,26,28,(8)2,A1.EQ.2.*
ACT,26,29, ( 83,A1 .EQ.3.*
FRE,27,D,1,1*
ACT,27 ,28*
ACT ,27 ,80*

FRE,28,D,2 ,1*
ACT,28 ,29*
F RE ,29 ,D,3 ,1 *
DtJP,4,E*
REP , ii,VAS ,10, 1,CO ,4. ,2 ,UN,7,3 ,CO ,0 .002*
REP, 12,ACT,10,10,EX,8*
ESN*
LIN,12/4,30*

QUE,30/NODE 4,(10)4*
ALL,4,POR,4,1 ,30/31*

ACT,31 ,32 ,AT,3*
REG,32,1,1,F*
ACT ,32,33 ,AT ,4, (8)1,A2 .LT .5
ACT,32,38,(8)2,A2.GE.5.*
REG,33 ,1,1 ,F*
ACT, 33 ,34 ,( 8)1,Al. EQ.*
ACT,33,35,(8)2,Al.EQ.2.*

ACT,33, 36,1 8)3,A1 .EQ.3.*
ACT ,33,:37 ,(814 ,AI. EQ .4.

ACT,34,35*
ACT ,34 ,80*

FRE.35,D,2,1*
ACT,35,36*
FRE,36,D,3,1*
ACT,36 ,37*
FRE,37,D,4,1*
DUP,5,E*
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REP,11,V'AS,10,1,CO,5. ,2,UN,8,3,CO,0.002*
REP,12 ,ACT, 10, 10,EX ,1
ESN*
LIN,12/5,38*
QUE,38'/NODE 5,(10)5*
ALL,5 ,POR,5,1I,38/39*
REG,39,1 ,1*
ACT,39 ,40 ,AT , 3

REG ,40,1, 1,F
ACT,40,41 ,AT ,4, (8)1 ,A2 .LT .6.
ACT1,40,47,(8)2,A2.GE.6.*
REG,41,1,1,F*
ACT,41,42,(8)1,AI.EQ.1.*
ACT,41,43, 812,AI.EQ.2.*
ACT,41,44,(813,A!.EQ.3.*
ACT,41 ,45, 8)4,A1 .EQ.4.*
ACT,41,46,18)5,AI.EQ.5.*
FRE ,42 ,D, 1 ,1, *

ACT, 42,43-*
ACT,42 ,80*
FRE,43,D,2,1*
ACT,43,44*~
FRE ,44,D,3 ,1'*
ACT ,44, 45*
FRE,45,D,4,1*
ACT ,45 ,46*

FRE ,46 ,D, 5, 1*
DUP,6 ,E*
REP ,11, VAS, 10, 1,CO ,6 .,2 ,CO,7. ,3 ,CO ,0 .002*
REP,12,ACT, 10,10,EX, 12*
ESN*
LIN,12/6,47*
QUE,47!NODE 6,(10)6*
ALL ,6 ,P0R,6,1, 47'48*
REG ,48 ,1, 1*

ACT ,48 ,49 ,AT ,3*
REG,49, 1,1*
ACT,49, 50 ,AT ,4*
REG, 50 ,1, 1,F
ACT,50, 51, (8)1 ,AI .EQ.1 *
ACT,50,52, (8)2,A1 .EQ.2.*
ACT,50,53, (8)3,A1 .EQ.3.*
ACT,50,54,(8)4,A1.EQ.4.*
ACT,50,55,(8)5,A1.EQ.5.*
ACT, 50, 56 ,(8i6 ,AI. EQ .6

ACT, 51,52*
ACT,5l ,80*
FRE,52,D,2,1*
ACT, 52-,53*
FRE,53 ,D,3,1 ,*
ACT,53 ,54*
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FRE,54,D,4, 1*

ACT,54,55*
FRE,55,D,5,1*
ACT, 55,56*
FRE,56,D,6,i'*
SIN,80/NODE 7,1,1,D,I*
FIN*
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APPENDIX: C

Packet Switched

Simulation Model
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Packet Switched Network

Q-Gert Design Charts

Attribute Meaning of

Number Value

I Source Node

2 Destination

3 Time to send Packet

4 Message number

5 Number of packets in message

6 Packet number
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GEN, GAMBILL, PAC -SITCliED,9,1,81,0,1,10,( 14)6, 91)72-
RES, 1, 4, 1*
RES,2-,4,2*
RES, 3,4,3*
RES, 4,4,4*
RES, 5,4,5*
RES. 6 ,4,6*
RES, 9,4,9*
RES ,1O ,4,10*

PAR2,O.24,0.02,1 .'

PAR3,0. ,1.,7. ,O.*
PAR,4,0.32,0.09, 1 .*
PAR,5,0. ,1.,7. ,0.*
PAR,6 ,0.32,0.02 4 .'

PAR,8,1 .437,0.02,3.*

PAR,10,1 .20,0.02,2 *4*
PAR,11 ,0. ,4. ,7. ,O.'*
PAR,12,0.96,0.02,2.*
PAR,13,0.,5.,7.,0.*
PAR,14,0.72,0.02,1.5*
PAR,15,0.48,0.02,1 .*
DEF ]I*
SOU,20,0,1 ,D,MN,L, (50) 10*
V-AS,20,1,CO,1,2,UN,1,3,CO,0.088,4,IN,1,(50(11*
ACT,20,20,EX,2,(50)12*
ACT,20,21 ,(50) 13*
REG,21 ,1, 1,P, (50)14*
ACT,21 ,7, (8)0.5,) 50)15*
ACT.21,8,(8)0.5,(50)16*
REG,7,1,1,( 50)171*
%'AS ,7,5,CO, I, (50)18*
ACT,7,22,( 50)19*
REG,8, 1,1, (50)20*
%VAlS,8, 5,CO,5, (50) 21*

ACT-,98, 22,1 50) 2-2
ACT,8,23, (50)23*
ACT,8,2-4,) 50)24*
ACT,8 ,25( 50)25*
ACT,8,26,( 50)26*
REG,22,1 ,1 ,(50)27*
VAS, 22 ,6 CO,1, ( 50)28*
ACT,22,27, (50)29*
REG,23,1,1,( 50)30*
VAS ,23 ,6 CO,2 ,( 50) 31*
ACT,23,27, (50)32*

REG,24,1,1, (50)33* ~
VAS,24,6,CO,3, (50)34*
ACT,24,27,( 50)35*
REG,25,1 ,1, (50)36*
VAS,25,6,CO,4q(50)37*
ACT,25,27, (50)38*
REG,26,1,1, (50)39*
VAS,26,6 ,CO,5, (50)40*
ACT,26 ,27, (50)41*
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REG,27,1 ,1,(50)42*
ES.N*
LIN,27/1 ,61*
REG,61 ,1,1 ,P*
ACT, 61, 28,(8(0. 75*
ACT,61,31 ,(8)0.25*
QUE,-8/NODE-1,0, ,D,F, (10)1*
ALL,1 ,POR,1 ,1 ,28/29*
REG,29,1 ,1*
ACT ,29,30,AT ,3*
FRE ,30 ,D,1, 1*
ACT, 30,37*
DUP,9,E*
REP,11,VAS,20,1,CO,10,2,UN,3,3,CO,0.088,4,rN,1*
REP ,12 ,ACT,-90,20 ,EX,4-
ESN*
L IN ,27 ,/ 9,31 *
QUE,31 'ALT-1,0, ,D,F,( 10)9*
ALL,9,POR,9,1 ,31./32*

ACT ,32,73,AT ,3*
F RE ,33, F,9,1*
ACT ,33,59, (8)1 ,A1 NE .1.

ACT,33,34,(8)2,A1.EQ.1.*

DUTP,10,E* t
REP,11,VAS,20,i,CO,11 ,2, UN,5 ,3,CO,0.088,4,IN,1*
REP,12 ,ACT,20,20,EX,6*
E SN*
LIN, 27/10,34*
QUE,34/ALT-2,0, ,D,F,(10)10*
ALL,10,POR,10,1 ,34/35-
REG ,35 ,1, 1*
ACT ,35 ,36 ,AT ,3*
FRE ,36 ,F ,10, 1*
ACT,36,37,(8) ,Al.EO.1.*
ACT,36,60,(8)2,A1.NE.1.*
REG, 60 ,1, 1*
REG,37,1,1,F*J
ACT, 37 ,38 , (8)1,A2 .LT .2.
REG,38,1 ,1 ,F*
ACT ,38 ,58, (8) 1,A1. NE.
ACT ,38 ,67 , (8)2 ,AI.EQ.1.*
ACT,37,39(8)2,A2.GE.2.*

DYP ,2 ,E*
REP,11,VAS,20,1,CO,2.,2,UN,7,3,CO,0.088,4,IN,1*

REP, 12,ACT,20,20,EX,8*
E SN*
LIN,27/2 ,39*
QUE,39/NODE-2,0, ,D,F, (10)2*
ALL,2,POR,2,1 ,39/40*
REG,40,1 ,1*
ACT ,40 ,41 ,AT ,3*

FRE,41,F,2,1*
ACT ,41,42 ,( 8)1,A2 .LT .3.
REG,42 ,1 ,1,F*
ACT ,42 ,58, (8)1,A1. NE.*
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ACT,42,67,(8)2,A1.EQ.1.*

ACT,41,43, (812,A2.GE.3.*
DUP,3,E*
REP,11,VAS,20,1,CO,3,2,UN,9,3,C0.088,4,IN,1*F illREP,12,ACT,20 ,20,EX,10*
ESN*
LIN,27/3,43*
QUE,43/NODE-3,O, ,D,F, (10)3*~
ALL,3,POR,3,1 ,43/144*
REQ 44 ,1, 1*
ACT, 44 ,45,AT, 3*
FRE,45,F,3,1*
ACT,45,46,(8)I,A2.LT.4.*

ACT ,46 ,58, (8) 1,A1.NE.*
ACT,46,67(8)2,A1.EQ.1.
ACT.45,47,i'8)2,A2.GE.4.*
DUTP, 4, E*
REP,11,VAS,20,1,CO,4,2,UN,11,3,C0,0.088,4,IN,1*
REP, 12,ACT,20,20,EX, 12*
E S,";
L,27/4,47*

QUE,47/NODE-4,O, ,D,F, (10)4*
ALL,4,POR,4,1 ,47/48*
REG,48,1,4"
ACT, 48 ,49 ,AT ,3*
FRE,49,F,4,1*
ACT,49,50,(8)1,A2.LT.5.*r

REG,50,1 ,1,F*
ACT ,50,58 , (8) 1,Al.NE .I
ACT,50,67, (8) 2,A1.EQ.I.*
ACT,49,51 ,(8)2,A2.GE.5.*
DUP,5,E*
REP ,11,VAS,20,1,CO,5 ,2 ,UN, 13 ,3,CO,0 .088 ,4, IN,1*
REP,12 ,ACT,20,20,EX,14*
E SN*
LI N,27 /5,51 *
QUE,51/NODE-5,0, ,D,F, (10)5*
ALL,5 ,POR, 5,1,51/52*

ACT ,52, 53 ,AT ,3*
FRE, 53 ,F, 5,1*
ACT, 53 ,54, (8) 1,A2.LT .6.
REG,54,1 ,1F*
ACT ,54, 58, (8) 1,A1. NE .l
ACT,54,67(8)2,A2 .EQ. .*
ACT,53 ,55 , (8)2 ,A2 .GE .6
DUP,6 ,E*
REP,11,VAS,20,1,CO,6.,2,CO,7.,3,CO,0.088,4,IN,1*
REP,12,ACT,20,20,EX, 16*
ESiN*
LIN ,27,'6,55 *
QUE,55/NODE-6,0, ,D,F, (10)6*
ALL,6 ,POR,6,1 ,55/56*

REG ,56,1,1*
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ACT ,56,57 ,AT ,3*
zRE.57,F,6,1*

ACT, 57,58(8)1 ,A1 .NE.1 *

ACT,57,67,18(2,A1.EQ.1.*
REG, 58,1,1 ,F*
REG,67,1,1,F*
ACT,67,72,18il,A5,EQ.1.*
ACT,67,68,(8!2,A5.EQ.5.*
REG,68 ,1.1 ,F*
ACT.68,69,(8A1,A6.EQ.1.*

ACT,,68,70, (8)2 ,A6 .EQ.2.
Q!UE,70,0, ,D,F,(10)11*
ACT ,68 ,71, 813 ,A6.EQ.*
QUE,71,0, ,D,F,110)11*
ACT ,68 ,13 , 8)'4 ,A6.EQ.4.
QlJE,13,0, ,D,F,( 10)11*
AC'-,68,14, (8) 5,A6 .EQ. 5.*
QUE,14,0, ,D,F,( 10)11*
7MAT, 11,4 ,69 ,70 ,71, 13, 14/-72
SIN ,72/NODE-7 ,1,1 ,DI*
F IN*
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APPENDIX: D

Hybrid Switched

Simulation Model
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Hybrid Switched Network

Q-Gert Design Charts

Attribute Meaning
Number Value

1 Source Node

2 Destinati on

3 Message Number

4 Path Length

5 Type of Switching being used
I = Circuit Switching
2-Packet Switching

6 Time to send circuit establish-
ment message if circuit
switching or time to send
packet if packet switching

7 Time to send message and
channel release signal if
circuit switching or number
of packets in a message
if packet switching

8 Packet Number
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GEN,GAMBILL, HY-SWITCHED,9,1,81,0,1,300,( 14)8, (21)95*
RES ,1 ,1I,1*

RES,2 ,1 ,2*
RES,3,1,3*
RES,4,1,4*
RES,5,1,5*
RES,6 ,1,6*
RES,7,1 ,7*
RES,8,1,8*
PAR,1 ,0. ,1. ,7.,*
PAR,2,O.08,0.02 4 .*
PAR.3,0.107,0.02,1 .*

PAR,5,0.48,0.02,1.*

PAR,7,O.40,O.02 ,1 .*
PAR,8 ,O.,4. ,7.,*
PAR,9,0.32,O.02,1 .'

PAR,10,0. ,5. ,7. ,0.*
PAR,11 ,O.24,0.02 ,1 .*
PAR,12,O.16,0.02 4 .*
DEF, 1*
SOU,10,0,1,D,,M,L, (50)10*
V'AS,10,1,CO,1,2,rJN,1,3,IN,1,4,AT,2,(50)11*

ACT,10,11 ,( 50) 13*
REG,11 ,1 ,1,P, (50)14*

ACT,11,12, (8)0.5, (50) 15*
REG,12,1,1,F,( 50)17*
ACT,12,13, (8)1,A4,LT.7. ,(50)18*
REG,11,1 ,1 ,(50) j9*
VAS, 13, 5,CO,2 ,6 ,CO ,0 .022,7 ,CO,1,8 ,CO,1, (50 ) 20*
ACT,13 ,23 ,( 50 )21*
ACT,12,14,(8)2,A4,GE,7.,(50)22*
REG, 14,1,1, (50)23*
VAS,14,5,CO,1,6,CO,0.002,7,CO,0.024,(50)24*
ACT,14,231(50)25*
ACT,11,15,(8)0.5,(50)25*
REG,15,1,1 ,F,( 50)27*
ACT, 15, 16 ,( 8)1,A4 .GE .7. ,(50)28*
REG,16,1,1 ,(50)29*
VAS, 16 ,5,CO,1,6 ,CO ,0 .002 ,7,CO ,0. 104, (50) 30*
ACT,16,23, (50)31*
ACT, 15 ,17, (8)2 ,A4 .LT.7. ,( 50) 32*
REG,17,1 ,1,( 50)33*
VAS,17,5,CO,2,6,CO,0.022,7,CO,5,(50)34*
ACT,17,18,( 50)35*
REG,18, 1,1(50)36*
VAS,18,8,CO,1, (50)37*
ACT,18,23, (50)38*
ACT ,17, 19, (50)39*
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VAS, 19,8 ,C0,2 , (50) 41*

ACT,19,23, 50)42*
ACT,17,00, (50)43*
REG,20, 1,1 ,(50)44*
VAS,20,8,CO,3,(50)45*
ACT,20,23, (50)46*
ACT, 17 ,21, (50 )47*
REG,21,1,1, (50)48*
VAS,21 ,8,CO,4, (50)49*
ACT,21 ,23, (50)50*
ACT, 17,22,(50)51*
REG,22,1 ,1,(50)52*
%-AS,22-,8,CO,5, (50) 53*
ACT,22,23,k50) 54*
REG.23,1,,(50)55*
E SN',
LIN,23;1,24*
REG.24,1,1,F
ACT ,24 ,25 , 8)1,A5.EQ. 2*
REG,25,1 ,1 ,P-
ACT,25,26 ,(8)0.75*
ACT,24,26,(8)2,A5.EQ.1.*
AC,,25,32,t8)0.25*
QUE,26/NODE 1,0, ,D,F,(10)1*
ALL.*1 ,POR,1 ,1,26/27*
REG,27 ,1,1 ,F*
ACT ,27 ,28 ,AT ,6 ,(811,A5 .EQ.1.*
REG,28,1.,1,F*
ACT.28,29,AT,7, (8)1,A2. _T.2.*

ACT ,29,95*
ACT ,28 ,39, (8)2',A2.GE .2.
ACT,27,30,AT,6, (8) 2,A5.EQ.2.*

ACT,30,31 ,(8)1 ,A2.LT.2.*
REG,31,1,1,F*
ACT,31 ,38,(8)1 ,A1 .NE .1.

ACT ,31, 88 ,( 8)2 ,A1.EQ.*
ACT, 30 ,39 ,(8)2 ,A2.GE .2.
DUP,8,E*
REP,11,VAS,10,1,CO,8,2,CO,8.5,3,IN,1,4,AT,2*
REP, 12,ACT,10,10,EX,3*
ESN*
LIN,-3i/8,32*
7E,32/ALT 1,0, ,Dj,(10)7*

ALL,7,POR,7,1 ,32/33*
REG,33, 1,1*
ACT ,33 ,34 ,AT,6
FRE,34,F,7,1*

ACT ,34 ,38, (8) 1,A1.NE.1.
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DUP, 9, E*
REP,.1,VAS,10,1,CO,9,2,CO,g.5,3,IN,1,4,AT,2*
REP, 12 ,ACT, 10,10 ,EX,3*
ESN*
LIN,23/9,35*
QIJE,35,/ALT 2,0, ,D,F,(10)8*
ALL,8,POR,8,!,35/36*
REG,36,1,14,*
ACT,36 ,37,AT ,6*
FRE,37,F,8,i*
ACT,37,38, (8)1 ,A1 .NE .*
ACT,37,31,(8)2,A2.LT.2*
ACT, 37 , 39,(8)3 ,A2.GE.2*
DUP, 2, E*
REP,11,VAS,10,1,CO,2,2,UN,4,3,IN,1,4,AT,2*
REP,12 ,ACT, 10,10,EX,5*
ESN*
LIN,23/2 ,39*
QUE,39/NODE 2,0, , D,F,(10)2-
ALL,2-,POR,2,1 ,39/40*
REG, 40 ,1,1,F

ACT, 40 ,41 ,AT ,6, (8)1,A5.EQ.1.*'
REG,41, 1,1 ,F*
ACT, 41, 42 ,AT ,7, (8) 1.A2 ,LT.3.
REG,42 ,1,1 ,F*

FRE,43,D,1 ,1*
ACT,43 ,44*
ACT,43, 95*
ACT,42,44, 8i2,A1 .EQ.2 A*
FRE,44,D,2, 1*
ACT,41,47, (8)2,A2.GE.3.*
ACT,40,45,AT,6,(8)2,A5.EQ.2.*
FRE,45,F,2,1*
ACT,45,46, (8)1,A2.LT.3.*
REG,46,1,1,F*
ACT,46,38, (8)1,AI.NE.1.*
ACT,46,88, (8)2,A1 .EQ. 1A
ACT, 45 ,47 ,(8 )2,A2. GE.*
DUP,3,E*
REP,11,VAS,10,1,CO,3,2,UN,6,3,IN,1,4,AT,2*
REP, 12, ACT, 10 , I0,,EX.,7*
ESN*
LI.N,23/3,47*
QUE,47/NODE 3,0, ,D,F,(10)3*
ALL,3,POR,3,1 ,47/48*
REG,48,1,1,F*
ACT,47,49,AT,6, (8)1,A5.EQ.1 .*

REG,49,1,1,F*
ACT,49,50,AT,7,(8)1,A2.LT.4.*
REG,50,1,1,F*
ACT, 50, 51, (8)1.Al.EQ.*
ACT,50,52, (8)2,A1 .EQ.2.*
ACT, 50 ,53, (83,Al. EQ.*
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FRE, 51 ,D,1,1*
ACT,51 ,52*
ACT, 51,95*
FRE,52,D,2 ,1*
ACT ,52,53*
FRE,53,D,3,1*
ACT,49, 56, (8)2 ,A2.GE.4.*
ACT ,48 ,54,AT ,6 ,(8)2 ,A5.EQ .2.
FRE,54,F,3,1*
ACT, 54 ,56 , (8)1,A2 .GE.4.*
ACT, 54,55 , (8)2 ,A2 .LT.*
REG,55,1,1,F-
ACT, 55, 38, (8) 1,A1. NE.*
ACT,55,88,I8)2,A1.EQ.1.
DUP,4,E*
REP,11,V'AS,10,1,CO,4,2,UN,8,3,IN,1,4,AT,2*
REP,12,ACT, 10,10,EX,9*
E SN*
LIN,23/4,56*
QUE,56.1"IODE 4,0, ,D,F,(10)4*
ALL,4,POR,4,1 ,56,/57*
REG,57,1,1,F*
ACT, 57 ,58 ,AT ,6, (8)1,A5.EQ.1.*
ACT,57,64,AT,6,(8)2,A5.EQ.2.*
REG,58,1,1 ,F*
ACT,58,59,AT,7,(8)1,A2.LT.5.*
ACT, 58,66,(8)2,A2.GE.5.*
REG,59, 1,1 ,F*
ACT,59,60,(8)1,A1.EQ.1.*
ACT,59,61, (8 )2,A1 .EQ.2.*
ACT,59,62,(8)3,A1.EQ.3.*
ACT, 59 ,63 , (6S,Al.EQ .4.
FRE,70,D,1,1,*
ACT ,60 ,61*

ACT ,60, 95 *
FRE,61 ,D,2,1*
ACT,61 ,62*
FRE,62,D,3,1*I
ACT,62,63*
FRE,63,D,4, 1*
FRE,64,F,4,1*
ACT ,64 ,66 ,( 8) 1,A2.GE .5
ACT,64,65, (8)2,A2.LT.5.*
REPG,65, 1,1 ,F*
ACT,65,38, (8)1 ,A2.NE.1 .*
ACT,65,88, (8) 2,A1 .EQ.1 .*
DUP,5,E*
REP,11,VAS,10,1,CO,5,2,UN,10,3,IN,1,4,AT,2*
REP, 12,ACT,10,10,EX,11*
ESN*
LIN,23/5 ,66*
QUE.66/NODE 5,0, ,D,F,(10)5-
ALL,5,POR,5 41,66/67*
REG,67, 1,1 ,F*
ACT ,67 ,68 ,AT ,6 ,(8) 1,A5. EQ.*
ACT,67,75,AT,6,(8)2,A5.EQ.2.*
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ACT,68,69,AT,7,(8) ,1,A2.LT.6.*
ACT ,68 ,77,18),2 ,A2.GE .6.
REG,69,1,1,F*
ACT,69, 70, (8)1 ,A1 .EQ.1. *
ACT,69,71,t8)2,AI.EQ.2.*
ACT ,69 ,72, (813 ,AI.EQ.3.*
ACT ,69,73 ,(814 ,AI.EQ.*
ACT,69,74,(8i5,AI.EQ.5.*
FRE,70,D1 ,1*
ACT ,70, 71*
ACT, 70 ,95*
FRE,71 ,D,2,1*
ACT,71 ,72*
FRE ,72 ,D ,3, 1*
ACT ,72, 73*
FRE,713,D,4,1*
ACT,73 ,74*
FRE,74,D,5, 1*
FRE,75,F,5,1*
ACT,-75,77, (8)1,A2 .GE .6.
ACT,75,76,',8)20,A2.LT.6.*

REG,76,1,1,F*
ACT, 76 ,38, C8)1,A1.NE.*
ACT,76,88,(8)2,AI.EQ.I.*
DUP,6 ,E*
REP,11,VAS,10,1,CO,6,2,CO,7,3,IN,1,4,AT,2*
REP, 12 ,ACT,10,10,EX,12*
ESN*
LIN,23/6/77*
QVE,77/NODE 6,0, , D,F,I i0)6*
ALL,6,P0R,6,7-7/718*

ACT,78,79,AT,6,(811,A5.EQ.1.*
ACT ,78 ,87 ,AT ,6 ,(8)2 ,A5.EQ.2*
REG ,79 ,1, 1*
ACT ,79 ,80 ,AT ,7*

REG,80,1,1,F*
ACT ,80, 81, (8).1,A1. EQ.1.*
ACT ,80,82 , (8)2 ,Al.EQ .2.
ACT ,80 ,83 ,( 8)3 ,A1. EQ.3.
ACmT,80,84, (8)4,A1 .EQ.4.*
ACT,80,85, (8)5,A1 .EQ.5 .-
ACT,80,86,(8)6,A1 .EQ.6.*

ACT,81 ,82*
ACT,81 ,95*
FRE,82,D,2,1*
ACT,82,83*
FRE,83,D,3,1*
ACT, 839,84*
FRE,84,D,4, 1*
ACT ,84,85*

D- 17



FRE,85,D,5,1*
ACT, 85,86*
FRE,86,D,6,1*
FRE,87,F,6 ,1-
ACT ,87 ,38 , 8)1,A1. NE .1.
ACT.87,88,!8K-,A1.EQ.l.*
R7EG,88,1,1,F
ACT,88,95, (8)1,A7.EQ.1.*
ACT, 88 ,89 ,8)2 ,A7.EQ.5

REG,89,1I I,F*
ACT, 89,90, 8)1,A8 .EQ.l.
ACT,89,9i,(8)2,A8.EQ.2.*
ACT ,89, 92 ,(8(3 ,A8 .EQ.*
ACT,89,93,,8)4,A8.EQ.4.*
ACT,89,94,(815,A8.EQ.5.*

QUE,90,0, D,F,( iO)9-

QUE,93,0, ,D,F,(1~0)-
QUE,94,0, ,D,F,(il0)
MNAT,9,3,90,91,92,93,94/95*
SIN,95/NODE 7,1,1 ,D, 1*
F IN*
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