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/ SUMMARY

This paper describes the successful provision of an X25 interface to
the Pilot Packet Switched Network (PPSN) developed at RSRE. The X25 protocol
is assessed for its suitability as an interface to the PPSN and as an inter-
face to military networks in general. The technique used to integrate the
protocol into the network is described.
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I INTRODUCTION

The Pilot Packet Switched Network (PPSN) was developed to carry out

experiments into the military use of packet switched networks. The points of
interest include network access protocols, end-to-end protocols, routing,
survivability and security (refs 1,2). Figure 1 shows the general network
architecture.

[The protocol levels referred to in this paper conform to the definition given
in the CCITT X25 recommendation (ref 3). This identification of protocol
levels has been formalised by the International Standards Organisation (ref 4)
where a physical layer 1, a link layer 2 and a network layer 3 are
supplemented by a transport layer 4 and three more layers which deal with the
higher a3pects of data communications, eg data presentation.]

At the itart of the PPSN project (1976) it was decided to design from scratch
whatever protocols were thought necessary for a packet network in the military
environmnt. At that time there were no firm standards for packet network
access and there were doubts as to whether new standards would suit the
military requirement. Protocols were therefore designed to provide link (level
2) and packet (level 3) access to the network (ref 3). The emphasis in the
design of these protocols was simplicity. This is considered to be an
important factor in producing a highly reliable military network. A simple
protocol not only results in reliable software implementations but can also
greatly -educe the effort and cost of implementation and testing.

The PPS1J provides at level 3 both virtual call and datagram services. Three
protocol; are separately identified at level 3 for dealing with host
connection, virtual call and datagram services. They are collectively referred
to as the Block protocol. A host using these protocols is known as a Block
host op-rating over the Block network interface. Certain aspects of the
protocol design are unusual. The virtual call and datagram protocols have a
multi-ad(ressing capablity. Multi-addressing is frequently required in
military data communications and one of the purposes of the PPSN project was
to investigate multi-addressing techniques for packet switching.

As time went by it became evident that the X25 protocol, as an international
standard. could be more important to a military packet switched network than
access Irotocols customised for a military requirement. The reasons for this
are eas' to understand. Firstly there may be a need for military hosts to
operate through public X25 data networks, using them perhaps as fall-back in
wa-time or simply for economic reasons in peacetime. On cost grounds military
computer applications are, where possible, hosted by 'off the shelf'
commerci~l computer hardware and software. In order to gain experience in the
use of racket networks the military can minimise their costs by running their
applications on host machines in the manufacturers communications environment
- which ,ill. most likely, include X25 network access.

It had been intended for some time that a network, based on the PPSN design
and software, would be created by the military in order to gain experience in
the use af packet networks. Thus in order to satisfy the military requirement
for an X25 network it was decided that the PPSN would provide an X25 network
interface in addition to the existing network interface. The provision of an
X25 interface to the PPSN would also make it possible to investigate and
demonstrzte how particular military requirements such as multi-addressing
could be accmodated within the X25 specification.

3



. 4--.om 
-  

T

As a consequence of providing two different network interfaces it was decided
that hosts connected by different access protocols shoulu, if feasible, be
able to communicate with each other.

At this time the PPSN already provided X25 level 2 link access to the network,
to be used in conjunction with the in-house level 3 protocols. X25 level 2 is
in fact provided by autonomous micro processor based hardware called 'line
units' which plug into a PPSN node and communicate with the node using a
simple data transfer protocol (ref 6).

This paper discusses the problems of' providing an X25 level 3 interface to the
network and describes their solutions. Knowledge of the X25 protocol is
required to fully appreciate the information presented in this paper.

2 X25 IN THE MILITARY ENVIRONMENT

As stated in the introduction there is considerable interest by the military
in the CCITT X25 recommendations for use on military networks. Some military
networks curently under developement will provide a network interface based on
X25.

Although the X25 recommendations allow a great deal of flexibility in the type
of service provided there are some facilities commonly required on military
networks which are not provided for in the recommendations, notably
precedence, multi-addressing, security, connection of mobile hosts and
multi-homing of hosts. The current problem is to define standards for the
inclusion of these features in a military network environment which operates,
as a subset, an X25 service conforming to the recommendations.

In looking to a solution the first point to make is that some of these
military facilities may more logically be provided by a higher level protocol,
eg multi-homing an application onto one or more networks using a transport
(level 4) layer is probably more sensible than multi-homing a host using level
3. It is also worth asking the question as to whether some of these military
facilities are really needed in future packet networks. Precedence, for
example, is found necessary on congested low capacity message switched
networks whose delay characteristics are very much worse than those of modern
packet switched networks. Multi-addressing may offer a significant improvement
in efficiency on existing message switched networks where bandwidth is at a
premiuri. Perhaps these facilities are not necessary for future military packet

nf'_4rks.

While there 13 uncertainty over these issues it is worthwhile investigating
how X25 can be enhanced to include military facilities while remaining
compatible with CCITT recommendations.

2.1 Multi-addressing

In the military environment it is often the case that a message must be sent
to more than one geographical location. Sometimes it is necessary to transmit
a continuous flow of data to a number of sites which are perhaps replicating
same military function, eg radar data to monitoring centres.

Special switching techniques can be used for multi-addressed data in a
military network in order to minimise tran3ission link utilisation. Whether
such a scheme is worthwhile will depend upon the mount of multi-addressed
traffic in relation to the total traffic load and also the network
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connectivity between source and sinks of multi-addressed data.
Multi-addressing within the network obviously increases the complexity of tLe
network nodes.

To achieve savings in a packet network a multi-addressing facility must be
provided by the level 3 protocols. A higher level host-h3st transport protocol
could be used to distribute copies of data messages but could not achieve any
saving In link utilisation.

There Is very little choice in how multi-addressing is represented on a
datagram network. Each datagram simply carries a header for each destination.
The only difficulty is the routing problem of when to send copies of a
datagram along different paths.

There are several techniques which can be used to achieve multi-addressing at
the network interface. Having tried a number of them on the PPSN it was
quickly realised that the simplest was the best.

For the datagram service data is multi-addressed in the same way as within the
network, simply by having one header per destination attached to the data
field.

Multi-addressing data in the virtual call service is achieved in a similar
manner to the datagram service. This technique requires that a call be
established between the multi-address source and every destination. The calls
can be set up by either end. Singly addressed data packets can be sent on the
calls in the normal manner. Whenever data must go to more than one destination
a special multi-addressed data packet is sent, containing an indicator of the
number of destinations and a virtual call data header for each destination.
This technique puts no restriction on communication between the multi-address
source and the destinations other than what is normally expected, ie flow
control etc.

The most desirable quality of the above technique for use on an X25 interface
is the fact that it does not require any alteration to the basic protocol.
Section 3.5 describes how this technique, as currently in use on the PPSN, was
applied to X25.

2.2 Precedence

Although the PPSN will allow several precedence levels within the network and
at the network interface the usefulness of this facility has not been
uemonstrated. All packets within the network and datagrams at the network
interface can carry a precedence level. The difficulty is in making effective
use of it on a per packet basis.

The most likely use of precedence on datagrams is as a criterion for
discarding traffic in a congested network rather than using precedence under
normal operating conditions.

Precedence can be applied more easily at the network interface in virtual call
flow control algorithms and in call establishment. Here it is only necessary
to specify the precedence of a virtual call. This can easily be done in X25
using a network administration defined optional facility.
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2.3 Mobile Hosts

Some military packet networks have the situation of hosts moving around the
network. This creates the problem of how the hosts register themselves on the
network and how the network maintains a location record far routing purposes.

In the PPSN there is, as part of the block network interface, a Host
Connection Protocol. This protocol allows a host to connect to and disconnect
from the network in a controlled manner. At connection time the host may
specify its network address and even negotiate certain operating conditions.
If the host is allowed to become active on the network it is registered
throughout the network using a network internal protocol.

An X25 host does not have the concept of mobility built into its connection
procedure. It connects to and disconnects from the network at link level
according to the level 2 recommendations. A further mechanism at level 3, the
restart procedure, is executed before the host is allowed to operate on the
network. There is no way that a host can provide the network with its
identifier or do any preliminary negotiation.

It is possible to inform the network of the X25 host's identity by alternative
means. The host, on completing the restart procedure, could attempt to
establish a call to a special address on the network. The host's identity can
then be supplied in the call request and other particulars can be communicated
using the call request facilities field or even the data phase of the call.
This first 'host connection' call could be handled completely by the access
node or might be routed to a network control centre if. for example,
authentication is done centrally.

It is thus possible to have mobile X25 hosts using special procedures
compatible with the X25 recommendations.

2.4 Security

Security is of special interest in the PPSN project (ref 7). It has had a
major influence on the design of the PPSN access node. It has not however
encroached on the design of the network interface protocols. There is little
evidence to suggest that a military X25 network interface should contain any
reference to security, this being dealt with autonomously either outside the
network and/or internal to the network.

I user authentication at the network interface is required as may be the case
in a mobile host environment a mechanism using passwords might be implemented
as part of the host connection procedure. As pointed out in section 2.3 a host
connection procedure can be accomodated within the X25 recommendations.

3 INTEGRATING X25 LEVEL 3 INTO THE PPSN

The provision of an X25 interface to the PPSN has taken about six man months
to complete although further effort is required to look into some design
issues and to carry out rigorous testing and any updates or maintainance that
may be required. In this section the basic problems encountered during this
exercise are outlined and the design decisions explained.

The software package which provides the X25 DCE function in the PPSN occupies
about 13K bytes of memory within a PPSN access node (PDP 11/34). The package
is written in MACRO 11 as is all the software written for the PPSN.
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3.1 Which X25 Interface ?

The first problem in providing an X25 interface to the network is to decide on
the specification. The CCITT X25 recommendation attempts to define a complete
end-to-end service as well as a comprehensive network interface, all in the
one protocol. It now contains many optional facilities and there are many
variations possible in the service provided.

In solving this problem an assumption is made that all comme-cially available
X25 hosts in Britain will operate to the British Pos*. Office's Packet

Switching Service (PSS). Therefore it makes sense fo- the PPSN X25
specification to be compatible with this service.

It is not possible for PPSN to provide an X25 interface completely identical
to the PSS but it should be similar enough for any commercia ly available X25
host to operate over it.

The PSS currently does not provide an X25 datagram servic.- and the PPSN is

similarly limited to providing only an X25 virtual call service.

3.2 Providing End-To-End Services For X25

The PPSN access nodes provide an end-to-end virtual call and datagram service
across a datagram switching subnetwork. This service is prov ded by what will
be refered to as the trans-network protocol (see figure 2).

Apart fron network-user data there is a considerable amount o; X25 information
which muit be conveyed end-to-end, eg call set-up and cle;ir down messages,
reset messages and interrupt messages. The existing end-tc:-end service has
call set up and clear down messages but does not cater for sucxh X25 facilities
as negotiation at call set up, reset and interrupt. The problem is how to
convey this X25 end-to-end information across the network using the
trans-network protocol.

There are two solutions to this problem -

a) upgrate the existing trans-network protocol to provide an adequate
servife fo" X25.

b) provi(e a separately defined end-to-end protocol to support the
new services. This would operate above the existing tran.,-network
protocol.

The secoid solution was selected for two reasons. Firstly it has a minimum
effect on the existing network implementation. Secondly it suited the security
requirement of the network.

Figure 3 shows the new protocal in context with the other nctwork protocols.
The new protocol operates a simple virtual call service. It is specifically
designed to carry all X25 end-to-end information from the basic protocol such
as the reset and interrupt procedure to user facilities such as 'more data'
and 'data qualifier' flags. The information is conveyed in messages having a
format independent of X25. These messages are carried as data by the existing
trans-network protocol. The two end-to-end protocols operate together where
they share common protocol functions, eg the new protocol call request message
is carried in the data field of the existing trans-nettark call request
packet. This is done not just for efficiency but simplifies the network
service overall. The concept of the new level 3 end-to-end prctocol is similar
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to that of the level 4 'Yellow book Transport Protocol' - operating as a
supplement to the services underneath. For further details of all PPSN
internal protocols please refer to reference 8.

3.3 Coupling The X25 Virtual Call Service to the End-To-End Service

The existing trans-network protocol combined with the new end-to-end protocol
provide the services necessary for conveying X25 traffic over the network. The
job of' translating from the X25 access protocol to the network internal
protocols is carried out in an access node by a software module known as a
Host Support Package. This module is very similar in design to the Block Host
Support Package used to provide a Block interface to the network. Figure 4
shows the X25 Host Support Package in context with the other communications
packages of the access node. An access node usually provides just one type of
host support but it can be built to provide both types of network interface if
different types of host are to be connected to it. Further information on the
design can be obtained from reference 9.

Because the new end-to-end protocol is tailor made for X25 there are few
problems associated with the protocol translation. The only incompatibility of
any importance is flow control.

PPSN virtual call flow control operates essentially as a token scheme. The
possession of a token at a transmitter represents permission to transmit one
packet. Tokens are in fact conveyed across the network by a variable size
window scheme in the trans-network protocol. Tokens may be issued in any
number at any time during a call and are accumulative.

The ability of the access noes to call forward data in any quantity cannot be
fully realised at the X25 interface because of the fixed window scheme. The
X25 level 3 flow control mechanism is a fixed sized window scheme relying on
Data, Receiver Ready and Receiver Not Ready packets to convey flow control
information. The flow control information can be interpreted as two messages -

1) 'You can send me packets with sequence numbers X to X+W-1'
2) 'Do not send me anything'

X is known as the low window edge. W, the window size, is usually 2 but is
negotiable on a per call basis. At call establishment a receiver (DTE or DCE)
commitF itself to receiving a number of packets equivalent to the agreed
r ( c,!ve window size. The commitment can only be reduced from this maximum by
either a) using the RNH procedure to effect acknowledgements and halt the flow
or b) holding back acknowleogements. Control of' flow by either method can be
overriden by the reset procedure. A reset is designed to escape from flow
control lock ups caused by a fault in the design or implementation of the
communicating systems. The receiver's maximum commitment therefore extends to
the situations after a reset as well as after call establishment.

Depending on the use or misuse of the reset procedure a receiver may find its
control nn flow after call establishment somewhat inadequate. This is
especially true in the situation where a receiver has a very erratic incoming
traffic flow. ecause the receiver cannot predict the usage of established
calls it may allow a large number of calls with large windows in order to make
full use of the available link capacity. It is however open to congestion
because of its overcommitment and may find it necessary to rely on flow
control at link level. An example is where a receiver supports a number of
permanent virtual circuits, most of which are dormant at any one time but all
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require high throughput when in use and thus require large windows. The
receiver has no effective mechanism at level 3 to avoid congestion if all
circuits suddenly attempt to deliver a windows worth of packets.

A more u-eful flow control scheme in this situation is one using a variable
winoow size on a call. This requires the window size as well as the low window
edge to be sent on the call. With this mechanism a receiver can allow large
windows when safe to do so and close down the window during a call without the
need to withhold acknowledgements or stop the flow altogether. In practice the
window size could be conveyed by RR packets to avoid extra header in data
packets.

After call establishment and after the reset procedure the PPSN is not
necessarily prepared to accept a full windows worth of data packets. Issuing
HNR packets will not necessarily prevent the transmission of data and the
subsequent flow control violation.

There are two ways around this problem. One way is to ensure that the PPSN
token flow control mechanism caters for X25 by accomodating the full X25
window at call establishment and after a reset. The second way is to isolate
the X25 flow control from network flow control by buffering data at the point
where protocol translation is carried out on the virtual call (in the Host
Support Package).

The first method is possible when each end of the call is an X25 host but
cannot be done when the hosts participating in the call bre using different
access protocols (see section 3.4). The second method is generally a good
solution when dealing with protocol translation but can cause lock up problems
caused by a shortage of buffering. A compromise on the first method is to
accomodate an X25 window at the start of a call and if a flow control
violation occurs following a reset, the call could be reset or even cleared.

The first method is currently in use but it is to be replaced by the method of

queuing at the point of protocol translation.

3.4 Inter-operability Between X25 Hosts and Block Protocol Hosts

The PPSN now provides two network interfaces, the new X25 interface and the
old but still useful Block interface. It is desirable that a host operating
Block protocol should be able to communicate with a host operating X25
protocol. This has been achieved with a fair degree of success.

The translation of both access protocols into the standard end-to-end
protocols provides the basis for communication. As in any protocol
translation, where a particular service does not continue through the
protocols or is too incompatible, a failure in translation will occur and the
best recovery mechanism must be employed. This occurs in the PPSN where X25
resets and interrupts have no counterpart in block protocol. The recovery
policy can either be failsafe, ie register an error and terminate the
communication, or an attempt can sometimes be made to maintain communication
by falsly emulating the service.

An example of false emulation occurs with interrupts and resets. A Block
protocol Host Support Package does not deliver interrupts but does return an
interrupt confirmation. It is possible to deliver interrupts to a Block host
as data but this will not be enacted until. the use of interrupts by users
indicates that this polity is wor hwhile. A Block protocol Host Support
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Package responds to a reset by returning a reset confirmation, no other action
being possible or necessary.

A few other Incompatibilities exist in the end-to-end service provided by the
two access protocols. For example block protocol defines an 8 bit binary host
process identifier (0-2'5) whereas X25 only allows a 2 digit number (0-99).
Where translation falls with process identifiers communication is prevented.

Another problem arises because Block hosts do not recognise any form of
maximum packet size negotiation and operate to the PPSN standard of 255 data

bytes. The network, as a policy, does not carry out packet fragmentation and
prevents communication between an X25 and Block host if the X25 host insists
on a maximum packet size less than 256 data bytes. It is still undecided as to
whether to introduce some indication of maximum allowed packet size into Block
protocol. An alternative solution is to reduce the PPSN maximum packet size to
128 data bytes. This has been considered for other reasons. The network can
always insist that an X25 host use this maximum packet size and communicaion
could then be guaranteed.

One of the more annoying problems is caused by the X25 fast select facility.
Originally the PPSN Block protocol allowed data to be carried in call request
and clear request messages. This was later changed to be compatible with the
emerging X25 standard which did not allow data in these messages. Now X25 call
request, call connect and clear request packets can carry a limited amount of
data in the fast select mode. Three solutions to this incompatibility are
possible; a) deliver the set-up and clear-down data in PPSN data blocks, b)
reject fast select X25 calls to Block hosts or c) change the Block protocol
back to what it was. Although the third solution is not u:ually available in
translating between protocols it is being considered as a possible final
choice. Currently the problem is dealt with by rejecting fast select calls to
Block hosts.

3.5 Adding An X25 Multi-Address Facility

As described in section 2.1 multi-addressing is achieved on virtual calls by
crd.A;ing a multi-address data packet. Only hosts wishing to transmit
multi-address data need be aware of this packet. The network always delivers
standard data packets so that a host without a multi-addressing capability can
participate as a receiver of multi-addressed data even when more than one of
the ',estination3 is on the host.

Figure 5 shows the multi-addri:.s,, ver3ion of the standard X25 data packet. The
first Dyte of the packet is coded 255 decimal to uniquely identify it from
other packet types. This code should remain unique as it would normally
indicate an illegal channel group number in other packet types.

The mechanism of handling a multi-addressed data packet is fairly
straightforward. The packet is processed for each call specified in the header
in much the same way as with a normal data packet. If a violation occurs on
one of the calls it is generally desirable that the violation only affects
that call. This involves responding to the violation on that call and removing
the call header before continuing to process the packet. Certain violations,
eg packet too big might affect all calls.

The X25 host generates a multi-addressed data packet quite easily and
maintains the virtual calls in the usual manner. Its policing p-oblems and
exception handling will occur at the interface to level 4 which is also
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required to support multi-addeessing in some way - prefe-ably the sane way, iv;
with multi-addressed data messages.

3.6 Testing

The overall task of testing the X25 PPSN can be subdivided into the following

1. testing the correct function of the X25 services and facilities

2. testing the correct handling of exception conditions
3. testing performance
4. testing interoperability with Block hosts

It is true to say that a great deal of effort is required to carry out the
above tests thoroughly. Automating the testing process is essential in the
long term for rechecking modified software. This in itself requires more
programming effort than the X25 DCE implementation. Experiencf has shown that
even supposedly thorough testing by one group of people coes not show up
faults discovered by another group. Independent testing by people not
concerned with the system implementation is certainly very useful. The
experiences of Horton and Thomas (ref 10) may be found interesting. Testing,
as listed above, has been carried out to a reasonable level of confidence. Due
to the experimental nature of the project and the fact that there is no
prospect of the PPSN providing a service in the military environment it was
not considered sensible to invest a great deal of effort on testing.

Two different X25 DTE implementations have exercised the network to date ano
it is hoped to attach others in the near future.

One of the X25 DTE implementations used to exercise the PPSN was derived from
the X25 DCE implementation used in the PPSN. This DTE software package, known
as the X25 Host Communications Package, was incorporated into the existing
suite of test host software to provide X25 network access for test
applications previously used to exercise the Block interface. Much of the
testing has therefore been accomplished using the existing PPSN test host
software. In this way multi-addressing has been demonstrated between X25 hosts
and between a mixture of X25 and Block hosts.

Rigorous testing of the X25 facilities and exception handling has yet to be
done. A more cost effective approach to rigorous testing of the PPSN is to
obtain o- borrow a testing facility from another organisation, perhaps already
contlact-c to deal with the business of testing military networks.

;OME THOUGHTS ON THE X25 PROTOOL

In carrying out the work of providing an X25 interface to the PPSN, a thorough
understanding of the protocol is necessarily aquired. It is thought useful to
include in this paper some general impressions of the X25 protocol gained
during t.he implementation and formed in the light of experience accumulated
during the lifetime of the project.

The X25 protocol is based on well established techniques and, in its basic
form, is straightforward. However, as a result of requests from many
networking communities, the protocol has grown and is still growing in
complexity. The evolution of the protocol is achieved by the use of protocol
options. This is a convenient way of enhancing the protocol without having to
declare existing implementations non standard. If taken too far there is a
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danger that many X25 DTE and CE implementation', maiy b,'ome incompatible. Too
many option-, on network interface facilities may prevent z DTE, designed 1"or
one network, operating on another. Too many options on network end-to-end
facilities may prevent communication between DTEs on the same network or on
different networks which are interconnected.

A protocol which is evolving to include new features but trying to remain
compatible with previous specifications can become messy, especially with
respect to message format. X25 is already showing signs of this.

One example of what might be thought unnecessarily complicated is the data
packet and the facility known as packet sequence numbering. X25 offers two
data packet formats. The standard is a super compact th-ee byte header which

allows modulo 8 seqiencing. There is an option of having a four byte header
which allows modulo 128 sequencing. Perhaps it would have been preferable to
standardise on modulo 128 sequencing rather than offer tne choice of modulo 8
or 128. Surely no-one would begrudge the extra header byte in the data and
flow control packe'.s, especially if it means a greate- degree of
standardisation. If a six byte data packet header could have been agreed a-
not extravagant, there may have been advantages in standardising on modulo 256
sequencing. The control flags (H,Q,D) which are stuck in strange places could
have been collected together into a control byte leaving room for more flags
as the need arose. The packet descriptor byte would then be dedicated to
containing only the packet descriptor.

The criticism of format may be considered petty but it is believed that
simplicity and clarity of packet formats are important for tn protocol to
evolve sucessfully and be easily implemented and maintained.

One optional facility which complicates the protocol speczficption more tha:
any other is the fast select facility. The fast select option solves the
common problem of whether to allow a data field in certain control packets.
Some say no on principle, others say yes on grounds of t ffi ien-.y. X25. ir.
allowing both methods, satisfies everybody while adding significantly to the

complexity of the X25 specification. It would be so much simpler to accept one
mode of operation. It should not cause anybody much of a problem whichever
method was specified; the problems are caused by having a choice.

A l example of what was thought unnecessary is the virtual call reset
pr~coure. It is an added complication that will not prove to be justified.
]he PPSN Block protocol does not include a reset, the policy being that if a
f-ow control lockup 3cc.rs tne call is cleared. A lockup will only occur if
t,,i-e is a fault in the prctocol or in t!.e machine implementations and this is
more likely to be rectified if calls are being cleared down.

A similar opinion is held for the inte,-rupt procedure. This procedure is

designed to communicate a small amount of data (1 byte) to a participant in a
call outside the normal data flow control. It is a mechanism devised before
the u'4e and characteristics of such a procedure could be properly determine s
and again does not seem to justify the extra complication in the protocol and
the .inplementations.

The retransmission facility, using the reject mechanism, seems to be of little
use on an X25 network interface. The design is unsymetrical, retransmission
taking place only in the direction DCE to DrE. Ibis feature puts quite a
burden on networks because packets must be stored awaiting acknowledgement.
Luckily it is a network option. Unluckily it is standard on PSS and must
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likewise be on PPSN. The retransmission facility might be useful where the
level 2 services cannot be trusted but then you would need a symetrical
service. Possibly this facility is there to cater for hosts whose flow control
and buffering capability is inadequate.

Since the X25 protocol appears to cater for various public and private network
envi-onments, looked at in this light, it doesn't really go far enough. There
would have been many more applications for X25 if it had been designed as a
general communications protocol without the concept of DCE and DTE. This could
have been achieved quite easily with just a basic change to the channel
multiplexing scheme and a few other minor modifications.

Many criticisms of the X25 recommendations have been expressed wordwide. Some
have been satisfied by further enhancing the protocol. Only a few personal
criticisis have been mentioned above. All relate to complexity, brought about
by t-ying to create a protocol which means all things to all people.

To be fair the X25 recommendations have only suffered the usual problem of
international standards - too many points of view. Many people must consider
the var.ous features of X25 to be perfectly reasonable and even useful! At
least the standard is being adopted to a degree where further criticism no
longer serves a purpose. The X25 recommendations, as a standard, is infinitely
better than none at all.

5 CONCLUSIONS AND COMMENTS

In studying and implementing the CCITT X25 recommendations one cannot help but
come to the conclusion that the X25 procedures and packet formats are
unnecessarily complicated for its purpose as a standard packet network
interface. Too many compromises have been made in order to have the
recommenaation unanimously approved.

There is no doubt that the users of packet networks will benefit greatly by
the exi!;tance of the X25 standard. There is no reason why the military
environment should be an exception. It is certainly possible to make use of
X25 in most military environments and add military features without
conflicting with the basic protocol.

The impltmentors of packet networks and hosts may see X25 as a solution to all
their problems or may look on it as just another communications obstacle to
overcome. Certainly the creation of a reliable X25 device (DTE or XCE) is no
ne t , pzticularly in the military and certain commercial environments
w zert exleme reliability must be demonstrated by very thorough testing.

The provlsion of an X25 interface to the PPSN has proved very worthwhile both
in terms of experience gained and future usefulness.

The implementation of an X25 DCE has been a valuable exercise in gaining a
thorough appreciation of the protocol, highlighting particular communication
problems and testing solutions to problems. It has been demonstrated that the
technique used for multi-addressed traffic on the PPSN can equally be applied
to the X25 protocol. The multi-address service is a very small supplement to
the protocol and does not require the normal X25 service to be altered in any
way.

The decision to attempt to provide communications between X25 hosts and Block
hosts turned out to be most beneficial. This requirement was a major influence
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on the overall redesign of' the network and resulted in a more modular and
generalised approach to protocol design and implementation than would
otherwise have been attained.

The PPSN is now a much more useful tool for protocol testing and demonstration
purposes. One of its main applications, an operational role in a military copy
of the PP.' N, has unfortunately been cancelled due to economic restraint.
However, in its role as a packet network test bed, PPSN will be used in

support of i, number of military network projects. There is also a service role

for the network in support of work being done in house on internetworking.
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