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E.XECUTIVE' SUMMARY

II,, 1(irtos e of this project was to investigate state of the art

d M,1S sof-tw.-rk: 1fectiveness evaluation criteria and assess the

&,sirability of embarking on an expanded MIS software effectiveness

project in the future.

Tho.se ohje'tives were achieved in four phases: first, a

maonagemcnt information metrics was developed. Then, the current

iv,.lii ah , meIrement techniques were analyzed. The third phase

incIludei an i:>,(-;,;ment of the extent to which available techniques

,AIn vtuiiat c mtnafement information attributes (summarized in Table

and the outcome of this phase was identification of research

needs. Finialiv, the fourth phase recommends guidelines for a larger

a[ f'il- t jv,'nei>; project.

i~t ., urtment t echniques analyzed were classified into

:Our gr lols: Conomic, behavioral, other and management science.

After examining about seventeen different techniques, the following

ittr indin,1 were arrived at:

- !her. i>; no single satisfactory approach that can measure

'Ind cviltitt MIS software effectiveness from the user's

purspect.ivC, mainly because of deficiencies in establishing

the theoretical metric and shortcomings of the measuring

dcv ices,

- development of surrogate measures to evaluate effectiveness

is a promising direction to pursue.

i



-- no me thodology exists for evaluating the effectiveness of

t.he system based upon measurement of the system attributes.

Research needs were defined in the form of "research clusters,"

whlre each cluster represents a number of related research topics.

Four such clusters were identified - measurement, effectiveness,

d esien plase and future trends cluster.

Recommended guidelines for the MIS effectiveness project

include four "modules" - a project module for each research cluster.

It is further recommended that an MIS software effectiveness project

be designed and implemented following the modular structure. The

project implementation policy could use a parallel approach -

implementing all four modules at the same time, or a sequential

approach - one module at a time, where the priorities are:

- Measurement module

- Effectiveness module

- Design Phase module

- Future Trends module

The sequential approach is recommended. Furthermore, it is

recommended that the first two modules be implemented concurrently.

ii
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1. INTRODUCTION

1.1 Purpoe

The United States Army Institute for Research in Management

Informatin and Computer Science (AIRMICS) has initiated an exploratory

research in the area of management information systems (MIS)

software effectiveness. The major objectives of this research are

to establish MIS software-effectiveness evaluation state-of-the-art

and assess the desirability of embarking on an expanded MIS

effectiveness project in the future.

1.2 Motivation

The motivation for performing this research stems from the

recognition that there is a clear need in the Army to identify,

develop and implement methods to evaluate MIS software effectiveness,

not only related to current operations, but also with a view towards

future developments, namely, computer technologies, distributed

systems and modern communication interfaces. Furthermore, this

research relates to some USACSC command objectives and is further

supported by the findings and recommendations of the Second Software

Life Cycle Management Workshop.

1.3 Methods and Scope

The amount of effort allocated to this study was restricted to

sixty man days between the period 15 June and 10 September 1979.

The major part of the effort was devoted to a comprehensive

literature search and analysis and reporting of the findings, and

discussions with AIRMICS personnel. The balance of the effort was

I



allocated to visits to U.S. Army installations - Fort McPherson in

Atlanta, ;eorgia, and Fort Hood, Texas, where discussions were

held with the personnel there. The objective of these discussions

wa.S to obtain , feel of the user's perspective of MIS effectiveness.

1.4 JOrganization of the Report

Chapter 2 describes the environment within which the current

military MIS (STAMMIS) is used. Chapter 3 summarizes the literature

search effort. Chapter 4 combines a discussion of the nature of

th decision making process with the history of MIS to present some

current :roblems in MIS. Chapter 5 discusses some basic concepts

related to 'iIS evaluation and presents a management information

metrics. Chapter 6 presents the state-of-the-art in MIS effectiveness

evaluation techniques. Chapter 7 assesses those techniques in

relation to the management information metrics. Chapter 8 discusses

various topics related to MIS effectiveness. Finally, Chapter 9

identilies rescarch needs, and Chapter 10 recommends and gives

guidelines toran MIS effectiveness project. A bibliography list is

included also.

-2-
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2. 'T1E SYSTEMI ENVIRONMENT

The system environment related to this research is a

miulticommand system composed of DA, MACOMS, CSC, proponent

agencies, D)1I and more. Each component of the system is either

information producer or information user or both. It is obvious

that the information requirements will vary between the various

components of the system and within them. However, one should

realize that information is the life blood system that connects

the different information users, i.e., the decision makers. The

information flow is handled by STAMMIS - Standard Army Multicommand

Management Information System.

Some criticism has recently been leveled at this system,

uspecially from lower echelons, where the major concern is that

the system has a "stove-pipe" feature, i.e., lower echelons feed

the pipe with information that services the needs of a higher level

of the organization, but do-not provide any benefit to the "feeding

ec he loss.

An example of this concern is seen in an extract from the

Fort Hood IS report (March 1979), as follows:

Most STAMMIS are considered to be inadequate management

tools at installation level because they are:

1. Designed to support functional management at DA level,

not at installation level.

2. Vertically structured to support a very narrow segment

of the functional responsibility associated with
installation management.

3. Independent and have little communication or interface

between systems.

-3-
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4. Collectors and reporters of data without comparison

to ,1 previously established standard or reference
point; thev tend to be conduits for transmitting

great quantities of raw data.

Predominantly operational systems rather than

management systems.

I),;p iLt, the obvious weaknesses of the existing information
,;1;tem-, for lasta]lation management, they are not changeable

through local action and must therefore be used as presently

obsrvocd.

This lengthy quote does not mean endorsing the deficiencies

idextit i ed. However, 1t does present perceived dissatisfaction

of a major user from the current MIS, and indicates the need to

identifv available techniques of evaluating MIS software effectiveness,

and identi y research needs in this area, from the user's point of

view. The balance of this report addresses this problem.

-4-



3. LITERATURE SURVEY

L. I ut roduicLion

The literature survey presented here does not follow the

regular approach of a brief description of each one of the relevant

references. The reason is that in this study, a major part is

establishing the ",state-of-the-art" in MIS software effectiveness,

and therefore it was found to be more beneficial to describe the

relevant references along with the specific topic investigated.

This way a better relationship between topics and references can

he established. Therefore, this chapter will concentrate on the

literature search effort that was done, and will give a general

frame of refer(ence to the various literature sources.

Fhe literature search effort included the following activities:

i. Computerized literature search of five "data bases," as

follows: NTIS, MGMT CONTENTS, COMPENDEX, INSPEC, ABI/INFORM

2. DI)C computerized literature search

3. Manual library search.

This effort yielded about 300 references. Initial screening

reduced this number to about 50, which were closely reviewed. All

the references that were reviewed are listed in the bibliography

list. Out of this list, about 30 references are cited in the report

for specifics, and the rest were used as a general background

material.

3..2 References Grouping

In order to introduce some structure into the reference list,

grouping was performed, and the references were divided into five

.. .. .. .. . . . . . ... i... .... ... .i ..- 5 -



groklps n~

Y a s .iut iou - includes those references that are mainly

nicrr-i[.d with various aspects of the evaluation process.

:t Lit nrends

s. MI - referooces; that deal with general MIS issues, and that

w cc n(.f.i1 in the I investigation of this study. This is not

ompiolhensivc list, as the area is "flooded" with

;,,dblication',, however, most of them were found to be irrelevant

to ti. o aluatrion issue.

4. (>Ct Boucf it

5. -,taoun - different reference, less specific, that

.. r 1.11nd tio be related to the current study.

Ti c1O.;silition of the references Is given in Table 3-1. In

iCh ,r,, ti r,,F'rences are arranged -in descending order of their

v'c~tr a:~ f,', tian. 1nch reference has a one or two word description

, i' : ,:1" . Ind also a classification whether it's a book (B),

aor, cV' t , Irt ic'h etc. (P), or a Ph.D. dissertation (D)4

Ad.i : lil var:iat !i Oout each reference can be obtained by inspecting

i t , nor bN reading the text for those references

S. rc, .ii . (NMoe: iii case of two authors or more, only the first

oinc is 1ted in hlo 3-1).

In .tucral, tiic references that proved to be most useful to

this re_ carrli are: Dumas (1978), Liggon (1978), Keen (1975) King and

(Ak-,dand 1975), L~icas: (1975), Mason (1973), Parden (1978), Murdick

and Ros.; (lii), Davis (1974), U.S. Army Report (Fort Hood 1979),

Anthony (1963).

-6-
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4. EVOLUTION OF MIS

4. 1 Introductioni

The concept o Management Information Systems is one of those

Jmb iguolls terms that means different things to different people, and

Illaric 1tv ,oul(! be compared to the ambiguity of the term "system

,nalv,;is." l'lw literature is full of various definitions of MIS.

For th. purpo:, of this- study, the definition given by Davis (1974)

s;cems to ,' m, t appropriate.

A TTlsl:Ier information system, or MIS, is an information system
that, in addition to providing all necessary transaction processing
!or an ),rganization, provides information and processing support
for manag, ement and decision functions. The idea of such an
iritormation sy+,stem preceded the advent of the computers, but
compltlrs, :!de the idea feasible.

'Thk. On:. dclinit ion implies that MIS is not merely a data

i vitv, hut ni activity that has to supply information in

order t, t t I' UP I, II ;I u ,er ia I dec i si on process. Furthermore, the

cncept 01 information supporting management decisions existed long

>or.1 t, n,0utr er:a. In a way, it might be claimed that the essence

o the decision making process has not changed that much over the years.

Hi hig change has been in the tools and understanding of the process.

lo gdin further understanding of the current status of MIS, first

the decision making process is reviewed, followed by the history of MIS,

culminating with a discussion of some of the problems in this area.

4.2 The Decision Making Process

No attempt is going to be made here to present a comprehensive

examination of the decision making process. However, in order to be

able to evaluate MIS effectiveness, one has to have an appreciation of



the procts, M[S is supposed to serve - especially within a military

environment. Following is a brief description of some of the current

approaches and theories describing this process, with an emphasis

on the information needs.

Simon (1965) has described three major components of the decision

making process, as follows:

- Intelligence; involves searching the environment or becoming aware

of the situation that requires a decision.

- Desi n; the decision maker has to enumerate and evaluate the

alternatives available.

- Choice; the decision maker selects from the alternatives delineated

during design.

It might be useful to add another step to Simon's model - implementation,

the process of carrying out the decision.

Information systems have the potential for supporting all parts of

the decision making process outlined above.

Simon's approach to the decision making process is technical in

nature. The more conceptual approaches are summarized very well in Keen

and Morton (1978). Five views of the decision making process are

presented as follows:

- The economic, rational concept; Decision makers are all knowing and

able to evaluate all alternatives. They are dissatisfied with any

solution but the best. This approach represents the classical

normative theory of decision making. (Described in early works of

Cyert, Simon and Trow)

-9-



- "r 'at , AcoS1  ; This is a process oriented view, where

decision makers are considered to be rational, although cognitive

limit:; lead to a "bounded rationality," making a decision maker

de,;irc to get a good enough answer, not the best possible one.

(Simon's approach)

- The organizational procedure concept; This approach highlights

the organizational structure formal and informal mechanisms

tor communication and coordination, and the standard operating

procedures by which decision making is systematized (Cyert and

March's "A Behavioral Theory of the Firm" is the most complete

statement of this approach.)

- The political concept; The participants in the decision making

process are regarded as actors with parts to play. Coalitions

or organizational subgroups are formed, and decisions are

frequenLv dominaLed by bargaining and conflict, resulting with

only minor changes in the status quo. (A good definition of

this concept is given in Allison G.T.: Essence of Decisions, 1971)

- The individual differences concept; The claim here is that an

individual's personality and style strongly determine his or her

choices and behavior, which is very much determined by the manner

in which an individual processes information. (See for example,

Schroder, Driver and Steufert: "Human Information Processing,"

1967)

Obviously, those approaches to the decision making process are not

mutually exclusive. They vary from the entirely normative to the

entirely de~icriptive. The real problem is not to develop one grand all

inclusive theory, but to be aware of the many paths through it. Certain

-10-



s'-;tem, can be de!;cribed better by one approach, and others by a

di ferent one.

Military svstems may be better described, but not necessarily

better understood, by the organizational procedure concept. The

management process associated with this concept can be viewed as

composed of five functions:

- planning

- organizing

- staffing

- directing

- controlling

Within this context of activities, it is possible to identify

three types of management decisions that have to be supported by

information systems:

- technical

- tactical

- strategic

A further insight into management decisions is given by

Drucker (1977) who identified three categories:

- i t r-t io ial - D e -cisions: not really decisions, because they

involve no risk and are programmable

- Managerial Decisions: primarily deal with the allocation of

resources including people, for which there is no "right"

answers, and therefore they Involve risk.

Entrepreneural Decisions: have no right answer; one seeks to

take the right risk to innovate and change the trend rather

than follow or anticipate it.

-11-
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Thos;e types of decisions require two types of information systems,

detined as:

- programmable, or operations systems

- nonprogrammable, or management information systems

Both suppjrt the function of "management," however, management

iltorm:it ion o,,ytems support decision making by managers - a much

nore difficult task. Parden (1978) describes this distinction on a

cl'nt incu1 ot oranizational styles (after Desler), as follows:

People who bring People who bring
:kills to work knowledge to work

decisionsh 0c 0 Nonprogrammable

dc ' i ons 0 decisions

opt ion iuforiit ion Management information
s t' e's lf; systems

l:igure 4-1. Continuum of Organizational Styles

Thi , (titulum should be observed when the effectiveness of MIS

is going to be considered much so because the cost effectiveness

of operations systems can readily be determined, while the value of

information supporting management decision making is always vague.

lo c:onclude this discussion of the decision making process, it

is worthwhile to consider it from the decision maker point of view

and not the d1ecision _maktn. According to Mason and Mitroff (1978)

the decision maker is

-12-
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.... one person of a certain psychological type who faces a
problem within some organizational context for which he needs
evidence to arrive at a solution, and that evidence is made
available to him through some mode of presentation.

Following the concepts developed by Churchman, they present five

archetypal ways :f modeling and generating evidence for any problem.

These archetypal ways are labelled "inquiring systems" (IS) defined

as follows:

- Lockean IS: - are experimental, consensual systems

- Leibnitizian IS: - are formal, symbolic systems

- Kamtian IS: - multi model, synthetic systems

- Hegelian (Dia]echical) IS: - conflictual, synthetic systems

- Sing,,erian - Churchmanian IS: - involve continual learning and

adaptation through feedback.

It siould be noted that Singerian IS are best suited for studying

all of the rest IS, although most of the MIS systems are considered

from the standpoint of Leibnitian and Lockean inquiry.

-. 3 Historical Review

One should realize at the outset that information was an important

facet ot any organization survival even before the computer arrived on

the organization scene. The computer opened up new horizons for using

information in support of the organization's activities. The use of

the computer was an evolutionary process, where four causes can be

identified as associated with this gross phenomena (Walsh, 1978)

- development of application portfolio (early 1960's)

- building of an EDP Organization (middle and late

1960's)

- building an EDP management control system (early

-13-
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devioping a user aware-nes (middle and late 1970's)

Tl o se lour causes were paralled by four basic stages of EDP

growth, is fo Lows:

- cosL I-ducing accounting applications (early 1960's)

- i ol ifrit ion of applications in all functional areas (middle

and late 1960's)

- emphasize on control (early 1970's)

- 1)it;i Paso app lications (middle and late 1970's).

Druing Stage I of the evolution process, users found the computer

t, r i ttrril ic tool in ihelping to reduce manpower costs, especially

in .Ir, i . payrol I, accounting and finance. The emphasis was on

St .w T11, which came about in the late 1960's, represents the

t .an.:it i o ro data processing to MIS. To the original effort were

.. i~, buo:,.,;ti , oro.'ast ing, inventory control and others. The major

role ii the computer ac a data processor started shifting. This

1o.i 1 :-. s;, the e:pansion of computer facilities, with more equipment

und staff idded, and more sophisticated software developed, demanding

bud ,'t t;i Iko at ion- .

Sta; el[[ w s a period of consolidation. The cancern about MIS/EDP

expenditures iias grown, and the genera] feeling was that it was more

economical to do many jobs in a few large computers at one central

site than in many small computers at a number of local sites. During

this stage, controls and standards were instituted and enforced.

Stawe IV, is, in a way, the future state of being of the MIS/EDP

-14-



-vstems. The user is recognized as a full partner in MIS activity

known factors, which were not recognized before, are making themselves

felt, such as minicomputers, data bases and distributed systems.

Most organizations, including the military system, are in

Stage !I. Large data centers are handling the need- of many users,

where the major concern is to make the operation more efficient.

4.4 The Problem Environment

From the discussion so far, three major facts related to MIS,

emerge as follows:

1. Computer based MIS grew out of data processing into

information systems supporting management decision making

process.

2. The decision making process varies according to the type of

decision that has to be made, and this process centers

around the human element.

3. In MIS, the focus was initially on procedures and instruments,

and only recently shifted to the persons who utilize it.

Data processing systems are very technical in nature, MIS is much

more "human." In a way, data processing is one element of MIS.

Therefore, evaluating both systems cannot be performed using the same

methodology. Furthermore, when evaluating those two systems, one is

concerned with two different things, namely: efficiency for data

processing, effectiveness for MIS. Before proceeding a further

clarification of those terms is required.

According to Keen and Morton (1978); efficiency means performing

a given task as well as possible in relation to some predefined

performance criterion. Effectiveness involves identifying what should

-15-
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h-, donc,;and ensurin, that the chosen criterion is the relevant one.

Thus, effectiveness is setting tile criterion, efficiency is comparing

with the criterion. Therefore, a computer center may be very

efticient in the process of generating management reports that nobody

uses, i.e., the center is very efficient in pursuit of ineffective

g-oals.

It is possible now to appreciate the problem environment of

MIS. During tile "data processing" period, efficiency was the

proper approach. Since data processing is more technical in nature,

defining the criterion, and measuring it was much easier to do.

Various metrics were defined, such as reliability metrics, flexibility

metrics, resource metrics, etc. (Gilb 1977). As the evolution from

"data" to "information" took place, the same metrics were retained,

for measuring information, i.e., the efficiency approach is used,

whereas what is needed is effectiveness. Definitely, the same

criteria used fcr data systems do not apply anymore, as MIS is more

user oriented and less "technical" oriented.

Unat is needed is a "users" point of view to evaluate the MIS

nd not a "computer" point of view. After all, if a system is not

usedit cannot be considered a success, even if it functions well

technically.

One explanation to the current state of affairs is that historically

computer scientists dealt with data processing systems, and "moved"

with it to MIS, where an additional skill in management systems and

behavioral sciences is required.

The MIS evaluation problem attracted management attention in

recent years because of the increased investment in MIS software, that

-16-
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h,ts to 11t, justified on the basis of the benefits obtained. Durirg

thi kite lq')O',4 and early 1960's, most of the investment in computers

w;is- in hardware, and only a small fraction of it went into software.

iOnc th,,n, the percentage that goes into MIS software has steadily

iWreastld, to the point that this has to be justified like any

other investment. That prompted an increased interest in the

problem ot MIS s;oitware effectiveness.

-17-
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5. M[S SOFIWARE EVALUATION: BASIC CONCEPTS

5. l it rodtic t ion

This chapter serves as a prelude to the following sections of

this report. Before any further discussion of MIS software

el fectiveness can take place, it might be worthwhile to consider

some basic concepts associated with this process. Thus, the

difference between data and information is first defined, leading

into discussion of the difference between evaluation and measurement,

which arL. the basic concepts required to assess effectiveness.

Finally, information attributes are discussed, culminating with a

management information metrics.

5.2 On Data and [nformation

Following Murdick and Ross (1975) definition, "information

is the behavior initiating stimuli between sender and receiver.

Information is in the form of signs that are coded representation

'0 data."

Data is information if it somehow modifies the decision maker's

imai~e. Data may be considered to be some kind of recorded

observations, that are not currently affecting behavior. Data may

become information if behavior becomes affected. Thus, if a stack

of reports is delivered to a decision maker and he throws up his

hands in disgust, the data in the reports have not become information.

Information may be defined then as "data in use", or "information

is the net value obtained from the process of matching the elements

of a present problem with appropriate elements of data" (McDonoug!

-18-



I i ) li!; .; i xrv ba;ic concept when considering MIS, since

d;it~i must be delivered to decision makers as information to be

icted upon. Too often MIS are treated as data systems rather

L hanl  1111 0 t.71, i 1t Son s stem .

-). ; -Lva i ua ion and Measurement

Measurement, in its most general sense, is basically the

process of ascribing a numerical value to an object or quality.

Typicallv, it is a two stage process; the first step is setting

the measuring concept - the theoretical metric, like the idea of

the volt. The second step is finding a practical measuring

device, like the voltmeter.

lEffective use of i,.etrics is well recognized in business and

t.ngineering. Absence of metrics cait lead to lack of control over

s\'stem's, and finaliv to failure. The fact that some system

attribute has never been measured before, or cannot be measured

lircctlv or accurately, should not discourage the attempt to

cois, truct some measuring device so that certain control can be

i;lint.iuned over the system.

lihe metrical content of an attribute is a measure in a common

tr.ime of reference.

Evaluation, especially in the context of MIS, is a much

broader term, as it implies value judgement, in addition to

measuring. Following Keen (1975), evaluation implies the

comparison between the output of the system (actual or predicted)

and some criterion of success. Furthermore, success, when dealing

with MIS, implies consideration of the environment in which
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TIt e d ii ieren(e botween eva I t ion and measurement may be

lootkcd uiuIl .11: ill tilt. tol lowing, way. Measurment assi gns

numbers, ev:u,2t.!ion ;e-];igns value. Thus, the process of evaluation

does nut necess;irily involve the use of numbers.

It is worthwhile at this point to review some of the problems

associated with the measurement process. In the scientific world,

onsistencv of the scale is one of the major concerns. This is

even more so tor measurement within an organizational environment.

The comparison element, imbedded in the measurement process is also

a matter ot interest, as it is not certain that with the same

p ertc t scale two different observers will find the same results.

Finally, especially for measurements in an organizational context,

there is the problem of the influence of the observer on the object

to be measured. Those problems should be kept in mind when dealing

!:iter with measuring MIS software effectiveness.

From both scientific and convenience points of view, it is

ii-hlv desirable t(, ;; ,,i ,,n numerals to objects which are to be

CoMpared. However, in MIS, such assignment is most of the times

net easy to perform. Therefore, the approach of "surrogate

measures" has been developed, where, when it is difficult to assign

a measure to an object or quality, another available measurement,

or set of measurements is used to represent the impossible one.

5.4 Management Information Attributes

One of the objectives of this research is to assess, among other

things, MIS software effectiveness techniques - implying considering

-20-



.1I S 11 [int ot view. The basis for this kind of investigation

is an understanding', of the management information attributes. It

should he nentionkd it the outset that this is an area that

requires further research. The discussion here summarizes some of

the current thinkinl, in this direction, as represented in the

literature. The neasureTnent aspects of those attributes is

disc ussed in ai i~itter chapter.

0n Of the f rst major works recognizing MIS within the

managrial framework and defining management information attributes

is that ol Ant hony (1965). Three levels of management are

identifit-d, as follows:

- St rategic Planninp (top management)

Policies, objectives, resources etc.

- NanaLemnent Control (middle management)

ELffective and efficient utilization of resources in the

accomplishment of the organization's objectives.

- (Aurational Control (operating management)

Carrying out specific task effectively and efficiently

The information requirement for each management level, as

perceived by Anthony, is summarized in Table 5-1, assuming that

each type is a point on a continuum (Dumas,1978).

This framework has been very criticized, however, it seems that

for a military environment, which this report is aiming at, it still

has a lot of relevance.

Feltham (1968) defines three major attributes of information,

as follows:
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Rel cv;nc': A signal is relevant if its receipt changes the

dec ion. Therefore, r,,levance requires specification of

h,,tha dci,;i On maker and a decis ion. An ex-post viewpoint

0: r.levance i,; that if a signal changed the decision, then

the iniormation provided by that signal was relevant. To

be an el Iective decision criterion, it should be possible

to applV the concept ex ante.

F itl;einess: Data do not become information until received

by the decis ion worker.

Iwo additional elements are associated with timeliness:

reportint, delay" - the difference between the time of the

event and the time the data is received, and "reporting

interval" - referring to the storage of data and reporting

it at a later date.

_Acco racy: If the same data is not produced every time the

0ame event occurs, the relationship is expressed as probability

dis-tribution. These differences are caused by errors in

recordin,, processing and transmitting the data. The error

ha:; two basic components: bias and variability.

The above definition of accuracy is basically technical. However,

there might be another type of error - the "information

perception error" - in the case where the same data does not

mean the same thing to different observers. Thus, it is not

the data sent to the decision maker which is important; it is

the decision maker's perception of the meaning of the data which

is important.
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Cohen (1971) (let ines five attributes (criteria) of an MIS,

, Iclevwace - the f-irst and paramount attribute

- joine I iih ,S

- Ac ( ru' "

- Flexibi litv, which has a dual purpose:

" flexibility to handle growth

" flexibility in handling inevitable changes, both in

planning and operation.

It should not be surprising that there is some overlap in the

attributes suggested by various authors.

Murdick and Ross (1975, p. 357), identify the following attributes

of MIS:

- Purpose: information must have purpose at the time it is

transmitted to the decision maker

- Aide and format: mainly documents, verbal material or visual

(CRT)

- Redundancy: the excess of information carried per unit of

data. This attribute serves as a safeguard against errors in

the communication process.

- Rate: rate of transmission may be represented by the time

required to understand a particular situation.

- Frequency: the frequency with which information is transmitted

or received affects its value, and must be related to an

operational need.

-24-
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Ii I 1 it mab he ,. press;ed as the degree of confidence

the dl ;iin iiikcr p lace!; in the information.

V. I id it i mc .t ire of the degree to which the information

repr,,-ant.a what it purport s to represent.

tt her ,t I-r hilt( CS ment i oned hy the same authors include:

.tcctlratv - timeliness

- -larity - ;,vailabi!ity on demand

- dfi.;trihution - !aelectivity of contents

-, rp ritne-;s - disposition method
o: det a! I for each

- co;t - retention time

- v Lue

I he V'rt Hueod Report (1979) has the following statement concerning

the a ttri htitvs i inf ,riation:

lInormi t ion wgit consaidered to be one of the most critical
r,.aiirc(s in the management process. To be effective, it

IMIt hi' t iMcIv, accurate, and supportive of the decision
m.tkin,, proct'sa. It should be obtained, stored, analyzed and

used in i.; 'i-nomic;I manner as possible.

i t it r lnt itallmlrizes ;aI Mi itarv user observation of

inht r2 a;t i t ,it t r ihiti's.

Addir, ,i IL w motre infornation attributes to the ones mentioned

;ihve, it is poisihle now to recap this discussion with a list of

"nformat Ian mettri(-s." In doing so, it was found useful to group

these metrics in tht' three major elements of MIS, namely:

- Management

I n f oriTl;lt i On

- Sy' tm.2

-25 -



Table 5-2 gives this list of information metrics.

Table 5-2. Management Information Metrics

,M t c tr lnL t Information Systems

Support of management - Nature of Information - Flexibility

dec isions
- Accuracy - Adaptability

- ser satisfaction
- Redundancy - Complexity

P urpose
- Reliability - Structuredness

Re i evance
- Rate - Distribution

Timeliness
- Selectivity of - Frequency of

- Validity contents transmission

- Frequency of use - Clarity - Tempos of
execution

- Availability on - Mode and Format
demand - Disposition

method

- 'ime horizon
- Retention

- level tf aggregation method time
detail1

-c onomy/Cost
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I,. MIS SOr: WAI. 1.:FV-'IVI.NESS: ASSESSMENT OF POSSIBILE APPROACHES

6. I verv iew

As mort, and more organizational resources, especially within

th mi Iitarv system, are allocated to the design and development of

MIS, it becomes very important to be able to assess the effectiveness

of ,o-h ;. stems. Existence of an instrument to evaluate such systems

would bc vvrv desirable, as each user could denote, using the

ia.;LrkIVLTt's how hI, viewed his MIS. It should then be possible

te I I 't, to the designuers and maintainers of the MIS exactly

whert .ii how eahancements could be made. Such capability would be

ve.ry <,':iraIe t., the military organization, facing a dynamic

inform it ion environment and unstable staffing problem.

ihi%, iiipt.r invst tigates and assesses the currently available

t.-> ,, t.'a t ling~M IS software effectiveness. In doing so, one

';h,,i'Ii Kt iL1 m i ! the varions comments made in Chapter 4 about

t ! , iin i'ii, jnr, process, indicating that a certain technique

.! I , rtkt vi(tiwveness, depending on the organizational

,.,i , ::.., t, i- ian making process and the decision maker.

.:-w n ,. i kjs ,,n bhorrows on a number of literature

a ,,V'~I, . ' -n the one indicated in Chapter 3 as major

r-i[ t'i efll 
-

Kit or., r, t ,li in,' t urther, it is worthwhile to note some

-.~idt h% Keen and Morton (1978) on the evaluation problems.

Iwo points ItI view can he identified in the literature: the one

lousing on Management Information Systems (MIS), and the one

-27-
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focusing on Information Management System (IMS). There is more

than a semantic difference between the two: IMS implies much

more concern with improving the operating system, usually handled

by computer scientists, and ignores the management usefulness of

the system, a problem better handled by management scientists and

organizational theorists. Thus, when computer scientists talk

about MIS, they may in reality have IMS in their mind. This

prompts the drive to increase the efficiency of systems, which may

or may not contribute to their effectiveness.

The dilficulties associated with assessing effectiveness are

StUInmarized by Murdick and Ross (1975, p. 355).

A clearcut method for measuring the costs and benefits of a
new MIS has not yet been found.

This is even strengthened by Parden's (1978) comment that

... the cost effectiveness of operations systems can readily
be determined, while the value of information developed in
support of management decisions will always be elusive.

The discussion so far definitely points out the difficulties

issociated with effectiveness evaluation, however it also amplifies

the importance of this issue.

As a pretext to MIS software effectiveness, it is worthwhile

to gain more insight into MIS. Dumas (1978) identifies three

"modes" of functioning in MIS, as follows:

- applications oriented mode

- data base mode

- informing mode

-28-
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"'t. Lhrc'' lodes, ;unong other fentures, address

rtC;ptktive lv the St ri(turaed, semi-structured and less structured

de, i.c i sronatt ionS

in thoe application-oriented mode, MIS provides data or

measurements within a crystallized frame of reference among

or .mizat ion!il partners. The data base mode performs integration

ti data in broader, less crystallized and more flexible frame of

reference. The informing-mode MIS enables a goal seeking or task

oriented decision maker to select or change frames of reference

,ai(d ;irriv', at a mare personal appreciation of unstructured problem.

1i odi. i:i characterized by different scopes of requirements for

data ind inform.ition, different procedures, and different types

,)I ev,;lation. Fhose features are summarized in Table 6-1.

It shIould be noted that the three modes are not mutually

etxclisive, but tend to be on a Guttman scale (i.e., informing

imp las it, bas;e implies applications-oriented mode).

Another aspect of MIS evaluation is the two possible "states

of heing, s" of the system. Davis (1974) recognized the evaluation of

a new or replacement system versus the evaluation of exising systems.

Those two types of evaluation correspond respectively to the stage

o .deij n and operation of the system. Techniques suitable for the

first stage will not necessarily be suitable for the second stage,

and vice versa. Therefore, this distinction has to be made when

evaluating different approaches.

Tlh, various available techniques for evaluation of MIS

elfectiveness can be classified according to the following major

groups:

-29-
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EL.conol I Iv;iltiit i1n Techniques

Noneconomic Evaluation Techniques

- bIehaviora l

- illtherl

>IlIe.'InlcTit , Sci cncc echnicpies

lic ,conolric techniques include all those where a dollar value

can ht, ass I.,l. \Iangetent science techniques is basically the

us thenIa t ic.iI mrdl I i n ,, approach to the evaluation problem. All

lot, resqt )tu he tLChniques were labelled "non-economic" where some

oI thcm ,tre "cm i -qutanttative" in the sense that numbers can be

assi, ned, ;ind the rest are purely qualitative.

The varions available techniques in each group are summarized

in i-.bcL 6-2, whicli considers also the two major stages identified

in M>11. Ihis tabIcL serves as a guide]ine for the discussion in this

vhaiptk.r. First, Lhe economic techniques are discussed, followed

1,v lit non-t,conom c and management science techniques.

2 c1o10:, ic V I tlat ion Techniques

At a irst glance, the economic evaluation approach seems to

h very appesi i, - for a couple of reasons. First, economic

methods are popular, well understood and fit with other organizational

practices. Second, these methods refer to evaluations expressed in

monetary terms, and dollars fulfill the ideal objective of measurement

on a ratio scale that allows to compare, order and compute distances

among i tens.

Itwever, one should realize that economic reasoning is much

concrned with the optimal allocation of scarce resources, and therefore

-31 -
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At ti , i ,,vil.itin will ,he directed towards efficiency

t I t Ir Lhn f feCt i VInes , i . c., towards comparison between

':el t ,ci C ';t. Flirthter more, in many instances, the "economics

in. i. i " i nut that of allocating scarce resources i.e. a

1,.w iic-I : ,, dit-i between users - but rather that of eliminating

,, rnin in S i rrclhvan t dat a. Economists have little concern

,, I ,,,U 1 ,1 intonl ation economics. Cost-benefit models of

'II ilt ,., tia k. 7lte, uOsts aIS cost of information services, and

h nt i ts -Irt. thc Lexpected desirability of the outcome - a very

vniCe hc i ait i II. ,Ica, ritirj the dollar value of benefits accrued

1 it i 1l1r1ntion i ; m T or problem as many benefits are "soft,"

,and no t Cd i 1v t ran sI at ab le into mone tary terms.

Atcordlini', to Keen and Morton (1978), the whole area of

inr:it ion t.cin,,iics" i- a small and ill_ defined one. The problem

is thai t insislir information value, as this is the key to

n oltirnativts and trade-offs. At the present there is

no :a;it i i it i thod to evaluate this value.

ic.ti in' in mind the above comments on economic evaluation

techn ius , the I ol lowing is a discussion of some common approaches,

in sIitc () their I ituited usefulness. The ones to be discussed are

,- I )Clnel I it, , at sayin. and capital budgeting.

0.2.1 Cost Benefit. This method is a mix of economic evaluation

ot co-trS and of an attempt to convert to hard dollar terms benefits

(it th, Vstem, ;uch as improved decisions, more timely information,

,tc. This ajpproach does not attempt to yield maximizing decisions,

- 33 -
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1)[ It iW r i5 'ill~ RI lLV;11)t -o.Sts Aoold be defined as

L~. d I p1* : i1h U, and allI hene f i t,, shouild be inc luded ; if

it tT~- .. 1, it ;Imt I thI em diroctly, a surrogate

r inst Ir c r i, ii1kv b)(- gnerat-ed, ur a judgment can be used.

kir iiii Itic 191,'i -ost -benef it was a popular approach,

how'. ,inl cwvaoes it proved ineffectual because the Intangible

tac tor-, can rare I' be- (,(nverted to its dollar equivalent. This

10 ;cvtf more d i fft culIt in a mi li tary environment. Sassone

aind Schafti ,i p 9F,1. 44) give the f ol lowing postulate: "'The

V,1U( (11 i a cc 'JLt to) an individual is equal to his will ingness

to Iav -r tllc projeoct.

In a previous work by M~ason and Sassone (1978), some of the

inormTatioln benef its that have to be measured were defined as

o ws :

- it a qili

- PitareIiiIit

-Intrinsic vaue of information

it slo, ald be obvious how difficult it is going to be to find

Otin a military s;ystem, how much one is going to be willing to

;;iv' for Lte above benefits. Even using a surrogate measure such

as snadobw price - tthe value associated with a unit of some good

indicating how much some tinit of performance can be increased by

the use of marginal use of that commodity - is not going to be

of miuch help in the military environment. Even the cost side of

the analysis, although easier to measure than the benefits, still

presents some assessment probl.ems.
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V ina I Iv, it shui Id be recognized that the methodology for cost-

benefit analysis should he different during the design phase and the

operation phase. 'lie problem during the design phase is that of

dot iuing airornatives and assessing the costs and benefits. During

the operation iphase the problem is that of allocating costs and

measuring', benefits of the selected alternative. Thus, cost-benefit

analvs is would bt) a much stronger tool for the design phase.

In ;ummarv, the following assessment can be made of this

;ipproach :

- Co-st-Bcnefit Analysis (CBA) is a well established technique

- Enables explicit definition and examination of alternatives

- Measurement of benefits is difficult, especially within a

nil itary~ M[S

- Eifoctiveness is measured indrectly with dollar value

iSio methodology for applying CBA in a military MIS has to

he developed

- K :,tefl that the approach is expensive and time consuming.

6.2.2 Cost Savings Approaches. Techniques in this group include

two major categories:

- savings due to better decisions, and attributed - supposedly -

to improved performances of the information system.

-avings internal to the information system which do-not modify

the decision.

Savings of the second type (such as reduction of clerical effort)

are basically efficiency measures, although it Is not uncommon to see

-35-
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I it; .ipreirii'. o is'd a; et feet iveness measures for MIS.

:,iv i m.s ot Ihe f irs-;t type are theoretically very appealing,

,.jv. it is pract ically almost impossible to measure them.

i~kirt, nmoi ,, these cost savings do not give any control of the

',*AI i:.1, ittrihutto.-; of information, iuch as timeliness, relevance,

I(CUTi I,,. IL

It sci-msL, tait the highest appeal of those methods is their

inpI ici tv. 011 the other hand, their usefulness in evaluating

I Lc t I Vnl, ;s i very L I mi ted.

o ':,nmar\, the folflowing assessment can be presented:

i,' !li c- ;tdaVtaL)ge of the cost-savings approach are its

O,' cI) t a1St1 ;ilnl)j i city

Its ulsci, usuallv emphasizes input economization rather than

Sa;I c of (1 "11;

Cost savng.,-; directly attributable to MiTS are hard to

c -,t i 11ia t c

i~or use i miii tary systems, non dollar savings are oftentime

more important.

- Manv important information attributes are not controlled.

6. .. .ipita l BudgetingMethods. Those methods could be

retarded as an extension of the cost savings approach discussed

previously. In a way, the capital budgeting methods are the tools

to perform the proper economic analysis on the cash flows generated

byV the savings methods. In this category one could include

discounted cash flow method, pay back period, break even analysis,

internal rate of return etc. The techniques per se are well developed

-36-
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iu, rcco,,a i ,cxd, ow,,ve, their ise ik dependent on being able to

tC.UrlCt thc proper cash flows, and that's where the major problem

t.. ..l- o oinic l valustion Tcchni(iucs: Behavioral

I~th, inrntis shortcomings of the economic evaluation

,:I, ti,,a:; ii i. t c' ,t xt of Ml ;, it is only natural that attention

i ei ,.z . i,, f ()n , if-..conomic approaches. This section will

d i.Cu, .,v Vr:r I ( (-(in iques , whereas the next one handles other

-Sl.- ,aiiiic iei hod' .re in 'coerai l more empirical. Their

,r, it sLiLc ,>). tie art. is 1ss developed than that of the economic

ii~r,.'> . tIi rat ionalt for using non-economic methods is that

h( . 1 low Ic t L)Iuiti ', for other e.nef its that can not be

, U-I-L'411 ill ti;e' ouoin eiC C' alluat ion approaches. Furthermore,

t ,i : . &'; r I il genera I hL tter in evaluating the operation stage

, , I. !iiir ia in advant.age is that, i* a user's point of view is

tO 1- L ci i nl t i NIS efeeti veness (a,; is done in this

tilki ttIn- lln'ole lomic iicttllon ,,, especially the behavioral,

irc s, :ritntk-d in oatuof,. It ha;s been shown that paying attention

t ,i 1'r simpit er issues is not nearly enough for success of

irrlrrmiatiou systes a0 an organization (Keen and Morton, 1978, p. 50).

lIe maj ior criticism leveled at tie behavioral methods is their

.rslk oI ofl, 't ivity. However, objectivity is not always a valid

Coitst welen deal ing with socio-technical systems such as MIS.

il Ill. h. I ac, of tis seCtion, six different behavioral

/-17



1)i',iait art. di:'L.r, ,:eii , ;v; Il Iows: user's satisfaction, manager's

,Iss..nt'n: of the .ystem's value, the decision maker learning

process, decision process changes, expert opinion, anecdotal

,,videlC( .

1._3.1. User's Satisfaction. This is possibly the most important

sing l parameter of MIS that is to be measured. The importance of

thiis parameter stems from the fact that it represents some integration

of all the information attributes, as perceived by the user. User's

oLtisfaction can be measured through some form of psycho-social

ii lirv, or attitude rating.

)ne of the problems of evaluating user's attitude is the

variability of this attitude from user to user, and for the same

user for different circumstances and time.

Some recent research in this area will first be cited. Walther

(1973) recognized the problem mentioned above and defined the concept

of "flexibility," which is the "capability of the system being changed

by tikc cser in order to make it responsive and adaptable to ever-

rhiaio inc ,iser needs and preferences." He also recognized that flexibility

is nt uniformiy good for everyone. The major contribution of this

re,:ircli is sihowing that semantic-differential scales are feasible for

evaluation of user attitude,.

Semantic-differential has been used also by Gallagher (1974), who

found it a useful tool for measuring and analyzing the qualitative

value of MIS. Some of his other firdings are of interest too:

- A reasonable estimate of the monetary value of a specific

management information can be determined by asking each user

to estimate the system's value to himself.
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Im :.iye statc i not re iah I measure of the nonmonetary

vAIlie o MIS.

... r,( 197) devied and tested a questionnaire using Likert

Ic , ,rtd 'atnI ndd that "'measuring user satisfation with the

vr,,'e,. A initormation \'s;tem is a feasible substitute for measuring

inlorIA:;h j0i t .\';-; t'm c_ Ilictiveness."

i,, sn,, 'xamp, - rIpr sentative of current approaches,

i. .. i*, ,A, in mil I itrature, to measuring satisfaction. As much

it o,. rn' i n g, there are certain drawbacks. All those

P In .;-, . r. r. Itivelv recknt, and have not yielded much

,t ;:.~ icr; tom prat titioners. All use the techniques of questionnaires

,,nhich time and a;,, in arc criticized. To overcome this difficulty,

;;tbtt us L, Ithni(qIte;, have been tried, such as automatic recording

i tii,, cii;iractirin;tic of users (Kitous, 1976). Again, those methods

- I tn I id in a large scale svstem.

Vr,(>, Lhrt, acr not many instances of systematic use of

, cia- ;oial t cchniques for evaluating computer application performance.

e,,, ,r' op inion.; art, a valid qurrogate for measuring MIS

tins. lhwver, the methodology for pshyco-social inquiry

S!,ir i rom be ny, established, to the point that it is hard to say

it,,thur :cient fir knowledge is attainable in this field. Even if

ain ;wreid upion method were available, there are still practical

ditfi,. :ti s of implementation, stich as high cost and lack of

ski I lId p'rsonne/..

In ,;ummarv, the assessment of this approach is:

ithe general concept is verv appealing, as user's satisfaction

-39-
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could give one overall measure of MIS software effectiveness.

The basic methodology for this approach has mot matured yet.

It seems that no large scale MIS has been studied using this

motbodol ogv .

Costly and time consuming (for interviewers and interviewees)

Risk of bias dle to the behavioral impact of the approach,

beside,; the familiar bias due to sample size and representativeness.

- Difficult to conduct on a periodic basis.

_.3.2 Manager's Assessment of the System's Value. Asking manager's

is on,, effective way of defining the system's value. Their perceptions

can te gathered at regular intervals, using questionnaires or

structured interviews. One such attempt is reported by Swanson (1974).

Ile used questionnaires, and measured user's appreciation by averaging

user's evluations of the information they received and the means by

which the information was provided. The result was an index of

appreciation. The study was performed in a real world situation,

however, it was directed at a specific information system and therefore

could not be generalized.

This approach can be viewed as a subset of the previous one, thus

the same comments apply here too.

6.3.3 The Decision Maker Learning Process. This approach utilizes

research done in cognitive processes and applies it to MIS. It is an

attempt to evaluate the human information processing and learning and

use it as an indirect measure of MIS effectiveness. This method requires

the use of simple diagnostic techniques for capturing the decision

maker's concepts and learning. However, at present, the use of such
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tec 'hoi ill tihu' i ieaL world is close to zero (Keen and Morton, 1978,

P. o. Measuring this cognitive process can be attempted by using

* I I ; i i ru,,, requiring that a "before" and "after" condition be

,. ..ib i. i:v(*n if the process of learning can be measured, it is

.Id toi k.c, i value on, as the training and tools for it are

It ohvIo; that Lhis tool could be adeq,tate for the operation

;, ,."!S. lio'.vr, a lot of behavioral research has to be

iO d OVopine the tool per se.

!.c, iniu, Prcess Chnes. In this approach, the outcome

i fon i ccondarv, and the element of interest is the

, L... I it c i 1 i.on process, where the implication is that better

1on will hel mad, il the decision making process is improved.

!;iiu, tl!i, ;i ppr.Ich too is suitable for the operation phase of MIS.

II r:,t hod itriire ; two problems to be resolved before it can

o i , ,ne t -d

- Ic init ion of a "better" decision process

- ni , r o the process changes

).':ning: the first problem requires a normative model that

d., I ilk-, i "bette.r" deci s ion process. The measurement problem is a

,ort, "Vknotty one. An attempt to tackle this problem is reported

by Stabcil (1974) and (;inzberg (1975), who used "traces" to measure

,:iiines in the dccision process. A trace is a record of interaction

between the dec ison maker and the MIS. Those traces are easy to

ttcord when the interaction is done through a terminal. However,

(one .hould not try to implement them without informing the users, as
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the" r;porsent some :sort of surveiilance.

Traces are one of the more powerful methodologies developed so

iar that provide insight to the qualitative aspects of the decision

making process. One should realize, however, that traces are not a

mere count, and requires further analysis.

6.3.5 Expert Opinion. This is a typical approach-use of a

reterence group-to evaluate situations where standards of desirability

are ambiguous. The leading technique in this category is the Delphi

method. Ligon (1978) reports the use of this method in the context

of MIS, in order to identify the ingredients of a successful system.

The. Delphi methodology as such is well developed, however, its

application in MIS is relatively new, and requires more development.

Furthermore, utilization of Delphi within a military system should be

approached very cautiously.

6.3.6 Anecdotal Evidence. This is a method that is intended to

supplement formal evaluation by collecting anecdotal evidence such as

insights, examples, lessons learned, opinions and events collected by

a trusted, neutral, skilled observer. Quantifying the results is

neXL to impossible in this approach, and the outcome depends heavily

on the observer.

6.4 Noneconomic Evaluation Techniques: Other

This group includesa number of techniques, most of them might

be labeled "quantitative" in the sense that they contain numbers,

however, they are noneconomic in nature. Those techniques that

contain numbers mainly use the basic approach of mere count of

physical items, and can be summarized in three types: volume, time

and checklist. Additional methods discussed in this section include
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*.\IV * ma'ilr '.111d ,ipprai-,al bv comparison.

o.4. 1 Time Methods. Time is one of the few elements that are

easy to measurte and understand, and it may be an attribute of the

i i ormat ir, o stil ii or information itself. Also, time may represent

;i measure, of ef_fi_ icencv or effectiveness. Thus, evaluating MIS

.oftware by th. number of reports processed per unit of time is

doliitvlv a measure of efficiency, not effectiveness. However,

timeliness is one of the important attributes of information that

Contrihumt,, to >.[S effectiveness.

i i ine:; can be measured in terms of the difference between

the time required bv the decision maker and the actual time when the

informr ion is prnvided by the MIS. This difference may be negative

(information delay) or positive. This delay can be a design parameter

ir ,iMIS, or a monitoring element during operation.

Altlougli easy to measure, it is difficult to state cause-effect

r.,lait iii:;h ip hetween more timely information and better decisions.

(,.4. 2 Volume Methods. Most of the volume measurements - such

aa input! and outputs - definitely relate to measuring efficiency

ratti r than efIectivenes!;, in many cases that of the hardware system.

low(.\er, there are instances where volume is used for evaluating the

Lt 1 ectivenea. s of MIS. This is considered in a research reported by

(oIoleri (197), Kennedy and Mahaparta (1975) and Kitous (1976), where

thie ,l feut iveness of MIS was evaluated by counting how many times a

given report, or a piece of information is used by the decision maker,

or how ol ten items in the data base are accessed, or how important is

the rat io ol usefil information to noise.

-43 -

/



Since volumes may measure the functioning of the system under

different conditions, they should be presented as statistical data

and not as absolute data.

The volume approach is definitely an MIS operation phase approach.

It has the advantage of being easy to measure and understand. On the

other hand, the correlation between, say high volume of report use

and high effectiveness of information does not always hold true, as

the high usage might be simply due to the lack of any other tool, and

not necessarily due to the MIS effectiveness.

6.4.3 Checklist Methods. All in all, a relatively weak approach,

that fits most structured decision environment. The method is composed

of a list of criteria and a measure of its achievement, such as cost

control achievements, number of personnel trained, number of reruns,

etc. These criteria can be placed in a historical perspective showing

trends.

0.4.4 Service Measure. This approach is suggested by Keen and

Morton (1978), and is composed of the following elements:

- responsiveness of the system

- availability and convenience of access

- reliability

- quality of system support, such as documentation and training

Those attributes could be very helpful in monitoring MIS. However,

the authors give no clue as to how to perform the measurement of those

elements.

6.4.5 Appraisal by Comparison. This approach is ill defined, very

little recognized in the literature, and is composed of comparing the

performance observed with the performance in similar organization. There
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U ust lo~ ,~~~hc. hil-,d this approach, especially for MIS,

111d it hiet l ,)ned ul o more as a concept rather than as a method.

I :1 Ilen t _C iCT C'_ue va l uat ion Techni ues

i s ;,ij;, of methods is mainly beneficial during the design phase

o Ml P. taniper .nt Scient e techniques imply some sort of mathematical

mtod,-1 htilding manipulated through optimization, simulation or heuristics.

'-pi,-ali', thik model includes some of the MrS objectives as related to

tUi totl organization. The ma.ior shortcomings of this approach are:

-oriv.ntation towards economic data analysis, with all the

limitatiosot- encountered in MIS

-- i t itnderstaind bv managers

- ha;cd upon assumptions, which are often erroneous, due to the

difficIlty of the socio environment of MIS.

- validation of results is often time hypothetical, as models are

.;lor tooted in a real setting.

ago :pit, of the above difficulties management science approach

:ai.hiv. ,ome im:erits in certain cases. Three approaches will be

,rv.'-;i: -iiilat ion, model building and risk analysis and sensitivity

al .'s is.

, .imation. Two major types of simulation models exist:

Cor hirdware evaluation, and for computer systems application evaluation.

In the contlext of the present discussion, only the second type is of

intere-st, as it engulfs the evaluations of the computer and of its

decision making environment. This approach was first launched by

Bonini (1963) who proposed to relate organizational behavior and

iiformational factors to the economic variables in the firm. Thus,

some simulation models possess many of the shortcomings of economic
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evaluat ions.

Boyd and Krasnow (1963), constructed a simulation model which

basically evaluated the timeliness of information. Kriebel (1969)

used simulation models to evaluate the joint MIS - decision system.

Courbun (1976) followed this approach in the area of production

information systems and developed a simulator (MISSIM).

Other applications of simulation can be found in the literature,

and the field of application is varied. As much as it looks appealing,

MIS simulation seems not to have left the research environment on

into the real world. Most reports come from researchers, especially

doctoral students. Probably one of the major problems in real world

applications is that the input data is not readily available, costly

and unreliable. Furthermore, simulation requires some measurement

on a real system with statistical significance - a costly proposition-

sometimes.

In summary, MIS simulation is a sound concept that requires further

development if an attempt is to be made to use this approach in the

context of military MIS.

b.5.2 Model Building. For the completeness of the discussion here,

it is worthwhile to review an example of structuring a mathematical

model of MIS. The example presented here is taken from Kennedy and

Mahapatra (1975).

Notations:

Suppose there are "im" number of factors given by f1 ,.. .,fm(or pieces

of information or data) that are affecting all the decisions of the

organization.

Suppose there are "n" number of decisions given by TI,...,D u made
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i a ih dcpartnient or orga;niv'.at ional subunit.

*kipposk there -irk, 'Y' number (if organizational subunits or

kdcpartments in the system given b~y di .. 8dr

Then in general f i kdenotes, information element "i" affects

(or is nee-ded for ) decision ' "in department "k" where

Let" k represent the frequency of decision "j" in department "k."

Let j k" be thek. imiportance (rank) of factor ''i' in decision "j'' in

department "k."

-et j. k" he the importance (rank) of decision "j" in department "k."

1".t b~' e the importance (rank) of department "'k" in the system.

Thlen the importance (rank) of factor "f " ' for decision "j" in department

"k"k

ijk ijk Yk ijk

(?)jk %k jk~ jk~jk

Therefore, the importance (rank) of the information element "f in the

total system
F Ui

0u)~1tj jk k

r Ui

~ ij k
k=l j=1
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(say) i1 ... , m

From the preceding equations, it is apparent that Vi' the total

importance of all information elements summed, must equal unity times

the number of departments. From this it follows that each i. is a

measures of relative importance. Also, the sum of the values of those

information elements now provided can easily be interpreted in terms

of efficiency in meeting total (ideal) information needs.

Thus, the process allows us to arrive at the importance index

(1) of all (information) factors that need be kept in the MIS.

Depending on the budgetary constraints and the computed ranks of all

the information elements, the inclusion or exclusion from the data

base of MIS may be determined.

At best, it can be said that if an optimization model can be

formulated it will evaluate a very narrow segment of MIS.

6.5.3 Risk and Sensitivity Analysis. Should be looked upon as

a : upplementing approach to simulation or optimization.

Sensitiv:L;- is an attempt to identify critical variables

recognizing the fuzziness of MIS environment, or low reliability of

data, or the simplifying hypotheses underlying the model.

Risk tries to quantify identified weaknesses of the system,

such as risks of delays, errors and underestimation of costs, or

uncertainty of environment.

This is more of a general concept. Specific application have to

be "tailor made" according to the type of MIS and environment.

A summary of the various techniques and their relation to

information metrics is discussed in the following chapter:
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lA. A > ,NA I ,iRMATION MFTRIC' AND EVAiATION TECHNIQUES

Hic discussi,,n -o tat- ( on entrated on defining and assessing

%-,i \' - ivii 1,0)l(ic ,valuation te,-hniques for MIS software

, ,t i,.,; . Iow.,ver, one dimension is still missing, namely,

c ,,-< Lat , whi.h -iv.-iiable techniques can evaluate management

inVr i.iKioli Ittrilte s. This chapter performs such analysis.

In ordt-r t, proceed, it is worthwhile to do some additional

i. thit, ttributes shown in Table 5-3. This grouping is

-ItL ,wn ia " i.b Ic , -i

I I 1,ana.gement Information Metrics- Regrouping

' S":t [Information Systems

i l,, iin .kni, 1: Co-ntent I: Structure

-;; t i4 t . - nature of information - flexibility
. ns - accuracy - adaptability

- t- -It ,i ac t iou - redundancy - complexity

I, ," I - reliability - structuredness

- vaid it
- lvi 1 ,t. . ' ., t t

1l: ,I,,e 11: Presentation II: Speed

timelins - selectivity of - frequency of
- rciet v o0 tist contents transmission

ivailaibility on demand - clarity - tempos of
- time horizon - mode and format execution

II1: Lconoay III: Rate III: Distribution

- t,'onomy/cost rate - disposition method

- retention time
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Thus, the grouping of the management information metics can

ht- ; inm.i rized as follows:

Table 7-2. Grouping Summary

Group Management Information Systems

I Decision Making Content Structure

1I Time Presentation Speed

II Economy Rate Distribution

Some general observations concerning the above grouping are in

order. One interesting approach is to examine the above attributes

irom the point of view of the type of evaluation technique required,

namely: subjective - where a high element of judgement (i.e.,

behavioral) is required, or objective - where more direct measurement

is applicable. This is done in Table 7-3 where another group was

added - mixed evaluation, when direct measurement and judgement are

requ i red.

Table 7-3. Type of Evaluation Required

(S - subjective, 0- Objective,
M - Mixed)

Group Management Information Systems

S 0 M

I 0 M 0

Ill M 0 0

The point of departure for this research was taking a user's

point of view to evaluate MIS software effectiveness. This immediately

creates the Image of a more subjective evaluation approach. What

emerges from the above analysis is that only one group of management

information attributes - as important as it is-requires a pure
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h. vi r.uil ,jproach, whereas the rest of them need a mixed or

urvc objective aj)L)roach. The importance of this observation is

that th,, bhof.vioral approaches are deficient because of immature

m-,t iodkl , ..(, s (somet ines labeled "soft" or "weak" techniques),

\wh.ro f, r objective evaluations more_riorous techniques can be

1; or d eve, lj~ed.

further insight can now be obtained by examining the management

iniormation metrics coverage achieved by the various techniques

prcscutold in this chapter. This is done in Table 7-4, which also

s;:l,,ru oc, the discussion in this chapter. For indicating the

Icvcl )I fovc vra,,e of a group of attributes by a technique, a scale

o: thre, numbers was used, representing the following:

I - Prim.ary npplicability of the technique to measuring the

- Secondary relation to the attribute

- ,-,'eik relotion to the attribute.

So,;e c, woments about Table 7-4 will enhance its understanding.

1h. ,t rv to the table is through the "Evaluation Technique" column.

[i, ri.,ht hind iide of the table ranks each technique in terms of

it.; lp-,llicahilitv to measuring the specific metric group. The left

h.ni ilt inldicates thue MIS phase in which the technique is

, * i eH,, id a I so assesses the major advantages and disadvantages

,,I eaJh Cviluation technique. In reviewing this table, one should

in;pu.Lt hoth si¢ s. Thus, for example, user's satisfaction is

idhntif id - wrv applicable to measuring decision making attributes
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'ib!c i-4 Mi.imt'Ctwnt Inforrmation Metrics and Evaluation Techniques

metric.

A, I~iiql I. n fn . "I ( t I..,r

A,
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l,11' c 1) However, because of the weakness of the basic

ov,,aluation methodology, the net result is inadequate evaluation

iLh attribute.

Th,, emerging picture from Table 7-4 is that the field of

(,va ating MIS software effectiveness - a user's point of view

aithough having many shortcomings, seems to be in a better shape

than represented often times in the literature by comnents such

I.a: "A clear cut method for measuring the benefits of MIS has

not yet been found" (Murdick and Ross, 1975).

Spec ificallv, it seems that the "decision making" group of

ittribite , received more attention than the "information" and

"sYstem" ,roups, although without very much success. On the

other hand, the "information" and "system" groups have a potential

jlr better results because of the nature of the measurement

t.c'hiques required - less reliance on behavioral science techniques

,i mork, reli ance on objective approaches (Table 7-3).
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8 MIS :n*'-IWARE EFFECTIVENESS: WHERE DO WE GO FROM HERE?

S. I I lt rodlit ionl

In order to be able to assess research needs in MIS software

0,tfeCtiVeoes, it is not sufficient to establish the "state of the

art" of the CUrrent approaches, bnt other elements affecting

thoe needs have to he examined. Specifically, the issues of

requirement planning, hiture trends, centralization versus

decentralization of computer facilities and the MIS design process

are -~ing to he discussed.

-I __Reuirement PlannLng

The purpose of the discussion here is not to make a thorough

analysis of this process, but rather describe a few aspects of

requireiment planning and point their importance to the MIS

evaluation process.

Requirement planning or need identification is a crucial

element in MIS design, however, it is also as important for the

evluation process, since a clear statement of needs can facilitate

m.asurement of their fulfilment ex ante. It is one of the most

important, vet one of the most difficult areas of MIS, since

re(piirements, like heatity, are often times in the eye of the

beho lder. tvv n miore so when a few decision makers, performing

the same managerial function, are asked to identify their needs.

The type of needs a decision maker has at various times and

for various purposes depends largely upon the personal attributes
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.111d tt- orga;ulliz ut ionl environment in which decisions are made

(Murdick and Ross, 1975).

Personal attributes influence the needs definition through

- Knowledge of information systems - The more the decision

maker knows about computer based systems, the more

sophisticated and specific his needs are going to be.

- Ieciion nkinjgstyle - affects the kind and amount of

information required. Here comes to bear the various

"inquiring systems" as defined in Chapter 4.

- Percep)tion of information needs - one common problem is

that many decision makers are ignorant of the type of

information they need.

Orgnizttional environment interacts with the needs definition

,is l lows:

, Natur ,-Of the or anization - the larger, more complex

organizations require more formal information systems, which

airt, critical to their operations.

Level of management - in Chapter 5 the various information

needs of the three minagement levels (Anthony, 1965) were

defined. Each level needs different types of information,

in different form, different amount of detail and different

frequency. Furthermore, decision makers at all levels have

different information needs.

- Structure of the organization - the more highly structured

the organization, the easier it is to define information

needs. This, in a way, should make the requirement planning
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process easier within a military organization.

A systematic approach to requirement planning is important

in anY organization, a military organization thus included. One

excellent example of ideatifying needs within the Army system -

at the installation management level - is given in the Fort Hood

IMS report (March, 1979). The method used there, to identify

needs and other parameters of the system, is a "Four Quadrant

Matrix," schematically presented in Figure 8-1.

QUADRANT [ 0 QUADRANT II
R

Who are the key decision G Who uses output and provides
makers for each function A input to existing systems?
subfunction within the N
organization I

Z
A
T
I

0
N

_ -_S

FUNCTIONS AND SUBFUNCTIONS DATA SYSTEMS

QUADRANT IV M QUADRANT III
EM

How is efficiency of T E E Which data systems provide
function performance H A F information needed to measure
measured 0 S F performance

DU I
S RC

I I
ONE

FG N
C
Y

Figure 8.1. Four Quadrant Matrix
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A detailed procedure for defining information requirements is

given in King and Clealand (1975)

6. 3 Future Trends

It is difficult to project the future of computer based MIS,

however, certain trends in certain elements of this system can

be identified, and could be summarized as follows (Murdick and

Ross, 1975):

- The changing nature of MIS

- Real time and time sharing

- Information Technology

- The people problem

8_.A.1__ T-he Changing Nature of MIS. The shift away from hardware

and office automation into improved system design for managerial

u- will continue, where the objective will be improved systems

for management applications.

8. 1.2 Real time and time sharing. Despite the debate whether

management requires real time capabilities, use of realtime is

going to accelerate, mainly because the improvement in computer

communications system. This will enable accessing data bases, model

building and query. Systems will become much more commonplace, moving

in the direction of decision support systems (DSS). The improvement

in computer communications systems will also impinge on the tendency

to use centralized data bases via time sharing.

8.3.3 Information Technology. Some improvement in hardware

technology and use are going to take place, in the following
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e emen ts

data communication

- data storage technology

- man machine interface, where improved direct interrogation

of the computer is going to be achieved

- input/output devices, which are the current bottleneck,

will be improved by use of remote terminals, optical data

recognition, voice input, automatic copying equipment, and

computerized indexing systems.

- EDP technology will be merged with telecommunications

technology.

- Further development of minicomputers will enable their

utilization in one of three modes:

- "Stand alone" applications

- "Front end system"

- Data concentrators

However, apparently the biggest impact is going to come from

three technologies that are going to merge into what might be

labeled "Information Processing." These three technologies

are currently known as:

- distributed systems

- data base systems

- word processing

Distributed systems make use of teleprocessing and miniaturization

of computers (minis and micros). Data base systems make use of high

density direct access storage devices, and word processing depends
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.I',v i I v onl nin i iat lr i ;,at ion of omput rs and direct access storage

,i well as relatively inexpensive terminal devices. These

technologies are an outgrowth of existing technologies.

Of particular importance to MIS is the impact of distributed

systems, as discussed later.

8.3.4 The People Problem. The pace at which future

developments occur will depend on management's response to these

trends. For properly coping with those trends, training and

educaiton of people, both within the organization and outside,

is probably the best answer.

8.4 Centralization versus Decentralization and Distributed Systems

The issue of centralization is a classical issue in the study

of organizations, and MIS has not avoided this issue too. Putting

it in the context of the various "inquiry systems" defined in Chapter

4 a Leibnitian inquirer, leaning towards logic and internal

consistency, would probably require a centralized information system.

A Hegelian inquirer, leaning towards conflicting representations,

would probably require some form of decentralization.

On a less philosophical level, economies of scale have induced

a thrust towards centralized data processing in the sixties and

early seventies. However, due to the recent and postulated

technological developments, economies of scale are no longer a major

issue, since the economics of large systems versus multiple small

systems is balanced. On the other hand, decentralization enhances

better acceptance of computers and improved service to the user

due to closer control.
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According to Davis (1974) six main strategies can be considered

to combine centralization and decentralization of information processing

systems:

1. Central control of all EDP functions.

2. Central advisory function with all the information processing

development and operations remaining in the sub units.

3. Central control of hardware and software operations with

decentralized system development and programming.

'. Centrail control of all EDP hardware, operations and

programming, with only systems development being

decentralized.

5. Central control of planning, analysis and programming with

decentralization of hardware.

6. Distributed computing with both hardware and software partly

centralized and partly decentralized.

Basically, today, the centralization-decentralization problem

is more a political issue rather than a technological problem. A

compromise, responding to both issues, is emerging today under

the heading of "Distributed Systems." The technical elements of

this approach were defined in the previous section, and it might

be worthwhile to examine some of its organizational aspects.

The term "distributed systems" may mean different things to

different people. To some, the term implies distributed files or

data bases, to others, distributed CPUs, and both still to others.

Following Walsh (1978), the following distinction is made:
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- Distributed processing describes an orderly fragmentation

I :QT'O s I I TmOng tWO or more' COmptIlt e*S with tlie p1rocesvfng

controlled by a centrally located computer commonly known as

a host.

- Distributed data bases indicates an orderly fragmentation ot

data bases or files among the peripheral storage devices of

one or more computer configurations

- Distributed systems describes the hardware and/or software

configuration of a system in which distribution processing

takes place.

Thus, distributed systems represent technology's contribution

towards resolving the old "centralization versus decentralization'I

issue. It is this kind of system that enables implementation of

any type of the six centralization/decentralization strategies

described above. As such, distributed systems is a contemporary

phenomenon that seems to be here to stay.

8.5 MIS Design Process: Comments

The importance of requirement planning for the MIS design

process was emphasized already in Section 8.2 The design process

affects both MIS effectiveness and its evaluation, especially in

the sense of embeddingPduring the design, evaluation components

in the system. Following therefore, are some comments related to

the design process.

Effective system design cannot take place in a managerial

vacuum, therefore, management interest, involvement and support

is required at all levels. Specifically, it is important to ascertain
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that the following elements exist:

- User's participation - not only in defining the requirements,

bhut in the desi ,n process itself

- Top management support

- Insure that the designed system maintains the information

attributes. Thus, for example, if attributes such as

timeliness, relevance, flexibility etc. are missing,

the chances of this MIS being effective are minimal.

Especially important as part of the MIS design process is to

design a "maintenance" capability, that could perform, once the

system is in operation, a function of product enhancement (providing

new functional capabilities), product improvement (i.e., increasing

its reliability or supportability) and the correcting of anomalous

behavior due to design oversights.

One consequence if this aspect of MIS is that the system is

usually at some level of continuing development; therefore, it

appears to be never completed to any observer who believes the

myth that turnkey MIS can be produced.

The stage is set now to identify research needs, which is done

in the next chapter.
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9. RESEARCH NEEDS

It is possible now, based upon the discussion throughout

this research, to identify research needs in the general area of

MIS software effectiveness. The research needs were classified

in three groups, as follows:

- Evaluation Methodology

- Military MIS

- Impact of future trends

9.1 Evaluation Methodology

In Chapter 6, a thorough analysis of the "state of the art"

of evaluation techniques was performed, and summarized in Table

7-4, in relation to the management information metrics that was

developed in Chapter 4. The general conclusion that can be

drawn is that there is no one satisfactory approach that can

measure and evaluate MIS software effectiveness from the user's

Recalling the two stage process of evaluation and

measurement discussed in 5.3, this state of affairs can be

attributed to two problems:

- deficiencies in establishing the theoretical metric (the

'volt')

- shortcomings of the measuring devices (the "voltmeter")

It should also be clear, like in many other instances, that

there can be no single value that could assess the MIS effectiveness.

Even if general attributes like "user satisfaction" or "relevance"

could be measured without any ambiguity, they still do not cover
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a , Iapet s o ! e f icc t i veness.

'Those general observations have to be broken down into their

components in order to identify more specific research areas. Those

specific areas are presented now.

9.1.1 --Techniques Research. In Table 7-4, the extent to which

available techniques can evaluate management information attributes

was displayed. Additional information can be extracted from this

table by performing the following analysis: the various techniques

were lumped together into their major four groups - economic,

behavioral, other and management science. Also, the various

attributes were lumped together into the three major groups -

management, information and system. Now, a count has been made of

the number of possible applications of a certain technique group to

a certain attribute group, rKRardless of the ranking of this

application or the quality of the technique. The resulting matrix

is shown in Table 9-1.

Table 9,1 Count of Evaluation Techniques Applications

Mgt. Inf. Sys.

Economic 4 1 1

Behavioral 7 1 -

Other 3 5 3

Mgt. Science 2 - -

It is obvious that the most attention, by implication, has been

given to the "management" group of metrics, and not surprisingly

so, however, without too much success, as most of those techniques
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ark, o the beh,iorl type that was already identified as being deficient.

ion the other hand, the other two groups will require either the

objective or mixed evaluation approach (Table 7-3), possibly cheaper

techniques which should be much simpler and less problematic in their

application. However, those two groups received less attention. The

appealing research needs emerging from this analysis are as follows:

- expansion and development of the measurement and evaluation

techniques for the "information" and "system" group of

attributes, emphasizing objectivity of measurement and low

cost.

- research into the possibility of using the above groups of

attributes as a "surrogate" measure to evaluate the management

group of attributes, especially those that require a pure

behavioral approach. Should this be possible, then the

attributes of the "management" group could be evaluated by

a cheaper and simpler method, thus avoiding the problems of

the behavioral techniques, which apparently will not

disappear anytime soon.

9.1.2 Management Information Dimensionality. It was pointed out

before, that there can be no single value that will measure MIS

effectiveness. Due to the multi dimensional nature of the management

informationmetrics, evaluating effectiveness becomes to be a complicated

issue. Suppose, for example, that a numerical value could be assigned

to each one of the attributes. The basic evaluation issue is not

resolved, as measuring each attribute does not say a thing yet about

the effectiveness of the system. This points out the following specific

research needs:
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- Setting Ltandards for "good" values of attribute measurement

(those standards may vary from system to system)

- methodology for evaluating the effectiveness of the system

based upon measurement of the attributes. This amounts to

giving the system effectiveness meaning based upon measuring

the elements, where some values are "good," and some "bad."

An analogy from a different field: Volt and ampere are

measurements of attributes. Watt is an evaluation of

effectiveness.

9.1.3 Impact of the Decision Environment. In previous chapters,

different aspects of the decision environment were discussed, such

as: different types of decision making processes, different types

of decisions according to the organizational hierarchy (i.e.,

strategic, tactical, operational), different contents of decisions

(i.e., planning, staffing, controlling, etc.) - in short, a varied

decision environment. It seems reasonable then that effectiveness

evaluation should consider the decision environment. This suggests

the following research issue:

- Evaluating MIS effectiveness for different organizational

levels, say three: Top, middle and operations management.

9.1.4 Design Phase Evaluation. By and large, it can be seen

from Table 7-4 that the effectiveness evaluation during the operation

phase is better covered than that during the design phase. The

importance of effectiveness evaluation during the design phase stems

from two reasons:

- investment justification

- assessment of the system effectiveness after implementation
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Typically, the economic approaches seem to hold the highest

"hope" for this phase, however, it was pointed out that potential

savings or benefits are hard to measure, and apparently, further

progress in this direction is going to be difficult. New approaches

should be tried - specifically, the following research is suggested:

- use of simulation for design phase evaluation

- use of real world experiment, i.e. a pilot project.

9.1.5 Methodology for Continuous Review and Evaluation. MIS

"operates" within a dynamic environment, where often times both the nature

of the operation and the decision maker are changing. This implies that

effectiveness may not be, once established, a constant feature of the

system. Furthermore, a drop in effectiveness may require some

"maintenance" activities. All this points out that a methodology

for continuous evaluation has to be developed. It seems that the

continuous evaluation is going to be less comprehensive - in terms of

attribute coveraAe - than the "discrete" evaluation, and have the

following feature.

- low cost and not time consuming

*- composed of user feedback and objective measurement, preferably

automated (such as volume measurement etc. - note the idea

of traces in Chapter 6.)

9.2 Military MIS

The research needs included in this section imply that the specific

flavor of a military system should be taken into account.

9.2.1 Requirement Planning. Requirement planning is a recognized

process today, and was identified as one of the key elements in MIS

design and am important element in MIS evaluation. The existing
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approa:hes need some development, and research is required in two areas

- a methodology for a "system wide" requirement planning, where

the needs identified are used to assess the MIS effectiveness during

the design phase.

- means of measuring the needs fulfillment during the operation

phase, as a measure of the system effectiveness.

9.2.2 Management Information Attributes Ranking. The management

information metrics developed includes a high number of attributes,

some probably more important, some less for a specific system.

This points out to a research need for ranking the attributes,

serving two goals:

- possible weighting of the attributes for effectiveness evaluation

- where measurement methods do not exist, then the ranking will

identify those attributes for which the research effort should

be directed first.

9.3 Impact of Future Trends

Future trends may impact the effectiveness issue in two ways:

- change the effectiveness of MIS by "scoring" a higher values

on some of the attributes measured.

- enable better measurement of some information attributes

Specific research needs in this area are:

- distributed systems

- interactive systems

In both cases, the specific issues to be investigated relate

to the comments made above, namely:

- possible increase in MIS effectiveness due to use of those

systems

- embedding of measurement tools in the system itself.
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9.4 Research Clusters

The research needs identified were defined as separate issues.

However, Lhere are research topics more related to each other than

others. Thus, a grouping of related topics has been done, yielding

"research clusters," as follows:

Measurement Cluster

- Expansion and development of the measurement and evaluation

techniques for the "information" and "system" group of

attributes

- Use of "infomration" and "system" group of attributes as a

surrogate measure for evaluating the "management" group

- Setting standards for attribute measurements

- Attribute ranking

Effectiveness Cluster

- Methodology for evaluating the effectiveness of the system

based upon measuring the attributes

- Evaluation of effectiveness for different organizational levels.

- Methodology for "system wide" requirement planning, where the

needs identified are used to evaluate effectiveness

- means of measuring need fulfillment as an indication of

effectiveness.

Design Phase Cluster

- Use of simulation for design phase evaluation

- Use of real word experiments - a pilot project

Future Trends Cluster

- Methodology for continuous review and evaluation
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-Distributed systems and effectiveness

-Interactive systems and effectiveness
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10. CONCLUSIONS AND RECOMMENDATIONS: MIS EFFECTIVENESS PROJECT -

GENERAL GUIDELINES

Now that the various research needs have been identified, it is

possible to suggest the approach for an MIS effectiveness project

within the Army system. The approach proposed has a modular structure,

based upon the four research clusters defined in the previous chapter.

MIS Software

Measurement Effectiveness Design Phase Future Trends

Figure 10-1: Modules of MIS Software Effectiveness Project

Thus, the four modules are:

- Measurement module

- Effectiveness module

- Design phase module

- Future trends and effectiveness module

The modular approach gives the flexibility of performing the

whole project or working on each module separately. It also enables

splitting the project between different researchers and geographical

locations. If a sequential approach is to be used, it is recommended
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that _the- modules be implemented in the sequences presented, i.e.

from left to right.

The basic contents of each module was described in Chapter 9.

Some additional comments are added here.

10.1 Measurement Module

This module contains four major research areas, briefly

summarized as:

- measurement techniques

- surrogate measures

- standards

- attribute ranking

Probably the area to start with is attribute ranking. Standards

can be based upon the "service level" desired, historical records

if available, and could serve as a monitoring tool too. Investigation

of the possibility of surrogate measures is apparently the most

difficult research task in this module, and probably the most

important.

10.2 Effectiveness Module

This module is basically concerned with the "heart" of the

effectiveness issue, i.e., research into evaluation of effectiveness,

once measurements are available. Definitely, part of the activities

in this module depend on the results obtained in the previous module.

Recapping the research topics in this module are:

- effectiveness evaluation methodology based upon attribute

measurements
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- Vffectiveness and organizational hierarchy

- methodology for "system mode" requirement planning

The methodology for system wide requirement planning has to

con,ider the specifics of the army environment.

It is recommended that as part of this module, this methodology

be applied, where the key factors are user's participation and

,ranaement suppo rt. Furthermore, it is recommended that a comparison

among the requirements of all command levels and STAMMIS be performed

with the objective of identifying what may be required to adapt the

current system to the defined needs.

10.3 Design Phase Module

Both research areas suggested - simulation and pilot project -

were used in other environments for evaluating effectiveness during

the design phase. However, further research is required to adapt them

to the army environments as both approaches - by their nature - have

to be "tailor made" for the system analyzed.

10.4 Future Trends Module

This module could be started only after some results were obtained

in the first two modules. The research in continuous review methodology

is aimed at making the HIS effLctiveness issue a managerial function

that has to be continuously monitored. This could alleviate some of

the current problems of the existing system.

Distributed systems and interactive systems are not a new phenomena,

however, their impact on effectiveness has to be researched, and the

possibility of utilizing those systems for attribute measurement has to

-73-

-t ,_______ - , m~- -



be investigated.

10.4 Conclusions and Recomnendations

The major findings of this research are as follows:

- there is no one satisfactory approach that can measure and

evaluate MIS software effectiveness

- the management group of attributes of the management information

metrics received more attention without very much success, as

the techniques used are of the behavioral type - most of them

based on questionnaires - that have not matured yet, and no

drastic change is anticipated in the near future.

- the "information" and "system" group of attributes of the

management information metrics has received less attention,

however, hold more potential for evaluating effectiveness because

of the more objective measurement possible within this group.

Also, possibly the attributes here could serve as a surrogate

measure of the management group of attributes, thus alleviating

some of the evaluation problems there.

- no methodology exists for evaluating the effectiveness of the

system based upon measurement of the attributes.

-available techniques for evaluating MIS effectiveness

during the design phase do not enable economic justification.

- the requirement planning process does not overtly consider

the effectiveness evaluation problem.

It is recommended that an MIS software effectiveness project be

designed and implemented, following the modular structure presented

above. The implementation policy could use a parallel approach -
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implementing all four modules at the same time, or a sequential approach -

one module at a time, where the priorities are

- measurement module

- effectiveness module

- design phase module

- future trends module

The sequential approach is recommended. Furthermore, it is

recommended that the first two modules be implemented concurrently.
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