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PREFACE )

This report was prepared for the Office of the Under Secretary of
Defense for Research and Engineering, as a part of the Computer
Security Initiative Program of the Computer Security Technical Con-
sortium. It analyzes the need for trusted computer systems in the
civilian agencies of the federal government, in state and local govern-
ments, and in the private sector. In addition, it proposes a rationale
for the production and marketing of trusted computer systems.

The author is Professor of Computer Science at the California State
University, Northridge, and is a consultant to The Rand Corporation.

Other Rand work in this area is reported in the following publica-
tions:
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SUMMARY

Since June 1978 the DoD Computer Security Consortium has con-

ducted a Computer Security Initiative program. with the goal of

achieving widespread availability of "trusted ADP systems™* for use
within the Department of Defense (DoD), in other government agen-
cies, and in the private sector. For the government, "widespread avail-
ability” means the use of commercially developed trusted systems
whenever possible. Effective January 1, 1981, the Director of the Na-
tional Security Agency (NSA) was assigned responsibility for the eval-
uation of computer security for the DoD and thus will serve as Execu-
tive Agent for the Computer Security Initiative. One of his functions
will be the compilation of a DoD Evaluated Products List of trusted
systems.

To date, the three major activities of the Initiative have been (1)
coordination of DoD research and development efforts in computer
security, (2) identification of efficient evaluation procedures for trust-
ed operating svstems and their uses, and (3) identification of incentives
tfor the computer industry to develop trusted systems as part of its
standard product lines. This report addresses the third task. It ana-
lyzes the needs for trusted computer systems in the civilian agencies
of the federal government, in state and local governments, and in the
private sector.

Protection is needed in computer systems to (1) safeguard assets or
resources, (2) comply with certain taws and regulations. (3 enforce
management control, and (4) assure the safety and integrity of com-
puter-controlled processes or systems. Additional incentives for imple-
menting trusted systems might be to realize operational economies, to
achieve marketing advantages, and to enhance an organization’s pub-
lic image.

Protection of programs and data in computer systems involves a
variety of physical, personnel, and hardware/software security tech-
niques; administrative and operational procedures; and computer-
communication security techniques. The most difficult task to date has
been the development of trusted operating systems—a necessity in
resource-sharing, multiuser systems to prevent users from interfering
with each other and to control access to sensitive data files or process-

YA “trusted” ADP tautomated data processing) svstem is one that emplovs sufficient
hardware and software integrity measures to allow its use for simultuncous processing
of multiple levels of classified and ‘or sensitive information. See the Glossary of Techm-
cal Terms i Appendix A for other definitions.
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ing operations. The trusted operating systems sought by the Computer
Security Initiative Program have a high potential for providing a
solution to many of these problems.

In general, the use of current computer security techniques entails
some reduction of system throughput, as well as some modification of
existing application software or data bases. Some potential users of’
trusted systems are concerned about these impacts on their existing
computer applications. However, there is a clear trend in computer
hardware architectures and in software development toward includ-
ing features that would be very useful for implementing performance-
effective trusted systemns; thus, performance loss is likely to be far less
of a problem in the future. Conversion requirements for application
software can also be reduced by designing trusted systems to be com-
patible with existing operating systems (as has been done, for exam-
ple, in the KVM and KSOS efforts). A data-base conversion may be
necessary (e.g., to include sensitivity-level information), but this is
usually a one-time effort.

Computer security is needed in the civilian agencies of the federal
government primarily for asset and resource protection and for
regulatory compliance. Many agencies are responsible for financial
disbursements or collections and thus are subject to attempts to per-
form unauthorized transactions. Trusted systems with appropriate
operational and administrative controls can protect against unautho-
rized actions, unless these actions are performed by malicious or un-
trustworthy authorized users. Here, additional controls must be de-
signed into the application programs.

All civilian agencies of the federal government are subject to the
requirements for data security and integrity of Transmittal Memoran-
dum # 1 of Office of Management and Budget Circular A-71. Personal
information on individual citizens that is maintained by these agen-
cies is also subject to the confidentiality requirements of the Privacy
Act of 1974. Trusted operating systems can provide a tool for effective-
ly meeting these requirements.

Protection needs in state and local government computer systems
are similar to those in federal government systems, although they are
on a smaller scale and there is considerable variation from state to
state. Financial disbursements and collections account for a large part
of state and local governments’ computer use, but regulatory require-
ments for security are less stringent; indeed, many states have not
enacted fair information practices laws, and some do not have laws
requiring confidentiality of computerized criminal-history or public
health information. Although these state agencies may have less com-
pelling needs for trusted systems and they may be more constrained
by economic considerations, trusted operating systems can greatly
enhance the controllability and auditability of state and local govern-




ment computer systems, and as a consequence, they could increase
public trust in government operations.

In the private sector, business information that is stored and proc-
essed in nearly all corporate computer systems is, or represents, a
valuable asset that must be protected. The need for effective manage-
ment control over all operations, particularly those that involve com-
puters, is self-evident. Strong accountability requirements have been
established by the Foreign Corrupt Practices Act of 1977, and require-
ments for ensuring confidentiality of personal employment, medical,
and financial information are included in state laws. In addition, fed-
eral privacy protection requirements are pending that will affect in-
surance, health care, and financial industries in the private sector.
Thus there is a strong rationale for protection of data and programs
in private-sector computer systems. Trusted operating systems could
provide that protection, as well as certain collateral benefits in the
areas of safety and integrity, marketing, and public relations.

The widespread availability of effective and economical trusted op-
erating systems is predicated on computer system vendors' percep-
tions of an adequate market for these systems. The government alone
cannot provide enough user demand to be attractive; the market must
also include the private sector. Thus, the situation is somewhat circu-
lar: A market will develop along with availability, but availability is
influenced by the size of the market. The trusted system technology
has been developed and is now being demonstrated by the Computer
Security Initiative, so the technical risk to vendors appears relatively
small. However, the perceived need to maintain compatibility be-
tween trusted systems that use new architectural and design concepts
and the existing equipment and software bases causes vendors to be
cautious about undertaking such development efforts.

Given the trend in new operating systems and software packages
toward inclusion of stronger controllability and auditability features,
it appears that development may evolve naturally toward trusted
operating systems. A demonstration of a credible rationale for acquisi-
tion and implementation of trusted systems, as attempted in this re-
port, may provide the additional increment of incentive for vendors to
submit their systems for evaluation and inclusion in the Computer
Security Initiative's Evaluated Products List.

Trusted systems can contribute effectively to the solution of the
growing problems of protection of assets and resources, compliance
with laws and regulations, assurance of safety and integrity, and im-
plementation of full management control. In addition, trusted systems
may provide operational economies, marketing advantages, and pub-
lic-image enhancement. They are needed in a variety of applications
that constitute a market that should be of considerable interest to
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vendors and that should strongly encourage participation in trusted
system development efforts. Their use could serve the interests of

private business and industry, as well as public policy, public safety,
and national welfare.
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I. INTRODUCTION

Trusted Computer Systems

Computer systems have become a necessity in the functioning of a
modern. industrialized society. They are used by business and indus-
trial organizations and by government agencies to support daily oper-
ations and management as well as long-term planning. They are used
in a wide variety of applications. including financial transactions of
many kinds, personal information record-keeping systems, research
and product design, and the control of manufacturing processes. The
users expect these svstems to have integrity and security, i.e., correct
functioning of programs, correct data values, and assurance that there
has been no unauthorized access to or modifications of either pro-
grams or data. In other words, theyv expect their computer systems to
be trustworthy.

In a broad sense, a computer system consists of equipment. the
operating system and application programs. data files or data bases,
data communication networks, facilities, personnel, and users.
Threats to system integrity and security may emanate from any of
these subsystems, inadvertently or by deliberate design. A variety of
protection techniques have been developed to counter these threats.
For example, effective techniques exist for controlling physical access
to computer systems. It has been much more difficuit. however. to
implement effective access controls within multiuser. resource-shar-
ing computer systems where sensitive information is processed con-
currently with other processing tasks, and where the trustworthiness
of all users has not been established.

In the computer itself, the access control function is implemented
in the operating system programs, supported by various hardware
mechanisms. However, for various design and implementation rea-
sons, no existing conventional operating system is fully secure—unau-
thorized users can surreptitiously disable or bypass the access control
features of any conventional system. One solution to this problem is
the rigorous application of formal design and analysis techniques (i.e..
formal specification and formal verification) to those portions of the
operating system that implement and enforce the desired security
policy. The use of these design and implementation principles and
techniques will help to assure that a system can mediate all access
attempts, consistent with the security policy, and will aid the thorough
analysis required for formal evaluation and testing of systems.
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The DoD Computer Security Initiative program [1-5] defines a
“trusted” system as one that "has sufficient hardware and software
integrity to allow its use for simultaneous processing of multiple levels
of classified and/or sensitive information” [1]. Currently, there are
three major efforts in the DoD research and development program
that relate to trusted systems:

1. Development and demonstration of trusted computer operating sys-
tems, including the Kernelized Secure Operating System* (KSOS-
11}, the Kernelized VM/370 System (KVM,370) which will be in-
stalled in two test sites in 1981, and the Secure Communications
Processor (SCOMP). In addition to demonstrating the effectiveness
of trusted computer systems to the DoD, these systems should serve
as incentives to computer manufucturers to produce similar sys-
tems.

2. Development of applications for trusted systems, such as the
GUARD systems for permitting interactions between untrusted
systems that operate at different security levels, trusted front-end
processors for computer networks, trusted message systems, and
trusted data-base management systems.

3. Development of technology for trusted system specification and
verification.

An important prerequisite for the development and certification of
trusted systems is the precise identification of the access policy they
implement and of the access control mechanisms used. It is also neces-
sary to establish the criteria for evaluation of the degree of protection
these mechanisms can provide. Many technical features can influence
the overall integrity of operating system programs and the protection
provided. Some features are essential regardless of the type of appli-
cation or operating environment, but others are essential only in cer-
tain specific environments. Therefore, a particular system installed in
one environment may provide sufficient security, while the same sys-
tem in a different environment may be unacceptable. Accordingly,
trusted systems can be categorized on the basis of their suitability for
use in various operating environments. An important dimension in
the categorization is the degree of confidence in the systems’ design
and implementation.

Within the DoD Computer Security Initiative, initial efforts to
quantify protection levels have resulted in a preliminary seven-level
structure (1,6]. The structure is cumulative in the sense that at each
level the criteria for that level and all lower levels must be satisfied.
When a system is evaluated, its rating will be determined by the

*See the Glossary of Terms in Appendix A for further definitions.
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highest protection level that is completely satisfied. The categorization
criteria were defined so that systems rated at the lowest protection
levels must meet certain security policy standards, even if the access
control mechanisms are not judged sufficiently strong to counter cer-
tain subtle threats. For systems at higher protection levels, the empha-
sis is on evidence that the software, and ultimately the hardware, is
correct. As presently defined, the preliminary protection levels are:

Level 0: No protection. A system that has no demonstrable ability
to protect information.

Level 1: Limited controlled sharing. A system in which some at-
tempt has been made to control access, but the controls are limited.
For example, login authentication in a Level 1 system is based on
passwords. (Most of the current operating systems provide Level 1
protection and are suitable for dedicated-mode operation.)

Level 2: Extensive mandatory security. A system in which minimal
protection requirements are satisfied. Assurance is derived primari-
ly from attention to protection during system design; extensive
testing, including penetration testing, has been performed. Mecha-
nisms include read and write authorization controls, virtual mem-
ory, and virtual machine architecture. (Some recent, mature oper-
ating systems provide Level 2 protection and are suitable for benign
environments with need-to-know controls.)

Level 3: Structured protection mechanism. A system in which addi-

tional confidence is provided through methodical construction of

protection-related software components and modern programming
techniques, including a top-level specification. (The MULTICS oper-
ating system is an example of Level 3 protection in a benign envi-
ronment with two levels of national-defense security, Top Secret
and Secret.)

Level 4: Design correspondence. A system whose protective-mech-
anism design has been formally specified and verified. Tests are
generated from the formal design specifications, and operating sys-
tem security kernels are used to implement complete mediation.
(Examples are the KSO0S-6, KSOS-11, and KVM/370 systems.)
Level 4 systems are suitable for environments where limited user
programming is permitted and three levels of security are allowed
{e.g., Top Secret, Secret, and Confidential) in a reasonably benign
environment.

Level 5: Implementation correspondence. A system whose protec-
tion mechanisms' software design and source-code implementation
have been formally specified and verified. Test cases are derived
from the formal specifications. Extended provisions are made for
blocking covert information leakage paths. There are no examples




of Level 5 systems at the present time. This protection level is
suitable for environments where full user programming is permit-
ted and three levels of security are allowed (Top Secret, Secret. and
Confidential) in a reasonably benign environment.

® [Level 6: Object-code analysis. In addition to meeting Level 5 re-
quirements, Level 6 systems include object-code analysis and object-
code to source-code correctness proof, as well as additional hard-.
ware features such as extensive failure tolerance. Currently, there
are no examples of Level 6 systems, and the formal analvsis of
object-code correspondence is beyond the state of the art ot formal
verificatior.. Application environments would have full user pro-
gramming and full multilevel security and would not have to be
benign.

A description of security mechanisms provided at each level is still
being developed [6], along with specifications of the administrative
procedures that must be in place for the mechanisms to be effective,
the threats that the systems can counteract, and the associated costs
(in qualitative terms). The application areas and operational environ-
ments can then be analyzed to determine adequate protection levels,
and the appropriate trusted systems can be selected from an Evalu-
ated Products List that will be developed. This process is depicted
graphically in Fig. 1.

The protection environment of a trusted system is achieved
through hardware and software access control mechanisms, including
implementation in firmware or microcode, that control the sharing of
information. These mechanisms, which comprise a Trusted Computer
Base (TCB) of the system, implement the “reference monitor” concept
7.8] for controlling when and how data are accessed.

In general, the TCB must enforce a given protection policy which
describes the conditions under which information and system re-
sources can be made available to users of the system. Protection poli-
cies specify precisely the rules for granting access to information in
the various sensitivity categories and also cover the handling of such
problems as unauthorized disclosure or modification of information,
and damage to the system that can result in denial of service to autho-
rized users.

Proof that a trusted system can enforce the desired protection
policy requires a formal approach to TCB design, implementation, and
verification. This is required to establish credibility of the TCB and to
provide evidence of its capabilities. Since the TCB contains all the
protection-related mechanisms of the trusted system, proof of its cor-
rectness will imply that the rest of the system will also perform consis-
tently with respect to the security policy. Ideally, protection policy and
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Fig. 1—Trusted system evaluation and selection process

protection mechanisms should be treated separately in the system
design, so that the TCB can be flexible and amenable to different
environments and will not require rewriting or reverification to ac-
commodate changes in policy. Details of trusted system and TCB de-
sign have been described elsewhere [1-8], as have the security prin-
ciples involved [9].

The Computer Security Initiative

In June 1978 the Assistant Secretary of Defense for Communica-
tions, Command, Control and Intelligence established the DoD Com-
puter Security Technical Consortium and initiated the Computer Se-
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curity Initiative program to coordinate and encourage the develop-
ment of trusted systems for applications in the DoD and, through
technology transfer, in other agencies of the government and in the
private sector [1-5].

The Initiative program has pursued three major activities:

1. Coordination of the DoD research and development efforts in com-
puter security.

2. Identification of consistent and efficient evaluation procedures for
determining suitable environments for trusted systems.

3. Identification of incentives for the computer industry to develop
trusted systems as part of its standard product lines.

These activities constitute three distinct, sequential phases in the
Initiative program. The ultimate goal of the program is the specifica-
tion of a TCB and the establishment of consistent and systematic
criteria by which to evaluate government- and industry-developed
computer systems [1]. The intent of the Initiative since 1978 has been
to then identifv an Executive Agent to carry out the formal evalua-
tions of vendor-produced operating systems. Those that are judged
usable as trusted systems in specified classes of applications and spe-
cified types of environments will then be placed on an Evaluated Prod-
ucts List. Effective January 1, 1981, the Director of the National Secu-
rity Agency (NSA) was assighed responsibility for the evaluation of
computer security for the DoD and will serve as the Executive Agent
for the Computer Security Initiative.

In preparation for the formal evaluation stage, draft specifications
and draft evaluation criteria have been distributed to the DoD and to
industry for comment. When it has been demonstrated to the comput-
er user community that trusted systems can be built and can be effec-
tively employed in a variety of applications, the development technol-
ogy will be transferred to the computer manufacturers.

Evaluation Center and Procedures

Central to the development and implementation of trusted systems,
and to the compilation of an Evaluated Products List, is the concept
of an Evaluation Center for trusted systems. This Center would per-
form technical evaluations of systems to be used in applications re-
quiring a trusted system. It would also produce documentation for
each system evaluated, assigning a protection level to the system,
describing its specific protection mechanisms, and ultimately placing
it on the Evaluated Products List [10]. The use of a central facility




rather than many small, dispersed facilities should assure that evalua-
tions are as consistent as possible and that qualified technical person-
nel will be utilized efficiently.

The DoD trusted systems Evaluation Center currently is being
established at NSA. It will maintain a staff experienced in computer
system design, computer security issues, TCB design, and penetration
testing. In addition to evaluating industry-submitted systems, it will
be available to DoD agencies requiring security-related consultations
on individual products or contracts. The Center will also establish and
maintain internal research and development capabilities. Any pro-
prietary information and rights of the developers will be safeguarded.

The evaluation of an industry-developed operating system will be
based on the adequacy of each system’s TCB design. The evaluation
process proposed by the Initiative consists of four sequential steps,
synchronized to the computer system development life-cvcle phases
[10}:

1. Preliminary evaluation: Analysis of the TCB of a submitted system
to determine the adequacy of the system for use in an environment
requiring trusted access controls. The purpose of the preliminary
analysis is to determine whether the TCB has been sufficiently well
designed and documented to warrant further evaluation. This step
can be performed as soon as the proposed system has completed its
concept formulation phase.

2. Interactive evaluation: An extension of the preliminary evaluation.
This review will focus on whether the system satisfies the criteria
for the level of protection specified in the preliminary evaluation.
It will be based on a series of presentations by the developer and
his documentation on the development phase of the system. The
developer and the Evaluation Center will interact closely so as to
assure that evaluation criteria are met and that discrepancies are
found early in the development process.

3. Final evaluation: Analysis and testing of the production version of
the prop. sed operating system to determine its strengths and weak-
nesses relative to the criteria for the specified level of protection.
The developers will submit a copy of the production-level system to
the Center for evaluation, along with details of the test methods and
procedures they have used to evaluate it. This step cannot be under-
taken until the initial acceptance testing has been completed and
the system is available for field testing. The final evaluation will
determine the “actual” protection level of the system and where
{and if) it is to be placed on the Evaluated Products List.

4. Periodic reevaluation: Required reevaluation of trusted systems on




the Evaluated Products List that have been modified or enhanced.
The Evaluation Center and the vendor will jointly analyze all sys-
tem changes to evaluate the security-related aspects and to deter-
mine the extent of reevaluation needed.

The evaluation criteria to be used to determine the eligibility of a
system for inclusion in the Evaluated Products List are still being
developed [6,11]. Basically, they address two essential aspects of a
trusted system: (1) completeness and adequacy of the protection policy
that is to be implemented, and (2) verification of adequate implementa-
tion. In general, specific techniques or ways of implementation (e.g.,
in hardware, firmware, or software) will not be prescribed by the
Evaluation Center.

Finally, a vendor who has a trusted system on the Evaluated Prod-
ucts List must also assure the integrity of copies of the system it
provides to customers (for example, by maintaining the master copy
of the system in a physically secure facility). The details of this and
many other aspects of the Evaluation Center, the Evaluated Products
List, and developer-Center relations are still being worked out.
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I1. NEEDS AND INCENTIVES FOR THE DEVELOPMENT
OF TRUSTED SYSTEMS

The development of trusted computer systems was originally moti-
vated by the security needs of military and defense applications {8,9)].
In these applications, access to classified information must be limited
to appropriately cleared individuals, as stated in DoD Directive
5200.28 (published initially in December 1972) and the associated
manual (12,13].* Thus, the DoD and its component services have been
at the forefront of trusted systems research and development.

The need for trusted systems in civilian agencies of the federal
government, state and local governments, and the private sector is less
clear-cut. However, the need does exist, and in this section we shall
discuss five generic classes of needs and incentives for trusted-system
implementation:

i. Protection of assets and resources.

2. Compliance with regulations.

3. Management controf.

4. Assurance of system safety and integrity.
5. Operational economy.

Protection of Assets and Resources

Nearly every organization that has a data processing system or
uses data processing services offered by a commercial vendor main-
tains computer-based data files that reflect its activities, assets, re-
sources, and/or liabilities. These files are used almost exclusively to
support daily operations; hardcopy backup, if any, is maintained
primarily for archival purposes and is practically inaccessible for use
in an operational sense.

Information itself is an important resource in the operation and
management of an organization. Management information systems
{MIS) are used both for decisionmaking in daily operation and for
long-term organizational planning and guidance. The information
used in strategic planning, along with the decisions themselves, is
often very sensitive and must be protected against unauthorized ac-
cess. In highly competitive industries, information on competitors'

*A comprehensive survey of federal security policies is reported in Ref. 14.
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long-term development, production, and marketing plans is of great
value, and the integrity of MIS data bases is extremely important.
Moreover, the presence of inaccurate or deliberately falsified informa-
tion can lead to decisions having very detrimental consequences.

Trusted systems for MIS applications seem to be a necessity rather
than a luxury. Computer files containing sensitive information are
subject to clandestine, unauthorized access by legitimate users of the
system and, in some cases, by outsiders as well. If unauthorized ac-
tions can be detected, it is likely that their effects can be corrected,
albeit sometimes at considerable expense and with substantial delays
in the availability of correct information. If they are not detected, such
actions can result in both *he direct loss of assets or resources and the
indirect losses that may ensue from operating without knowing that
those assets or resources are missing or that the system has been
tampered with. Numerous cases of such losses have occurred in the
past; the problem is real, and it is serious [15].

Trade secrets are another type of corporate asset. They are protect-
ed by law against unauthorized use by outsiders, provided they have
been handled as secrets from the very beginning of their development.
If computer systems are involved in the development of trade secrets,
protection of programs and data is a requirement; at the very least,
trusted systems could be implemented as a demonstration of concern
over the security of the trade secrets being developed.

In general, managers tend to be quite skilled at providing adequate
protection to manual accountings of assets and resources, using con-
trol techniques that have proven effective through years of use. How-
ever, these techniques are not directly transferable to the protection
of computerized information. Moreover, high-level managers tend to
be unfamiliar with protection techniques for computer systems (and
with computers and data processing in general), and few have ad-
dressed the problem of protecting accountings of assets and resources
maintained in such systems.

When trusted systems become available as off-the-shelf items. they
can be used to augment the existing administrative controls to provide
effective access control and to eliminate at least those vulnerabilities
in computer systems that are due to the lack of effective protection
mechanisms in current operating system programs. Moreover, indi-
vidual organizations or agencies will no longer need to design and
implement their own protection mechanisms and will be spared the
task of protection system evaluation and verification.
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Regulatory Compliance ' )

A sizable body of federal and state laws and regulations that affect 4
automated data processing (ADP) systems and their management and
control has evolved over the past several vears|14]. Collectively, these

regulations

1. Prescribe secure processing and storage of certain categories of'
information (e.g., identifiable personal records on individuals).

2. Require assurances that full management control is exercised over
ADP operations and use.

3. Require implementation of security techniques in ADP systems and
facilities as indicated by risk assessments.

Compliance with such requirements may necessitate the use of
trusted computer systems. For example, in the pharmaceutical indus-
try, FDA regulations require accurate and controlled record-keeping.
Trusted systems can strengthen the assurance that the required
records are not subjected to unauthorized modifications.

Many suppliers of ADP services assure their customers (both exter-
nal subscribers and internal users) that their data and programs are
fully protected. Failure to provide that protection may lead to legal
actions against them involving breach of contract. Trusted systems
can provide the means to minimize protection failures and associated
losses, thereby reducing management vulnerability to breach-of:con-
tract lawsuits or other claims of negligence and liability, including
lawsuits filed by stockholders.

Legal admissibility of computer records as accurate representations
of a corporation’s financial status or business activity is an important
consideration in modern business and industry. If records from a cor-
porate computer system are not considered trustworthy by authori-
ties, they may be ruled inadmissible, and the corporation may have to
keep additional records using more expensive manual methods. Trust-
ed computer systems may become a prerequisite for full legal accep-
tance of computerized accounting systems and reports.

As the use of trusted systems in business and industry expands,
such use is likely to become a standard of good practice for manage-
ment control and protection of computer-based assets, resources, or
customer data. Failure to employ trusted svstems could eventually be
construed by insurance carriers, external auditors, regulatory agen-
cies, customers, contract grantors, and stockholders as management
practice that is not prudent and reasonable.
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Management Control

Effective management control is required by various laws and regu-
lations, but it should also be an organizational goal in its own right.
An organization must have mechanisms in its structure, administra-
tive procedures, and technical operations that minimize the potential
for detrimental actions or events and that provide a high level of
confidence that such events will be detected, if they do occur. With
the advent and increasing use of ADP systems, many of the traditional
means of implementing management control have become ineffective.
They must be, and have begun to be, replaced by new means of control
that take into account the environmental and functional changes
brought about by the use of computers [16,17].

It has been necessary to develop internal control and auditing tech-
niques to assure accuracy and completeness of computer-based trans-
action processing, record maintenance, and reporting, and to provide
access control and physical security to computer systems and data
files. However, technical hardware and software measures are not
sufficient to assure full management control by themselves. They must
be supported by clear and consistently applied management proce-
dures and, above all, they must have the full support of top-level
management.

Trusted systems can provide the first part of the overall protection
system—the technical mechanisms. Management actions and support
must, of course, be provided by the organization itself.

The potential benefits of trusted systems are evident, yet certain
tradeoffs must be acknowledged: Rigid control can stifle innovation
and impair efficient use of computer resources. Moreover, bevond
required regulatory compliance, the risk of losses must be weighed
against economic pressures on an organization. At times, the risk of
loss due to imperfect controls may be small when compared to the risk
of not being able to function at all. For example, retail stores will
always be subject to a certain amount of shoplifting, since attempts to
eliminate it totally—for example, by manually searching every exiting
customer—would be exce ssively costly as well as unacceptable to the
customers. A prudent choice among the protection options should help
to ensure that a suitable integration of protection and functionality
will be achieved.

Assurance of Safety and Integrity

A potential collateral benefit of trusted operating systems develop-
ment and use relates to system safety and integrity. Computer sys-
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tems are being increasingly used to implement control over systems
that operate in “real time,” i.e., whose operation must be monitored
continuously. Computers are used to detect deviations from correct
operation and to apply remedial measures immediately in process
control in oil refineries and steel mills, automated assembly lines,
rapid transit systems and air traffic, onboard applications in aircraft,
national-defense systems, and many other applications. All of these
real-time control situations are characterized by the possibility of
disastrous consequences in the event of failure. Thus it is imperative
that steps be taken to assure the safetv of personnel. facilities. and
equipment. Hardware and software components in such systems must
be highly reliable, and their integrity must be assured throughout
their life cveles.

High levels of hardware reliability can be achieved by use of vari-
ous failure-tolerant design techniques. Reliability and continued integ-
rity of software and data bases are more difficult to achieve. Software-
engineering techniques can increase software reliability considerably,
but full assurance of the reliability of a software module will require
formal verification of design correctness and of subsequent implemen-
tation as computer object code. Such verification is currently difficult
for all but very smali programs.

The trusted system development effort is based. in the limit, on full
verification of operating system program modules and their inter-
faces, but a trusted system can also be created by less than full verifica-
tion (e.g.. the MULTICS operating system). Since real-time control
svstems are essentially special-purpose operating systems, the con-
cepts of trusted systems and their verification are fully applicable.
Thus, real-time control systems should be viewed and developed as
trusted systems.

The same is true for computer-aided design (CAD) systems whose
products affect public safety, and for other computer models that are
used to make important design or policy decisions. Construction engi-
neering, nuclear power generation, aerospace engineering. and eco-
nemetric modeling are examples. In such systems it is necessary to
assure that the integrity of the design programs or models is not
compromised accidentally or intentionally. Trusted systems or their
design and verification techniques can be used here to increase that
assurance.

Operational Economies

The use of trusted systems may lead to certain economies in the
operation of a computer facility. Whether or not such economies actu-

SO o amimnniin i e _dmta

——
prape .

e i

3
k.




14

allv materialize will, of course, depend on specific situations and con-
texts. For example, an existing svstem that has been acceptably secure
by virtue of "periods processing™ (a usually disruptive technique of
scheduling sensitive processing to be done at times when the svstem
is closed to other users) could be replaced by a trusted svstem, which
does not require periodic scheduling. Or trusted systems could obviate
the need for extensive background investigations (the so-called sys-
tem-high clearance level mode of operation) for personnel who do not
have critical functions in operating the computer svstem. In these
cases, trusted svstems permit reductions in special security effortz and
thereby reduce associated expenses. In other situations, the cost ben-
efits of using a trusted syvstem may be less clear-cut.

In general, the following operational economies may be achievable
through the use of trusted svstems:

1. Reduced duplication of data, equipment, or personnel required
when dedicated systems are used for processing sensitive data.

2. Reduced requirements for personnel clearances or security proce-
dures (e.g.. stringent control of physical access to terminals..

3. Reduced insurance premiums for business risk or Liability or man-
agement liability (in the private sector).

4. Reduced downtime losses and recoverv costs that should resuit
from the better design and implementation of trusted syvstems.

5. Elimination of the need for a dedicated processing shift (e.g., in
private-sector organizations that use proprietary data extensively
or that have trade secrets to safeguard).

6. Reduced need for highly trained operators and support personnel
to apply access controls and other controls.

Marketing Incentives

Certain organizations that provide services involving their cus-
tomers' assets—e.g.. banks, savings and loan associations, and other
financial institutions—must be able to assure that those assets are
properly handled and safeguarded. These organizations, particularly
the financial institutions, tend to be veryv competitive and therefore
are always seeking new approaches that will give them competitive
advantages. The use of trusted systems to reduce risks to customers’
assets may give an institution a more favorable image even though all
competing institutions may already provide adequate protection of
assets through insurance coverage.

Clients of organizations such as computer service bureaus are con-
cerned with the security of the data or programs they submit for




processing or storage and are likely to choose an organization that can
provide better safeguards, such as the use of trusted syvstems.

Finally, all government and private-sector organizations that in-
teract with the public are concerned about their image. Government
agencies make special efforts to explain their missions and to publicize
the necessity or benefits of their operations. Private-sector organiza-
tions likewise expend resources to emphasize their concerns for the
welfare of the public. A particularly important area of public concern
1s the collection and maintenance of personal information about indi-
viduals. The safeguards that are implemented to assure that personal
information remains confidential and is not accessed or disseminated
by unauthorized individuals can greatly enhance an organization's
public image. Two or three corporations have already purchased ad-
vertising space in national magazines to emphasize their concern and
to describe the approaches they are taking to assure confidentiality of
personal data. Recent public-opinion surveys, including the Harris
Poll directed by Alan Westin in 1978 [18], have demonstrated that
there are strong public sentiments in favor of assuring confidentiality
of personal information commensurate with individual privacy rights.

Public-image concerns also arise in the area of asset and resource
protection. No organization wants publicity resuiting from fraud or
other substantial losses or because of having being victimized by a
computer crime. The use of trusted systems can reduce the possibility
of adverse publicity by reducing the probability of occurrence of such
events.

Other Considerations

The question of whether or not trusted operating syvstems will be
cost-effective must be addressed, along with the related question of
utility, even if they are not excessively costly. These questions deal
with performance capabilities and the impacts of trusted systems on
the computer systems and applications being examined.

A trusted system that is acquired to be used in an environment of
weak physical, administrative, personnel, or communications security
may not be fully effective. It needs an appropriate foundation in the
form of physical and administrative security.

A trusted operating system may also show poorer performance
than a conventional one (although hardware enhancements may com-
pensate for this penalty). In order to be certifiable, a trusted system
will have to avoid shortcuts that improve software performance. and
higher-level trusted systems, at least, will have to provide complete
authentication and breach-of-security checks of all processing and
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data access requests. These factors may substantially reduce the proc-
essing rate. Appropriate hardware support will be essential—addition-
al or more powerful equipment may be required to offset performance
losses—and this may limit the types of installations that can acquire
efficient trusted systems. A security risk assessment must be made to
establish the relative priorities of trustworthiness and performance.
However, as trusted systems technology advances, the two attributes
will become increasingly compatible.

Additional possible considerations in the use of trusted systems
include the following:

e It may be necessary to maintain interoperability with existing soft-
ware and/or data bases to an extent that discourages making the
changes needed to comply with trusted system requirements. For
example, if in a trusted system all protected objects have to be
labeled with security classification indicators, such labeling may be
expensive in an existing software base or in existing data files.

o While DoD security policy is quite general in that it provides for
both mandatory and discretionary security and for (limited) data-
integrity controls, it is possible that trusted systems that implement
the DoD security policy model might not be fully suited to support
some types of organizations and their security policies.

® The denial-of-service threat to computer security is not completely
handled by trusted systems and should not be the primary reason
for their acquisition. System robustness is increased by incorporat-
ing fault-tolerance techniques.




III. APPLICATIONS IN CIVILIAN AGENCIES OF THE
FEDERAL GOVERNMENT

The federal government is the largest single user of computers in
the United States. In fiscal year 1980, it operated 15,142 computers (an
increase of nearly 80 percent over the 8,649 used in fiscai year 1975)
[19]. The civilian agencies of the government currently operate 3.020
computers, many of which are minicomputers. The principal appli-
cation areas are in the administration of federal programs and of the
federal government itself.

Personal information records on individuals are maintained by all
federal agencies for their own employees and for individuals associat-
ed with their missions and programs. The Annual Report of the Presi-
dent on the Implementation of the Privacy Act of 1974 for calendar
year 1979 [20] provides statistics on record-keeping by civilian agen-
cies of the federal government. The major record-keepers are listed

below:
Total Number Total Number of
of Computer Individual Records '
Agency Name Systems (millions)

Department of HEW 497 1,033
Department of the Treasury 547 780
Department of Commerce 95 431
Department of Justice 186 200
Veterans Administration 53 157
Postal Service 75 105
Office of Personnel Management 17 91
Selective Service System 8 54
Department of Agriculture 236 33

In 1979, agencies of the federal government (including noncivilian
agencies) had 5,843 systems of records containing 3.529 billion individ-
ual records. The record-keeping focus in other systems maintained by
the Department of Labor, the Securities and Exchange Commission,
the Small Business Administration, and others is on business enter-
prises.
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Needs for Trusted Systems

Most civilian agencies of the federal government deal with financial
disbursements or collections, confidential or personal information, and
enforcement of policies or regulations. These agencies are likely to be
subject to attempted or successful unauthorized transactions to estab-
lish eligibility for disbursements, alter amounts to be collected, or
avoid enforcement sanctions. While agencies are striving to provide
effective protection to the information processed in their computer
svstems, to apply strong management controls, and to assure compli-
ance with legal and regulatory requirements, incentives to use trusted
operating systems are often lacking. Some agency personnel have
argued that there are many security discrepancies at levels far below
the sophistication of a trusted operating system which should be rec-
tified before turning attention to computer-system security. Physical
security often tends to be inadequate, administrative controls are
weak, and funds are often not provided to agencies for upgrading
computer security and other aspects of management control, even
though regulations require such upgrading of controls.*

Even though a trusted operating system is implemented on a rela-
tively weak physical security framework, it can still provide substan-
tial protection against unauthorized activities within the computer
system that would be undetectable and unpreventable otherwise. For
example, by manipulating computer records, an unauthorized individ-
ual can siphon resources from an untrusted system with very little
risk and can falsify accounts or payments. With a trusted system, on
the other hand, tight access controls and audit trails can be set up to
both detect and discourage unauthorized actions in the computer sys-

. tem. Other kinds of threats may still continue to exist, but one class
of unauthorized actions that are especially difficult to protect against
would be effectively eliminated.

Protection of Assets and Resources

Several studies, congressional hearings, and GAO audits have
scrutinized fraud and abuse in the disbursement of benefits in federal
programs, and improper purchase, handling, and disposition of federal
resources and property (reports of these investigations are listed in
Appendix B). "Abuse” has been broadly defined as the improper utili-
zation of a berefi* or a benefit system; “fraud” constitutes abuse in
which the utilization of the benefit is also illegal. The federal benefit

3 programs surveved have included all the major programs of the De-

*These regulations include Transmittal Memorandum # 1 to Office of Management
and Budget tOMB) Circular A-71, discussed in detail on pp. 20-21.
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partments of’ Agriculture, Health and Social Services, Housing and
Urban Development, Education, and Labor, as well as the Small
Business and Veterans Administrations. The following (paraphrased)
conclusions were reached in one of these reports |21]:

1. A “delivery at all costs™ philosophy has pervaded agencies that
manage benefit programs. Even when controls are in place, many
program personnel either overlook or circumvent them to expedite
processing of caseloads.

2. The type of enforcement mechanisms available and their effective-
ness are basic to achieving control. While there has been a dramatic
increase in the quantity and variety of control strategies employed,
there has been little evaluation of the individual or aggregate value
of such strategies in reducing fraud and abuse.

3. Fraud in most of the programs surveyed was committed by recipi-
ents (misrepresentation of eligibility), third-party providers (misre-
presentation of services provided and overcharges), auxiliary prov-
iders (misrepresentation of services provided under contract). and
agency administrative personnel (kickback payments, misrepre-
sentation, overpavments, other falisification of information).

1. Proof of the seriousness of fraud and abuse has been obscured by
inconsistent and inadequate data and by emotional media reports.
The meager evidence currently available supports the finding that
fraud and abuse extend into all types of benefit programs and are
committed by a large cast of actors either singly or in collusion.
Losses due to fraud and abuse in the 15 programs reviewed could
amount to between $80 billion and $100 billion over the next ten
vears,

There is a clearly a need for improved protection of assets and
resources in the computers of agencies that administer benefit pro-
grams or maintain other sensitive information in computer files. The
use of trusted systems by these agencics has the potential of substan-
tially decreasing the incidence of unauthorized and/or fraudulent use,
manipulation, or disclosure of information.

Regulatory Compliance

A number of statutes and regulations require security mechanisms
{physical, technical, and administrative) in civilian agencies of the
tederal government, although they seldom specify the method that is
to be used. The major legislation is described briefly below.

The Paperwork Reduction Act of 1980 (chap. 35 of Title 44, United
States Code, January 3, 1980). This Act charges the OMB with, inter
alia, coordination of the Federal Information Policy, including aspects
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dealing with management control and unauthorized uses of systems.

The OMB is required:

(5) to ensure that automatic data processing and telecommunications
technologies are acquired and used in the Federal Government in a
manner which improves service delivery and program management,
increases productivity, reduces waste and fraud, and, wherever practi-
cable and appropriate, reduces the information processing burden for
the Federal Government.

(6) to ensure that the collection, maintenance, use and dissemination of
information by the Federal Government is consistent with applicable
laws relating to confidentiality, including section 552a of title 5, United
States Code, known as the Privacy Act.

These requirements are implemented by the Office of Information
and Regulatory Affairs within the OMB. The Director of this Office is
charged with a “privacy function” which includes [3504(f)]:

(1) developing and implementing policies, principles, standards, and
guidelines on information disclosure and confidentiality, and on safe-

guarding the security of information collected or maintained by or on
behalf of agencies;

(2) providing agencies with advice and guidance about information secu-
rity, restriction, exchange, and disclosure;

(3) monitoring compliance with section 552a of title 5 of the United
States Code, and related information management laws.

In addition, the Office of Information and Regulatory Affairs
reviews all federal agencies’ information collection requests and
reviews the information practices of all federal agencies (on a three-
year cycle).

The Paperwork Reduction Act requires avoidance of duplication
with other agencies in information storage and collection and pro-
motes increased sharing of information and centralized information
collection. Potential conflicts may arise here with the intent, if not the
actual wording, of the Privacy Act of 1974.

Transmittal Memorandum #1, OMB Circular A-71 (July 27,
1978). The subject of the Memorandum is security of federal automat-
ed information systems. It establishes requirements for each agency
of the federal government to implement a computer security program
and defines a minimum set of controls to be incorporated into each

such security program. It assigns to the head of each agency the
responsibility for providing

physical, administrative and technical safeguards required to adequate-
ly protect personal, proprietary or other sensitive data not subject to
national security regulations as well as national security data.
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This responsibility includes assuring that automated processes op-
erate effectively and accurately, and establishing personnel security
policies for screening individuals participating in the design, oper-
ation, or maintenance of federal computer systems or having access to
data therein. Several levels of personnel screening, from minimal to
full background investigation, are to be established commensurate
with the sensitivity of the data handled by each agency and with the
risk and magnitude of loss or harm that could be caused by misuse.

Applicable GSA Regulations. Inaccordance with the requirements
of Transmittal Memorandum # 1 of Circular A-71, the General Ser-
vices Administration (GSA) formed a task group to codify the Trans-
mittal Memorandum itself in the Code of Federal Regulations. The
GSA issued or modified the following Federal Property Management
Regulations (FPMRs) which address computer system or facility secu-
rity requirements and, at least indirectly, should be considered in
assessing needs for trusted systems:

1. FPMR 101-35.3, “Security of Federal ADP and Telecommunica-
tion Systems”™ (August 11, 1980). This FPMR establishes the policy
that all federal agencies must ensure that an adequate level of security
is provided for all ADP and telecommunications systems and services,
including those provided by contractors. In particular, federal agen-
cies are required to establish security programs that (aj ensure safe-
guarding of sensitive data from unauthorized disclosure, (b} provide
for operational reliability of ADP systems, and (¢) provide for asset
integrity and prevention of losses due to natural hazards, fire, etc.

As a part of this security program, agencies are required to (a)
develop security specifications for new and modified sensitive appli-
cations to meet users’ requirements, (b} describe potential threats to
the system and measures needed to protect against them, (¢) conduct
tests to demonstrate the adequacy of security provisions to meet the
requirements of the applicable federal policies, regulations, and stan-
dards, and (d) develop procedures for certification of systems after the
completion of the acceptance tests. Also covered are personnel screen-
ing, risk analysis, and contingency planning.

2. FPMR 101-36.7, “Environmental and Physical Security™ (August
11, 1980). This FPMR discusses (a) computer system environmenta)
factors such as temperature, humidity, cleanliness, electrical services,
and fire safety, (b} authorizing and controlling access to ADP facilities,
and (c) development of contingency plans to deal with events that
could prevent normal operation.

3. Federal Procurement Regulation (FPR) 1-4.1107-21, "Computer
Security Requirements” (October 6, 1980). This regulation requires
that all solicitations for acquisition of ADP equipment, software,
maintenance services, and supplies where sensitive applications are
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involved must include computer security requirements as established
and certified by the agency pursuant to Transmittal Memorandum #1
of OMB Circular A-71 and GSA FPMRs.

The solicitations are to include, whenever applicable:

a. Agency rules of conduct that contractor employees must follow.
b. A list of anticipated threats and hazards that contractors must
guard against.

Descriptions of safeguards that user agencies require contractors to

provide.

d. Testing methods and procedures to monitor and verify correct oper-
ation of the safeguards, and to discover and counter any new
threats or hazards.

e. Any requirements for periodic risk assessment and for advising
users of the security level of the system.

C.

Evaluation of solicitations will include, when applicable, how well
the solicitations have addressed security concerns, the presence of
safeguards, and other security-related requirements.

Statutes with Security Requirements. A number of federal laws
and agency regulations contain requirements for ADP system secu-
rity. These security requirements are usually stated in very general
terms, with implementation choices left to the discretion of the agen-
cies and/or their ADP system managers. Laws and regulations con-
taining ADP security requirements include the following:

1. The Privacy Act of 1974 (P.L. 89-306, December 31, 1974) re-
quires federal agencies that maintain identifiable personal informa-
tion about individuals to

establish adequate administrative, technical and physical safeguards to
ensure the security and confidentiality of records and to protect against
any anticipated threats or hazards to their security or integrity which
could result in substantial harm to any individual on whom information
is maintained . . ..

A pending amendment to the Privacy Act of 1974 (H.R. 1049, January
22, 1981} would alter the security requirement sligi.*!v, requiring in
section (e 1ME) that each federal agency that collects or maintains
individually identifiable records must

establish reasonable administrative, technical and physical safeguards
to assure the integrity, confidentiality and security of such individually
identifiable records so as to minimize the risk of substantial harm. em-
barrassment, inconvenience, or unfairness to the individual to whom the
information pertains.

The Act's security requirements are further elaborated in a supple-
ment to OMB Circular A-108 {22] and in National Bureau of Standards
FIPS PUB 41 [23].
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The general requirements for personnel record-keeping systems,
including access control, security, and accountability requirements,
were issued by the Office of of Personnel Management on September
30, 1975, as revisions of Chapters 293 and 297 of the Federal Personnel
Manual (described in FPM Letter No. 297-1, October 31, 1975, and
attachments).

2. The Brooks Act (P.L. 89-306, October 30, 1965), which provides
for efficient and economical management of federal ADP resources,
contains an implicit requirement for management control.

3. The Crime Control Act of 1973 (P.L. 93-83) amends the Omnibus
Crime Control and Safe Streets Act of 1968 to specifically require
privacy and security of arrest records in federally supported state
criminal-justice systems.

4. The Freedom of Information Act (5 USC 552, 1966) defines cer-
tain classes of personal and other information that may not be re-
vealed publicly and that thus require access control safeguards. Exam-
ples are:

a. National security information that is classified and information spe-
cifically exempted by statute.

b. Trade secrets and commercial or financial information obtained
from a person and required to be maintained as privileged or confi-
dential.

¢. Personnel and medical files and other files the disclosure of which
would constitute a clearly unwarranted invasion of privacy and
confidentiality.

d. Geological and geophysical information and data, including maps,
concerning wells.

In addition, several specific types of ADP applications in federal
agencies are subject to statutory requirements for protecting the confi-
dentiality of data and providing security against unauthorized access
or disclosure. For example, the Bureau of the Census must maintain
data confidentiality under 13 U.S.C. 8, the National Center for Health
Statistics under 42 U.S.C. 242m, and the Internal Revenue Service
under the Tax Reform Act of 1976 (I.R.C. Sections 6103, 6110).

Management Control

Management control requirements in civilian federal agencies are
similar to those discussed in Sec. II. Accountability must be estab-
lished for disbursements of funds, processing and storage of regulato-
ry information, determinations of eligibility for program benefits, ac-
quisition of supplies and materials, and so forth. Agencies are increas-
ingly using automated systems for payments, maintenance of invento-
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ries, and disposition of surplus materials. The need for stronger man-
agement control over these systems and their operators has been
emphasized in several GAO reports (listed in Appendix B).

An essential ingredient of management contrcl in computer-based
systems is internal control over access to or modifications of operation-
al data. This control is implemented via the system software, especial-
ly that of the operating system. A trusted operating system can form
a basis to which effective external controls can be added.

Safety and Integrity

Air traffic control computer systems operated by the Federal Avia-
tion Agency (FAA) are an example of computer systems whose oper-
ations affect human safety and in which reliability and integrity are
essential. As discussed in Sec. I1, trusted systems and/or their develop-
ment and verification methodologies can provide vital safeguards in
this area.

Federal agencies also use, develop. and sponsor development of
various computer models that can affect population safety. For exam-
ple, the Nuclear Regulatory Agency operates models of nuclear reac-
tor safety. The integrity of the models in these applications is critically
important and could benefit from trusted system application.

Operational Economies

The potential for achieving operational economies through the use
of trusted systems may vary widely among federal agencies. As dis-
cussed in Sec. II, expectations for such economies are based on trusted
systems strengthening internal access controls and thereby permitting
reduction of external controls.

In the absence of strong internal controls, external controls require
additional security personnel, background investigations of users
beyond the needs of their work assignments (i.e., operation at svstem-
high clearance level), or the use of dedicated processing periods which
reduce system efficiency. The recurrent costs of such external controls
probably outweigh the recurrent costs of trusted systems (e.g.. the
reduction in performance that results from implementation of a trust-
ed operating system). To date, experimental trusted operating svstem
prototypes, such as KSOS-11, have been considerably slower than
untrusted versions, but performance improvements can be achieved
by the use of hardware or firmware features and by redesigning rather
than emulating the operating system's programs.




Other Considerations

In general, security requirements in computer systems tend to be
viewed by some operational personnel and management as hindrances
to fulfilling the agency’s mission and to performing their jobs efficient-
ly. Security threats tend to be viewed as highly exaggerated. In par-
ticular, the following observations have been made:

1. Requirements for federal agencies to implement computer sys-
tem security, such as those stated in Transmittal Memorandum =1 of
OMB Circular A-71, are not supported by appropriate funding. Agen-
cies are expected to take funds from other areas of their budgets,
which they are very reluctant to do, especially since implementation
of these requirements is seldom enforced.

2. Agencies view the meeting of mission requirements and goals as
the overriding objective. Security systems are perceived as reducing
efficiency. interfering with operations, providing an overkill of protec-
tion, and costing too much. In agencies responsible for timely disburse-
ment of benefit program funds, there is a tendency to tolerate overpay-
ments or payments to ineligibles in order to avoid underpayments or
the withholding of payments to eligibles. If denial-of-service threats
became serious and could be averted by the use of trusted systems,
acquisition of such systems would be much more likely.

3. Potential performance degradation due to the “complete media-
tion” of access requests in trusted systems is a concern in agencies
where access request traffic is heavy. For example, one of the Social
Security Administration’s systems has over 1.500 terminals and over
20,000 users. However, while a trusted system may reduce the
throughput of such facilities, these are precisely the high-risk /high-
exposure institutions in which enforcement of management control is
difficult and in which trusted systems will be required.

4. Some agencies feel that much improvement is still needed in
physical and administrative security and in increasing emplovee secu-
rity awareness, and that it would be futile to install trusted systems
on the present weak physical security base.

5. Nearly all fraud in agency systems is in the form of unauthorized
manipulation of input data, which is not perceived as controllable by
a trusted system. But unauthorized use of applications programs,
which also accounts for a substantial part of overpayments, could be
controlled by trusted systems.

To summarize, most of the perceived reluctance to consider acquisi-
tion of trusted systems in civilian agencies of the federal government
seems to stem from concern over potential losses of performance or
efficiency, views that existing physical security is too primitive to
warrant installation of trusted systems, and lack of budgetary support
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or strong enforcement of security requirements. However, increased
emphasis by the Administration on the curtailing of fraud in federal
disbursements of funds could greatly reduce the the current inertia.
Civilian agencies are not likely to sponsor the development of trusted
operating systems even though these systems could be tailored to
their security needs. But they would probably acquire trusted systems

if they were available off-the-shelf and were fully supported, efficient,
and inexpensive.
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IV. APPLICATIONS IN STATE AND LOCAL
GOVERNMENT

Computer applications are as extensive in state and local govern-
ments as in the federal government, but the number of computers used
is considerably smaller. According to the National Association of State
Information Systems (NASIS) [24], 681 computer systems were in use
in state governments in July 1978. California was the largest user. |3
with 49 computers; Mississippi was the smallest, with 2. (Civilian
agencies of the federal government were using 2,118 at the same time.)

The number of computers in state governments increased by more i
than 50 percent between 1973 and 1978 (from 421 to 681}, and this rate ,
can be expected to continue into the 1980s. In local governments, more
than 90 percent of the cities with populations over 50,000 and counties
with populations over 100,000 were using ADP in some form in 1975
[25], and of these, 78 percent owned their own computers.

The areas in which computers are most heavily used are, in de- ‘
scending order, accounting, law enforcement, treasury and collections,
utilities. budget and management, personnel, and purchasing. Very
few of these applications require security safeguards equivalent to |
those needed for classified national-defense information: certain types
of investigative information related to organized crime. however, may ‘
require high levels of protection. ;

State and local computer systems maintain and disburse smaller ‘.
amounts of resources than federal systems, but the relative impacts
of losses of those resources due to computer fraud or penetration are i
likely to be just as great. f

Collectively, state record-keeping systems probably maintain as
much personal information on individuals as do federal systems. Much

r of this is public information. as defined by Public Records or Freedom
of Information laws, which vary from state to state. However, an
increasing proportion of personal information is becoming subject to
privacy protection and associated security requirements.

Local governments maintain large personal information record-
keeping systems, including property tax files, student school records,
criminal justice and law enforcement files, and local welfare and medi-
cal care files. This information is also becoming increasingly subject to
privacy protection.
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Needs for Trusted Systems

The needs for trusted systems in civilian agencies of the tederal
government are broadly applicable to computer systems and appli-
cations in state and local government as well. There are some differ-
ences, however, especially in the area of regulatory compliance. Only
a few states have enacted privacy protection or fair information prac-
tices laws, and there are no state directives comparable to Transmittal
Memorandum #1 of OMB Circular A-71.

There is a trend in state and local legislative bodies to install or to
contract for the use of computers to support legislative business—to
maintain information on the status of active bills, calendars on com-
mittee meetings, vote tallies, and the like. Despite the public nature
of legislative business, these ADP systems must have access controls
and data integrity. Clearly, unauthorized manipulation of a bill's text
could have far-reaching consequences. The need for a trusted svstem
is especially evident when the legislative computer system must be
shared with other state agencies or commercial clients.

As in other organizations, state and local government computer
svstems lack proper security measures. Moreover. an “it can’t happen
here” state of mind seems to exist in some state governments, as far
as computer-based fraud and abuse is concerned [25]. To counteract
this, organizations such as NASIS have developed computer security
guidelines for state computer systems and have drafted model legisla-
tion for combating computer crime.

Protection of Assets and Resources

Information is an important resource in state and local legiclative
management information systems, as well as in administrative sys-
tems. It is especially important to maintain data integrity where data
are used for actions that can have important economic consequences.
Various groups may attempt to influence decisions in their favor by
unauthorized data manipulation in decision support systems. Frauds
have in fact been discovered in state-operated health care support
programs and in welfare programs. However, as in the federal syvs-
tems, these frauds have involved falsified input data rather than
manipulations of records within the computer systems. Nevertheless,
better security is needed in this area.

Regulatory Compliance

Each state has complete jurisdiction over the computer systems and
applications of its state agencies, and also over some local government
and private-sector computer systems. For example, fair information
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practices (privacy protection) laws have been enacted in 10 states and
are pending in several others.

The Federal Privacy Act of 1974 does not appear to extend to the
state and local governments’ record-keeping systems. However, cer-
tain state-operated benefit programs that involve federal funds are
required to comply with data confidentiality and individual privacy
requirements set forth in authorizing federal legislation. Further-
more, general legislation that is pending in Congress—H.R. 1061
(January 22, 1981), the Privacy of Public Assistance and Social Ser-
vices Records Act of 1981—would require in Sec. 2(a)l that each state

shall provide, by one or more fair information practices statutes or laws,

for such privacy and confidentiality of records used in and maintained

by any State or private agency administering the program uas the Secre-
tary of Health and Human Services determines . ...

The federally enacted Family Educational Rights and Privacy Act
of 1974 (20 U.S.C. 1323g) is applicable directly to the local level without
the need for a state law. It gives students and their parents the right
to inspect the student’s records (with some exceptions) but limits ac-
cess by third parties, also with some exceptions. The disclosure limita-
tion requires that confidentiality of records be provided and, by im-
plication. imposes a requirement for access control and security
mechanisms.

The state fair information practices and privacy statutes tend to be
similar to the Privacy Act of 1974 in the privacy rights provided to
individuals. In general, they apply to both state government agencies
and local government entities in the state. These laws also contain the
following data security requirements [26]:

1. The Arkansas Information Practices Act (16-801 through 16-810 of
the Arkansas code) establishes an Information Practices Board with
authority to prescribe, inter alia, “policies and procedures to insure
the security of personal information systems including . . . mechan-
ics, personnel, processing of information, site design, and access

2. The California Information Practices Act of 1977 (Title 1.8, chap. 1,
section 1798.21) requires that “each agency shall establish appropri-
ate and reasonable administrative, technical, and physical safe-
guards to ensure compliance with the provisions of this chapter, to
ensure the security and confidentiality of records. and to protect
against anticipated threats or hazards to their security or integrity
which could result in any injury ...."”

3. The Connecticut Personal Data Act (CGSA Section 4-190) requires
that each state agency ... take reasonable precautions to protect
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personal data from dangers of fire, theft, flood, natural disaster, or
other physical threats ...."

4. The Indiana Fair Information Practices Act (IC 4-1-6-1) states that
all state agencies are required to ”. . . establish appropriate adminis-
trative, technical and physical safeguards to insure the security of’
the information systems and to protect against any anticipated
threats or hazards to their security and integrity ...."

5. The Massachusetts Fair Information Practices Act (C. 66A) requires
that every holder maintaining data must ... take reasonable
precautions to protect personal data from dangers of fire, theft,
flood, natural disaster, and other physical threat ... ."

6. The Ohio Personal Information Control Act (Revised Code, Sections
1347.01-10, and 1347.99) states that every state or local agency that
maintains personal information shall “. .. take reasonable precau-
tions to protect personal information in the system from any an-
ticipated threat or hazard to the security of the system ...."

7. The Utah Information Practices Act (Section 63-30-10 and Section
63-2-68, Laws of Utah) requires that “. .. emphasis will be placed on
the data security requirements of computerized files which are
directly accessible by means of telecommunications. including secu-
rity during transmission .. .."

8. The Virginia Privacv Protection Act (chap. 26, Title 2.1, Code of
Virginia) requires any agency maintaining an information system
to "... establish appropriate safeguards to secure the system
against any reasonably foreseeable threat to its security ...."

Fair information practices acts are also in force in Nebraska and
North Dakota, and bills to enact similar statutes have been introduced
in Alaska, Hawaii, New Jersev, New York, Rhode Island. and Wiscon-
sin.

Various states have enacted legislation to provide confidentiality of
medical, public health, income tax, and educational records main-
tained by state and local governments. Freedom of information and
public records acts exempt various categories of information from
disclosure, including, in some states, motor vehicle ownership and
registration information.

Nearly all states have established regulatory authorities to oversee
the collection, maintenance, access to, and dissemination of criminal-
Jjustice information. As of 1979, the following types of statutes or ex-
ecutive orders regarding handling of criminal-justice information
were in eftect {27,28):
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Number of

Type of Legislation States
Privacy and security councils 11
Dissemination controls 41
Data-quality requirements 42
Dedicated computer system 3
Access for research purposes 14
Separation of investigative

and intelligence files 10
Security requirements 31
Transaction of logging 27
Freedom of information, except

criminal-justice information 19

The level of detail in criminal-justice information legislation varies
considerably from state to state. Privacy and Security Councils in
some states have developed in-depth guidelines for criminal-justice
information security. For example, the Georgia Crime Information
Center requires participating local criminal-justice agencies to exe-
cute an agreement that sets up security requirements, including re-
quirements for security features in system software. Security in com-
puterized message-switching networks is emphasized.

In general, law-enforcement and criminal-justice agencies maintain
that security can be assured only by using dedicated systems, com-
pletely isolated from outside users. However, very few states can
afford the expense of a dedicated criminal-justice computer, and trust-
ed systems can provide the required security in shared computer
systems.

Management Control

Most state and local government computer systems operate under
a centralized coordinating authority, typically in the Department of
Finance. In some states, the authority is all-inclusive, and all data
processing for state agencies is performed in a single facility |24].
Other states may have several facilities that service different agen-
cies, and a few states do have a separate, dedicated computer system
for criminal-justice data processing.

Centralized data processing has been the predominant mode in
local governments, but a trend toward distributed processing is now
developing as the result of increasing dissatisfaction with services
provided by central systems. The maintenance and servicing of data
and programs of many government agencies by the same system also
increases the potential for unauthorized access.

— ey
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Computer systems shared by many organizations that strive to
control access to and use of their own programs and data have a
special need for effective management control. Trusted systems ap-
pear to be an effective way to implement this control.

Safety and Integrity

Safety questions in state or local government computer systems
primarily concern rapid transit systems (e.g., BART in the San Fran-
cisco area, and the Metro system in Washington, D.C.). Reliability and
integrity are achieved in these systems by various techniques, al-
though formal correctness proofs such as those used in trusted sys-
tems development are not used.

Correctness and continued integrity of computer models for evalu-
ating design safety must be assured. Software for future real-time
control systems or for safety-related modeling should therefore be
based on trusted system development technology or should actually
use a trusted system.

Operational Economies

State and local governments have not made substantial expendi-
tures for computer security, except in criminal-justice and law-en-
forcement information processing systems. Personnel background
investigations and clearances for access to sensitive information are
virtually nonexistent. Thus, installation of trusted systems would not
provide immediate cost savings. However, as data security require-
ments become increasingly important, trusted systems may provide a
means to avoid future security-related expenses.

Other Considerations

State and local governments can be expected to find the costs of
trusted systems—both acquisition costs and possible performance deg-
radation—an important consideration in their acquisition. Managers
of service-bureau-type state computer operations may be especially
reluctant to sacrifice system throughput and efficiency for improved
security. Thus, installation of trusted systems will require strong back-
ing by top management.

Proposals to increase state and local government computer system
security by installing trusted systems may even meet with criticism
from public-interest groups. A recent study of local government com-
puter applications [29] states that there is “mounting evidence that
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systems implementation has made municipal agencies more costly to
run, less responsive to the public and less equitable in meeting the
needs of particular population groups.” The study also states that
these systems are operated by elitist groups which maint~’ tight
control over information and use it to promote their own go: s,
increased security might be viewed by some as a further step ..ward
increased secrecy in government. Hence, appropriate public-relations
activities should be initiated as a part of a unified security-enhance-
ment program to explain to the public the benefits of increased secu-
rity measures.




V. APPLICATIONS IN THE PRIVATE SECTOR

Computer applications in the private sector of the United States
encompass nearly every area of business and industry activity. In
addition, *“personal computing,” which includes computers in small
enterprises as well as computers in the home, is growing rapidly. More
than 200,000 “regular” computers, over 1 million personal computers,
and several million programmable pocket calculators are currently in
use. These numbers are becoming extremely difficult to estimate.

Computers are used to handle personnel administration and pay-
roll, accounts payable and receivable, inventories, production, sales,
marketing, advertising, planning, financial management, regulatory
reporting, research and development. and a multitude of other func-
tions. Enterprises that provide services to clients—financial institu-
tions, health care services, insurance carriers, private educational
establishments, investment institutions, credit-granting organiza-
tions, and the like—maintain records on services being provided and
on the clients who receive them. Electronic funds transfer systems
(EFTS), electronic mail, and office automation are new, rapidly grow-
ing application areas. Most service-providing organizations depend on
the accuracy and integrity of their computer programs and data files
for successful operation and have a recognized need for access control
and other computer security techniques.

Cr  ’ers are also being used increasingly in the control of real-
tir. vesses, e.g., in oil refineries and automated assembly lines.
Very high reliability and operational integrity are essential in these
svstems to minimize safety hazards to people, facilities, and equip-
ment.

Needs for Trusted Systems

The definition of security and the requirements for it in the private
sector tend to differ from those in the government. A recent analysis
summarizes the need for computer security in private business and
industry, especially in corporate management and operations systems
based on ADP, as follows [30]:

1. Computers have become a basic resource in the operation of a
business. The exception today is the non-use of computers in
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business function, not the use of computers. The end effect of this
is an extensive business dependency on computer systems.

2. The concern in business and industry is with the consequences of
interruptions of ADP support, including security failures: loss of

production, loss of assets, loss of confidentiality, and loss of cus-
tomer services, as examples.

3.The broad business incentive is the prevention of failure of the
information-system portion of business systems. From the ADP
management point of view, the security objective is to provide
business managers with trusted information systems.

4. Security may be defined as knowing your business procedures, be-
ing confident of their correctness and completeness, and being sure
that they are in place. In general, the DoD trusted system concepts
are necessary but not sufficient for private-sector information secu-
rity.

There are no standard security requirements or personnel clear-
ance levels in the private sector, nor is there a consensus that these
are needed. Various industry associations have developed security
standards for their own members, however. The security function, like
any other business function, is regarded by top management as an
economic one—certain losses are viewed as tolerable if their preven-
tion is too expensive or if loss prevention interferes excessively with
business operations. However, because of federal or state laws, certain
aspects of security are mandatory,

As in government agencies, trusted systems are needed in the pri-
vate sector for the protection of assets and resources. regulatory com-
pliance, maintenance of management control, and safetv and integri-
ty. Additional incentives may stem from potential improvements in

operational economies, marketing advantages, and enhancement of

public image.

Protection of Assets and Resources

Nearly every organization in the private sector that uses a comput-
er system has automated its payroll, accounting, and inventory sys-
tems and is likely to use various MIS features as well—for financial
planning, product development, market research, production schedul-
ing, and so forth.

The assets that are stored in the computer system and thus exposed
to security risks include financial records, information necessary for
business functions, trade secrets, and marketing data. They are sub-
ject to internally perpetrated fraud, industrial espionage, and venge-
ful actions by disgruntled employees or others who may object violent-
ly to an organization's policies or activities. The data base on such
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computer-related crime in the private sector is thought to be substan-
tial [15] (although most reports have been challenged as unverifiable
(31).

One study in 1975 of computer-related crime [15] shows 375 cases
with an average loss of $450,000 (excluding the Equity Funding fraud
which was committed by larcenous management and involved total
direct and indirect losses of nearly $1 billion). About 20 percent of

aeso cases were reported to have involved operating system integri-
iv. Ui ne-sharing service use, or application program use; the rest, poor
.~ -ol, operating procedures, data entry management, and physical
security. In total, they present an argument for better protection of
assets and resources.

Regulatory Compliance

Privacy, confidentiality, and security requirements in federal and
state laws regulate the type or functions of ADP applications in vari-
ous private-sector organizations. Corporations are regulated by state
corporation laws, and publicly owned corporations (i.e., those that
have issued stock certificates) must abide by federal Securities and
Exchange Commission (SEC) regulations. These regulations do not all
contain explicit requirements for computer system security, but the
need for security is generally implicit.

Personal Information Record-Keeping. In principle, personal in-
formation that is maintained in private-sector record-keeping systems
is subject to the same privacy protection requirements as are provided
in government systems. However, the federal and state privacy legis-
lation has evolved toward “area by area” coverage of the private
sector, rather than covering all parts in a single “omnibus” law. As a
result, only a few areas are covered by federal legislation, and rela-
tively few state laws have been enacted.

The following federal record-keeping legislation affecting the pri-
vate sector has been enacted or is pending in the Congress:

1. The Fair Credit Reporting Act of 1969 (15 U.S.C. 1687 et seq.) ap-
plies to organizations that collect, maintain, and make available for
a fee creditworthiness information on individuals. The Act focuses
on individual rights. Disclosure to clients is the credit bureaus’
business; thus, prevention of unauthorized access is mainly intend-
ed to maintain data integrity (a requirement of the Act) and prevent
data thefts. Bills to amend the Act and broaden its coverage to
depository institutions (H.R. 1046) and to insurance carriers (H.R.
1047) are pending.

2.The Family Educational Rights and Privacy Act of 1974 (20 U.S.C.
1232g) applies to any educational institution that receives federal

v o fon




37

funds from the Department of Education. It grants certain privacy
rights to students and their parents and restricts disclosure of edu-
cational records to third parties. Amendments to the Act are pend-
ing (H.R. 1048). Security provisions are needed in computer systems
where student records are stored concurrently with other data.
including student schedules, and in systems that are also used by
students in course work. H.R. 1048 addresses the use of student
records for research purposes and requires that “. .. adequate safe-
guards to protect the record or information be established and
maintained by the recipient, including a program for removal or
: destruction of identifiers.”
! 3. The Financial Privacy Act of 1980 (12 U.S.C. 3401) applies to banks
! and restricts access to depositors’ bank transaction records by gov-
ernment agencies. Pending is a bill, H.R. 1046, which in part also
addresses Electronic Funds Transfer Systems (EFTS) but includes
no statements on EFTS security requirements. These systems are
certain to be subject to future federal legislation.

Pending federal laws and enacted or pending state laws apply to
records maintained in several types of private-sector enterprises:

1. A large fraction of the clients of public-assistance and social service
organizations are covered by state or federal benefit programs.
Laws related to these programs apply to the private programs as
well, including requirements related to data privacy, confidential-
ity, and security. A federal law to amend the existing personal-
information-related legislation (H.R. 1061, Privacy of Public Assis-
tance and Social Services Records Act of 1981) is pending in Con-
gress. This law requires privacy protection and record confidential-
ity, including controlled, selective access {see section 3(5)).

2. Medical and public health records are regarded as confidential in
nearly every state, and therefore access to them must be restricted. :
The following general security principle for medical records has t
been formulated [{32]: “Because of the sensitivity of the personal
information stored in a health data system, security measures must
be taken to limit access by personnel within the organization to
those who need to see particular information items in a record, to
monitor data uses in order to detect unauthorized conduct. and to
protect files against outside penetration.”

3. Pending in Congress is H.R. 1059, the Privacy of Medical Informa-
tion Act of 1981, which would establish privacy protection and confi-
dentiality requirements on health care institutions treating Medi-
care or Medicaid patients. The legislation covers hospitals, nursing
facilities, intermediate care facilities, home health agencies, and




health maintenance organizations. Data-security requirements are
not stated in this bill, but they are clearly implied by the require-
ments for medical information confidentiality and disclosure limita-
tions. Another pending bill, H.R. 1061, would require safeguurds to
prevent unauthorized disclosure of personal medical information
that is maintained for statistical and research use.

4. Federal legislation related to personal information privacy protec-
tion and confidentiality presently does not cover the insurance in-
dustry. However, H.R. 1047, pending in Congress, would amend the
Fair Credit Reporting Act to provide privacy and contidentiality in
record-keeping systems maintained by insurance carriers. with par-
ticular emphasis on medical information. In 1980, bills were pend-
ing in eight states to apply tair-information-practices principles to
insurance records.

5. Financial and credit information is covered by the Federal Fair
Credit Reporting Act and also by 16 similar state laws. Limitations
on disclosure for other than credit determination purposes are spe-
cified and in turn imply requirements for access control and secu-
rity.

. Confidentiality of employment records is required by law in five
states. Most of these laws provide access rights to employvees and
limit disclosures, thereby implying access controls and security,
Further discussion of employment-record confidentiality and priva-
¢y requirements is found in Ref. 33, which points out the need for
access controls in any data base that also contains other records and
in computer systems where emplayment records mayv be processed
concurrently with other data-processing tasks.

[}

The report of the Privacy Protection Study Commission |34 con-
tains detailed data and specific recommendations regarding privacy
protection and confidentiality of credit, financial, insurance, employ-
ment, medical, welfare. and educational records maintained by federal
and state agencies and by organizations in the private sector.

Accountability Requirements. The Federal Securities and Ex-
change Act of 1934 (15 U.S.C. 78} defines certain accounting require-
ments for publicly held corporations. These corporations are required
to estublish internal controls to safeguard assets against loss and to
provide reliable financial records for internal use and for external
reporting purposes. Similar requirements are established in state cor-
poration codes. The internal control and auditing procedures imple-
niented to comply with these statutes usually involve the following
elements:

1. Competent, trustworthy personnel with clear lines of authority and
responsibility.
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2. Adequate segregation of duties.

3. Proper procedures for authorization.

4. Adequate documentation and records.

5. Proper procedures for record-keeping.

6. Physical control over assests and records.
7.Independent (internal) checks on performance.

In organizations that use ADP, these controls are applied to pro-
grams and data bases: to data acquisition, storage, and processing: to
report generation; and to data communication software, hardware,
and personnel. Development of effective controls and auditing proce-
dures is still a difficult problem, but progress ix being made | 16,17]. The
use of trusted computer systems promises considerable enhuancement
of control effectiveness.

The Federal Foreign Corrupt Practices Act of 1977 (P.L. 95-213)
amends the Securities Exchange Act of 1934 by inserting Title 1 to
strengthen the accounting and accountability requirements. Section
102 of Title I, Accounting Standards, states that:

(2} Every issuer which has a class of securities registered pursuant to
section 12 of this title and every issuer which is required to file reports
pursuant to section 15(d) of title shall—

(A} make and keep books, records. and accounts, which. in reasonable
detail, accurately and fairly reflect the transitions and disposition
of the assets of the issuer: and

tBY  devise and maintain a system of internal accounting controls suthi-
cient to provide reasonable assurance that—

(i) transactions are executed in accordance with management's
general or specific authorization:

(ii) transactions are recorded as necessary to permit preparation of
financial statements in conformity with generally accepted
accounting principles or any other criteria applicable to such
statements, and to maintain accountability for assets:

(iii) access to assets is permitted only in accordance with manage-
ment’s general or specific authorization: and

(iv) the recorded accountability for assets is compared with ex-
isting assets at reasonable intervals and appropriate action is
taken with respect to any differences.

The impact of this Act on publicly held corporations is to require
further strengthening of internal control and accountability along the
lines described above. In 1980, the SEC proposed (and then withdrew
a set of rules [35] which discuss internal control and explain the notion
of "reasonable assurance® as follows:

The concept of reasonable, as opposed to absolute, assurance is incorpo-
rated in the proposed rules in recognition that it is not in the interest
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of shareholders for the cost of internal accounting control to exceed the
benefits thereof. Such benefits, and in many cases such costs, are not
likely to be precisely quantifiable. Therefore, many decisions on reason-
able assurance will necessarily depend in part on estimates and judg-
ments by management which are reasonable under the circumstances.

Improved internal control may bring about not only quantitative
benefits, such as reduced exposure to theft of assets, but also qualita-
tive benefits. including preservation of the good reputation of a com-
pany and its management.

International Laws and Regulations. Within the last 8 vears,
privacy and data protection laws have been enacted in several Euro-
pean countries and in Canada {36]. In addition, a convention on priva-
cy protection is being ratified by the member countries of the Council
of Europe [37], and a set of voluntary privacy protection guidelines
has been completed by the Organization for Economic Cooperation
and Development (OECD) [38], which includes the United States, Ja-
pan. Canada, and Australia.

The foreign data protection laws and international agreements con-
tain requirements for privacy protection, data confidentiality, and
data security in international data transfers, especiallv when personal
information on either natural or legal persons is involved. They affect
so-called multinational corporations and the data processing networks
that provide services in Europe using U.S.-based computer systems.

OECD Guidelines Governing the Protection of Privacy and Trans-
border Flows of Personal Data, September 1980 (Annex, Part 2, sec.
11}, state that “personal data should be protected by reasonable secu-
rity safeguards against such risks as loss or unauthorized access. de-
struction, use, modification or disclosure.” The United States has vot-
ed to approve the OECD Guidelines and U.S. private-sector organiza-
tions that are affected have been urged to voluntarily abide by them.

Data-protection laws have been enacted in Austria, Canada. Den-
mark., France, Germany, Luxembourg, Norway, and Sweden and are
pending in several other countries. The Austrian Data Protection Act
{1978 applies to natural and legal persons. It requires that “the pro-
cessor shall, having regard to economic feasibility and technical pos-
sibilities, introduce organizational. staff, technical and structural secu-
rity measures. Such measures shall, having regard to the type of data
and technical facilities and to the scale of processing, |ensure| that
data are not unlawfully disclosed or brought to the knowledge of third
parties and cannot be consulted. processed or disclosed by unautho-
rized persons.”

The French Act on Data Processing. Data Files, and Individual
Liberties (1978) states: “Any person processing personal data or order-
ing such processing shall thereby undertake, vis-a-vis the persons con-
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cerned, to see that all necessary precautions are taken to protect the
data and in particular to prevent these from being distorted, damaged
or disclosed to unauthorized third parties.”

The Federal Data Protection Act of the Federal Republic of Germa-
ny (1977 spells out the security requirements in considerable detail:

Where personal data are processed automatically. appropriate mea-
sures suited to the type of personal data to be protected shall be taken
to ensure observance of the provisions of this Act:

a. Unauthorized persons shall be refused admission to data process-
ing facilities which process personal data that are restricted (ad-
mission control};

b. Persons emploved in the processing of personal data shall be pre-
vented from removing storage media without authorization (leak-
age control);

c. Unauthorized input into the memory and the unauthorized exami-
nation, modification or erasure of stored personal data shall be
prevented (storage control);

d. The use by unauthorized persons of data processing systems from
which or into which personal data are disseminated by means of
automatic equipment shall be prevented (use control);

e. It shall be ensured that persons entitled to use a data processing
system have access by means of automatic equipment only to the
personal data to which they have a right of access (access control);

f. 1t shall be ensured that it is possible to check and to establish to
which bodies personal data can be disseminated by means of auto-
matic equipment (dissemination control);

g. [t shall be ensured that it is possible to check and establish what
personal data have been input in data processing syvstems, by
whom and at what time (input control);

h. It shall be ensured that personal data processed on behalf of other
parties are processed strictly in accordance with the instructions
of the principal (control of processing on behalf of other parties);

i. It shall be ensured that data cannot be read. modified or erased
without authorization during their dissemination or during trans-
port of relevant storage media (transport control); and

j. It shall be ensured that the internal organization of authorities of
enterprises is suited to the particular requirements of data protec-
tion (organization control).

Nearly all the cited laws require the organizations that are affected
to obtain some form of prior licensing or approval by data-protection
authorities, who examine and evaluate the security features of the
svstems being examined. The use of trusted systems may satisfy many
of the above requirements for internal access ¢ \ntrois.

Management Control

As in government agencies, management control is necessary in
any activity of a private-sector organization, particularly in computer
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systems and where stored data and data processing can be examined
only indirectly. For example, it is not readily apparent from observing
an emplovee interacting with a computer at a terminal that he is
performing only authorized operations.

The internal control functions and procedures and the internal au-
diting techniques have the following purposes:

1. To establish a foundation for maintaining discipline and enforcing
administrative procedures and policies.
2. To maintain accountability of emplovees and the capability to as-
sign responsibilities meaningfully.
3. To provide confidence in the system, in the data integrity it pro-
vides, and in the information it produces.
. To reduce the risk of fraud or other unauthorized activities.
. To ensure that a prudent course of action has been taken in the
svstem's operation.

O

Since the principal foundation for implementing management con-
trol in computer systems is operating system procedures, these proce-
dures must be verified to be correct. The trusted operating syvstems
described in Sec. I will be correctly designed and implemented and will
be certified. Thus, they will form a reliable base for effective manage-
ment control.

Safety and Integrity

Computers are used for process control in oil refineries, the chemi-
cal industry, the steel industry, and automated assembiy lines, to
name but a few private-sector applications of real-time control sys-
tems. Because these systems require high levels of reliability and
continued integrity of control programs and data, they are suitable
candidates for the use of trusted systems or their design concepts and
methodology. Failure to take due care in the design and operation of
automated control systems is likely to involve financial liability and
generate problems with regulatory agencies, even if no disastrous
events take place.

Design automation is proliferating, especially in the aerospace in-
dustry, where computer models are used to assist in design decisions,
planning, etc. Likewise, computations of structural strength in civil
engineering applications are often based on structural analysis pro-
grams, as are subsequent specifications of construction details. Errors
can be costly, or even disastrous, particularly in sensitive applications
such as nuclear power plants. Users must have assurance of correct
design and implementation and continued integrity of these models.
Trusted systems and their development methodology are applicable.




43

Operational Economies

The use of trusted operating systems in private-sector computer
applications could result in

1. Reduced costs of personnel security procedures.

2. Elimination of the need to operite duplicate systems or maintain
redundant data bases.

. Easier auditability, with resultant cost savings.

. Reduced security enforcement, training. and education costs.

. Savings on insurance, bonds to protect client data, and bonding of
emplovees.

[SLIF S IV]

Cost savings are always important in private-sector organizations.
If a proposed trusted system cannot reduce costs related to security.,
management. and ‘or control, an acquisition decisicn may still reason-
ably be based on the potentiual for loss avoidance, which could be
determined roughly by applving security risk assessment techniques
139.40].

Marketing Advantages

Numerous business firms in the private sector, e.g., banks and other
financial institutions, mutual funds, and investment companies. hold
and manage their customers’ assets. They must provide financial re-
turns to the customers, and the customers must have confidence that
their assets are being properly handled and safeguarded. These insti-
tutions are continually seeking new ways to gain competitive advan-
tage. The use of trusted systems would be very attractive to customers
who are particularly concerned over the safety of their assets.

Customers of other organizations such as computer service bureaus
who are similarly concerned with the security of the data or programs
they submit for processing or storage are also likely to choose an
organization that provides better safeguards, such as the use of trust-
ed svstems.

Enhancement of Public Image

Nearly all private-sector organizations are concerned about their
image in the marketplace and in society at large. They wish to be
perceived as being concerned over the well-being and rights of their
customers and over societal needs in general, as well as being provid-
ers of excellent services or products.
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Organizations that handle large amounts of personal information
on individuals, such as financial and credit-granting institutions, insur-
ance companies, health care organizations, and credit bureaus, expend
resources to emphasize their concerns for customers’ and public wel-
fare. They focus on safeguards they have implemented to assure that
customers' personal information is not accessed or disseminated to
unauthorized parties, and that data integrity is maintained. The IBM
Corporation and the Aetna Life Insurance Company have recently
published advertisements in national magazines on the privacy pro-
tection safeguards they have voluntarily implemented in their sys-
tems.

Organizations are also concerned with their public image regarding
asset and resource protection. Clearly, no organization welcomes the
publicity that results from computer fraud or losses or from having
been victimized by a computer crime. The reluctance to report sus-
pected computer crimes attests to this. The use of trusted syvstems
could reduce the possibility of adverse publicity by reducing the proba-
bility of occurrences.

Other Considerations

The all-important issues in the private sector are business econom-
ics, ability to remain competitive in the marketplace, and making a
return on stockholders’ investments. Acquisition of computer systems
or any other equipment is a business decision made in view of these
issues. Thus, there is a natural tendency in the private sector to view
the acquisition of a trusted computer system also as a purely dollars-
and-cents question. In addition, a trusted system either must be shown
to be cost-effective in comparison with other security techniques that
could achieve a comparable level of protection or it must provide
additional benefits that justify any additional cost. The impact of trust-
ed system implementation on the performance of the corporate com-
puter system and any requirements to modifyv existing applications
software or data bases are of particular concern. It is not surprising,
therefore, that some private-sector ADP system managers are skepti-
cal about the need for trusted systems in their organizations and about
the cost-benefit aspects of trusted systems.

However, as discussed extensively in this section, the acquisition of
a trusted system is not just a matter of business economics. There are
numerous important considerations—protection of assets and re-
sources, regulatory compliance, public image, management prudency
—that are likely to be the deciding factors. In more technical terms,
it is certainly true that while a trusted computer system can reduce
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the need for the more conventional security techniques, it does not
eliminate entirely the need for physical, administrative, personnel, or
communication security techniques, nor can it fully handle a denial-of-
service threat by authorized users or system personnel. But it pro-
vides a trustworthy base for implementing sets of discretionary pro-
tection mechanisms for monitoring denial-of-service threats and gene-
rating tamperproof evidential audit-trail records.

Concerns over performance or efliciency losses resulting from the
use of trusted systems and the need to justify what some people see
as a “deliberate reduction of service” are valid and understandable, as
are concerns over possible large-scale conversions of applications soft-
ware or data bases. Many performance concerns are based on a single,
experimental data point—the preliminary results in KSOS-11 develop-
ment, where emulation of the UNIX operating system on PDP-11
computers resulted in a substantial performance slowdown on the
untuned system. However, in KSOS-6, implementation of the UNIX
emulator on the SCOMP hardware (a specially modified Honevwell
Level 6 minicomputer) has resulted in a much smaller performance
slowdown. There is a general trend in the development of applications
software to include features that are also very useful for implement-
ing performance-efficient trusted systems; thus, performance loss is
likely to be much less of a problem in the future. and there is some
reason to believe that the performance costs of trusted systems will be
negligible, or even nonexistent, as the experience base grows.

Any sizable application software or data base conversions that are
required by the acquisition of a trusted system are certainly cause for
concern. However, if the TCB is compatible with an existing (untrust-
ed) operating system, software that ran under the operating system
can be run on the trusted operating system with only minimal conver-
sion. Such compatibility was a design goal for the KVM /370 and KSOS
and has been successfully demonstrated with the KVM system. If the
TCB and the existing operating system are not compatible, the conver-
sion could be a significant part of the price of having a trusted appli-
cation.

In general, concerns over performance losses or software conver-
sion have been expressed whenever important innovations have been
introduced. including the present-generation operating syvstems, with
their resource-sharing capabilities. However, as vendors have become
more experienced, many of the perceived problems have either failed
to materialize or have been solved effectively and efficiently. It is
highly likely that this will be the case in trusted systems development
as well.

——




VI. THE PROSPECTS FOR AVAILABILITY
OF TRUSTED SYSTEMS

Whether or not trusted operating systems will be widely available
within the next 3 to 5 years in a suflicient range of protection levels
and hardware bases to satisfy the needs of government and the pri-
vate sector will depend on the computer industry's perception of the
size of the potential marketplace; the costs of developing trusted sys-
tems, having them certified, and maintaining them (in the sense that
software is maintained now); and the profits that manufacturers and
distributors can expect to make.

The Potential Market

System software vendors are primarily concerned with whether or
not a proposed system will have a sufficiently large market to justifv
its development costs. We must make a distinction here between (1)
large vendors of computer systems and associated software and (2)
software houses. The trusted system development decision is much
more complex for large vendors, because they must consider the issue
of compatibility of new software with existing applications, systems,
and equipment, and that of maintaining compatibility in the future.
The introduction of a new operating system (or a family of operating
systems) is more difficult to justify for an organization whose existing
software base is large. Software houses, on the other hand, are likely
to have less stringent requirements for maintaining across-the-board
compatibility with their existing products, but they are more depen-
dent on vendors’ changes of hardware bases.

We have not attempted to determine the quantitative marketing
opportunities for trusted systems, but we can make some qualitative
observations. First, there seems to be a consensus among vendors that
the government (federal, state, and local) does not in itself constitute
a sufficiently large market to support the development, certification,
and maintenance of trusted systems. However, the market is not insig-
nificant, and if future RFPs require the use of trusted systems, vendors
may be compelled to produce them in order to remain viable in the
government marketplace.

Second, most of the market for trusted systems in the civilian agen-
cies of the government and in the private sector will probably be for
Level 1 through Level 4 systems (as defined on p. 3). Some organiza-
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tions in which asset protection or safety is very important may need
higher-level systems. Some of the latter will be developed to satisfy the
DoD needs once the state of the art permits such development, regard-
less of other markets. In all cases, the important aspect is that these
systems have been certified to provide the specified level of protection.

Production of Trusted Systems

The trusted operating system concept involves the establishment of

a completely separate, or virtual, environment within the computer
for each concurrent user. Most existing operating systems are modifi-
cations of earlier batch-processing designs, updated to accommodate
multiprogramming and time-sharing. In these systems, the mecha-
nisms to accomplish shared concurrent use are scattered throughout
the operating system, making the TCB very complex, and are not
completely isolated from users. Thus, these operating systems are not
currently secure, and it may be infeasible to upgrade them to the point
where they become demonstrably secure (or reach a higher level on
the Evaluated Products List).

Computer vendors recognize the implications of this problem—it
affects much more than just the security aspects of a system—and they
are gradually developing system architectures that can create fully
isolated processing environments. But the need to maintain compati-
bility with existing systems weighs importantly against drastic
changes, as does a certain inertia ot designers who are familiar with
existing architectures and design principles and therefore are reluc-
tant to change. Users’ system programming staffs have the same sort
of inertia, and as a result, the few operating systems that do use
virtual machine concepts, Honeywell’s MULTICS and IBM's VM/370.
have until quite recently found relatively little use even though they
have been available for ten years.

The compatibility problem is not entirely untractable, however. The
virtual machine concept permits each user to run his own operating
system under the control of the virtual machine monitor (VMM),
which is essentially transparent to users. This generality will neces-
sarily result in some loss of performance, but the loss can be compen-
sated by the faster hardware that is becoming available. The increas-
ingly clear-cut needs for the capabilities that only trusted systems can
provide will lead to greater user acceptance—and demand—which
should provide a strong incentive for vendors to incorporate the neces-
sary architectures in their new operating systems. For example, the
VM/370 maintains many compatibilities for users of IBM systems.

Three trusted-system development prototypes, sponsored by the
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DoD Computer Security Initiative, are now being tested to demon-
strate the feasibility of design, implementation, verification, and oper-
ational use of trusted systems [1]. As the marketplace for trusted
systems expands, uncertainties such as the compatibility question will
be resolved and vendors should begin to incorporate trusted systems
technology into their new product lines.

Evaluation and Certification

Certifiable trusted systems are difficult to develop unless the cri-
teria for certification are unambiguous, reasonable, and clearly stated.
Three sets of factors have thus far been identified by the Initiative
program [6,11]: protection policy, mechanisms, and assurance. While
the policy may vary from user to user, the mechanisms and assurance
tend to employ a common set of technical approaches. The protection
policies, too, form a hierarchy, since the goals of each are the same,
and differences are those of degree only. A basic trusted system frame-
work can be “"customized” to satisfy the user’s protection policy by
applying appropriate mechanisms. Certification will then be based on
the embedded policy.

A protection policy specifies the conditions under which informa-
tion and computer resources may be shared, typically placing controls
on the disclosure and modification of information. Given a clear and
concise formal statement of protection goals, it will be possible to
evaluate whether or not the system meets those goals.

To be effective, the hardware and software mechanisms that en-
force the protection policy must be complete and verifiable. They must
also be self-protecting against unauthorized actions or inadvertent
intrusions by users or their programs. Operating systems that are
poorly designed will not only fail to confine users to their authorized
actions and data, but they may also undermine discretionary protec-
tion mechanisms provided by the users in applications programs.
Thus, evaluation must necessarily concentrate on operating systems
and their related software and hardware controls, particularly those
relating to detection and prevention of policy violations, recovery
from errors, and system operations and maintenance.

Absolute assurance that implemented mechanisms can provide the
protection that they promise will never be possible, but steps can be
taken in the design, implementation, and validation phases of a trust-
ed system’s development to raise confidence to a high level. Such
techniques include top-down design, structured programming. and
other techniques collectively known as “modern programming prac-
tices.”
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Support

Computer software tends to be a complex commodity in that
throughout its life cycle, numerous changes are inevitably made to
meet modified design requirements, to increase efficiency, and to im-
prove user interfaces. These changes are usually the vendor’s respon-
sibility, and an operating system typically moves through a series of
“releases.” Any new release of a trusted system that involves changes
of critical portions of the TCB will require reexamination of the previ-
ous certification. In such cases, if the system is to keep its rating, the
Evaluation Center and the vendor must jointly analyze the changes
and the extent of recertification needed. Clearly, it is important for the
vendor to minimize changes in the TCB (but changes in the non-
security-relevant portions of the system can be made as needed, since
they will not involve recertification).
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VII. CONCLUDING REMARKS

The DoD Computer Security Initiative program is now demonstrat-
ing the feasibility of designing and implementing trusted computer
systems that can provide high levels of protection to data, programs,
and processing in certain constrained operational environments. Ulti-
mately, full, multilevel secure operation will be possible in uncon-
strained operational environments. But, of course, physical, adminis-
trative, personnel, and communications security will always be re-
quired.

An Evaluation Center for trusted systems is being established for
the DoD at NSA. This Center will maintain an Evaluated Products
List of systems submitted to it. Before an Evaluated Products List can
be of practical value, however, the need for trusted systems in the
government and the private sector must be sufficiently great for sys-
tem vendors to perceive a marketplace beyond national-defense re-
quirements that warrants submission of their systems for evaluation.

Trusted systems can contribute effectively to the solution of the
growing problems of protection of assets and resources, compliance
with laws and regulations, assurance of safety and integrity, and im-
plementation of full management control. In addition, trusted systems
may provide operational economies, marketing advantages, and pub-
lic-image enhancement. They are needed in a variety of applications
that constitute a market that should be of considerable interest to
vendors, gnd that should strongly encourage participation in trusted
system development efforts. The use of trusted systems is in the inter-
est of private business and industry, as well as of public policy, public
safety, and national welfare.
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Appendix A
GLOSSARY OF TECHNICAL TERMS*

access. The ability and the means necessary to store or retrieve data or to
communicate with (i.e., provide input or retrieve output from) or otherwise
make use of any resource in a computer system.

access control. A strategy and mechanisms for protecting data, programs,
and other items from unauthorized access.

access mode. A distinct operation recognized by the computer’s protection
system as a possible operation on an object {for example, read, write, and
append are possible modes of access to a file; execute is a mode of access to
a program).

accountability. The property that enables violations or attempted violations
of system security to be traced to individuals who may then be held respon-
sible.

accreditation. The final acceptance of a system to be used in a specific oper-
ational environment.

activity principle. A security model rule which states that once an object is
made inactive, it cannot be accessed until it is made active again.

administrative secuvrity. The management constraints; operational, ad-
ministrative, and s countability procedures; and supplemental controls
established to provide an acceptable level of protection to sensitive infor-
mation outside the computer system.

ADP. Automated data processing (used synonymously with EDP, electronic
data processing).

assurance. A measure of the degree of confidence that can be placed in the
protection mechanisms, both hardware and software, in a trusted system.

audit. An independent review and examination of system records and activi-
ties, performed to test the adequacy of system controls, to ensure compli-
ance with established policy and operational procedures, and to recom-
mend indicated changes in controls, policy, and procedures.

audit trail. A chronological record of system activity which is sufficient to
enable reconstruction, review, and examination of the sequence of environ-
ments and activities surrounding or leading to each event in the path of a
transaction from its inception to output of final results.

auditability. The property that enables effective audit and generation of
audit trails.

authenticate. To confirm the identity of a person (or any other agent exter-
nal to the protected system) making an access request.

authorize. To grant a subject access to a certain object in a certain specified
access mode.

backup. Provisions made for the recovery of data files or program libraries
and for restart of processing or replacement of ADP equipment after a
svstem failure or a disaster.

*Based. in part, on a glossary developed by the Mitre Corporation for the DoD
Computer Security Initiative Program and in part on the definition of terms in Army
Regulation AR 380-380.
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benign environment. An operating environment protected from external,
hostile elements by physical, personnel, and administrative security
mechanisms; a controlled mode of operation in which the system is protect-
ed at the system-high level and all users are cleared to the highest level but
do not necessarily have a need-to-know for all data.

certification. The application of policy doctrine and examination of technical
evidence about a system to determine the prudence of its use in a particular
operating environment for a particular application that requires security.

classification. See security classification.

clearance. An authorization allowing an individual access to classified infor-
mation; it indicates the maximum classification level the individual may
access as well as the need-to-know categories.

communications security. The protection that ensures the authenticity of
telecommunications and that results from the application of measures tak-
en to deny unauthorized persons information of value which might be
derived from the acquisition of telecommunication messages.

complete mediation. Checking of every access request within the computer
system for authority of the subject making the request to access the re-
quested object in the requested access mode.

compromise. The disclosure of classified information to persons not autho-
rized access thereto.

computer abuse. A general term that refers to any uses of computers for
fraudulent or illegal purposes or for perpetrating a computer crime, as well
as to unauthorized actions against a computer system itself (such as de-
struction of the system or its components).

computer crime. Use of computers to perpetrate fraud, extortion, or other
crimes; malicious unauthorized access to and use of a computer system or
its resources (a general definition being used in state computer-crime laws).

computer security. See security.

confidentiality. A status afforded to private and/or sensitive data that re-
quires limiting access to these data.

confinement. Allowing a process executing an arbitrary program to have
access to sensitive data while ensuring that the data cannot be misused,
altered, destroyed, or released by the process.

confinement property. See security *-property.

controlled security mode. A mode of system operation in which some users
have legitimate access to the system but have neither a security clearance
nor a need-to-know for all classified material contained in the system. Inter-
nal hardware and software must be provided and approved for maintaining
isolation of data and users with different classifications and clearances,
respectively.

correctness proof. A verification by formal methods that the implementa-
tion of a system fully corresponds to its specification. Once a system is
proved correct, it can be anticipated to perform as specified but not neces-
sarily as originally envisioned if the specification was incomplete or inap-
propriate.

data protection. A term used in foreign laws to denote privacy protection
afforded to individuals vis-a-vis personal data about them in computerized
record-keeping systems.

data security. Protection of data against accidental or deliberate modifica-
tion, destruction, or disclosure.

dedicated processing mode. In government installations, a mode of oper-
ation in which the computer system, its connected peripheral devices, and




remote terminals are exclusively used and controlled by specific users or j
groups of users who have security clearances and need-to-know for all
classified material contained in the computer system.

denial of service. The prevention of authorized access to computer re-
sources, or deliberate delaying of time-critical operations.

design verification. The use of verification techniques, usually computer- !
assisted. to demonstrate a mathematical correspondence between an ab- :
stract security model and a formal system specification.

discretionary access controls. Access controls to computer data or pro- 1
grams that may be changed by their creator/owner. More generally,
mechanisms in the computer system which allow a user to decide. at his
own discretion, which of his own access rights to give to any other user.

discretionary security. “Need-to-know" security requirements which may
be developed and applied locally.

DoD. The U.S. Department of Defense.

DoD security policy. The complete body of law. regulations, and policy con-
cerning the safeguarding of national security information. The basic policy
establishes three classification designations and several categories of non-
discretionary access control and requires that anvone accessing controlled
information have an appropriate personnel security clearance level and a
need-to-know for the information in question.

DoD security policy model. A version of the Bell-LaPadula model. which is

. A
an access-control-type model based on state-machine concepts. In the i y
model, the entities are subjects (active entities such as processesi and ob- '+ 3

Jjects tinformation containers). Every subject and object must be assigned ‘

a security level. The notion of a “secure™ state is defined, and an inductive !

proof of the system security can be given: The initial state is shown to be !

secure, and every state transition is shown to preserve this property. A |

syvstem state is defined as “secure” if the only permitted accesses of subjects

to objects are in accordance with specified security-level restrictions: A

subject is permitted read-access to objects that have security levels equal

to or less than its own security level (the “simple security condition™) and

to write data into objects with security levels cqual to or greater than its

own level (the "“security *-property ). State transitions preserve the secure

state in accordance with the tranquility, erasure, and activity principles.

Also included is an integrity model which incorporates a “simple integrity

principle” and an “integrity *-property.”

. emulator. A combination of hardware and software that permits programs

] written for one computer to be run on another computer.

environment. See operational environment.

erasure principle. A security model rule stating that information containers
(objects) must be purged of all residual information before being activated

‘ or reassigned to another subject.

,L Evaluated Products List. A list of all computer systems that have had their

protection mechanisms evaluated.

’ evaluation. Determination of the protection level of a computer system.

Evaluation Center. A government facility established for the purpose of
evaluating the security mechanisms of computer systems, assigning protec-
tion levels to systems, and maintaining the Evaluated Products List. Such
a facility is being established at the National Security Agency for the
Department of Defense only.

fair information practices. Procedures mandated by law to assure that indi-
viduals can exercise their privacy rights vis-i-vis record-keeping organiza-
tions that maintain personal information about them.
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formal specification. The unambiguous description of hardware or software
in a language with a well-defined syntax and semantics. These specifica-
tions give a precise mathematical description of the behavior of the system
being specified. Computer-readability of these specifications allows for
automation of various phases of the verification.

GAO. The U.S. General Accounting Office.

GUARD. A trusted computer system that acts as an interface between two
computers at different security levels and allows data to flow between them
in a secure and controlled manner.

hardware security. Computer equipment features or devices used to pre-
vent unauthorized access to data or system resources.

identification. The process that enables, generally by the use of unique ma-
chine-readable names, recognition of users or resources as identical to
those previously described to the computer system.

implementation verification. The use of verification techniques, usually
computer-assisted, to demonstrate mathematical correspondence between
a formal specification and its implementation in program code.

inadvertent disclosure. Accidental exposure of sensitive or classified infor-
mation to a person not authorized to have access. This may result in a
security compromise or, in benign environments, a need-to-know violation.

integrity. The assurance, under all conditions, that a system will reflect the
logical correctness and reliability of the operating system, the logical com-
pleteness of the hardware and software that implement the protection
mechanisms, and the consistency of the data structures and accuracy of the
stored data. In a formal security model. integrity is interpreted more strict-
Iy to mean protection against unauthorized modification or destruction of
information.

internal controls. Management controls, including administrative security
procedures, implemented within an organization.

isolation. The containment of users, data, and resources in an operating
svstem in such a way that users may not access each others’ data and
resources and may not manipulate the protection controls of the operating
system.

kernel. See security kernel.

KSOS. Kernelized Secure Operating Svstem. A project to strengthen the
UNIX operating system with a security kernel to make it suitable for
multilevel secure operation.

KSO0S-6. The KSOS implementation on Honeywell, Inc., SCOMP hardware (a
modified Honeywell Level 6 minicomputer) for communications front-end
processor applications.

KSOS-11. The KSOS implementation on the Digital Equipment Corporation
(DEC) PDP-11/45 and PDP-11/70 computers.

KVM/370. Kernelized VM/370 operating system. The kernelized version of
the IBM virtual machine operating system, VM/370, for the Series 370
architecture, being built and verified by the System Development Corpora-
tion,

management control. Administrative procedures and technical mecha-
nisms that assure that management’s directives are followed and that man-
agement is fully aware of the organization's activities.

management information system. A computer-based system that contains
information on an organization and its activities, and on the environment
in which it operates, for the purposes of planning, decisionmaking, and
operational control.
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mandatory security. See non-discretionary access controls.

MIS. Management Information System.

MULTICS. Multiplexed Information and Computing Service. A general-pur-
pose time-sharing system developed for a number of computers in the
Honeywell Information Systems, Inc. (HIS) line, among them the HIS 643
and 6180 computers. MULTICS has been enhanced to allow limited mul-
tilevel operation and is presently used in the Air Force Data Services
Center in a security mode where not all users are cleared for all the data
in the system (see controlled security mode.)

multilevel security. A mode of operation permitting data at various security
levels to be concurrently stored and processed in a computer system where
at least some users have neither the clearance nor the need-to-know for all
classistied material contained in the syvstem. Separation of users and mate-
rial on the basis of security level and clearances is accomplished by the
operating system and associated system software or hardware.

NASIS. National Association for State Information Systems.

need-to-know. A user's job-related requirement for access to specific intor-
mation. Need-to-know implies discretionary access control to information,
even though the users in question may have all the necessary clearances.

non-discretionary security. That aspect of the DoD security policy which
restricts access on the basis of security classification levels. A security level
may be composed of a classification level and a category restriction. To
access an item of information, a user must have a clearance level greater
than or equal to the classification level of the information and must also
have a category clearance that includes the access categories specified for
the information.

object. In a formal security model, an identifiable resource, data container,
or related entity of the system; the counterpart of subject. Examples are
software-created entities such as files, programs, and directories, and hard-
ware resources such as memory blocks, disk tracks, terminals. and tapes.

OECD. Organization for Economic Cooperation and Development. An inter-
national organization located in Paris, of which the United States is a
member.

operational environment. The sensitivity ‘classification levels of the infor-
mation being processed, the clearance levels of users and personnel, the }
capabilities of the users of the system, the nature of the facility, the secu-
rityv-related features at the location, the security modes emploved, and
physical, administrative, and personnel security mechanisms being em-
ploved.

password. A protected word or a string of characters that identifies or au-
thenticates an authorized user, a specific resource, or an access mode.

penetration. The successful, repeatable, unauthorized extraction of recog-
nizable information from a protected computer system. or the capturing of’
control of the computer system.

penetration testing. Attempts by special teams to penetrate a computer
system for the purpose of identifving any security weaknesses.

periods processing. Incomputer installations, a mode ot processing in which
a specific security mode is temporarily established during a time interval
for processing sensitive information. The computer system must be purged
from all information before the transition from one period to the next
whenever there will be new users who do not have clearance and need-to-
know for some information processed during the previous period.
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personnel security. The policy and procedures established to ensure that all
personnel who have access to sensitive data have been determined to be
eligible for such access.

physical security. The use of locks, guards, badges, and similar measures to
control access to a computer and related equipment. Also the measures
required for the protection of the structures housing the computer and
their contents from damage by accident, fire, or other environmental haz-
ards.

policy. Administrative decisions which determine how certain security-re-
lated concepts will be interpreted as system requirements. All such policy
decisions must eventually be interpreted formally and implemented in the
system.

privacy. Rights of individuals regarding collection, storage, processing, dis-
semination, and use in decisionmaking of personal information about them-
selves. Also, the ability of individuals or organizations to decide whether,
when, and to whom personal or organizational information is released.

privacy protection. The granting of privacy rights to individuals through
legislative or voluntary means.

process. The active system entity through which programs run. The entity
in a computer system to which authorizations are granted; thus the unit
of accountability in a computer system. A process consists of unique ad-
dress space containing accessible program code and data. a program loca-
tion for the currently executing instruction. and periodic access to the
processor in order to continue. Also, in general, any program in execution.

protection. Generally, the provision of security. More technically, the use of
mechanisms in a computer operating syvstem to control access of executing
programs to stored data.

protection level. An indication of the degree of trustedness of a system, us
determined in an evaluation of its internal protection mechanisms.

protection mechanism. A feature of a computer system that, together with
other such features, enforces the protection policy. Protection mechanisms
may include algorithms, data bases, and protection hardware. To be effec-
tive, a protection mechanism must be complete, correct. and self:protecting.

protection policy. See policy.

public information. Information which by law must be available for public
access and examination.

real-time operation. Use of a computer svstem in applications where results
must be available very quickly to be u= 2ul for controlling a dynamic sys-
tem (e.g., an oil refinery or an automated train).

reference monitor. An access-control concept in which an abstract machine
mediates access to protected data or programs by users or processes. In
principle, a reference monitor should be complete (in that it mediates every
access), isolated from modification by system entities, and verifiable. A
security kernel is an implementation of a reference monitor for a given
hardware base.

reliability. A measure of the ability of a computer system to function within
specified error tolerances.

resource sharing. In a computer system, the concurrent use of a resource by
more than one user, job, or process. Examples of such resources are input
output devices, memory, central processor, and programs.

risk. The probability or likelihood that a threat can be successfully latunched
against a particular system, facility, or vulnerability. Also the measurable
uncertainty of loss, expressed as the product of an annual threat occurrence
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rate and the expected amount of loss (estimated in dollars) due to a single
occurrence of a threat.

risk analysis. The systematic quantification of system security capabilities,
vulnerabilities, probable threats, and loss exposures.

robustness. A generic term representing a computer system's reliability,
fault tolerance, survivability, and capability for recovery.

safeguards. See security safeguards.

sanitize. To delete sensitive material from a file or communication in order
to permit lowering its classification level.

SCOMP. Secure Communications Processor. The Honeywell Level 6 mini-
computer, modified to increase security capability by the addition of four
protection rings along with user-initiated input/output to direct-access
memory devices. SCOMP is the hardware base for the KSOS-6 operating
system.

secure operating system. An operating system that effectively controls
hardware and software functions to provide the level of protection appro-
priate to the value of data and resources managed.

security. In the most general sense, the totality of mechanisms and tech-
niques that protect resources (including data and programs in computer
svstems) from accidental or malicious access, modification, destruction, or
disclosure. The term includes physical security of the computer installa-
tion, administrative security, personnel security, data security, and com-
munications security. Used more narrowly in a verification context, secu-
rity denotes the protection of information in a computer svstem from unau-
thorized disclosure.

security classification. A designation for information requiring protection
against unauthorized disclosure in the interest of national security tsee
security level.)

security kernel. A l!ocalized mechanism, composed of hardware and soft-
ware, that controls the access of users {and processes executing in their
behalf) to repositories of information resident in or connected to the sys-
tem. The correct operation of the kernel along with any associated trusted
processes should be sufficient to guarantee enforcement of the access con-
tramts.

security level. In the context of tormal security modeling, the fundamental
security attribute of subjects and objects. Security levels combine a classifi-
cation designation (e.g., Confidential, Secret, Top Secret) and a set of need-
to-know categories.

security mechanism, See protection mechanism.

security mode. A DoD term for “authorized variations in the security envi-
ronments and methods of operating ADP systems that handle classified
data.” The DoD ADP security policy (DoD Directive 5200.28) defines four
modes: dedicated. system-high, controlled, and multilevel secure.

security policy. See policy.

security safeguard. See protection mechanism.

security violation. See violation.

security *-property. A security model rule allowing a subject write-access to
an object only if the security level of the object is the same as or higher than
the security level of the subject.

simple security condition. A security model rule allowing a subject read-
access to an object only if the security level of the object is the same as or
lower than the security level of the subject.
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software security. The implementation of protection mechanisms in operat-
ing system programs or in applications programs.

specification. Generally, a description of the input, output, and essential
functions to be performed by a system or by a component of a system. The
specification is produced by the organization that is to develop the system;
hence at the top level it can be thought of as the contractor’s interpretation
of the requirements.

spoofing. The deliberate inducement of a user or a resource to take an incor-
rect action.

subject. An active user of a computer system, together with any other entity
acting on behalf'of a user or un behalf of the system; for example, processes,

jobs, and procedures may all be considered subjects. Under certain circum-
stances, certain subjects may also be considered objects of the system.

system-high clearance. Security clearance level and categories that are
sufficient to access the highest-security-level material in the system.

system-high security mode. A mode of operation in which the computer
svstem and all ofits connected peripheral devices and remote terminals are
protected in accordance with the requirements for the highest security
level of material contained in the system at that time. All personnel and
users having computer system access must have the security clearance, but
not a need-to-know, for all material contained in the system.

TCB. Trusted Computer Base.

threat. That which has the potential to menance, abuse, or harm by utilizing
existing vulnerabilities of the system.

time-sharing. Operating a computer system in a resource-sharing mode by
periodically providing each concurrently operating user or process a fixed
amount of time for using the system’s resources.

tranquility principle. A security model rule stating that the security level
of an active object cannot change.

Trusted Computer Base. The totality of protection mechanisms for an oper-
ating system, including both a basic protection environment and the addi-
tional user services required for a trustworthy turnkey system. TCBs have
been implemented as security kernels and trusted processes.

trusted computer system. A computer system that has sufficient hardware
and software integrity to allow its use for simultaneous processing of muiti-
ple levels of classified and/or sensitive information.

trusted operating system. An operating system that has been evaluated and
assigned a protection level.

trusted process. A process in a position to affect system security, sometimes
but not always endowed with privileges to override kernel-enforced rules
(e.g., the security *-property). A trusted process requires reliable confirma-
tion that its protection capabilities or characteristics comply with stated
requirements (e.g., through formal verification).

trusted system. See trusted computer system.

unauthorized disclosure. See violation.

UNIX. A general-purpose time-sharing operating system designed and built
by the Bell Telephone Laboratories and intended originally for use with
DEC PDP-11 series computers. Secure system developments have been
based on UNIX (e.g.. KSOS-6, K80S-11), and UCLA and the Mitre Corpora-
tion have designed secure UNIX prototypes.

untrusted process. A process that can be incorrectly or malic.ously executed
without affecting system security. Verification is usually not applied to
untrusted processes.
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validation. The collection of evaluation, integration, and test activities car-
ried out at the system levei to ensure that the system being developed !
satisfies the requirements of the system specification. !

verification. Informally, a clear and convincing demonstration that the sys- ;
tem design, especially the software, is correct with respect to well-defined
criteria, such as a security model. In a formal context, verification refers
to the mathematical demonstration of consistency between a formal specifi-
cation and a security model (design verification) or between the formal
specification and its program implementation (implementation verifica-
tion). The phrase “formally verified” is now beginning to imply that com- J
puter-assisted techniques have been employed in the verification effort.

violation. Some form of security breach.

vulnerability. A weakness or a flaw in a computer system; the state of being
open for abuse or indiscriminate use through the circumventing or dis-
abling of some security mechanism in the system.
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Appendix B

FEDERAL GOVERNMENT REPORTS ON COMPUTER

SECURITY NEEDS

General Accounting Office (GAO) Reports

1.

10.

11.

12.

13.

14

15.

FGMSD-76-5, Improvements Needed in Managing Automated
Decisionmaking by Computers Throughout the Federal Govern-
ment, April 23, 1976.

FGMSD-76-27, Computer-Related Crimes in Federal Programs,
April 27, 1976.

FGMSD-76-40, Managers Need to Provide Better Protection for
Federal Automatic Data Processing Facilities, May 10, 1976.

. LCD-76-115, Safeguarding Taxpayers’ Information—An Evalu-

ation of the Proposed Tax Administration System, January 17,
1977.

FGMSD-77-14, Problems Found with Government Acquisition
and Use of Computers from November 1965 to December 1976,
March 15, 1977.

LCD-77-102, Vulnerabilities of Telecommunications Systems to
Unauthorized Use, March 31, 1977.

. FGMSD-77-32, Computer Auditing in the Executive Depart-

ments: Not Enough Is Being Done, September 28, 1977.
HRD-77-110, Privacy Issues and Supplemental Security Income
Benefits, November 5, 1977.

FGMSD-76-82, New Methods Needed for Checking Payments
Made by Computers, November 11, 1977.

FPCD-77-64, Proposals to Resolve Longstanding Problems in
Investigations of Federal Employees, December 16, 1977.
LCD-76-102, Challenges to Protecting Personal Information in
an Expanding Federal Computer Environment, April 28, 1978.
CED-78-84, Problems Persist in the Puerto Rico Food Stamp
Program, the Nation's Largest, April 27, 1978.

FGMSD-78-27, Inadequacies in Data Processing Planning in
the Department of Commerce, May 1, 1978.

HRD-78-116, Procedures to Safeguard Social Security Benefici-
ary Records Can and Should be Improved, June 5, 1978.
LCD-78-123, Automatic Systems Security—Federal Agencies
Should Strengthen Safeguards over Personal and Other Sensi-
tive Data, January 23, 1979.
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16. FGMSD-80-38, Wider Use of Better Computer Software Technol-
ogy Can Improve Management Control and Reduce Costs, April
28, 1980.

17. AFMD-81-16, Most Federal Agencies Have Done Little Plan-
ning for ADP Disasters, December 18, 1980.

Federal Information Processing Standards (FIPS)

18. FIPS PUB 31, Guidelines for ADP Physical Security and Risk
Management, June 1974.

19. FIPS PUB 41, Guidelines for Implementing the Privacy Act of
1974, May 30, 1975.

20. FIPS PUB 46, Data Encryption Standard, January 15, 1977.

21. FIPS PUB 48, Evaluation of Techniques for Automated Per-
sonal Identification, April 1, 1977,

22. FIPS PUB 65, Guidelines for Automated Data Processing Risk
Analysis, August 1, 1979.

23. FIPS PUB 73, Guidelines for Security of Computer Appli-
cations, June 30, 1980.
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11.

12,
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