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PREFACE

The National Airspace Data Interchange Network (NADIN) is being developed, in its

initial phase, as a common data communications network that will integrate various FA.-\

communications services, specifically those involved in the exchange of information

pertaining to air traffic. Current FAA plans call for the implementation of NADIN in the

early 1980s. The initial design is specifically directed to the absorption of the Aeronautical

Fixed Telecommunication Network (AFTN), NASNET, the most of Service B. The design

also provides for the expansion of NADIN facilities and circuits so as to accommodate

growth, both in terms of requirements for included services and in terms of additional

services.

Concurrently with efforts to implement the initial NADIN design, efforts are being

directed to the analysis of other services that might be integrated into NADIN. The

integration of FSAS communication requirements into the NADIN system will require a

variety of information:

* guidance for the NADIN program team to determine NADIN enhancements and

specification amendments necessary to support FSAS data communications;

* a technical data package supporting the writing of interface specificationi by

NADIN and FSAS R&D teams;

* a performance data package containing pre-implementation estimates of

response times in NADIN after the integration of FSAS traffic;

* an analytical model to assess post-FSAS performance of NADIN.

Rapid reference to each of the above issues is achieved by making the sections of each

chapter -el( contained and by including the information which is too detailed or too

techni,,'mi if: ippendices. Table I is a guide to the report and gives the suggested reading for

etwh of' the iStU(, n ' tioet ,,(i above.
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CIIAPTER 1

INTRODUCTION

1.1 SUMMARY OF FINDINGS

Although the initial NADIN will require some enhancements, it can be expected to

accommodate FSAS requirements with minimal cost and performance penalties. The

integration of FSAS data communications into NADIN constitutes a substantial cost saving

in comparison with a network of lines dedicated to FSAS.

1.2 FSAS IMPACT ON NADIN PERFORMANCE

The delays of messages in NADIN will increase after the introduction of FSAS traffic

but will still be within the limits set in the NADIN specification. The NADIN switches will

require larger buffer spaces to ac,-ommodatc FSAS files waiting for transmission. The

amount of buffer will depend on whether or not a NADIN switch can temporarily inhibit

transmission from the attached Aviation Weather Processor (AWP). The processing load on

the NXDIN switches and concentrators is likely to still be acceptable after the introduction

of FSAXS traffic due to the low initial utilization of NA')IN.

L.3 NECESSARY NADIN ENHANCEMENTS

The introduction of FSAS traffic can be handled with line speed increases; it can best

be accommodated by an appropriate design of NADIN switches. Controlling the flow of

messages between the AWPs and the NADIN switches provides additional advantages.

N VC recommends increasing the data transmission rate of NADIN trunk lines between

switches aind concentrators from 4.8 to 9.6 Kbits/second. This increase will guarantee that

message network delays are on the average less than the two seconds set by the NADIN

specification. hlowever, the two seconds delay will be exceeded for a few minutes each hour

when Fli' IS\S files 'ire translnitted, unless the NADIN switch output discipline is
n ,i 'ied.

-Nn npl-t'priatte design of N MA)IN switches will give equal to treatment to all users and

prevent the monopolization of a -witch to concentrator line for several seconds by a long



FS XS file message. These modifications of the NADIN switch design can be accomplish.--

during the pre-implementation period and need not be a modification to an existing system.

Controling the flow of messages between AWPs and NADIN switches will prevent hn

unnecessary backlog of untransmitted FSAS file weather frames at the switches. The

software necessary to implement such a flow control is an extension of the FSAS software

which formats data into NADIN messages.

An alternative to modifying the switch design and flow control between FSAS and

NADIN is a line speed of 19.2 Kbits/second between NADIN switches and concentrators.

This speed ensures that FSAS file messages are flushed from the NADIN switch fast enough

to not overly delay other NADIN traffic. By ensuring a rapid transmission of FSAS weather

files from the AWPs to the Flight Service Data Processing Systems (FSDPS), this line speed

of 19.2 Kbits/second also prevents an accumulation of a large backlog of frames at the

switch and the strain on switch primary storage resources.

A modified switch design and NADIN-FSAS flow control is technically and

economically efficient. It also p-ovides a rational basis for future extensions of NADIN's

services. The alternative of line speeds of 19.2 Kbits/second or beyond is viable but less

cost-effective.

1.4 COST OF ENHANCEMENTS

The cost of NADIN enhancements varies from -;mall for the implementation of an

option that uses FSAS/NADIN flow control and an appropriate switch discipline, to sizeable

for an option that relies on the use of high speed lines between NADIN switches and

concentrators. In all cases, the cost of NADIN enhancements is dwarfed by the cost of a

dedicated lines contingency solution for FSAS communication needs.

1.5 FSAS/NADIN INTERFACE

The FSAS and NADIN nodes are compatible at all levels of physical, link and message

interfaces. A further characterization of the interface at the message level should be

addressed jointly by the NADIN and FSAS program teams. The issues to be jointly discussed

include:

. FSAS-NADIN flow control alternatives,

II . . . .. .. ; . .. . . .. .. .



" priorities of FStXS messages,

* choice of NAI)IN mesage headings to be entered in FSAS messages,

* mutual responsibilities of FSAS and NADIN programs in entering message

headings.

The outcome of the joint decisions by NAI)IN and FAA teams can be in the form of an

interface document in,-luded in both the FSXS and NADIN specifications.

1.6 BASIS OF NADIN ANALYSIS

The recommendation that FSAS use an enhanced NADIN is based on performance

constraints, interface requirements, cost considerations and the following key assumptions:

fl) FSAS traffic and operaition in accordanqce with the FSAS specification, (2) NNDIN

operation in accordance with the NADIN specification, (3) traffic restricted to FSAS,

Service B and AFTN traffic aund (4) treatinent of initial NADIN costs as a sunk investment.

The FSAS traffic to be supported by NAI)IN consists of the data exchanges between

AWPs, FSDPSs, and ext(,rnal systems. The local traffic between FSDPSs and Automated

Flight Service Stations (AFSS) will be on dedicated lines at the start of the automation

program, although NADIN may be considered in the future. The alphanumeric weather data

from the National Weather Service (NWS) will be transmitted to the AWPs through the

Weather Message Switching Center (WMSC). The WMSC is assumed to remain in place for

the foreseeable future.

A mathematical model of NNl)[N that represents a queueing procedure by the switches

and concentrators that is consistent with the design constraints given in the NADIN

specification has been formulated. The queueing procedure modeled is one of possibly

several approaches contractors may use to satisfy the NADIN requirements. The model

provides a rational basis on which to examine the impact of FSAS traffic. The results are

expected to be similar in any approach that is consistent with the specification. A, different

queueing procedure which gives more "equitable" treatment to all NADIN users is also

described and shown to solve the delay problems caused by large FSAS file transfers that are

transmitted it high spceds.

The traffic loading of N1IlN cowIsi(e'rCd IIn this study consists of the FS.XS and the

initial Service I, and Aerontutiald Fixed Telecommunication Network (A FTN) traffic. The

.--



later integration of Flight Data Entry Printout (FDEP) and Automated Flow Control (AFC)

systems into NADIN may require further NADIN enhancements. While this question is not

quantitatively addressed in this study, the reserve capacity in a 9.6 Kbit/second line

between switches and concentrators may be sufficient to carry FDEP and AFC traffic and

still satisfy NADIN delay requirements.

The FSAS traffic data is an updated version of the traffic requirements in the FSAS

hardware specification (Reference 2). This update accounts for the future expansion of the

FSAS. The NADIN traffic data is taken unchanged from the NADIN specification

(Reference 1). The traffic requirements of Service B and AFTN may have increased since

the writing of the specification. However, since this initial NADIN traffic results in a

utilization of 10% or less, the conclusions and recommendations made here would not change

even with a doubling of original traffic throughput.

1.7 METHODOLOGY

The methodology applied here consists of the sequential completion of a requirements

analysis, alternatives generation and analysis, and comparative analysis. Analytic queueing

models are used for performance analysis while discounted present value analysis is used for

cost comparison analysis.

The FSAS traffic requirements consist of the traffic statistics: message lengths and

message arrivals. The requirements consider maximum traffic on generic NADIN backbone

links: switch to switch, switch to concentrator and ('oncentrator to switch. The switch to

switch link is loaded with processed files exchanged between the AWPs. As a worse case

assumption, this AWP to AWP traffic is considered equal to the AWP to FSDPS traffic.

Overhead is added to the raw traffic data so as to adequately represent the total

impact on the NADIN system. The link and message protocol overheads are added to the

length of messages, the number of messages per unit time is increased to account for

control messages, and NADIN messages are broken into smaller ADCCP frames.

The generation of alternatives results from ar. analysis and interpretation of the

NADIN specification. One interpretation of the queueing procedure at the NADIN switches

resulted in large delays for non-FSAS messages. To remediate this problem, a number of

:alternatives are considered. Another queueing procedure giving more equitable treatmient

to non-FSAS lessages and smaller resultant delays is analyzed. Trunk line speeds of 4.8, 9.6

and 19.2 Kbits/seconds hetwc ,i Aiwiis and concent-ators are considered. In the ease of

6



4.8 and 9.6 Kbit.'&'eeonds lnes it is asssurncd that the switch output queueing procedure, i,;s

modified version of the, provedure indicated by the NADIN specification. The line speed of

19.2 Koits/seeond is it "brute force" mnethod of quickly emptying the switch buffer of

temporarily accumulated l'SAS il;.If the switch inemory resources are sufficient, a 19.2

Nbit,'second line speed may riot be necessary.

Tie non-NADtIN alternative is an FSAS contingency plan of dedicated lines between

Nw ps, snpss ,ndi the. W msU. The ofrmit in; ency plan is evaluated hecre only for cost

comnpari son w th N M IN a teruiatIives.

The V(-sult': 4f the ;inalVSi, of NAtDIN's performance are the delays of messages through

N ADIN :id the 1uffer pace needed at switchics and concentrators to accommodate waiting

nessuitges. 'F~h'z severWi :tlltrnatives for NADIN's operation anid traffic loading create the

need for sepairate ,a.i),yses. Thmere arc separate models for two queueing procedures at the

switches and -separaite mcodels for times of FSAS file transfers and times between file

transfer-.. An zsnuavsis iK also miade of' the queue build up at the NADIN switches in the

ibence of a oontrol of luass.ige flow fromn the AWP. The separate analyses of NADIN at

times of [S \ ilk-:~ser and between fie transfers are needed because calculations

based on ave.rage hourly; t. afi'W do nit givc an acirate picture of NADIN's operation.

Instead, traffic datia is giouped into sciiedulcd anid unsotheduled messages. Of the scheduled

messages, Surface Obser vat ions ind Winds Aloft files, ore singled out for analysis because of

their length andI olaseries> of transnissioi times. The duration of a busy period is calculated

to estimate the period,; during which mej(ssageT delays ae large. (A "busy period" is the time

between the irrivad of the first frame of a file at the switch and the departure of the last

frame from the, switch). The vwit ious N ADIN models ire also used repeatedly to determine

the effect of line ;peeds an" inessotge overhead on delays and buffer requirements. Assumed

sizes of NADlIN headers are: t) 20 characters, a minimum and 2) 63 characters, a likely

figure unless 6oth the FS\8) arid NADIN programs make a deliberate effort to reduce

overhead.

\Iost of the analyticail quoucinga tools used to determine average and 90- percentile

times are specially developeA for this task. The model and results that arise in a standard

%1 '(3/1. queue are akao used in sokvcral instnes (Reference 21).

The cost comparison analysis is a present value comparison, referring N M)IN sub-

alt etnin it es -Ind vonl t i! agen cy plain cost,; to present da y for ft thr(-o year ut ilizat on. The

costs considered for N A\ M N sub-alternat ives are t lie costs of higher speed 'nodkern and! extrh

voice grade lines (when needed). ex~t i ports mnd c-ost of' soft wnre tn inter face withI F'SAS.



Only incremental costs are considered since the initial NADIN investment is considered a
sunk cost. The pricing of the contingency plan includes the cost of leased lines, modems and

W \lSC and \W P inter faces.

1.8 C(tARTER

This report is Deliverable (74 of Task 1 of Contract DOT-FA79WA-4355 which requests

the technical and cost basis for FSAS integration into NADIN. This report integrates the

results of previous contractual Deliverables C1, C2 and C3 as well as NAC's study on FSAS-

NADIN interface (NAC WM.303A.04). It will be appropriately revised into a final report

that accommodates FAA review comments.
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R fSUI,I'S O1' N A )IN PI' V(I R .1.A N( CE A NA 1. SIS

The dclavs of messages in N.ADIN ano the buffer requirements at the NADIN switches

are acceptable _r"videa line speetis between switches ad concentrators are increased to

1.6 l.bits/sec(',d rcl Arc ev.n tctt r 1vti, . ip:ro-,rmtckl, noWfio design of switch

operation and imtt.rface.

.An vppropriate switch dc'-rn rrovideu; smaul delays for non-FSAS messages even at the

times of FSAS file transfers. A fiow control procedure between AWPs and NADIN switches

has the merit ,of preventmi, files from arrvair at the switches faster than they can be

retransmitted, th is ,--;nimizino- a( no'y hard ware requiremonts at the switches. Flow
control is afso ,, fe,,,e .hhiW vii! ive fle ,ible (e.p., prioritv sensitive) control to the

future NAMIN over its ;an: sers. i.owevev, the i nplementyition of flow control between

FS\S and NVl)IN i- a nc, ' -J v a. i, ti, r' -ini.( "; ;jN switches will have enough

buffer space to reo .. to 0 irrok ls. Hlowrve flow control should be given

consideration by the N A1,[ :r" d I S rYp'uorr3,, ;because of its iong term desirability.

The increase of tine specAs to .2 hbts/second is ;f drute force method of forcing

down thet deltt's of e :es ;,i. ,< f file transf'crs and the Mtion.ory requirements at the

switchez.

This ehapter :sum mar[ ";,,' resUlts ,f FSAS traffic reqUiriments analysis, NADIN

performanoe, and cost eom:mii.o, unnlysis. The analysis and detailed results are in

Chapter 4. Section 2.1 de: ,rihes ;'SAS ,r?.ffic. Section 2.2 gives the delays of NADIN

messages and the huffer rqo:irr, :rt 4 sin' i fcie- and concentrators for: (1) modified switch

operation and FSAS-N.A,)TN fl( k. control, ('2 mmodified switch operation and, (3) no FSAS-

NADIN flow control. Se,-tio! '.' ;ro:en.; the results of the FSAS-NAI)IN interface analvsis

and Section 2.1 w 'lresses th,., cost eoirparion of FSAS communication alternatives.

2.1 FSAS TIR AFFIC .II A 'T('' I/ATIflN

\nalvsi of 1SAS rea.i r rants has shown FSAS trmffie to be a factor of four larger

thaIn iiti:rl Service 1 'inl \-TN irafi,' rnd to -onsist in ptiri of' age file transfers. IFSAS

is thus N NOI[N's 'ir srm m' i.W n i, i .m)rl ' m, ; rtmrt ;' switch resourves to prevent

undue d(elv of non -ISAS n,'s.

A- i&6IdW&



The main components of FSAS traffic are alphanumeric and graphic weather data

transiting from AWPs to FSDPSs. This weather information also transits between the AWPs

which dynamically share the processing load and send each other processed weather data.

Other FSAS traffic consists of weather reports from FSDPSs to AWPs, flight plans

exchanged between FDSPSs and ARTCCs and air flow control messages. The traffic

between FSNS and external systems like the WMSC and NMC is not considered unless it is

transmitted on a NADIN backbone link (e.g., FSDPS to WMSC).

AWP Traffic: The AWPs maintain a national weather data base at all times. The raw

weather products received from the FSDPSs, from Service A in the WMSC, and from

the NMC are processed by an AWP which then transmits the processed data to its

attached FSDPSs and to the other AWP. An AWP also transmits the unprocessed

weather data to its attached FSDPSs.

The AWP to FSDPS and AWP to AWP traffic consists of unscheduled messages

processed as they come and large files arriving at pre-scheduled times. These two

types of traffic are handled separately in the analysis. Figure 2.1 shows the peak hour

traffic throughput of scheduled and unscheduled messages (See Appendix C for

details). Figure 2.2 shows the duration of busy periods created by Surface Observation

and Winds Aloft files with trunk line speeds of 4.8 and 9.6 Kbits/second. Figure 2.3

shows the duration of busy periods throughout the day for a 9.6 Kbits'second trunk

speed.

FSDPS Traffic: The FSDPSs transmit Surface Observations, Pilot Reports and Notahns

to the AWPs and to the WMSC. The FSDPSs also transmit Flight Plans to other

FSDPSs and ARTCCs. The traffic between FSDPSs and AFSSs is documented in

Appendix E.

In addition to traffic figures, FSAS node locations and numbers are given in

Appendix B.

' T'he times of transmission of files shown in Figure 2.2 accurately represent the best
nvailable information at the time of report preparation. Reviewer comment- indicate
that busy periods nay be more evenly distributed throughout the day. These
(lisvi'cpneies inay he due to the lack of information when preparing this report or
suilsequent schedule changes. Any such changes will mean tfit these result m'ire
'Oll-'" vat ive.
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2.2 DELAYS AND BUF'ER IEQUIREMENTS

The analysis of NADIN performance and the delay requirements of the NADIN

specification indicates the following line speeds between switches and concentrators ;hould

be used:

Appropritely Modified Design of Switch Queueing: A line speed of 9.6 Kbit/second is

recommended. If the switch gives equitable treatment to all concentrator output

ports, a line speed of 4.8 Kbits/second will only be marginally sufficient in satisfying

the NA!- ;N specification requirements.

A 9.6 Kbits/second line speed will lower the delays of FSAS unscheduled messages at

times of file transfers from 5 to 2.5 seconds (approximately) and reduce the size of

buffer required at the switches in the absence of NADIN-FSAS flow control from

about 170 Kbytes to 25 Kbytes (given that the interface is limited to 9.6

Kbits/seeond). This better performance justifies the use of 9.6 Kbits!second lines.

Original Switch Design: A line speed of 19.2 Kbits/sec is necessary to bring the initial

NAMIN messa;ge delays below 2 seconds (the value set by the NADIN specification) at

times of file transfers.

2.2.1 Delays and Buffer Requirements with Appropriate Design of Switch Operation

,nnd Interface

Both the average delay of all initial NADIN messages (Service B and AFTN) and the

buffer requirements at the switches are acceptable with no increases in line speeds

provided: (1) the switch to concentrator line is not monopolized by messages going to high

speed concentrator output ports and (2) the switch can pace the AWP transmission of large

file messages. However, the delays of FSAS unscheduled messages are about six seconds

during busy periods. In addition, since 4.8 Kbits/second trunk lines would have a very high

utilization, 9.6 Kbits/seeond lines are recommended.

Figure 2.4 shows the delays of Flight Plans and initial NADIN Service 13 and AFTN

n ~-~Q s~sde a,0ur through a complete cor(l(ntr tor-switch -switch-concentrator path in

N \)IN. \t nil times, these delanys are approximately half the 2 seconds imposed by the

NAI)IN specification, provided the 'itch service discipline is modified to give equitable

treatment to all messages.

14
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Nora iOpeatin Nnna Opraton Ik transfer File transfer Period

period Original Modified Switch Discipline
Switch Discipline

a: Swit~h to concentratur:4.8 Kbps. WADIN overhead: f3 characters
h: Switch to conri-ntrator:4.8 Kbps, NA!N overhead: 2G characters
c: Switch to conceritrator:9.6 Khps, NAPIN overhead: 6 characters
d: Switch to concentrator:9.6 'bps. NAPIN ovprhead: 20 characters

FIGURE.2.4: DLLAYS OF INITIAL NADIN MESSAGES
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Figures 2.5 and 2.6 show the delays for two types of FSAS messages: Flight Plans

from an FSDPS to another FSDPS and unscheduled weather messages from an AWP to an

FSDPS. The delays are one second or less at normal times but rise to about 2.5 and 5

seconds at times of file transfers if switch to concentrator speeds are 9.6 and 4.8 Kbits/sec,

respectively.

The buffer sizes needed at switches and concentrators are shown in Figures 2.7. The

values in Figure 2.7 indicate buffer sizes needed at all times if flow control between AWPs

and NADIN switches is implemented. The scheduled FSAS traffic, not accounted for in the

calculations leading to Figure 2.7, will make the actual buffer occupancies higher.

The results of NADIN modeling show that with an appropriate switch queueing

procedure and with data flow control between AWP's and switches, the existing line speed of

4.8 Kbits/,econd between switches and concentrators only marginally satisfies NADIN delay

requirements. The FSAS unscheduled traffic will suffer some degradation at times of file

transfers, with delays of the order of 5 seconds. A line speed of 9.6 Kbits/sec between

switches and concentrators brings this delay down to about 2 seconds and further improves

the response time of other non-FSAS messages.

2.2.2 Delays in the Presence of Unmodified Switch Operation

In the absence of "fair" treatment of all NADIN users, line speeds of 19.2 Kbits/second

between switchek and concentrators are necessary to bring down delays of all messages to

the levels required in the NADIN specification. The delay of a NADIN message is caused by

FSAS file messages which monopolize the switch to concentrator lines for the duration of

their transmission (approximately 7 seconds on a 4.8 K-its/second line). Figures 2.4, 2.5 and

2.6 show the delays of initial NADIN and FSAS messages at the times of file transfers with

an unmodified switch operation. The delays are brought down to about 2 seconds with a 9.6

Kbits/sec line between switch and concentrator. Delays are thus roughly equal to delay

times set by the NADIN specification. A safe engineering design value for the line speeds

must be higher than 9.6 Kbits/sec. The next speed of 19.2 Kbits/sec (using two voice grade

lines) must therefore be used.

".2.3 Ruffer Requirements in the Absence of AWP/NADIN Switch Flow Control

In the absence of flow control and with a 9.6 Kbits/second trunk peed, the buffer

space required at the NADIN switches to accommolato waiting frH:ncs at times of file
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transfers is of the order of 20 Kbytes (assuming the AWP/NADIN interface operates

synchronously and at a speed of 9.6 Kbits/second). The memory capacity of NADIN switches

will be enough to handle that lond. If desired, a further reduction may be achieved by line

speeds of 19.2 Kbits/second.

Figure 2.8 shows the amount of buffer space needed at the switches at the times of

Surface Observations and Winds Aloft transfers. In the case of 4.8 Kbits/second trunk lines,

Surface Observations will come before Winds Aloft are transmitted, and there will be

frames of both files waiting at the switch.

2.3 COMPATIBILITY OF FSAS AND NADIN NODES

The FSAS and NADIN nodes are compatible at all levels of physical, link and message

interfaces. A further characterization of interface at the message level should be addressed

jointly by the NADIN and FSAS program teams. They should decide which NADIN headers

are present in the FSAS message and the division of responsibilities for inclusion of headers.

The question of flow control between AWPs and NADIN must also be addressed. Table 2.1

gives the structure of the NADIN message header and some recommendations on its use for

FSAS messages. Table 2.2 gives a suggested assignment of NADIN priorities to FSAS

messages.

2.4 DISCOUNTED PRESENT VALUE COMPARISON OF FSAS COMMUNICATION

ALTERNATIVES

The various NADIN alternatives are all more cost effective than a non-NADIN

alternative for FSAS communications requirements. The present value cost of the following

FSAS communications alternatives are shown on Figure 2.9:

0 NADIN Scenario I - flow control and 4800 b/s trunking (minimum adequate)

0 NADIN Scenario 2 - flow control and 9600 b/s trunking (reserve capacity)

* NADIN Scenario 3 - no flow control and 19200 b/s trunking (brute force)

* Leased line alternative - a communication contingency plan consisting of point-

to-point 9600 b/s and multidrop 2400 b/s lines.
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Name of Header Length Comment To be Used Choice of
Min Max Assumed by FSAS characters to

be entered

Message Heading

Start of heading 2 2 2 Same for all messages Y N
Supervisory information 2 69 7 Transmission identification. N.). F,N

Not mandatory when recovery
is not required.

Priority 2 2 2 One of seven priorities Y F,N
Addresses 4m 9m 9 One message can go to m locations Y F,N
Date Time group 6 6 6 Day, hour and minute Y F

message was prepared.
Message originator 4 9 9 Address of originator Y N
Length Subtotal 20 35

Subfield A of Optional Data Field

Message type 3 8 e.g. Graphics, Baudot Y F,N
Privacy 2 2 Type of privacy N.T). F,N
Acknowledgement t I Defines type of system N.). F,N

acknowledgement
Billing 1 1 Class of billing N.D. N
Text code and format 2 2 For non ASCII texts N.). FN
Text length 4 4 Mandatory for graphics Y F

Subfield B of Optional Data Field

Authentication key 6 8 For privacy N.D. F,N
Possible duplicate

message 3 3 Used in case accountability N.D. F,N
is needed during recovery

File number ? ? ADP file number N.D. F,N
Data Sequence Number 2 2 For messages exceeding 3700 Y F

characters.

Subfield C of Optional Data Field

Additional information now undefined.

Total length for A,B,C 27

Message Text 0 3700

lTess ,Ne ending 1 I I ASCII ETX Y N

Fotal overhead 45 129,! 63

Key: Y Yes
N.I). = Not )ecided
F FS,,S responsibility
N NAI)IN responsibility
F,N =joint FSAS and NADIN responsibility

Table 2.1: STRUCT&4!E OF NADIN MESSAGE

-r.---



NADIN Priority 2: Flight related messages such as flight plans and flow control

messages from the A'I'CSCC.

NADIN Priority 3: Weather related messages which are transmitted on an

individual basis such as Pilot Reports, Surface Observatio'i

fro n automanted fligrht service stations and AFOS graphics.

NADIN Priority 4: Large files of weather data coming from the WNISC and

retransmitted by the AWP after processing. For example Winds

Aloft and Surface Observations.

TABLE 2.2: PRIORITIES RECOMMAENDED FOR FSAS \IESSA(,F-S
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CHAPTER 3

BASIS OF NAI)IN FSAS STUDY

This study is based on information collected from the applicable FAA documents on

FSXS and NA.DIN, in particular the functional specifications (References I to 4). This

chapter documents in some detail the available data about FSAS and NADIN, their traffic

requirements, the communications alternatives considered, as well as the analytical models

used for performance and cost evaluation.

3.1 BAf SIS OF SYSTEM CONFIGURATION AND OPERATION OF NADIN, INITIAL NADIN

PRA FFIC

The physical configuration of NADIN and the line speeds of its backbone network are

explicitly given in the NADIN specification (see Figure 3.1). The operation of the NADIN

switches and concentrators is inferred from the functional requirements in the NADIN

specification. The same document also defines the 14ADIN interface protocols and the

expected data traffic at the inception of NADIN. These issues are examined in some detail

below since they form the basis of the analytical models in the next chapter. In particular,

,nes ;age output qucueing discipline at NADIN nodes is described in detail because the

discipline affects message delays. An interpretation o' a switch operation (not necessarily

unique) which accommodates all the performance constraints imposed by the NADIN

specification is given below. Section 3.4 describes an alternative switch operation giving

more equitable treatment to non-FSAS messages. More equitable treatment is essential if

integration is to be accomplished without requiring an excessive overbuild of transmission

capacity.

The description of NAl)IN given here provides the basis for the mathematical modeling

of message delays in the next chapter. The components of delay time are the waiting and

processing times at switches and concentrators (nodal delays) and the waiting and

transmission times on the NADIN backbone lines (line delays). The emphasis here is placed

On line dehivs rather than nodal delays. The analysis of nodal delays must be based on the

internal m,,oling of switches and concentrators and in turn requires knowledge of the

spvcifics , f the N Al)IN implementation. This information is not yet available. As a result,

25



nodal delavs cannot b predie I((d w'h a crtlracv. lowe ve,, these delays are typicallv

smallor than line delays and iniy hn ignored w thout ignifiecatly affecting the overall

re s, t .

3.1.1 NADIN Physical Corifiuriations and Line S-ceds

The N .DIN n.-,zitctur is .oinpatiile with the FS,.S. The AWP and FSDPS are

coloeated with the switches and -oiicitrators, :e..-;peetlv :ly. N ADIN is a network comprised

of two switching centers (%tlamta and Sqdt Lake City) which are connected to a total of 23

regional concentrators (Figure 3.1). Trunk lines inl erornect the switches and connect each

switch to 11 or 12 cone tieei!;io'. Since in(-,t of the FS-%S traffic is between AWP and

FSDPS or between AWP's, i.e., bt:tween Aitches and concentrators, it is unnecessary to

consider eh'ine.-" to Ihe A \IN ;,'h tctore to atcoi.-rnodatre FSAS traffic.

The routing in N" 1)1 N' is cve!itral ized, in the ':,n zthat any message has to pass through

a switch before reaching its destination. NADIN's routing, like it.s architecture, fits the

FSAS traffic, which i,, geral cither orkgia , t< at, :or *- de.stined to, the A WP's at Atlanta

and Salt Lake City. One iwtahle exceptioni are !hme 1Fi-, fi-tt pians going from an FSDPS to

the colocated N AS 9020 computer. T'h~c ',mist trvel all the way to the switch and back

before reaching their dest motion. ffowevr, 'he, amoi rut of such traffic is quite small in

comparison to the rest of PS \S trikffiA md ,.'i;l i '. itriifiemntlv affect delays. Accordingly,

for the purpose of analysis, it is a ,li;nd that ,du nt 'atrs lo not have a local switching

capability. If they do hav this ctipabiiitv -, tu time of iinplemcntation the expected

values of delays obtained here ;vill be on the conservatie side, but still realistic.

In conclusion, the NADIN architec'ture and roilith g are considered fixed and need not

be altered to accommodate FS\S traffic.

Tho line speeds (if links in the initial N %D)IN are shown in Figure 3.1. Two Full Duplex

(FD) lines with 9.6 Kbps mOd,i1 ceomieet th ',itches mid Fl) lines with 4.8 Kbps modem

connect switches and concentrators. Alternative line speeds of 9.6 and 19.2 Kbps between

switches and concentrator- ,'re ilso considered in the analysis (See Section 3.3).

3.1.2 NADIN Switches and Coneertrators

Phe swit lles mid V comIc', i|I'.,I011 1!r' i r r in wvr minm ltimtrl'. 0 , li message. tOi ,es

rceoive, to emisimT p'opk'r ('OHL1gI w, ow'i w, It) ,itr4fy ii i. , r i e muir uments for jou rrialing
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Ie . - i, -, .C S. . t , . ..; - dre,-ed in Soetion 3.1.3.

Message pri,.,t , In N \ , .

* N _,)I N i1'. .. . . ..... ai, froli, terminals, breaks
t fil . .. a frre,?s to the switch. The

- 7' - 7,:: i~. . speed conversion and

!ti f ,_ ' . ... . :t(hiw .nd a Communications
-'rtri or. In the special case of

" -. . . . ' .- , ., nodes, there are several

. ,tding NADIN headings and

,.,j "nrqme' from concentrator to

swit),c " " .. . ' ':li" sis 1(CAO recommend-

N \I)f! S" , -' ,. O;tr!tty g-VCln in the NADIN

-,I+ , 'f'l . - , '; r 'cU s in e'alicit knowledge of how

, I ~--,I( .,,, n nv interprotations of the

'i , - - t , -. ' '"-iix fl (St.e also Reference 27).

\n lterrat:,,' ; ' ... . ., . ,- : .[.. . .- Se(tion 4.2.

The 4 it.' ' ' * 't .: i' '.. .. 't 'e .s'whenever it is connected to

an ('tx ':';i( .i 'v 'i I . . sr , v-i,. Lhe a.sif, NADIN functions of
a('knOoA' ,ece ' . ., '':' . , , . :i i . eok nd edit. routing, code and

for a-at m' ' , IS . "..... .,' . ii . -o,.' roe ',sirg delav of all these

oper. t; 'is . . , '. .*.. '. , , to k nlitmg ind transmission delays.

Therof,:';. . ' . , "]i t. ,, . '. ex i i i nI let Wi.

From I. N . . . , , , ' , I '.,'imri~r i:. interpreted as a sequence of

stu'N, e)i,' , i , '! .' ; , . , n ' irt.,crriml queue" and an "output queue".
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IntOTrnal Queue:

messages are stored in some type of inass storge (e.,., disk),

the switch pulls a mes'ge from mass storage into the output queue whenever all

avilablc frames in the output queue are serviced; messages are taken according

to four levels of priority and on a First Come First Serve (FCFS) basis within

oaeh priority class (see Appendix F for priorities).

Output Queue:

messages entering the queue are either taggtd by the switch as actively

transmitted messages or trmnsferred to n sfeeial output buffer,

- frames o" these messages are interspersed for transmission, as follows: (1) the

switch sends the subsequent fraime in the same message if the concentrator is

ready to accept it, (2) if the coneentratoi cannot accept a frame going to the

same output port, the switch looks for frarnes going to other output ports. The

next frame sent is eho,;en ; ecordiig to two levels of link priority and by

cyclically checking niessages guim, to all concentrator output ports, (3) if there

is no frame in the output queue which the concentrator can accept, the switch

brin,s a new message from the internal qucie to the output queue.

This switch discipline is one of possibly many similar interpretations of the

NAT)IN specification (see Appendix II for an explanation of the rationale

supporting the above interpretation of "Nitch operation). The outlined switch

discipline is used in the next chapter as a basis for the queueing model of the

switch to concentrator line. Message delays obtained on this basis are

representative of delays obtained using any other interpretation of switch

discipline consistent with the NADIN functional specification. The delays that

NADIN messages experience using this service discipline become too large after

the introduetion of FSAS traffic. Three alternative solutions to this problem,

i Jcrimg a idi fied zwileh discipline, are griv(e, in Sect ion 3.3.
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3.1.3 NADIN Protocols

Protocols are the rules which control information transfer between computer systems.

The identific'ation of NADIN's protocols is necessary to (1) analytically model NADIN and

obtain delays and (2) determine the compatibility of the FSAS and NADIN systems.

Sections 3.4 and 3.5 discuss these issues in detail on the basis of the definition of NADP'c

protocols given here.

N \DIN protocols are the rules which control message transfers (message level

protocol) and frame transfers (link-level protocol) flowing to or from NADIN nodes. Also,

the physical level protocol governs the mechanical, functional and electrical characteristics

of these transfers. In addition to the message, frame and physical protocols, there are rules

which restrict the flow of data between a switch and concentrator. Flow control between a

switch and AWP, may be needed and could be implemented at the frame or message levels

or some intermediate level.

NADIN's Physical Level Protocol - The physical level protocol determines the

electrical characteristics of the interface between nodes (voltage levels, balanced/

unbalanced, synchronous/asynchronous) and the mechanical and functional

characteristics (cable distances, connector pins, etc.). The protocol to be used -y

NATIN are described in the EIA Standards RS-422 and RS-449 (Reference 24). These

standards allow transmission rates of the order of 100 Kbits/sec at distances of up to

4000 feet (1.2 Km) without need for modems.

NAIDIN's Link Level Protocol - The link level protocol controls the transmission of

frames (message segments) between two nodes. It does not control the end to end

frame transfer through the network (which may encompass one or more links). The

link protocol used by both NADIN and FSAS is the "Advanced Data Communication

Control Procedures" (ADCCP) specified in Reference 25 and summarized in

Appendix J. Briefly: the data stream, composed of actual message content and

message protocol data, is broken into frames of at most 2000 bits. The transmitting

node ndds control, addressing and error correction bits to the frame, as well as flags

minrking the start and end of a frame, adding nn extra 48 bits to the data. There is

,,t- n 1 ,olimmti',itions Control Field (( 'F) inside ,,eiih AD(:CIP frame. This field is

inchaldcd wilen t information or network inamigement message transits NADIN
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circuits betweer switching ee:er, between switching centers and concentrators, or

between NADIN and other y.v tcrs using hioh-level )ata iUnk Control Field (DLCF)

procedures (e.g., ADCCP Is a M.CV' procedure). The CCF contains all information

required for correct ,nessage handling after the message has "cleared" the DLCF

function. The length of the CCF varies from 5 to 7 octets (40 to 56 bits). This leaves

1944 data bits in each AD P ftwne. Mes age delays Hre slightly increased due to the

link protocol cverhead (ection :eg. The compstibility of FSAS and NAD is

achieved oy using the same protoeol. Thi:; voinrnmr protocol (AI)CCP) could be used to

control the flow of data betwe, \W\ 's i;. NAPIN swiftNhe-.

NADIN's Messae Level Protocol - The nessage level protocol consists of the

informatioi; added to a NAM!N' ;,essage to irstr-.wt the switches or concentrators on

the routing and processing required hy tne me..- 'age. The information in a NADIN

message is de-enriben ;-it ; n the NATOIN specification and summarized in

Appendix .].

The NADIN message co!5s tx o , oxrn of li A)(;CCP frames, each with a usable

information field of 51Y.14 "?i% ?3 ,A"r> ,.es) !he N.I)INi message therefore could

have a maximum of 2n88 croo- irnjldingy le message heading. However, to

allow compatibility with the WOSC n essvage %rmnat the length of a NADIN message is

restricted to a maqimum (,f '7"

Table 2.1 on page 22 lisf., th e difrer -,i types of management information in the

heading of a NADIN messc,. The impaol :)f NADIN message overhead on delays is

considered in SettIior 3.4 and t!io intcrfaco of NADIN and FSAS at the message level in

Section 3.5.

Data Flow Control Betwe.:i ['SAS ,ornd N AI)IN - The transfer of large files between the

AWP and FSDPS gives merlt to the concept of the control of data flow between the

AWP's and the NADIN sitohes (Section 3.3). This flow control can consist of ADCCP

frames or NADIN .e;socs inhibiting transmission of messages from the AWP.

NADIN messages ,:'e preferrable SinCe they allow the inhibition of only selected

messages (e.g., file messages). The impaet of data flow control on the size of buffers

is considered in Secton :'4.
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Data Flow Control Between NADIN Switches and Concentrators - NADIN is a versatile

network which accommodates input/output ports of speeds from 75 bps to 9600 bps.

Frames destined to a low speed output port can arrive at a concentrator faster than

they can be retransmitted, and create a backlog of frames at the concentrator. The

concentrator prevents this backlog by signaling the switch not to send any further

frames to a given output line until the line is free. This flow control mechanism

aiffect, the calculation of message delays and creates interframe delays between

segments of the same message (Section 3.4). It is assumed in the queueing model that

the oomeentrator will hold at least two frames going to the same output port, one

under transmission and the other in store, before requesting the switch to withhold

transmission. (This buffering reduces the occurrence of interframe delays).

The method used to implement flow control between switches and concentrators has

no impact on delays in NADIN. This delay is entirely determined by the output port

speed. The concentrator can send NADIN network control messages to prevent the

switeh from sending further frames to the samc port. NADIN messages can specify

which concentrator output port is busy more easily than link level commands.

3.1.4 NADIN Traffic and Response Time Requirements

The initial NADIN users are the Service B netwcrk and the FAA controlled portion of

AFTN (National AFTN). The traffic statistics of thes initial users are given in Appendix Z

of the NADIN specification. The initial NAI)IN traffic is further specified in the next

chapter by adding protocol overheads to the raw traffi ! data of Service B and AFTN given in

the NADIN specification. The maximum allowable de.ays of messages are also given in the

NADIN specification and listed in Section 3.4.3.

3.2 FSAS STRATEGIC TRAFFIC REQUIREMENTS

The quantitative FSAS traffic requirements are the FSAS message origins, destina-

tions, lengths and arrival times. Strategic requirements are the qualitative statements

defining the scope of quantitative traffic requirements and the assumptions made to obtain

then. Strategic requirements are especially important in this study because both the FS. S

and N Ml)N 6ire future systemin. As a result it is necessnrv to TOake assu nptions at alm ost
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every step Of thk In:t udy: . t in evt(ian> !SAS\ r;eqii ms from N.-M) N, the level of

performane, the sticof ;KV,. ' rita a gi time irw the- corresponding stage

of NA\DlN Ai i pcm iHtH or ticr FV\ col m n icti ns in

NADIN, etc-. Trhis.ee ciii [pesf'V- ,Hi '''' tspeets ;)t tne start ot the study, the

assumTptions node to c~ i~le i, and t iw r1 i eterm irig the FAA environent.

This !CcLioti bre> c H ' 'ot vaXiliiatiar Sys tem and the non-

automated Flight K'. rvloo a la.. It znen- defines the- scope of

traffic requii.it!it .. .ad 'a . tines the FSAS subsystems

Considieu0 ;1 "hi> , ad . !'.*.)ft r on traffie requirements.

This inclfides Ole eapii .')'d I N iMlj!?Mentation, the future

traffic forecasts,- ind 'rte a';'"t :it various fuLture! years. Finally, the

performance tn r' .

3.2.1 De 4-ription of \

The user'. ine '. a.:Q v, ' tai (AFSS) which

serve. for tht ir i.. :' >H .)nw nts of the FSAS

tire 2:3 Flitihlt 5br i~i ~'. ,)H~. \ virit;o!r Weather Processors

(A W P). The i1 i ri , I i . w mft ' r f-lormkition plus somne

aeronautica da bti. R- .- r c. i, ~ onsuilt Appendix A

for imore detliilq.

.3.2.2 Scope of F'SAS 'fiK.

This ireport o d i.r '' ieif whet her they are

going() to be inltcur'rtePi I,) i !.~b. .i1 freler. The possible

wider future'otiurl ill ar,> ' \N u'ltiviiies; this large scope of

coverage. The (-1 ir I. N -v f a 1, ih I' \S; ,itai corn univations is made

in the ESAS 5p:FW(5 c i i i.. * .Ito-ial~ 1 eickbonc connections

bet ween AM's Hto i . the WNI\SC,> A~r*5(r

AflTV'(s id( NID; , L) imiH rat'' fV t N , i! 1 saiaa)prt th" local extension." of

the i'S.S em, r.t 01~ \lit ve H .:* . ' I IV In Wet her Itadars 4'.,4
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The FSAS information collected is that needed to model the impact of FSAS traffic on

NADIN: node functions, node locations and traffic.

FSAS Node Functions: The function of each node determines the type of traffic going

to and from the node (e.g., batch or interactive). The Aviation Weather Processors

(AWPs) receive raw weather data from non-automated FAA weather stations and from

the National Weather Service (NWS) through the WMSC. They also receive Notices to

Airmen (Notams) from the NFDC and air flow control messages from the ATCSCC.

The ,WP's process all the raw data and send the processed version to the FSDPS's, as

well as the unprocessed version. The FSDPS's act as data banks with retrieval and

assembly capabilities and service the AFSS's. Thus, the AWP to FSDPS traffic mainly

consists of one way message transmission whereas the AFSS to FSDPS traffic is

interactive in nature. Appendix B contains a detailed description of all FSAS nodes

and external systems to which they are connected.

FSAS Node Locations: The FSAS backbone configuration is a replica of NADIN's and

this simplifies the study of the impact of FSAS traffic on NADIN. Specifically, the

two AWPs are colocated with NADIN switches at Atlanta and Salt Lake City.

Similarly, the FSDPSs are colocated with the NADIN concentrators at the 23 Air

Route Traffic Control Centers (ARTCCs). With this colocation, the AWP to AWP

traffic appears on the NADIN switch to switch link and the FSDPS to AWP traffic on

the NADIN concentrator to switch links. So, the precise locations of FSDPSs are not

required to analyse the impact of FSAS on NADIN. However, they are needed for the

cost evaluation of a contingency FSAS communication plan not using NADIN.

The locations of the AFSSs and DUATs are not yet known. For reference and future

planning purposes, a tentative list of IFSSs is given in Appendix E, based on

projections of Flight Services Stations likely to be automated.

The detailed documentation of the location and function of FSAS nodes and external

systems is in Appendix 13. The conjectures and predictions made to obtain that

information are given in tile next section (3.2.3) and the next chapter (Section 4.1).

FSAS l'rnffi-: The nnlyticil modeling of N AI)IN anrid the prediction of message delays

reqiizire, knowledge of the longth of messages (equilvalently, the transmission time over
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a line of known speed) and arrival times of messages. The FSAS specification covers

most of the FSAS backbone network traffic statistics. In the present study, in

addition, the individual FSDPS to AFSS traffic is documented and some of the FSAS

backbone traffic is updated (schedules, numbers of messages per hour). The local

AFSS traffic is predicted using a tentative list of future AFSSs by the FSAS program

and predictions of FSS services made by FAA's Aviation Policy office (References

9, 12 and Appendix E). The next chapter documents how raw traffic qtatistics are

obtained and processed to a form usable in NADIN's queueing model (Section 4.1).

3.2.3 Prediction of Future FSAS Requirements

FSAS and NADIN are not in place yet and this makes it difficult to assess their mutual

impact: there is no schedule for FSS automation and FSDPS installation and the number of

FSDPS that will be in place at the start of NAI)IN is not known. Another issue is the future

increase of FSAS data traffic. While these issues cannct be definitely resolved, they can be

avoided by consistently assuming maximum FSAS loading on NADIN. This approach results

in a conservative design of the NADI;.I enhancements necded for FSAS.

When NADIN starts, il is 9ssumed that the AWPs and some FSt)PS will be in place, and

so there will be FSAS traffic on the NADIN switch-swilch link and on some of the switch-

concentrator links. If this traffic creates a need fcr a NADIN enhancement then this

enhancement should be applied to all NADIN (e.g., increase the line speed of all switch-

concentrator connections). This is justified by the concordance of FSAS and NADIN

centralized architectures, which makes it unpractieal to plan enhancements of similar links

in a piece-meal fashion, waiting for the gradual implem ,ntation of FSDPSs.

The FSAS traffic is forecasted at three key dates: 1983, 1988 and 2000. The year

1983 is the earliest date at which the implementation of Model 1I FSAS is due to start

(installation of AWPs). The year 1988 is the earliest date at which all 23 FSDPSs and 63

*FSSs can be in place. The year 2000 is, tentatively, the earliest date at which the manual

FSSs will be completely phased out. This schedule deliberately assumes a rapid pace of

automation for the FSS system in order to obtain FSAS traffic estimates which are on the

safe side. There are two types of FSAS traffic: weather related, which does not

significantly change with time (except for the introduction of the AFOS weather mapo) and

air traffic related, which increases with time. As a result, the AWP to FSI)PS traffic

statistics given in the PSAS specification are assumed constant with the exception of NFI)C
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Notarn,. The local FSI)PS to AFSS traffic is considered variable and computed usinig the

\Nviation Policy Office (AVP) forecasts of FSS activities. The method of processing these

forecasts is given in Appendix F and consists of assuming FSS traffic will gradually be

diverted to the nearest automated site.

3.2.4 Relation of FSAS Integration Study in Other FAA Programs.

FAA pro!-rmnn like FI)EP and Flow Control may soon decide to use NADIN for their

data coin municutions. In such a case, NADIN may require node enhancements and line speed

increases beyond those necessary for the integration of FSAS. The specification of such

N-%DIN changes is beyond the scope of this report. However, the separate studies made by

NADIN of FDFP, Flow Control and NFDC provide, in conjunction with this report, the basis

for an integrated study of NADIN's needed enhancements. This study will be facilitated by

the similar traffic requirements formats adopted in each of the reports.

3.2.5 FSAS Performance Requirements

FSAS performance requirements consist of the quality of service expected from

NADIN. They are measured by: network availability, total network delay and accuracy of

transmissions. Since none of these requirements are quantitatively listed in the FSAS

specification, the interpretation of NAI)IN's performance results for FSAS is mainly

qualitative.

Network availability is the percentage of time NADIN is in operating condition. The

N \DIN specification requires a high availability for switches and concentrators (99.9846).

NADIN also has semi-automatic dial-up capability to provide protection from (1) catastro-

phic failure of a mesage switch, (2) catastrophic failure of a concentrator, (3) failure of

trunks. In the event of a switch failure, the other switch will be capable of assuming the

functions of the entire network. A]l the stringent requirements on NADIN availability were

designed to ensure uninterrupted transmission of messages directly related to air safety.

Since weather information generally has less stringent requirements it is safe to assume that

the availability requirements of FSAS will be automatically satisfied.

Total network delay is the time interval from when the message is ready for network

entry nt a user cirouit until the last charmolt,,r of the message has been transferred to t',e

appropri.te destin ition user. The FSAS specification does not specify the total networs
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100 li'I)ii t ltv Ik. thI e a v er I I l 14litv Ireqi I-, nwil I A, 2 e utd 1t ' !1 t f N " I q

,peoi~fi,,itiot is eons idri siuffww unt.
\-. nIe'gv o f truini I ss io i s It-asiired b\ the purecntmKI o)f -us.g ~(hir-

transin i t - J roioi useor lo( user t tI-oughlatI N Il)I N w itIh no error,;. Agn iin t he FS AS spei 'ft I( it tort

i s niot -O eoiy th required tcooirm'. tHo ~ceVr, Iit S expeotid Ihnt N \ tIN Al provIde

high uiCItOWhrough the 'IC s( of, onditiorief lutes for' its uaIekhorie e ltietions, and t hrousgh

the Use M !"I '-Il tI '!Ikk Seq]uence ( 1 S) in emelh frinte.

:3.3 BASIS O F FSAS, C~Oi %IIUNIC ArIO()NS A 1 E It N TIVkES

A preliminary inves;tigation determined that the integration of FS-\S e-on ,:n-uni04trons,

into NADIN is the most economical approach. The use of a network of dedlictited hnles for

FSA'S is an alternative to he considered only on a contingency basis, if N ATIN's ntf~c~yentai-

tion schedule slips. Three subailtornutives to N AlIN's use were generated as a result of t

first pass at analysis of performance. Nll four alternatives tire described in, Section 4.2.

The current FSAS contingency plans oall for the use of dedicated lines in case NAI)IN

schedule s;lips. These plans form thle basis for the contingency alternative. The thlreeL

NADItN subalternatives consist of the use of 4.8, 9.6 or 19.2 Kbps lines between switching

centers and concentrators. lII wcre chosen so as to satisfy the delay requirements of the

N -\DIN -pecification. In the first two caseos the switches design 'riust he( such as to equally

treat the FS-NS and initial NADIN traffics.

For cost comparison, all alternatives assumne that the PSAS datat coinrnirniomtion n(-eds-

encompass all the continental U.S ((ONUS). This assumption avoids the undilermiinces in

the schedule of FSO1PS installation and it is consistent with the present F AN A contingency

plan.

3.4 BASIS OF PERFORMANCE IMPACT ANALYSIS

The rise of a detailed queueing model that was developed for this task dcritnstrht-

that N AVIN can sattisfy PSAS coinmunioat ion requiremenits over the rng e (4 all v -t'

N ADIN alternatives. TPhis m odel (leterin ines the end to end of 1hi V. of i A I

initinl N-\lIN' truffie through the network. It 'il~o drtlertiu,~ Ow ,e-,o ouff-r
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V
occupancy at the switches and concentrators. The actual mathematical formulation of the

model and its solition are given in the next chapter (see Section 4.3).

\ Dreliintry analysis showed that the transfer of large files from an AWP to the

FSI)PSs ereites :t "busy period" which can last for up to 10 minutes every hour. During this

busy period N.\DIN's performance is degraded (see Figure 3.3). Two separate models of

' \DIN are created to deal separately with busy periods and normal periods.

Thk oeition starts with the analytical models developed to predict debivs ;nd buffer

requiremcnt,; (Section 3.4.1). The inputs to the model (traffic st;,tistics) ind the operaitions

done to use them in the model are diseussed in Section 3.4.2. The outputs expected from the

model (delays and buffer requirements) are defined quantitatively in Section 3.4.3.

Section 3.4.4, which concludes this section, discusses the effect of switch-concentrator flow

control and priorities on modeling.

3.4.1 Analytical Models to Predict Performance

Four analytical models determine delays and buffer sizes in NADIN: at times of FSAS

file transfers and at times of normal operation, with two modes of switch message queueing

for each. Each of these models is in turn composed of "sub-models" analyzing the various

links in NADIN. One of these sub-models (M/(;/1 queue) is commonly used, but the rest

were developed specifically for this task.

The scope of analysis is limited to the lines connecting NADIN nodes (switches and

concentrators) and excludes the modeling of message processing inside the nodes. This

limitation is imposed by lack of present knowledge of the details of NADIN implementation.

However, it is an acceptable limitation because nodal delays are typically one or two orders

of magnitude smaller than line delays and may be ignored without significantly affecting

overall results.

The analysis also considers NADIN links only on a generic basis. This is consistent

with the initial NADIN traffic statistics given in the NADIN specification and with the FS \S

traffic statistics given in the FSAS specification. These statistics represent the heaviest

switch to concentrator traffic, and AWP to FSDPS traffic, respectively.

The sub-models used in the analysis ijre: (I) M/(/i queue, (2) Round-lRobni or

\s\ncronotis Ti ie Di vision Molti plexinm (AT)M) queue, (3) determiniiv queue, (4) 90-th

pt'm',immlte delays of n (;/( ,/I qtie, (5) buffer oecmupanev of a1 ( 1/ /l qmimr, (Gi) message

in,or frn mne delays.
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* I queue (.Appendix ): An M/G/1 queue consists of a single utility which services

users havin, g exponential interarrivl times and requiring service times with a generJl

fli;trihution (O'irkov arrivals, General service time, I server). In the context of

NADIN, the utilitv is a switch or a concentrator, the users are messages and the

service times are the trnnsmission times messages over the lines leaving the switch or

conoentrator. This model hts been solved by Khinchine and Pollaezek.

(Reference 2 1.

Round Robin queue (-Xppendix %,): The server of the queue has several classes of users

and eyelicatily cheeks their need for service. In the context of NADIN, the server ik

the switch (,'re description of modified switch operation in Section 4.2). It sends at

most one framef, ;it a time to a concentrutor output port and checks the other port,

i tr,1 sr(1ir[' nthier fr,'ime to the same port. This queue is solved by treating each

Of the paiths from switch to concentrator output port as an M/G/1 queue and then

solving for the total time the switch spends in a cycle. The analysis developed is only

!,pplieni!)e when there is an uninterrupted streamin of frames coming from the AVP

(busy per iod).

Deterministic queue (Appendix N): A special model is developed to analys=e the build-

up of fr: mes at a NADIN switch and the delay!; of FSAS messages at times of file

transfe' s.

90th Percentile Delays (Appendix I): Ningman has obtained an approximation for the

integrN of the tail of the waiting time probability density function (pdf) of a (1G/1

queue. This result is: ust(I to o!)t in the 90 t h percentile delay of a fr')Weti gil ig through

-evornl uiceessive N \l)IN links.

Buffer Oceupmcy (Appendix I): The buffer needed to accommodate waiting frames in

a I ,/;,l1queue at the 95- ! percentile level is readily computable from the results on
thn90- percentile delays. The model solved in this study gives the buffer space needed

to aceoinmodnte the frames waiting in several G/G/I queues. This result applies to a

N \ DIN wilchi which serviers several eoneentrators.

\,_ l ilt oifti'rl ,,e 1),l .s_(Ap ekull x H: Ir,,ines of , single nessige ire itersIpersr:

,ith ['o' l r , .[" hll('r lless~i s, The effef,; of' flow-vontrol hIetwenn witolies and
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concentrators and the switch service discipline are incorporated in a model which

gives the probabilities of interframe delays.

The combination of the various analytical queueing models briefly described above

constitute d mathematical description of NADIN. The overall delay of a messAre in NADIN

is obtained by adding message delays on various NADIN links, using different models for

each link if needed. The addition of delays on links is based on an independence assumption:

that the queue on each link is independent of queues on preceding links. While this

assumption is strictly correct only in a few special cases it has generally been observed that

idealized queueing models give results close to reality (Reference 19).

3.4.2 Inputs to Analytical Models

The inputs to all the queueing models used in this study are message length statistics,

line sreds, and arrival time statistics. The models used assume either exponential inter-

arrival times or continuous arrivals. The message length distributions (equivalently, service

time distributions after dividing by line speeds) are general.

Since NADIN's delays must be computed at both normal times and at times of FSAS

file transfers, two sets of statistics are used: (1) the normal traffic, consisting of all

unscheduled message and (2) the busy period traffic, consisting of normal time traffic plus

file transfers.

The traffic statistics are obtained from NAC's FSAS requirements analysis study

(Deliverable Cl) and from the NADIN specification (Reference 1). This information is given

in Appendices C and D, respectively.

The various analyses and assumptions made to put traffic statistics in a form usable in

the model are presented below.

Message Length and Service Time Statistics: The "service" time, or transmission time

of a message over a line, is equal to the length of the message divided by the line

speed. This linear relationship allows to speak interchangeably of message length or

service time statistics.

The various classes of traffic in NADIN have different message length (or service

time) distributions. The most common are the uniform, biased exponential find normal
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distributions. It is not possible to solve the M/G/1 queueing model with all these

distributions present simultaneously. Instead, the distributions are all replaced with a

normal distribution having the same average and standard deviation. This substitution

thus replaces the weighted sum of several functions with a normal (bell-shaped)

function, an intuitively reasonable assumption. This substitution may affect 90th

percentile delay calculations but has no effect on the calculation of average waiting

times.

The NAI)IN protocols (ADCCP, NADIN message) affect the message length distribu-

tion through the addition of control characters (See Appendix J). The ADCCP protocol

results in 6 extra octets, the Communication Control Field (CCF) in an overhead of 5

octets and the NADIN message header adds 20 to 63 octets. These figures are added

to the message length to obtain the statistics used as input to the queueing model.

Another effect of the ADCCP protocol is that the message unit in NADIN is a frame

with a maximum of 2048 bits rather than a message. Appendix G solves the problem

of obtaining frame statistics from message statistics. The key assumption is that

frames obtained from breaking tip a long messa:;e are either full frames or partial

frames having a uniform length distribution.

Message Arrival Statistics: The arrival of all uns'cheduled messages is assumed to be

Markovian (exponential interarrival times). A Markovian process has the property that

arrivals are memoryless: a message is equi.lly likely to arrive at any time,

independently of previous arrivals. This property is a good description of a real

network like NADIN where there are enough message sources to make message

arrivals unrelated. In those few cases where mesages exceed one frame in length, the

arrival of frames is still considered Markovian, as a working assumption.

The file transfers from the AWP to the FSDPSs create a deterministic continuous

arrival of frames. A separate analysis is made in the next chapter to deal with this

type of arrivals.

3.4.3 OUt)uts of Analytical Models

The :mmalytical modeling of NADIN yields information on network performance. The

outpLItS of the model are the average delays of messages, the 90th percentile delays, and the

buffer occupancies at the switches and concentrators.
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,verage Delays: The following definitions are used in expressing delay (from NADIN

specification, Z-5.2), and illustrated in Figure 3.4. The delay on each link has two

components: transmission delay and waiting delay. The transmission delay is equal to

the length of a frame divided by the line speed. The waiting delay is the time a frame

waits for the switch or concentrator's attention.

(a) The total delay T of a message is the interval of time from when the message is

ready for network entry at a user circuit until the last character of the message

has been transferred to the appropriate destination user.

(b) The entrance delay te of a message is the interval of time from when the

message is ready at a user until the last character of the message has been

received at the network entry point.

(c) The network delay tn of a message is the 'nterval of time from receipt of the

last character of the message at its network entry point until the first character

of the message is transmitted to the destinal ion user.

(d) The exit delay t is the interval of time for transferring a message from itsx
network exit point to the destination user.

From these definitions it follows that:

t=t +t +te n x

This expression is used in the next chapter to obtain the overall average delay

characteristics of NADIN after superimposition of FSAS traffic.

90th Percentile Delays: The 90 - percentile delay over a path in NADIN is the delay

not exceeded by 90% of messages over that path. The 90 h percentile delay is

computed for the waiting time only and added to the average service time (or

transmission time) to obtain the overall 9 0 th percentile delay. This definition is

justified by the 'at that the waiting time is deterfmined by the netwal* wijd it is

NADIN's responsibility to keep it to a minimum. The transmission time, on the other
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hand, is determined by the user, who must expect longer transmission times for longer

Me "res. The definition of 90 t h percentile times given above is further justified by

the f-.ct that nessnges which require short overall transmission delays are usually

s hort themselves.

The calculation of 90 t h percentile delay is obtained by using a bound on the tail of the

waiting time distribution (Reference 22). Appendix I includes a derivation of the 90 t h

percentile delay over successive links.

Buffer occupaney: The switches and concentrators hold in memory the messages

which cannot be iminediately processed or outputted. Basically, all messages are

accepted and, if the core ,nciiory of a switch or concentrator is filled, the messages

are put onto some low speei storaige device and later retrieved, with accordingly large

delays. It is neesary to make estimates of the amount of on-line buffer needed to

accommodate nessages queueing up for transmission and also to estimate the

probabilities that the on-line buffers will overflow. This study calculates the amount

of buffer spm,- necessocy to ensure that 95% of all messages can be held on-line.

,\ppendix I includes a derivntion of the buffer space needed when a single node (e.g.,

switch) services several links. ALso, instead of calculating the buffer space needed for

a probability of overflow less than 5%, the analysis can be used to predict overflow

probabilities whe a certain baffer size is chosen.

NADIN IOelay Requirements: The NAl)IN specification requires maximum network

delays for three situalions: ;!ormal traffic, zero traffic (i.e., only transmission and

processing delavs are present) 'nd worst case tr ,ffic (100% extra traffic). Briefly, the

delay requirements are that the average delay from a concentrator served by one

switch to a concentrator served1 by another be less than 2.0, 1.2 and 4.0 seconds,

respectively. For first lev'el priority the delays should not exceed 1.5 seconds for

normal traffic and 1.7 second for worst ease. The 90th percentile delays should not

xceMtd 4.0, 1.8 and 8.0 seconds in Ihe three cases, respectively.

.3.4.4 ";-,e l td I. s in \lo le,,

Scverni ?i ,'ct. ts ,f N \M1!N deseribed in Section 3.1 affect the model of NADIN:

prioritie.. t,ooro Itrit, r e, otrd Io' inesages oo0ming from the switching center, and flow
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control between a switching center and an AWP. These issues are dealt with on an ad-hoe

basis in the next chapter and appendices. The major assumptions concerning each issue are

listed below:

Priorities in NADIN: Messages are assigned four priorities in NADIN and are chosen

for output according to these priorities on a first come first served (FCFS) basis.

Once messages are in the output buffer of a switch or a concentrator they are then

transmitted one frame at a time with two levels of link priority. The first link priority

is the same as the first internal priority. The second link priority is assigned to

messages of internal priorities 2, 3 and 4.

The queueing model for NADIN is more complex due to the presence of priorities but

some simplifying assumptions are made. In general, the effect of priorities on delays

is to diminish the delays of high priority messages at the expense of low priority

messages while keeping the overall average dela, the same. In the case of NADIN

traffic, the overwhelming majority of messages hqs second link priority and therefore

the average delay does not differ significantly from the delay of second priority

messages. As a result, delays of second priority messages are assumed equal to

average overall delays. The calculation of delay!: for first priority messages is done

separately. A conservative estimate is obtained by considering that a first priority

message waits at most for the completion of transmission of one frame from another

message.

Switch-Concentrator Flow Control: The delays of messages are conservatively

estimated by ignoring the flow control between switches and concentrators. Flow'

control creates a continuous transmission of frames. The analysis used in this study

assumes independent waiting times on successive links and the total computed delay is

higher than a delay computed taking into account continuous frames transmission. For

performance evaluation, the probabilities of interframe delays are obtained.

A switch sends a frame to a concentrator only after receiving indication that the

destination concentrator output circuit is about to be free (see Section 3.1.3). This

procedure can result in a delay between successive frames of the same message,

cipjcilly wthj a switch discipline which intersperses frames of several messages, To

prevent this delay, the concentrator uses multiple buffering. That is, the concentrator
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has ineinory space for one or more fraincs othe-r than the fralfme being transmitted, so

that the transmission of framnes appears to he cant inuous ait the concentra tor output

port. This continiiitv is achieved 1-y the Soi mu!taneous tratnsinw "ion of at f'rame over the
concentrator output line Mid the tis a ission of the next framie over the switch to

concentrator line. It is conceivable of course, that the (Iclav of a fra me at thle sw itch

is larger than the time it takes to transmit the previous fra me on the lowA SDe ed Output

line. In thant case, there will tbe n dela v bet weenr c~sv frmmae., of a single

m essage. Since this occurrenvo is rare, the magn it ude of i aterfra me dclavs are riot

coimpu ted. H owever the )r~ii f Iinterfra nce delYs k o (btaii ned in Appendi x 11.

Followirr ks a 5r6ef GiSCU.'si)1 a f thVr.,c s itu tiw oiencountered by' a frame irri ving to

the sw itoh (Seec Figurt' 3--1)

(a) A fro'lc arrives at th "Weitc tli d finads th lecone itr ttor, eutput Iport to which. it

is destirred idle. Th., delayv of' this frainc is, e(quhl to the time waiting for the

.-;vitelh att'ritiari Ides the tirmes oif trarsi iis: ion o'er the switoh to eoncentraitor

hrtw ire Lfw' ti :itpmt ';.ficoi'itrHtor lino.

(5) A fram aic rriyes ait the swait ci aid finds(1 te i oncealtra tar output port to whicoh it

is des;t iied ljv usy m poss ibly finds waiting romens which mrc goirig tr the samen(

d,stiirt:,. lio;'.evei', the imec it tatkes to -rarimit the lprevlous, fram~e over !!ie

low--ied purl eui pilt linev. In this ease the delayv introduced 5y thle switch is

i 'roleva it anrd its' delay experienced hy thc fra ane is thle s;lmin as that it would

have experiericed wiitingr for transm ission aver the law-speed output line is

riCatet'j thaln thep ant cifra rue deliav (lire to wait inrg for s:w iteli servioe and for

trntrirsmssion over the switch to concentrator line-. (F lfeect ively. thle switch is ain

-e-xtcrision of thbe oonceiitrailor buffers).

0c The arriving fraiime findas the ,,,ine situation ats above, but this tune the

iiterfrume delay may exceed thre timne it takes to tranism it a single framin over

the low-speed oiutput Ii ne. The exoo-s times muiirst then be sum med over all

p receding framnes amid ie(I to thne quieiiing time the frmne would experience if

only1 wait iug for lr'iiM'.in~on~o over the' low speed oiutpuit line. Although this is an

1u11likelV rcUICii'iec'. it 1" 11."'I ft dlhit ('iilciiliui to ensure Conser'vative2

r 'stlts. Pa~it ' proihi Iity of inter fra te dcli s is obtained in tilhe next Phapter.
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\WP-NAI)IN Switch Flow Control: Flow control as proposed in this study reduces the

amllt of buffer space needed at the switches and improves the nework response time

eOVeO'OnOcd by unscheduled FSAS messages at times of file transfers. This study

assumes no flow control between AWPs and NADIN switches and calculates the

,neklog of frames at the switch. The study then goes on to find that if flow control is

imnplemented, the backlog of franics at a NADIN switch effectively remains at the

\ W P.

3.5 B-\SIS OF INTER[FA('F N.NALYSIS

The review of interface modes in the NAI)IN and FSAS specifications is the basis for

the analysis of compatibility. Both specifications recommend the balanced EIA-RS-449

standard for electrical and mechanical interface and the Advanced Data Communication

Control Procedures (,)CCP) for link control (References 24, and 25).

The NAI)IN message stijetlre is described in the NADIN specification and in

Appendix C of the FSAS specifieati: ;m ([References I and 2) the NADIN message structure of

FSAS data is required.

The speed of interface linos between AWPs and NADIN switches and between FSDPSs

and NADIN concentrators are not specified. The speeds are recommended in this study on

the basis of NADIN-FS %S interface analysis.

3.6 COST IMPACT ANALYSIS

The present value cost comparison of the NADIN and non-NADIN alternatives

illustrates the cost effectiveness of using a network utility that has:

* spare capacity,

* expandable capacity within network architectural framework,

0 diverse connectivity capability.

FAch of the NXDIN alternatives have diverse connectivity capability. NNDIN Scenario I

(4,800 ,'s) illustrates the tremejdous savings availahle if a, network has spare capacity.

N \DIN Scenarios 2 and 3 (9601)0 and 19,200 respectively) illustrate the significant ,avinv,-

aviiaIble if it network has expandable capi oily within its a rohitectural framework. These
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" -:vrison,- are valid :i5 long as NADIN is capable of satisfYing tho performianc,_

' : 0[" o PS\S. ['hese eoIpris s ,eo~re invalid ii' 1,wre;:Ienlf1l ;dA tiqn

capacity no longer satisfies the incremental performance demands of additional traffic. Tl-.,,

point in time that the NADIN architecture becomes saturated is dependent upon mary

vaiah[es (such as implementation time frames of FDEP, Flow Control, and NFDC). For .

reason the comparison period does not extend beyond three years. Clearly, a leasec line

rternative is cost inferior to any of the NADIN alternatives during this period.

3.6.1 Fixed and Recurring Costs Used In Present Value Analysis

Determination of fixed and recurring costs of each NADIN support scenario and the

non-NADIN alternative shows the cost superiority of NADIN's use for FSAS. This cost

superiority is due to the massive recurring cost of tWe non-NADIN alternative and the

consideration of initial NADIN acquisition costs as a sunk investment. The fixed and

recurring costs for the various alternatives are:

Fixd Cost Recurring Cost

(:;) ($ per month)

N %DIN SCENARIO 1 91.000 0

NADIN SCENARIO 2 278,286 322

N:\DIN SCENARIO 3 671,255 9,445

Leasedi Line \ltcrnative 358,693 57,1183

The lirze recurring cost of the leased line alternative is a result of the high number of

dedicated leased telecommunications facilities necessary for the extensive FS \S

connectivity requirements.

i.fi.: t Cstiu .Vssunlptions fow N A\)IN Alternatives

Phe ,c s :ar npt ion made in costing NAlI )N alternatives is that NADIN backbone

serviec i "t'ree", except for tihe specific upgrades neeesary to accommodate FSAS trAffic.

1" his a ssuption Is reasorhle becallse:

- -.-- 5 1



0 N \DIN acquisition eosts are sunk costs, i.e., expended regardless of use,

* initi-d use of NAI)IN eapacity will be very low i.e., excess capacity will oe

available,

* FSAS is most likely to be the first addition to the basic NADIN,

* other candidates wili come later but with uncertainty as to when.

The cost of integration is therefore a mar.ginal cost. The cumulative effect of other

candidates is to 1e considered by a separate task. NADIM marginal costs shall be those

above and beyond the original NADIN acquisition. The marginal cost deals with specific

modifications to NADIN's initinl Thnnned state with regards to:

4 line capacity,

* concentrators.

* switches.

It is also assumed 1hotl all ('ontinental U.S. ARTC(C's are active FS%.S users, i.e., hve

FSDPS's, and ti nat NADIN meast support this corn man iCat ions need.

:1.6.3 Key ting Assumptions for Non-NADIN Alternatives

Unlike NADIN alternatives, the jeased line alternative cost analysis assumes

acquisition of dedicated communieation enpability specificnlly for FSAS and with no sharing.

It is assumed that this leased line alternative, referred to as a communications contingency

)tan, is capable of satisfyinf the technical requirements of FSAS. In addition, FSA, S

program costs necessary to insure proper npcration with the contingency plan (e.g., network

management and techni-al enmtrol) are not ajd Ihressrd. All hardware associated with the

communicationis facilities. m.od., l msilns, ir ssuni ed to be leased. As in the case of

NAIMIN alteitntive>, jt is tsstimied titi. II ' )N Lin AIITS' are active FSAS users,

5'! r *)
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'l'APTPI{ 4

METHIODOLOG Y

vnrrewqArg. juiiieng themy' and( cost-acomuting mfethods are used in the gndNalv- of

Kin >Q \S requirve ient , N A IMN performincne irid cost impacts. respectijvely.

4. L NfIR( 'l{F \i FNIS -AN \L.YS1S \ 1)IN

P k~ -Ia ed n1odels for est I I tin n the total oomposite FS2AS tra ffic to the year 20001 are

developc(I and presented. Mlodels are also decvelo[ped to estiamte the number and locations

of VSD )PSs and A FSSs in (983~, 11988 anid '-000

FSAS Node locin ii nd, Nurwugyr rhe: i>'kTi ronsists of AVVPs, FSI)PSs and AFSSs.

Since NA\1)N will only support MV P Had FSDPS trtiffic for now, it is not necessary to

know th ites of \Ss.There is even no neced to determine the locations of FSV)PSs

mplementd firs because any NADIN enhancements will be done all over the

network. However, the doeunrntior of FSDPS and .AFSS locations has been done at

an early' Mtge of this study rind it is inehided in Appendices [B and E for reference.

These appendices eontain tentative lists of 14 FSDPSs and 41 attached .AFSSs to be all

in ;dtce rby I 9)88 ;)I tlhe earlizest. The information may be, of use for future planning of

loonl VSI)PS to AFSS orn uniontions, independent of the use of N ADIN . The methods

of forecasting the implerentatior schiedules and locat ions of A PSSs are explar ned in,

*\ppendi\ l". A descriptin or all FS AS nodes tind -onnec b-d Sv'steTI ins Zr-! nf

Appendix lb.

FSAS Traffic: The FS \S specification contains all Ow Wykic formation onl traffic.

'The extra data and assumptions included in this tudy ire:

* 11 1urly Fl ight P Lan tinw firOt ween SI) PS a nd A. H( is oblonedrc~ fromi

Yearly trafIlfic forca~st of 155, net ivity,

* FS? )PS to A V1 Irnffe( ( Nd'r Piko R eporl-iirid Snirl ac' Obsvtions)t is

1a'.s1111(d tot)(, 11) ,. of the( ear 1)nrrin hV) F to I S tra ffiP',
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* lout lvy IM10( Of Notamis each hou~r 8re obtained fro 'a forecasts of vealir-v

Imiih., 1 01, Nota ils,

* RLusV bout traffic is obtained by multiplying yearly traffic figures by

0.10035.

* The lengtrh of weather mnessages from~ WN'vSC to APi sue oze

,iftor fot'aittim{, LW the AWP,

* Tl-' hourly nu,'er of AFOS graphics is changed from 36 to 86.

* Thenumber of' certain emergrency weather reports per hour (tropicail

anlvisorioq, wveatllur warnings) provided by the Aviation Weather 3ranch ()f

N WS.

The tr'i ffiP -4i cs e on-si,-- of' the probability density functions (pdif's) of me.,>agr(,

length and a rrivol ti:n es. These ( *rrzwepts and lhiir appica tion are defined in Appendi x 1'.

N lnr-re 110111 t of' proee-,. I 14 is done to tra ffic statistics:

0 N Al )N tra)- 01uie anIare frirne,: as op~posed to messages. Appendix (" amal,e-

lhe op~erait ioBn lhoh m-o1 In ade to transform message stri st ics in to fa

st"It istios.

0 -01he vat-U o 1Tistounts of oiverhead due, to N ADIN message and link protocols ;are-

analyze] in Appendix ..

\fter :vdjirig protoc-ol overfiead tl vraw tratffic do ta and subst itut inrg fraines ',)r

mnessags th-SSad iniia N %DI)N traffic is allocated to the various links it appears, on.

For examaple, ai flifght pinm from mi F SI) PS to the ealoca ted~ ATV is Counted twice: one

on the coneentra tar In swi t oh linuk- and ortoc ott tlIe sw it ch to ooncentra tar link. This anal v-sis

is carr-ied ouit int dot;iil in \pporulhx 1- Pigrire .1.1 ;hlows tile geteric NADlIN links and

Fable 4.1 stlt I t'I irize tho Ir lp )nt I ] t th ,( 's inrk
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SW I TCH

ON UiNTAT OR CUNCENtJRATCRN

FSDF
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tt t {
r'Lih ove,.head (s 'W tq amesSpeed (Kbit. ,(sec) secs) (secs) (/sec, secs'fsec~sY

-K it (secs ecs)______ sec,

\: Switolh t- .8 0.5 114 J.:j(1 0. 0 .s 16 3 0. 7 60 . 5

('onteeItr,)tor 4.8 o .1610 0.251 0.122 0.373 4.44 0.519 1.704 f 428
; 0.504 0.150 0.033 0.183 11.79 0.195 1.839 0.276

9.6 0.160 0.126 0.022 0.148 14.51 0.159 1.704 0..214

B: ('oncentr'ito,' to 4.8 (1.5(4 (1.252 (.027 0.279 8.83 0.261 0.582 0.147

Switch 4.8 0.160 0.180 0.015 0.195 11.60 0.198 0.582 0.104

9.6 0.50-1 0.126 0.006 0.132 22.12 0.104 0.582 0.073

q.6 0.160) 0.090 0.004 0.093 27.89 0.083 0.582 0.052

Switch to 9.6 1.(14 0.1 55 0.039 0.1 94 10.88 0.212 1.988 0.308

Swi tch 9.6 0.160 0.130 (1.025 0.155 13.94 0.165 1.855 0.241)

): AW P to Switch 9.6 0.504 0.156 0.022 0.178 14.16 0.533 1.257 0.197

9.6 0. 160 (.138 0.0 16 0.153 16.47 0.140 1.132 0.15 6

E: Switch t) \ P 9. 6 ( 0.514 0.148 0.1126 0.174 13.02 0.177 1.495 0.222

9.6 0. 160 1.126 0.018 0.144 15.60 0.148 1.364 (1.172

': FSI)PS to 4.3 6.51)4 0.26f) 0.010 01 270 11.47 0.201 0.222 0.058

oneuitrator 1.8 0.1 6O 0.187 (.006 0 193 14.24 0.162 0.222 0.042

('oneentrator 4.8 ..514 0.296 (1.123 11 417 4.32 0.533 1.4:3 0.4t13

D- s4.8 1.161 0.251 (1.078 0.329 5.60 0.411 1.278 0.321

__ _ __ _ _ _-_ _ . _ __ _ __ _ _ __ _ __ _ _

t n (in transmission time

t : a en I waitirf tim"
w

t (j(itleu rm tinie (tr:,nsmis,,ion & waiting)
(I1 t I
t ( 90- percentile' '1el:y

p : ,tili ',tionl of lir ,

T \1I. 1.1: TRAFFI'' Tll IZ()lin ;l![''T ANI) ) ,I,AYS ON NAI)IN LINKS (between file trhnsfer,.I
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4.2 r)ESCRIPTION OF COMMUNICATIONS ALTERNATIVES

The detailed description of three NADIN scenarios and a ,II'RE reor'm.Mended

v'ontintency plan are presented. In the first two NADIN scenarios, the -;wit-i (Jueleing

pro dtlre is a modification of the queueing procedure presented in Section 3.1. Jte irie

<peeds between switches and concentrators are 4.8 and 9.6 Kbits/sec. The third NADIN

Scenario keeps the switch queueing procedure unchanged but the switch to eoncentrator line+

speed is increased to 19.2 Kbits/sec. This speed was shown from a first pass analysis to ae

necessary to ')ring message delays within the limits set by the NADIN specification.

Modified Switch Queueing Procedure: In the switch output queueing procedure

described in Section 3.1, the switeh sends a frame to the concentrator whenever the

concentr>itor output circuits currently transmitting frames can receive more traffie.

because of their lower speed. This rnethod has the drawback of allowing a high speed

output port to monopoli7.e the switch to coneent!ator line. The FSAS, in particular,

hais a high speed interface (4.8 Klbits/sec or more; between the FSDPS and the N.-DIN

concentrator and, at times of file transfers, the switch will keep sending successive

frames of a 16 frame message with no chanec to consider messages waiting for

initiation of transmission to other concentrator output cireuits.

The modification in the switch service discipline consists of interleaving single frames

from each message destined t:a an output port which is idle. The switch thus cycles through

a set of virtual queues, one for each of the coneent ator output circuits. Referring to

Figure 3.2 on page 29, this means that on the righ, and for each output port 4t We

concentrator, there is a buffer space containing a message destined to tha!t port. i

available, regardless of the presence of other messages in the outpti, ridfor. (lear,, i

remedies the blocking of messages of priority I, 2 ind 3 by FSS file 7s' of 4.

since the delay imposed by FSAS messages is the time to tr;jrviijt c

frames (It must be noted that an FSAS message of !rioritv I, 2 urw I 3 "1 >,. ., ,, ,

for the transmission of a full 16 frame message, since both are groin , to the sa port and

aborting partially transmitted messages is not envisioned). The modified switch di."Cipline

outlined above will not in itself' ensure the continuity of niessages, as was the cusp b fore

miiodificatiorns, silee the switch may send several frames destined lto fl'tci I t (,fir

returning its attention to a message tinder transmission. lowever. for the eonfi,rurati.ns
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urd traffio anticipute(l for t he combined Level I and FSAS, such a situation is not expected

to occur. If, for future eonlfigurations ard traffic, the situation becomes more likely, then F

oombination of the basic disc.ipline and "fairness' approach may be required. Such a

combination mav be achieved by simply limiting the round-robin to a parametrically set

number n of active ports. That is, bring a new message into the round robin transmission

whenever the number of messages in the round robin drops below n.

The impact of the USAS file transfer traffic is events of long delay. If the-'e events

are to be avoided, the queueing procedure employed at the switch must be such to disa!lov,

monopolizing of the switch-to-concentrator circuit by such traffic (or else the configurntion

must be changed). An n-limited round robin discipline is one such procedure. Because the

value of n to ensure concentrator messtge output transmission continuity is expected to be

large in comparison to the number of ports with messages in queue with NADIN I and FSINS

traffic, the performance of the diseipline can be reasonably approximated by an unlimited

round-robin model. The appropriateness of this approximation can be readily determined

from the results of its npplication. If the analysis sriows end-to-end delays for message

transfers over the concentrator-to-switch circuit of greater duration than their nominal

transmission time over the ,oneeritralor output cireuit, then the parameter n must be

considered.

This modified switch di',eipline is preferrable to ad-hoc measures which prevent the

file messages from monopolizing eireuits, like special flagging and treatment of FSAS files.

The more general approach cf changing the switch dis;cipline is preferred since N.ADIN is

expected to grow and accommodate other users which vill also have computer to computer

transfers of large files. Also, considering the develop nental stage of NADIN, a change of

switch discipline is inexpensive bccause it can still be (one in the design phase and does not

require costly hardware. Line speeds of 4.8 and .6 Kbits/sec between switches and

concentrators are taiken as alternatives because a preliminary analysis showed them to

satisfy NADIN delay requirements.

MITRE Contingeneyj Plan: rhe MIITR{, eorporation has proposed ai contingency solution

for FS,\S corn 'nun icitions in case the NA)IN schedule lips. "'Flat solution is taken as

the basis t;ar the eVahrintiron of the osl po, nnIly of NADIN not supporting FSAS

('-)lllUr ' ir: l,ns. U ipr -1.'? shows the praoposeid ('o rnlellons of FSAS nodes:

0 a (heldwijl& ?.(; <bits/se lira' hl,.we-ern k!ach . Vll ,1rid eact[ FSDPS,



0 two dedicated 9.86 Kbits/see lines between the \WP's,

* multipoint 2.4 K(bits/see lines between the N"IS(, adri the FSl)PSs with a

maximum of 3 ISDP&s on each line.

Using these eonstraints and NAC's network design softwnme tools, the configuration of

FSDPSs on the multipoint lines which minimizes cost was obtained (Figure 4.3).

4.3 PERFORMANCE ANALYSIS MODELING

The modeling and analysis of NADIN yields the delays of messages given: FSAS traffic

statistics, initial NADIN traffic statistics and NADIN configuration and operation

(Appendices C, D and H). The raw traffic statistics are processed by adding protocol

overhead, changing message statistics into frame statistics, and amalgamating several

service time distributions into a single Gaussian distribution (Appendix K). Then, queueing

delays are obtained on each of NADIN's backbone and interface links, using appropriate

queueing models for each link. The average mes sage delays are added to obtain overall

network delays. The three types of messages considered are: 1) a NADIN message going

between two concentrators connected to different switching centers, 2) an FSAS

unscheduled weather report going from an AWP to an FSDPS and 3) a flight plan going from

an FSI)PS to an ARTCC. The cases eonsidered in the analysis are: 1) basic M/G/I modol for

all links when there are no file transfers, 2) special queueing model consisting of several

simultaneous /I/ queues for the switch to concentrator links at times of file trtnsfers.

The 90th percentile delays and hiffer occupancy are also calculated for each link and their

a"g'regate values for several links are obtained using the methods developed in .p)endix I.

The definition of seven gneic links in the N \)IN model is given in \ppendix L. Th cc

solution of the switch to concentrator line model is given in Appendix %I. The analys v of

the buildup of a backlog of frames at the NA)IN switch at times of file transfers js given ;n

\pemW ix N mid the probability of interframe delays is given in Appendix P.
Iw" *'e>,Alts of analysis are gfiven graphiect lly an(I Inamerically. Figures 4.3 to 4.12 show

the dela v of 'oassaI es on NA.I)IN backbone links. TlWtles 4.2 to 4.11 give in detail the

values Of .'Sl till ,nd bufrr J c'culmncies. Appendix () illistra te by means of exanplc row

tie figmr. a l m c', 1.1 Ic 1,.I1 ale 4.0 ob iilned.

.rc9
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4.4 F \S k lIN INTRI F.C'E VIODELIN(;

The oojeet of "SAS/NA )IN interfaee modeling is to determine te re,',-&c.,

sCpeeds hetween AWIPs and N \DIN switches and between FSDPSs and N ADIN eor -ntrators

md tO do Icr mine vh hi i)eded to Make the software interface, of N .D*\J irid F <S
eompaltible.

Line Speeds: The N,',IiIN and FSAS nodes are colocated and will be using the lilA-tRS-

449 stUl,dkrd as in eleetrical interface. This standard allows high data rite

',tran:n is- on of the order of 101) Kibits/see) without use of modems. The rate of data

exchange between N \DIN and FSAS is, therefore, more limited by their ports speeds

than by the lines. In view of thi:-, inmile analysis was made to determine minimum

interfaee lihro speeds needed (Referemee 29)/ The results are a minimum line speed of

4.8 tits/seo 'Jtw,,un 'S,)S :inri NADIN concentrator and 9.6 Kbits/sec between

*,vP and 1MAIi!N swit. An A1l0 requires a higher speed because the switch to AWP

link may th'v le xo co w~eather data twice: unprocessed weather data from the

W\MS(C inO the S:'me rlss-,d ort enini i; !,'Mn the other AWP.

Software CIor J, ti!hitv: The N \)IN link level and message level data structure is

oXn In i ned i e I ., J i i, in det il. It appears that the FSAS is entirely compatible with

N \l}IN at the ln l(,vfl. At lh it.esiage level, the PSAS program must make a choice

of the N,)I]N ?t',IK ie, ,pp/icahle to F'S,\S traffic and decide jointly with the

NADIN prot ramm how to ,,dc these eInpabilities in the message heading.

4.5 COST AN \hYSIS 1OIl)IANT

\11 recurring ind fixed! cit components of each alternative were determined.

concatenated, and rdiieod to present value for comparlson purpose. The followring

appendices present the costing methodology ,tnd detailed cale ations:

* \ppendix q considers fixed mind re urring costs of NADIN communieotions

d I!eremt i ws.

* eppcn,ix R{ ro;nsid- fixed & reci rrin g costs of the leasod line alternst;v..
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e \ppendix S considers present value calculations of NADIN nnd non-NADIN

eorn mun i cations al ternat ives.

Cost components requiring no explanation that are used to assess alternatives in

AppendicesQ and R common to all alternatives are shown on Table Q.4. Other costs

requiring explanation are surfaced in their respective appendices.
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Line Speed NADIN 1Total 90th Percentile Transmission Waiting

(Switchl to Overhead D~elay Delays Time Time

Concentrator) (characters) (see) (seconds) (seconds) (seconds)

4.8 63 1.141 1.974 0.859 0.282

4.8 20 0.872 1.4801 0.710 0.162

9.6 63 0. 9 3 110.920 0.515 0.078

9.6 'AL4.:20 0.477 0.837 0.426 } 0.05 1

TAHE 42:DELAYS OF N NDIN I MESSAGE"; AND FLIGHT PLANS FROM

FSDPS TO AR(CBETWEEN PERIODS CF AWP FILE TRANSFERS

((Cniceii tra itor-to-s w itchi-to-sw itel i-to-c oncentra tor)
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Line Speed N \DIN Totul 90th Transmission Waiting 90tn

Switeh to Overhead )elay Percentile Time Time Percentile

('onecntrator (characters) (seconds) rotal (seconds) (seconds) Waiting

(Khps) Delay rDela y

(seconds) (secones)

4.8 63 0.96,4 1.821 0.711 0.253 ).110

4.8 20 0.f36 1.267 0.493 0.143 .774

9.6 63 0.523 0.8(;,8 0.474 0.049 0.394

9. 6 20 0. 13 0 0. 6400 ).328 0.032 (0.318

T,\BLF 4.3: DEIAYS OF FLIGHT PLANS FROM FSDPS TO FSDPS,

BETW,EEN PERIODS OF FILE TRANSFERS
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Line Speed NA*DIN I I iriinvm iui Wa it ingc 9t
Switchi to Oveirhead 'tv e IilwTime, Percen t i I

Concentrator, (characters) (.ievoiid, ) j(sceon is (sc.onlds,) 'Waitirl

(I(bps) D)lv1elav

011(15)(seconds)

4.8 63 1. 1 13 0 . 7 8.72 0.361 1.252

4.8 20 U.90 1 1.586 0.688 0.216 01.898

9.6 63 0. 8 1.41 0.625 0.178 0

9.6 20 0. 66 1. 167 [ 0.155 0 0.1 16 01.617

TALE 4.4: DELAYS OF C N'S(.71FF)IJ lF) iSAIJ'S FRUOM XAVP TO FSIDPS.

13E W EEN )) RI(DS_ OF Ill)i 'FR,\NSFFRS



Type oC Nodc {lhie Speed NAIJIN Buffer size

Switch to (onecntrator Overhead (Kbvtes)

4.8 63 5.12

4.8 20 3.50

S TT( II

.3 2. f;4

20 2.14

4.8 63 1.33

4.8 20 0.94
UO N( '.LNTFR ,\,TO F?

9. G 63 0.38

20 0.31

FII, SUI' F.3 N IVT ',l) I)_A I' S)WI'I'(PlS AN!1) CON(2ENTR ATO RS 170T

95' , IR'013A II I ITY O)F NO N-OVERI:IO
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Line Speed NA1) 1N Total Transmission W a it i,

Switell to (?nneentra]tor Overhead Delay Time Time

(Kbps) (Cavceters) (Seconds) (Seconds) (Seconds)

--- 4

4.8 63 4,498 0.709 3.789

4.8 204.196 01.566 3.1330

9. 6 G3 2.198 0.432 1.76G

9. G 20 2070.348 1.724

TABII 4.7: -DELAYS OF NADIN I MESSAGES

(Cori on tro tor-to-Sw i tch-to-Sw it eh-to-Concen trn tor)

D~uring Periods of' file transfers. Unmodified Switch Operation.

72
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Line Speed N ADIN Total Transmission WNaiting

Switch to Concentrator Overhead D~elay Time Time

(Kbps) (Characters) (Seconds) (Seconds) (Seconds)

4.8 63 1,247 0.859 0.388

4.8 20 1.06 0.710 0.350

9.6 63 0W713) 0.515 0.198

9. 6 21) 0.604 0.426 0.178

TFABLE 4.8: DELAYS OF NADIN I MESSAC ES (Concentrator-to-Sw itch-

to-switch-to-concentrator) during periods of file transfers.

MODIFIED SWITCH OPERATION.
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J ~ -- . - "7--.- .- -
: 

- . -" : :- - ; ... ..... -. ..--- *2 -. "" r y- - -

l.ine Speed NADIN Total Transmission Wait ing

Switch to Concentrator Overhead Deluy Time Time

(hbps) (Characters) (Seconds) (Seconds) (Seconds)

1.8 63 5.714 0.711 5.003

4.8 20 5.137 0.493 4.644

9.6 63 2.585 0.474 2.111

9.6 2G 2.347 0.328 2.019

TABLE 4.9: DELAYS OF FLIGHT PLANS FROM FSDPS 'TO FSDPS

DURING PERIODS OF FILE TRANSFERS
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Line Speed NADIN Total Transmission Waiting

Switch to Concentrator Overhead Delay Time Time

(Kbps) (Characters) (Sec!onds) (Seconds) (Seconds)

It
4.8 63 5.871 0.782 5.089

4.8 21) 5.389 0.688 4.701

9.6 63 2.843 0.625 2.218

9.6 20 2.637 0.550 2.087

T1\IhE 4.10: DEL"S OF UNSCIHEDULED M'ESSAGES FROI AWP TO FSDPS,

DURIN(G FILF TRANSFERS
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CH{APTER 5

CONCLUSION

The FSAS program will be the major user of NADIN with a traffic throughput four

times larger than the initial NADIN traffic. The introduction of FSAS data communications

into NAIDIN raises the questions of technical adequacy of NADIN, cost effectiveness, and

interface compatibility. This study addressed these questions and resulted in the following

conclusions and recommendations.

5.1 TECHNICAL ADEQUA\CY OF NADIN

With minor enhancements, NADIN has been shown to be a sufficient communications

utilitv for FSXS in terms of performance arid compatibility.

If a line speed of 4.8 Kbits/sec between switches and concentrators is retained, the

NADIN switch specification should be modified. Although a line speed of 4.8 Kbits/sec

would satisfy the NADIN delay requirements, it is preferrable to upgrade the line to 9.6

Kbits/sec to improve performance and to have spare transmission capacity.

If the switch queueing otitput procedure is such that the switch to concentrator links

can 'e monopolized by FSAS file messages for 16 continguous frames the line speeds

between swite'hes and concentrators must be upgraded to 19.2 Kbits/sec.

The chang, of queueing procedure is preferroble to the increase of line speeds to 19.2

Kbits/see because it is a more fundamental solution to the problem of coexistence of

interactive ;mes.sages and large files in the same network, and because other future users of

N Xl)IN may, like FSAS, have large file transfers (e.g., Computer B to Computer R).

-.3 'OST EFIECTIVENESS

F-te recommended alternative (NA'.)IN use with trunk upgrade to 9600 bps) is over

e\' t'e _ i iore cost effective than a leased line approach. This is based upon three year

pres,..nl wwh vlues of $288,31.1 ind $2,134,808, respectively. Additionally, use of NAI)IN

wit I 1. 1. Lhit 's ve t run(< (n paci ties is over three times more cost effective than a leased

line nfppro.th. lh Is):1sm2d upon three year present value of $965,132 hnd $2,134,808,
respectieI v.
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5.3 FSAS-NADIN INTERFACE

M',hile the FSXS and NADIN are basirally comJ, t!'e, iome details of interface

implementation have to be jointly finalized by the FSAS and N I)IN implemei.tatio-n teams.

The line speeds between AWPs and NI)TN switehes, and between FSDP.Ss and N \DIN

concentrator, have to be a minimum of 9.t and 1.8 Kbits/see, respectively. However, these

are local (hardwired), interfaces and higher speeds are readily accommodated on the RS-449

interface. It is suggested that the NADIN progrram can provide upper limits on the speeds of

NADIN ports and then leave the final choice of hardware connections and line speed to the

FSAS contractor.

The link protocol used in both FSAS and NADIIN is the balanoed version of ADCCP.

The two networks are thus totally compat Ae at the link level of interface.

At the message level, tne FSAS specification acknowledges the use of NADIN's

message structure. There is a further need to:

* define the headings FSAS data needs in i N. I<IN message.

* define which pro-r,is e-pomshlii i to format messages.

Finally, buffer use at the NAI)IN switche; was computed. It was shown that at the

times of transmission of Surface Observations an, Winds Aloft files there mav be an

accumulation of 100 to 200 Kbytes of frames waiting for transmission at the switches. This

accumulation can be prevented by allowing NADIN to control the flow of files coining fron

the AWP. Such a flow control can be implemented vm the use of N T)IN control 'neszages.

While flow control is not an absolute neee.ssity, because NXDIN switches can store large

files, it is desirable that NADIN have this option from the start. Flow control will make it

easier for the future NADIN to accommodate ind manage multiple users. Flow control

should therefore be considered as a F, ossiility and addressed by the FSAS and N-DIN

implementation prograims.
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S U RV Y O FF SAS 1 C) Al IL UN 1A 110N S

'The FS \S is an nutoination prOmrar!i vl'ik(:! ,Vill IF iv'W-enl nd 'fiii' )

the ser vices provided by Flight S rvwee Sta ions (I P ' ' .( itrodue-,~ri w o

processing c-ipabili ties and hills now ,ot 10") (, l~ylii 121 e" ' i"t0iJi (tst

FSSXS concept and the FSAS da IFi eom rnaiea lionl nrw" :. I d' jt he (S~

system an(I then discus;ses the planned a I ama ted s.Vstorl

N.l I XISTINGSYSTFMt

The V &4' provide,, went aer IiIV ilronhulticl ''t'li:c to pilots,. :,_Ceeives- flight plans.,

collectsz weit hur ,nd ;ie;ciwiit1 1i 1'0eort 'is 11 IPS, Na s Md col cots weather

observations (Surface Obscr',atioan.) In ot icr w,)rds. anr VSS til -, thw duail -esponsih)ilitv to

collect and dissem-T~inate both Weaither wid fig ht data. l'here 'ire !ipproii ratelv 327 FSSs in

the United Sta tes -nd thex', are conneceled it) evvernl doi,, to conmuan et ionls networks.

Generally speaking, won( tl hr daita Is trmn mited o','r time- SerViec % networks and

flight dat a over the Secr"ene t v! Ser viof (A ;\m an h;nt . consist of 75 taimid

teletypewriter in lt ipoi!! cm iroi s (.0iitroI CI I)Y -: it ohe," lo(mItedm in mois City \'1 0. Th('

switches are the IN enther \lessli,re Switellm il ('eater H VXIS(?) anmin'Atiae 13 1)0th

!:i troh -nge 7s t 1 a -RJI), .spectivelv..

('1a0 to it, )Anction. 'In FSS oomnniiimlae> witl ailnosi ndl ~~sof' F N N facilities,

This inoltade- :

* ot her FSSs. f*or the 'xehrlnge of 's at F i i Ri;! IFR,) plnno as ad Nothains;;

* *i; Routing 'Prmf!'ic i'onr,l ( :.nttI5 ( \1{'lCCi. for film IF R plms;

N \itr IritfieI "mitr.'d O \SIi (i' hm eator *' *'&1(') for flow control



Ilie speeialists mnacmoilly retrieve weather information to grive briefings to pilots. This

is ti;11-oor~sum ing aind, in buw. stations, res.ul ts in long service waiting times. The pre-sent

use ol fulitionm iV-tim i ed I eet ypewr iters does not per mit enhanced ser vices sucn as

wealther -katic.*nd, heecause Of thle low'-sreed local mnultIpoint lines to which FSSs are

onniected, only a limi ited port ion of the total national weathe. doato is Poutinely available to

.2 A UFON ATF1 ~)SYSTHEM

Phe an ro'v-te-( systemn will consolidate the functions of the FSS system at three levels:

national, re-ianno (,A .ZUC ein) and] local (See Figure A.1). At the national level, there

will be tw' 'Viation WA,( thor ilroccssors A W P) whic!h receive and format all weather

informator. Thu AVJP- [hehi': -etivity in a dynamic way. and each of ',hem maintains a

no .-tional vcW!,! ;e i aeit ;dl times whic-h they relay to the FSDPSs. AWPs primarily

handle wciitl er oal o, wit th-,v aIlso receive flow contrai messages from the ATCS(7C and

Notams heon the NFTVW.

\t the -e(,or~l I('I, -oloen ted with eachl of :-3 A RTCCs, there will be a Flight

Service 1)m a rosinS ein(I-S )PS). Eachi ESDPS maintains a notional weather data

baie and hats the ability to retrieve weather information on a given flight route. The FSD PS

relays IF R flight p~>to N1TC( 2, and stores \TFR plans for flights destined to airports

N'i thin its hiifidar' hi

\ I the local level, A FSSs will serve pilots (iisuall General Aviation pilots). The nmain

iripatontpcut dev ipe is a cons ole that interacts with an FSDPS in real time. Consoles are

opera tedt bys kloih~t, who n turn provide pilots with weather briefings ;ind accept flight

plans from the pilots. The NFSS mnakes radio contacts vith aircraft and sends the aircraft's

coori'dnmics to the I SO PS. 'The '\FSS qlso collects weather data and Notamns, and sends the

data to thle [SI )IS.

In addition to AFSSs, I )imet User \eoess D~evices (DUATs) permit a degree of

devetrul ization. 'hie(u -vi'-cs 'ire hmsica II thle so ine as consoles ,it the A FSS, hut serve

;t los, dir-eetl . %,i tlout internotion %Wi tlt nn I"AA specialist. The DU ATs communicate with

the, ['SIS, mudik or'' misdlk' hloco at tirtmo't~ willi sufficient activity to justify independent
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FSAS NO f)ES A N i( ~N N FI 'TED SY'] ['MS

This appendix describes thte variou FS %S e 'apeW91 re~ d onn-cted SyStcrrr' (See

Figure II. I. The dlescriptiron incluides the iivnct locaunn i npln tat n sehccak'

interface and performance of nodeN. The'\ ltfh'ini 2' ' -' Service Station louritiuns ane

bnpioiemii 110 scedles are in Appendi 1].

The 17SAS nodes describej are the AW P, F )SPS, A\l 5 arid D)U I\'. The cOnnected

systems are the, XW MS, NFDC, N \I2, ART(W, .\'CS( :, "X Maild ARlO.

Nviation Weather Pnessor (AW P1 An A WP reeceives, proce:sses, store,. and

distributes weathor and a er,,mIi tal d i a to 1 he FSDIlSs;. Fre s ources of d~la r Th.

WV\SC (Weather), the O"lPs(oe:~ ufai ) Ser vat eros, Pilot l '~

(AFOS weather Prafhios), the AWSr 'S~ (flovi !ttllIlctrs ii r<Xl{ n

N F DC (N otamis). In A IVP irov-w> , Ko.. (on iut.> ;id expands) t:he te-XT " ill the
inessages it receives (with the excen 4 QVI'\ F Notiiis. lIrtermnatIu Ntanq and

flow control Ireossailges) anad s1 twe- trem iti i ti w version s~ received. The I, twoAW Ps

share this lorid d, namikiallv and lqwci 5(11(1 the weather piodri s it irocessesU th I h

other. The AW Ps will heben cate in Itf Lak C I i Atru rNW and are assirned to he~

in Mlace in 1 983 rat the eiii est.

The PSAS specyiicton specitie-' tbn. i'arsi delayv , aivril;!5ilitv and relrahiljt, :,f

individulH com1ponents. 'Fir overall -~-rrequlirellents are raot YVil lr ',

SW P process ing t iinc of ()( WANS( ' i r ar or FS') PS reussis 4 1 'Ni js ic

overall systemIl dcliy for Arlm vvS ', ' war.rvrthci radar dr a is about In niscoonds

(Reference 2, TaNle 1 3 A).

Flight Service Data Flkj, yin ('IlS :II. Iih I Scr v o r)i ti r~ssIll

Systein (PSIPS) Irov"ids woriT WA, 1'01Ki r i i 'iII a''o

H.1



Y..~~,)(- 11,i ' n~ i 'SS mdry will!)o I~i.- talled IiI 1983 it Us1,I rr~lje0!. 1"

i~jlt-~iIr. -:, t1ti- Vill hw I noxiimum (A 14 i:5[)D ~ P

i,~, Ii i~ wr Ii 'oJill the ARTUV regions ontaining the Uirg-estrine-.o

!I' 1I hc Jo eri-teirn iltirn l-ei (2000d), it is iissurned thrait itMaximum of

?t ~IiK"w i 1)e ;'tt led. '[ihe .1 Irives the locations4 of FST)PSs . the time of

*npl)011Ittrticri tI' iit. l'( rioiitiv , \ :%3S, mid the ("-digit am~ciCole mId e."ehange

The 7 S1) P is, thle eeit,! 'ml P;-l n the FSAS rind Is therefore eonnected to- 4PV~A

(10 iF, eeo a r,< '01,T. Iui oidditI on, the FSDPS will have connection' to

t v i : W'' \)IXW I Radars , \ RO, and A'SCii. The iiature of

lie ~ ~ ~ ~ ~ ~ ~ ~ . a.tI5 i V' oh0 ~orc o re discussed in eacih node's sum m rv

Fhe IBSMIS :\ tebror11il I'nd I ;y>iilhol'iIs iriterf a-es ore listedI i Table2 B.2. (T~itbles 2

Th. I-S il 11 en;'o Ih SAS, s eei fieation oire listed in 'Pablo B.3

TI ese '00050 i mm iije lon deli ys of varier s tra ffio Ci s5 dd up

Vc tire ti'!,;' A tcm dcli!'s.

11irPCt I n; . ii I I UA ): T1h I fl )U A F i an init eroeact iv e d nftlr T f I(

Ii nns1 r' o te nee(t ed to Ii heFSDl)iS. Tue DU AT operator cani displaYf otol!WrtF wr.nic

w 4':td wlI 'cIt id file fI~lanlori to tl e FSDPS. The l)UATs can hr, eitncr

tlse(r--o' MY Fx )r"d and on opera te il niflher synchronous or ris\nehIronr js

Of dile I Il '1(-' I T , oily the A A -owner s\ iwhronowr A' is f in tere ,t fo)r

('011MIn f Wull 1(11 or - ,vi,1 tither types:- hi1ve to r'lipiv their ow'n line,, or list t he P11h)ie

IWentsiher Sw j t wd~i ir, i'en ter (in k\i~ ,';): I'li IMSC, located in Knnsosz 7~it' MO.

Ii't!'rd v- 1 -hm F *c ittlni' ti (,()I mun icu-.,tions network. The Servi,'e A

iiilrino I, -,']I I I,. orT m id'~rt vwer)tlei dritzi rInd terminafte 0 the WMV.

Whrl1 1; 1 I "'. ':, 1 Ih: r-d sit rion-tutom iterl US ire still in Ve . the,

i\ii q. ~j I. - 1 I tl ' Iiilt weo tlcr (Itt i t ween nI te tier ('(I 'tid
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MENTATION

nac TIME AREA CODE
CITY IDENTI- STATE NEAR MID AND NUMBER AFSS IN

FIER TERM TERM EXCHANGE OF AFSS SAME CITY

1. ALBUQUERQUE ZAB NM X 505296 2 Y

2. ANCHORAGE ZAN AK X 907333 3 Y

3. ATLANTA ZTl GA X 404946 3 Y

4. BOSTON ZBW MA X 603889 3

5. CHICAGO ZAU IL X 312897 2 Y

6. CLEVELAND ZOB OH X 216774 4 Y

7. DENVER ZDV CO X 303776 2 Y

8. FORT WORTH ZFW TX X 817283 2 Y

9. HONOLULU ZHL HI X 808734 1 Y

10. HOUSTON ZHU TX X 713443 3 Y

11. INDIANAPOLIS ZID IN X 317247 4

12. JACKSONVILLE ZJX FL X 904845 1

13. KANSAS CITY ZKC MO X 913782 3 Y

14. LOS ANGELES ZLA CA X 213642 4

15. MEMPHIS ZME TN X 901365 4 Y

16. MIAMI ZMA FL X 305592 2 Y

17. MINNEAPOLIS ZMP MN X 612463 y

18. NEW YORK ZNY NY X 516737 2

19. OAKLAND ZOA CA X 415797 2

20. SALT LAKE CITY ZLC UT X 801521 Y

21. SAN JUJAN ZSJ PR X 809791 1 Y

22. SEATTLE ZSE WA X 206833 2 Y

23. WASHINGTON ZDC DC X 703777 3 Y

TABLE B.I LOCATIONS OF FSDPS
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COMMUNICATIONS
CAPABILITY SYNCHRONOUS ASYNCHRONOUS

Line Type Full Duplex Full or Half-Duplex

Line Speed 2400,4800, or 9600 bps 1200 bps

Code ASCII ASCII

Error Control CRC Check Character Parity

Line Protocol ADCCP 11-bit Start/Stop

TABLE B.2 FSDPS INTERFACE
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MEAN 90th 99.5th
RESPONSE TIME (SEC) PERCENTILE PERCENTILE

To DUAT, AFSS 2 3.9 7.4

To Transmission From 2 3.9 7.4
AWP for Storage in
FSDPS Data Base

To Transmission From 2 3.9 7.4
AWP or Remote Radar
Site For Retransmission
to AFSS

Key Echo (Asynchronous 0.15 0.293 0.585
Only)

Key Echo (Others) 0.008 0.156 0.296

TABLE B.3: FSDPS RESPONSE TIMES
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APPENDIX C

FSAS TRAFFIC STATISTICS

The bulk of FSAS traffic is weather data going from AWPs to FSDPSs and between

AWPs. The FSDPSs also transmits unprocessed weather data to the AWPs and the WMSC,

and transmits flight plans to other FSDPSs (VFR) and to ARTCCs (IFR). The traffic

between FSAS computers and external systems does not, in general, appear on NADIN

backbone links. For instance, the WMSC sends raw weather data over dedicated lines to the

switches which retransmit it to the colocated AWPs. Since this study focuses on line delays

and loading, excluding node delays and loading, the traffic between FSAS and external

systems is documented here only in instances where it appears on NADIN backbone links.

The traffic statistics given here are always for a generic busiest connection. In

instances where traffic is given in yearly figures, it is translated into hourly traffic by

multiplying it by a factor of 0.00035. This is the factor used in the MITRE study

documenting FSAS traffic requirements (Reference 16).

AWPS to FSDPS Traffic: The FSAS specification and the supporting MITRE's report

document the AWP to FSDPS traffic (References 2, 16). The changes and additions

made in the present report are based on the NFDC integration study (Notams), the

FAA data communications handbook (Service A schedules), and oral communications

from National Weather Service personnel (References 6, 14).

Tables C.l, C.2 and C.3 document the AWP to FSDPS traffic. Table C.1 lists

scheduled AWP to FSDPS traffic which consists mainly of large file transfers. Table

C.2 lists unscheduled AWP to FSDPS traffic and Table C.3 lists unscheduled urgent

traffic. The distinction between scheduled and unscheduled traffic depends on the

state of automation of Flight Service Stations. For instance, Surface Observations

will eventually come from the FSDPSs more or less at random but at present they are

collected by the WMSC and sent in bulk to the AWP. This study assumes bulk
transmissions to ensure that recommended line speeds are adequate.

The following changes are made to the FSAS specification traffic table:

CA



0 The times of transmission of SA, FT, FA, TWEB route forecast and SD are

either changed or included for the first time (WMSC schedules in

Reference 6).

0 All the parameters of all types of Notams are changed using figures from

the NFDC integration study (Reference 14). Notam cancellation messages

are included for the first time and their length is estimated to be 25

characters. There is one cancellation message for each Notam.

* The average number of messages for WH, WW, WO and AC are based on

estimates provided by the Aviation Weather Branch of NWS. The number

of AFOS graphics is changed from 36 to 86.

AWP to AWP Traffic: The AWPs exchange processed weather data. Since the sharing

of processing is dynamic, an AWP may temporarily carry all or almost all the load and

send as much data to the other AWP as it does to the FSDPSs. So, for conservative

design, the AWP to the AWP traffic is assumed identical to AWP to FSDPS traffic.

FSDPS to AWP Traffic: The FSDPS to AWP traffic consists of Notams, Pireps and

Surface Observations. If all the FSDPSs were installed, the average FSDPS traffic

would be 1/23 (4.35%) of the total Notams, Pireps and Surface Observations going

from AWP to FSDPS. It is assumed that the busiest FSPDS will send twice that

average, i.e., approximately 10%. The messages marked with an asterisk in Tables C.1

to C.3 constitute the FSDPS to AWP traffic, after multiplication of the number of

messages by 0.1. The FSDPS to WMSC traffic is identical to the FSDPS to AWP

traffic.

FSDPS to FSDPS, ARTCC Traffic: FSDPS to FSDPS traffic consists of VFR flight

plans and FSDPS to ARTCC traffic consists of IFR flight plans. All flight plans

originate at AFSS controlled by the FSDPS. A VFR flight plan goes to the AFSSs

which controls the destination airport. An IFR flight plan goes to the ARTCC which

controls the departure airport. In addition, an ARTCC sends back acknowledgements

for received IFR plans to the originating FSDPS.

It is Nsumned that 80 percent of VFR. destinations are in the same FSDPS region and

that 90 percent of IF departure airports are within the same ARTCC region;
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ks a result:

" An FSDPS sends 20 percent of VFR flight plans to the nearest FSDPSs.

* An FSDPS sends 90 percent of IFR flight plans to the colocated ARTCC.

* An FSDPS sends 10 percent of IFR flight plans to the nearest adjacent
ARTCCs.

It is also assumed that the busiest FSDPS will handle 10 percent of the national total
of flight plans (as opposed to an average 4.3 percent per FSDPS) and that each FSDPS

has 3 neighboring ARTCC regions.

The national totals of IFR and VFR plans for 1983, 1988, and 2000 are obtained from

AVP forecasts in Reference It (the year 2000 figures are obtained by linear

extrapolation).

1983 1988 2000

IFR 9,701,086 12,403,364 18,888,831

VFR 3,198,656 3,403,639 3,895,598

With a peak hour to yearly traffic ratio of 0.00035, the number of messages per hour is:

Near- Mid- Long-

term term term

FSDPS to other FSDPS 7.5 7.9 9

FSDPS to colocated ARTCC 305.6 390.7 595
FSDPS to remote ARTCC 11.3 14.5 22

These numbers do not greatly differ from the figures given in Table 6 of the FSAS

specification (Reference 2). That table completes the characterization of FSDPS to FSDPS
id FSDPS to NRTCC traffic by giving the length of flight plans.
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FSDPS to ARO, ATCSCC Traffic: An FSDPS and the ARO exchange messages

concerning VFR flight plans which terminate at one of the busy airports having a

limited number of VFR slots available. The FSDPS files the plan and the ARO either

accepts, rejects, or delays it. The ATCSCC to FSDPS traffic consists of flow control

messages. There is no traffic in the reverse direction. The FSDPS to ARO traffic is

taken from Table 6 of the FSAS specification. The ATCSCC to FSDPS traffic is the

22 n -d entry in Table 5 of the FSAS specification.

Mean Message Throughput
Length (bits) Messages/hour (bits/sec)

FSDPS to ARO 320 7 0.62

ARO to FSDPS 120 7 0.23

ATCSCC to FSDPS 2000 5 2.78

C.4
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APPENDIX D

NADIN DELAY REQUIREMENTS AND TRAFFIC

The initial NADIN traffic consists of Service B and AFTN traffic. The delay

requirements are the maximum average and 90L- percentile delays to which messages are

subjected in NADIN. Both traffic and delay requirements are given in Appendix Z of the

NADIN specification (Reference 1).

The traffic statistics are given in Tables D.1 and D.2 in messages/hour. The message

length statistics are given in Table D.3.

Three sets of delay requirements are given: 1) with normal traffic as in Tables D.l

and D.2; 2) with zero traffic (i.e., only transmission delays) and 3) with worst case, i.e., the

traffic is 100% more than traffic in Tables D.1 and D.2. The requirements are:

Normal Traffic:

a) The average network delay of errorless format messages from concentrator B

to concentrator E must be less than 2.0 seconds (see Figure D.1).

b) The average network delay TN of errorless format messages of Level I

priority from concentrator B to concentrator E must be less than 1.5 seconds.

c) Ninety percent of the errorless format messages from concentrator B to

concentrator E must have a network delay TN less than four seconds.

Zero Traffic:

a) With probability .5 or greater, the network delay TN of an errorless format

message from a concentrator served by Switch C to a concentrator served by

Switch D is less than 1.2 seconds.

b) With probability .9 or greater, the network delay TN of an errorless format

message from a concentrator served by Switch C to a concentrator served by

Switch D is less than 1.8 seconds.
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Wortst (se-

a) The average network delay TN of errorless format message' fr,-)T,

concentrator B to concentrator E must be less than four seconds.

b) The average network delay TN of errorless format messages of Level I

priority from concentrator B to concentrator E must be less than 1.7 seconds.

c) Ninety percent of the errorless format messages from concentrator B to

concentrator E must have a network delay TN less than eight seconds.
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FIGURE D-1 FUNCTIONAL DIAGRAM.1 OF NADIN ARCHITECTURE
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Messaqe Average
Length Message Minim

"ype Disti -.but-on Length Spread Length

I Biased 50 25
Exponential

II Biased 120 60
Exponentia!.

III Biased 3000 2000

Exponential

IV Uniform 90000 18000

V Uniform 5 3

VI Uniform 1600 100

TABLE D. 3: MESSAGE TYPE CHARACTERSTICS
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APPENDIX E

AFSS LOCATIONS AND TRAFFIC

Traffic data on the Automated Flight Service Stations (AFSS) was collected at an

early stage of this study in order to analyse the impact of their data communications on

NADIN. This analysis is now considered premature because AFSS to FSDPS connections A d]

be through dedicated lines. The AFSS traffic data is nonetheless presented here because: 1)

future FSAS plans may call for connections between AFSS and nodes other than the FSDPS,

thus creating a reed for NADIN, 2) the AFSS traffic data can be used as support information

for the FSAS design of its internal communications.

AFSS Description: An AFSS consists of consoles operated by specialists who access

the weather and aeronautical data base at the FSDPS. The specialists also contact

aircraft and accept flight plans from pilots and fila them with the FSDPS. The AFSS

stores the most recent weather radar data and AFOS graphics.

An AFSS is connected only to the FSDPS of the \RTCC region to which it belongs.

EIA-RS-449 Standard controls the electrical interface with the FSDPS, seven-bit

ASCII code is used, and the link protocol is ADCCP

AFSS Locations: The locations and numbers of %FSSs are not finalized yet. The

general guidelines in predicting the AFSS locations are: 1) AFSSs should 3e evenly

distributed among states, FAA regions and ARTCC areas of control, 2) AFSSs should

be where the largest demand of general aviation users is expected. (There are of

course other considerations like existing facilities and buildings, personnel training,

etc.). The data on AFSS locations presented here does not aim to be !in accurate

picture of AFSS implementation but rather a "likely scenario" useful for any future

preliminary study of AFSS communications. The two guidelines cited above (even

geographical distribution and matching general aviation demand) are quantified, in

conjunction with FSAS preliminary plans for automation, to construct such a scenario.

The FAA has established a tentative list of AFSS implementation (Reference 9). This

list contains the locations of 61 AFSS. It was assumed that the locations which are at

FA



airports already having a non-automated FSS will be the first to have an AFSS. This

assumptiun results in Table E.1 which contains the locations of 61 AFSSs, 41 of which

are to be implemented in 1983 at the earliest and 20 in 1988. The first 41 AFSSs are

assumed connected to the 14 FSDPSs given in Table B.1. Table E.1 gives the name of

each AF&S, its three letter identifier (or the identifier of the airport where it is

located), the state, the expected implementation time (after 1983 or after 1988), the

six digits of the area code and exchange and the FSDPS to which the AFSS will be

attached. The time of implementation is calculated assuming that AFSSs in regions of

largest demand are implemented first. The area code and exchange digits are inputs

to NAC's network design software tool MIND and can be translated into Bell System V

and H -oordinates. The FSDPS to which an AFSS is connected is assumed to be the

FSDPS eoloonted with the ARTCC which controls the airport where the AFSS is

lo na ted.

AFSS Traffic: Tables E.2 and F.3 describe the AFSS-FSDPS traffic. Tables E.2,A and

E.213 list the various types of traffic (pilot briefs, itircraft contacts, etc.) and E.3 lists

the ratio of traffic throughput at all 61 AFS!s to Miami's 1978 FSS traffic (baseline

traffic). liami's FSS is chosen because it had the lirgest traffic at the latest date for

which figures were available (Reference 10).

'The estination of traffic for each AFSS in 1983, 1988 and 2000 is based on the

preliminary forecasts of FSS activity by the Aviation Policy Office (Reference 12.

This docurment lists the .etivity of all 327 FSSs. To determine the activity of the 61

XFSSs, it is assumed that the traffic of non-autornated FSSs will gradually be diverted

to the nearest AFSS, the traffic of the smallest FS;ks being diverted first.

For example, the following steps are made to obtain the activity of the

Blirmningham, AT, AFS.S, controlled by the Atlanta FSDPS:

(1) For near-term, the activity is equal to the forecasted activity of non-

automated FSS in Birminghim for 1983.

(2) In mid-term, the' FSS traffi(. at Anderson SC, Tuscaloosa AL, and Bristol

'Tri (itv TN, is ,Xpetted to he diverted to AFSSs. The sum of activity at

these three stations is divided equally between the AFSS at Atlanta (%,

V.2



Greenville SC and Birmingham AL (the 3 AFSS controlled by the Atlanta

FSDPS). This portion, added to the forecasted activity for 1988 at
Birmingham FSS, gives the mid-term Birmingham AFSS traffic.

(3) In the long-term, all the FSS traffic in the Atlanta FSDPS region is
diverted to AFSSs. The FSS projected traffic for 2000 is equally divided

between the Atlanta, Greenville and Birmingham AFSSs. This is added to
the 2000 forecast at Birmingham to give the total long-term Birmingham

AFSS activity.
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APPENDIX F

MESSAGE PRIORITIES IN NADIN

Messages have four levels of internal priority at the switches and two levels of output

link priority. In addition, network management messages have precedence for transmission

over information messages of the same link priority. (NADIN specification, Paragraph

3.3.2.2.8). The correspondence between internal priorities, output priorities and the

International Civil Aviation Organization (ICAO) (1) priorities is:

ICAO NADIN Switch Interval NADIN Output Link

Priority Priority Priority

SS 1 1

OD 2 2

FF 3 2

GG 4 2

JJ 4 2

KK 4 2

LL 4 2

The ICAO also recommends (1) that messages with same priority be transmitted in the

order in which they are received for transmission (i.e., on a first come first serve (FCFS)

basis).

Appendix H describes in detail the relation between internal switch priorities and

output link priorities. Internal priorities apply to messages processed inside the switch and

output priorities apply to messages in a partial state of transmission and simultaneously

outputted with other messages.

The FSAS specification has not assigned priorities to the various clases of messages.

As a working assunption, the following assignment of priorities is suggested:

F.l
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Priority 2: Flight related messages such as flight plans and flow control

messages from the A'rCSCC.

Priority 3: Weather related messages which are transmitted on an individual

basis such as AFOS graphics as well as Pilot Reports and Surface

Observations transmitted by automated flight service stations.

Priority 4: Large files of weather data coming from the WMSC and

retransmitted by the AWP after processing. For example Winds Aloft

and Surface Observations.

With this assignment, all FSkS messages have a link priority of two. The original

NADIN traffic also has link priority of two, except for a very small percentage of priority

one messages.

Priorities and Delays: - The effect of priorities on message delays is to diminish the

delays of high priority messages at the expense of low priority messages while keeping

the overall average delay the same. In NADIIN, almost all messages have second link

priority and therefore the average delay does not significantly differ from the delay of

second priority messages.
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APPENDIX G

EFFC-C PS OF THE FRAGMENTATION OF MESSAGES INTO ADCCP FRAMES

Mess tges which exceed the information length in an ADCCP frame in N ,DIN are

transmitted as several frames. Breaking messages into frames affects the modeling of the

transmnission of messages as an M/G/1 queue in two ways. First, frame arrivals are no

longer a Poisson process, since a long message creates a "cluster" of successive frames.

Second, the length distribution of frames (or service time distribution) obviously differs

from that of messages.

The change in arrival patterns probably has little effect because the assumption of

Poisson arrivals is robust and usually predicts delays elose to observed values (Reference

19). Therefore, the assumption of Poisson message arrivals is retained for frames.

The change of length distribution of messages when split into frames cannot be ignored

since waiting times are directly proportional to message or frame lengths. Stated

mathematically the problem is: given a message length probability density function (pdf)

p,(x), and given a maximum frame length L, what is the pdf py(y) of frame length after

messages are broken into frames? With the problem stated in these terms, a general

relation between p y (y) and P(x) can be obtained , tut it is quite complex and unwieldy.

To obtain an approximate solution, the message length distribution is assumed exponential

and the resulting frames are assumed to either have a length L or be uniformly distributed.

From the assumption on frame length distribution, py (y) is approximately given by:

py (y) =OM y-L) + (1-0) LH !5' y 5 L

3 is the expected portion of frames having the maximum length L

,s (y-L) is the unit impulse function which is zero except for y=L

1, is the length of ADCCP header and trailer

U L-L 1! is the maximum length of information in a frame

6.1



The second term in the R.H.S. of the above equation approximates the length

distribution of incomplete frames (last frame in nessages). The length of the last frame of

:i nessage can have any length between L-L' and L with equal probability. This is a good

approximation, especially when the average length of messages is large compared to the

length I, of a frame. Intuitively, the last frame of message having a smooth length

distribution is equally likely to have any length between 0 and L'.

-ssuming that messages have an exponential distribution somewhat simplifies the

calculation of 3 which depends on the distribution pX(x), since it is difficult to obtain / in

closed form for most distributions. It is also difficult to quantitatively assess the effect of

this uniformity assumption on the pdf py(y). Intuitively, the functional form of p,(x) should

not have too much effect on the average number of full frames per message.

The valie of 0 is given in general by the following (exact) expression:

11d =  
n  

N.II-- (*)

where:

a. = Prob (n L:_X <(n+l)L)

J (n+ ) L

= nI. Px(W dx

This expression for 0 is obtained by averaging the fraction of full frames when X is between

nI. and (n+l)1, for all values of X. X is between nL and ',n+l)L with probability an.

'(Juation (*) can be put in a somewhat simpler form as follows:

I ,, t:

n pP(x)

Clearly:

-A
S m1 n l z.



Substituting An - A n+ in Equation (*) gives, after some algebra:

nFa An

= n(n+l)

Specializing now to the case of an exponential distribution of messages:

Px(x) = exp - ( = average message length)

And

An = exp -nL

The fraction of frames of length L is obtained using analytical methods for the summation

of series:

1 + 1 (i-u) loge (1-u)

LWhere: u= A e

These equations and the approximate expression given above for py(y) completely

determine the length of frames.

The use of length distributions to compute delays requires three quantities: the mean

and standard deviation of length, and the Laplace .ransform P y (s) of py(y). These

quantities are obtained below. Also, the number XF of frames per unit time is obtained as a

function of the number X of messages per unit time.

The mean T and standard deviation a are obtained from py(y) above, giving:

- (1-0 L

P* (s) is obtained from py(y) by taking the Laplace transform, giving:

G.3
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APPEND H

SWITCH ro CONCENrRATOR OUTPUT QUEUEING PROCEDURE

he NADIN specification describes the functional characteristics of switches and

concentrators and their expected performance, and leaves the choice of design to the

N %DIN contractor. The functional constraints imposed on the switch operation by the

NA)IN specification dictate the switch output queueing procedure, as explained below.

Uiing this queueing procedure an analysis of delays showed that the FSAS files cause other

NADIN (nessaiges to suffer large delays. A different switch operation which prevents these

delays is suggested below (See also Reference 27).

Switch Operation: The following functional constraints on switv:, operation are given

in the N ADIN specification:

* Continuitv of messages: For low speed terminals which cannot reassemble the

framnes of a message, the interframe delay shall not exceed the time it takes to

transmit one character, making the delay virtually imperceptible to an operator.

(Reference: NADIN Specification, Paragraph 3.3.2.2.6)

" Flow control between switch and concentrator: The switch will not send a frame

to a concentrator until it receives a message indicating that the output port to

which the frame is destined is free or about to be free. This procedure prevenUs

frames from arriving at the concentrator faster than they can be retransmitted

over a low or medium speed output line. (Reference: NADIN Specification,

Paragraph 3.3.2.10.5)

* Switch output priorities: The switch has four levels of internal priorities and

mesv;ages are queued for output according to these priorities. (Reference:

N .A )IN Specifict tion. Paragr ph 3.3.2.2.8.)

* Link priorities: lesstges are transmitted according to two levels of link

priority. The first lii1k priority is the saome as the first internal priority. The

11.1



second link priority is assigned to messages of internal priorities 2, 3 and 4.

(Reference: N .XlIN Specification, Patragraph 3.3.2.2.8.1)

In addition to the above constraints, it is evident that the switch must rnut leave the

line to a concentrator idle if messages are available and if the concentrator can aiccept their

tr insfer. To satisfy these requirements combined with the necessity for cont jnjit-v of

nesSiges and flow control, the following procedure may be used: if a message co~flio.5Cd of

severail frances s -selected f'or outputting the switch will send only the first frp me and wajit

for perinission from the concentrator to send the next framne (flow control). Instead of

s;taying idle, it will then bring for output another message (destined to a different output

port) iind -send the first frame. The switch will therefore service as many ports as possibile,

interspersing their fraincs. Also, the switch will bring in a new message fur output only if

no fra ne from ilessages,; currently partially transmitted Canl be sent. Therefore, the

.oonstr~tint on interfraine delay will be automnatically satisfied most of the time. Figure 11.1

represents thle switch 'node of operation, including th, effect of priorities. On thle left,

ir ;gsready for output arc store-d in soine form (if mass storage (e.g., disk). On the

right, mile-sn'iges it) I hc olitput I uffer ire b~eing U ansmitted, sharing the switch to

concentrator line onl a framne by framne basis. Thle next frame to b~e transmitted is chosen in

around-robin fashion (asynchroouis ti ne divis ion iiultiplexing) with the exception of

ine-ssage with tire high link priority which are always given precedence (these constitute a

ve~ry sim noll poti r anil mesages). The tranisfer of a mnessage from the mna.-s storage into

he0 ')Lff~r recurs 01ml ' if there are riot enough franc, to keep the switch to concentrator

ti n con1t i nUOUS y I)LISV.

TPie switoh w~r vice discipline just described satis fies all the constraints given in tie

N \ r)lN speci ficat ioi ;ini! is I he-rofore a reasonable rep~csentat ion of a switch desigin based

onl the speer fica tin. For tilie N %D IN level I traffic thii service discipline is adequate since

the spee il, of, omit,it Jrie, ;it the concerttra tar end itre smnaller than the speed of thle witcl!

to concen Ira br Ime. Forrt-iince, it rrresmge of Priority 2 will be transferred fromi a

-;torqiio to liii oiitil affr mai trimmsnilt(ed ovor n trunk line, even though a 'SSae i,()f

Prinorit 4l r, ;&;. :o viirrentI h being traism ill c, 1coause thle latter message does not

114H) Viiol/c the switoh to conmeiliti tlor liii' e; 1 um(iity.

I'A''ftme of tIWe l-SV) traffic (eoinhblito i)hange this dlesirable performance.

1:1 \i~ 11 oid ['SWs irc ooontitul with Itit N %M)N wvitolles anid eonceritr itor. ps

8111 ) !i(,l to Ii, Iiimit llaid N10, io lati )it Ny4-iiuinueli Witrher than the 4.8 IKbit ' s Ped of



the switch to concentrator line. Second, a portion of the FSAS traffic consists of 'i,.-

transfers which create NADIN messages lengths of 16 frames (approximltely 4':'

characters). In light of the discussion of the switch service discipline above, this 'eans t .-in

an FS-XS message of 16 frames, once transferred to the output buffer, will re'nain th--e

alone and monopolize the switch to concentrator line for the time it takes to be transmitted

(approxiimately 7 seconds on a 4.8 kbs line). A message of any priority arriving at such a

time will thus have to wait for several seconds, a time violating the maximum delays

recommended in the NADIN specification. The duration of a busy period during which such

delays occur depends on the length of a file and on the speed of the switch to concentrator

line. For example, Surface Observations (which are transmitted at the beginning of every

hour) keep the switch to concentrator line constantly busy for 7 or 8 minutes. With a 9.6

Kbits/s line between switch and concentrator the corresponding duration is about 2 or 3

minutes. It can be argued that if the total duration of busy periods each hour is less than 6

minutes (i.e., 10% of the time), then both the average and 90th percentile delay

requirements of the NADIN specification can be satisfied. It is better, however, not to take

this approach, since the delays of messages in NADIN will become unacceptable if the FSAS

makes changes in its schedules. (For instance, AFOS graphics may be sent in succession

instead of more or less randomly). Accordingly, the average of delays over the duration of a

busy period, rather than over a whole hour, must satisfy the requirements of the NADIN

specification. These large delays of NADIN I messages caused by FSAS messages suggest a

different switch operation where the switch directs its attention equitably to all users.

Mdified Switch Operation: Delays at the times of file transfers can always be

decreased by increasing the speed of switch to concentrator lines. An alternative to this

"brute force" approach is to modify the switch service discipline in a way which prevents

nonopolizing use of the circuit by the file transfer messages. This may be done by altering

the queueing discipline described above to give a more "fair" treatment to non-FSAS traffic.

This approach is more fundamental than increasing line speeds between switch and

concentrator, because it addresses the basic question of how to expand N NDIN into a

network which accommodates large file transfers, in addition to short messages.

Considering the developmental stage of N ADIN, it is also less expensive since it can still be

aiccomnmodated in the design phase and does not require costly hardware (high speed

uode n-, I)ihplexers).

11.3 4.



The nodi f ti t .t iii t he switch s,-rviee discipline consists of transmitthi., one ' at

,I ie c %W1 1C ,es1I..e. e (Ic4t ined to n idle output port. Referring to Fl~g jr . .

m eons tht on the rn-rht, ind for each output port at the concentrator, there is a uffe-

space Containing a nle,;Sage destined to that port, if available, regardless of the presence of

other mnesagres in the ootput buffer. Clearly, this remedies the blocking of messages of

Priority 1, 2 and 3 by FSAS file messages of Priority 4, since the delay imposed by FSAS

messages is the ti ne to transmit one frame rather than 16 frames (an FSAS message of

Priority 1, _1 ;,nd 3 will still have to wait for the transmission of a full 16 frame message,

since both are going to the same port and since aborting partially transmitted messages is

not envisioned). The modifi,.d switch discipline outlined above will not automatically ensure

the continuity of :nessages, n- was previously the case before modifications, since the

switch inay send several fr-mres destined to different ports before returning its attention to

a message under transrmission. However, for the configurations and traffic anticipated for

the combined Level I and 17S\%, quch a situation is not expected to occur. If for future

configurations ind troffie, th, itu-ition becomes more likely, then a combination of the

basic discipline 'nd "fnire. 7 ; i m h may he required. Such a combination may be

achieved by si rjv li ithi'te round-robin to a paraiietrically set number n of active

ports. That is, )riw; a new ,nc- swe into the round robin transmission whenever the number

of messugires in the round robin drop; below n.

The impact of t. FS.XS file transfer triffic is events of long delay. If these events

are to he avoioied, the queei~in: ,g )roccdure empioved at the switch must be such to disallow

monopolizing of the swi it-to-oncentrator circmt hy si ch traffic (or else the configuration

must he changed). ,Vi n-linited round robin discipline i; one such procedure. Because the

value of n to ensure concentritor message output trans nission continuity is expected to De

large in coimparison to the number of ports withi messages in queue with NADIN I and FS-XS

traffic, the perfor-mn-,: tit' the discipline can be reasonably approximated by an unlimited

round-robin model. The appropriateness of this uyproximation can be readily determined

from the results of its iipplicatien. If it shows end-to-end delays for message transfers over

the concentrator-to-switch circuit of grenler duration than their nominal transmission time

over the eoncentrtor outpit circuit, then the paraneter n must be considered.
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APPENDIX I

PROBABILITIES OF LARGE DELAYS AND LONG QUEUES

In Appendix M, the models of NADIN links are analyzed to compute average message

delays and average queue sizes at NADIN nodes. An additional insight on the performance

of NADIN can be gained from knowledge of the probabilities of large delays and long queues.

These quantities are calculated here: 90 t-  percentile delays and 95L- percentile buffer
thoccupancies. Defining these quantities by an example, a 90- percentile delay of 2.4

seconds means that 90 percent of the messages have a delay of less than 2.4 seconds.
thSimilarly, the 95- percentile occcupancy is the buffer size that waiting messages do not fill

95% of the time. The choice of 90% for delays is dictated by the NADIN performance

constaints (Appendix D) while the choice of 95% for buffer is arbitrary. If needed, the

analysis developed in this appendix can be used for any other choices of percentile values.

In t" , case of known buffer size, the probability Pof of buffer overflow is a more useful

quantity than the percentile buffer size. However, since the design of buffer size is beyond
ththe scope of this study, the value of 95- percentil- buffer size is retained here as a

measure of NADIN's memory requirements.

The calculation of percentile delays and buffer uie is based on a bound on the tail of

the waiting time distribution by Kingman (Reference 22). Section B.1 proves the relation

between delays and buffer sizes. Section B.2 describes the result obtained by Kingman.

Sections B.3 and B.4 obtain percentile delay and buffer for a single link in NADIN.
th

Section B.5 obtains the 90- percentile delay of a message going through several links in

NADIN, by convolhtion of an exponential waiting time distribution. Section B.6 obtains the

95 t h percentile buffer occupancy of a node which handles several input and output links.

1.1 Relationship Between k! h Percentile and Buffer Overflow

B = buffer size a node reserves to waiting messages (characters)

bt buffer occupied by waiting messages (characters)

C output line capneity (characters/second)

1.I



I average length of messages or frames

w waiting time

dk  percentile delay

Pof = probability of buffer overflow

A message ready for transmission and preceded by b characters has to wait a time w

which is equal to b divided by the output link capacity C:

b=wC

In a strict sense, the random variable "b" only describes the size of buffer as seen by

an arriving message. However, since the arrivals are Poisson and therefore "memoryless", b

also describes the size of buffer at any instant of time.

The k h percentile delay dk and the probability -.if buffer overflow can now both be

expressed in terms of waiting time probabilities as follows:

Prob(w dk) = k

Pf = Prob(b>B) 
= Prob(w >B)

The two equations above are similar but would be usec differently in general. In the first

case the probability k is a given and the delay dk has to be obtained, while in the second9 k
case the delay - is given and the probability P has to be obtained. (However, since the
design values of buffer sizes are unknown, ktl- percentile delays are computed here). Both

equations, nonetheless, require the evaluation of Prob(w> y). An estimate of this probability

is given by the Kingman's bound.

1.2 Kingman's Bound

The Kingman bound is an upper bound on the waiting time distribution of the (very

general) G/G/I queue. It is an exponential function of time with an exponential coefficient

s0 which depends on the arrival and service time distributions.

1.2
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Prob(w> y) _< exp - soy

s = sup(s: s'0 , A*(s) S (--s)<1)

A*(s) and S*(s) have their previous meaning and are the Laplace transforms of the

arrival time and service time pdf's, respectively. Sup (supremum) denotes the lowest upper

bound. Replacing A*(s) by its value for Poisson arrivals:

s o = Sup (s>0 :- -- S*(-s)-.5l)

The value of s O can be obtained from this equation by replacing the R.H.S. inequality

by an equal sign and solving the resulting equation. S*(s) is the Laplace Transform of the

service time distribution, assumed Gaussian in this report.

1.3 Evaluation of dk

If d k is the kt - percentile delay, it is conservatively estimated by:

Prob(w_!dk) exp -s0 dk = 1-k

d kIn(1-k)
k = So

thFor example, to get the 90L- percentile delay:

k = 0.9

1 - k = 0.1

d = In(l0)
k s0

Proof: By direct substitution in the Kingman bound, it is clear that dk is a

conservative estimnte since, if (I > k , then:
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Prob(w >d) _< Prob(w!dk) i-k

Therefore:

Prob(w _d) _ k

1.4 Evaluation of Pof

The probability of overflow Pof is obtained by direct substitution in the Kingman's

bound:

Pof = Prob(w >_ B

_exp - (s

The 95Lh percentile buffer occupancy is the value of B which makes the L.H.S. above

equal to 0.95.

1.5.A Evaluation of dk for a Network of Queues

While the delay of a message going over several NADIN links is the sum of the delays

over each link, it is not true that the overall 90- percentile delay is the sum of 90th

percentile delays over each link. In the case of two links, the problem is:

Given that:

Prob(w Ix1 ) <exp-slx1

Prob(w2 'c2 ) exp-s 2 x2

What is:

Prob(w wI + w2 > x)
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It is relatively simple to solve this problem because the R.H.S. of each of the first two

inequalities above is the probability that an exponentially distributed time exceeds xI or x?.

Precisely, let w'1 be a random variable with a pdf p,, given by:

p1 (x) = s1 exp -six

It is then easy to verify that the first inequality can be rewritten as:

Prob(w 1 
- x1 ):5 Prob(w 1 

>- x1 )

The solution of the problem stated above is directly solved in the general case of m links.

Let w, ... wm be the waiting times on each of m successive links and let the exponents of

the Kingman bound be Sl,... s . Define random variables wl,... wm with pdfs P,...pm

given by:

pi(x) s i exp - (six) i=1, . m

Then on each link:

Prob(wi  x.) < Prob(w! > x.) i=1,... m

It can be shown, assuming that waiting times as differeit links are independent, that these

equations imply (See 1.5.B below):

Prob(w=w +..w x) Prob(w'=w, + mw' > x)

The L.H.S. is the probability which has to be estimated. The R.H.S. is easy to evaluate
because the w' have exponential distributions. Specifically, the Laplace transform of the

pdf of w' is the product of the Laplace transforms of the individual p's. Doing this and
taking the inverse Laplace transform gives:

m

Prob(w=w + .. W m>x) i kiexp-s.x

k S sj
i i .i



1.5.B Proof of Inequality Regarding Sum of Variables

The above inequality is proved for m=2. The general case easily follows by induction

on m. All integrals below are w.r.t. the "dummy" variables m.

Pr(w 1 + w2 -x) f Pr(wI x-w 2 I u) P2(u)du

Pr (w 1  x-u) P2 (u) du

< Pr (w 1 x-u) P2 (u) du

Pr(w 1 + w2 > x)

Pr(w 2 _x-w I u) p 1(u)du

Pr (w2 >x-u) q (u) du

Pr (w' 2 >- x-u) ' (u) du

Pr(w' 1 +w' 2 >x)

1.6 Evaluation of Total Buffer Occupancy for Several Queues

A NADIN switch or concentrator simultaneously holds several queues which

dynamically share the same buffer. It is necessary in that case to have an estimate of the

probability of overflow of the buffer in the presence of all queues. The analysis of that

problem is similar to the analysis done above since the probability that A sum of random

variables exceeds a certain value is again required. However, for a switch, the values of si
are equal for all twelve concentrator output lines (m in general). Again, the Laplace

transform of w' is the product of the Laplace transforms of the individual p's. Taxing

inverse Laplace transform gives:

1. 6
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Prob (w 2 X) (so x) u M1exp - (s 0 xu) du / (rn-i)!

The R.H.S. can be bounded using an approximation of the integrand near its maximum to

give:

Prob(w x) (s'x) exp - (s X)
(m-i)! (s0 x-m+i)

and, the previously derived equation for the probability of overflow is the n used:

Po Prob (w B/C)
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APPENDIX J

NADIN COMMUNICATION PROTOCOLS

The exchange of information in NADIN occurs simultaneously at the physical, link and

message levels (Figure J.). The physical protocol comprises the electrical characteristics

of the line interface with NADIN nodes and is in accordance with EIA Standard RS-422 and

RS-449 (Reference 24). NADIN's link protocol is the "Advanced Data Communication

Control Procedures" (ADCCP), which basic unit is a frame. At the message level,

information is in the form of NADIN messages composed of up to 16 ADCCP frames. The

heading of the NADIN message contains control information interpreted by the switches and

concentrators to process the message.

The structure of ADCCP frames and NADIN messages is described, followed by a

calculation of the overhead associated with each.

J.A ADCCP Protocol and NADIN Messages

Link Protocol: The NADIN link protocol is ADCCP which controls information

transmission between stations (nodes). The information is divided into frames of at most

2048 bits, of which 48 are used for the protocol implementation. Figure J.2 shows the

structure of an ADCCP frame. The flags mark the start and end of a frame and consist of

the sequence 01111110. The address is the link address of the station receiving the frame

and consists of 8 bits. A link address can be reused on different links of the same network.

The control field contains the sequence numbers of the next frame to be received and to be

sent b\ the transmitting station. The information field contains from 0 to 2000 bits and can

consist of either data or ADCCP commands. The Frame Check Sequence (FCS) consists of

the coefficients of a 15th degree binary polynomial. This polynomial is the additive inverse

of the remainder of division of the ADCCP frame (excluding flags) by the CCITTV.41
16 12 5generator polynomial PM (X, 6 + X + X + 1). If no errors occur during transmission, the

renainder or division of the received frame (including the FCS) will always be the same
(01) 111 10 0 tl it I 10 I.

The choice of a inaximum block length is a trade-off between header overhead for

small block lenrgths and erroneous frame retransmissions overhead for large block lengths.
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The choice of 2048 bits is adequate considering the usual error rates of the conditioned $r), 2

lines used in NADIN. The address and control fields can each be used in either ') -'

extended modes.

In the basic mode the address field has 8 bits and can accommodate 126 locations

(00000000 is not used, 11111111 is a universal address). In the extended mode, the address

field can have as many 8 bit octets as desired and the total number of addressable stations ,

62 (for the first octet) times 64 for each following octet. The first bit in each octet

indicates whether this is the last part of the address or not. In NADIN, the extended mode

for-nat is used even if only one octet is present.

In the basic mode, the control field has 8 bits and allows a maximum of seven frames

to remain outstanding (i.e., unacknowledged). In the extended mode, the control field has 16

bits and allows a maximum of 127 frames to remain outstanding. The mode of the control

field is set by special ADCCP commands. The use of the basic control field is recommended

in NADIN since the extended control field is normally used only for channels with a long

propagation delay (e.g., satellite channels).

NADIN Message Structure: A NADIN message i- composed of at most 16 ADCCP

frames containing at most 3888 characters (after subtraction of ADCCP and Communication

Control Field (CCF) characters). The NADIN specificat on sets a slightly smaller maximum

of 3700 characters, equal to the maximum block length handled by the Weather Message

Switching Center (WMSC).

The information part of a NADIN message is preceded by a group of characters which

provide the information needed by the switches to identify the processing needed by

messages. Table J.l lists the different types of information in the heading. The table gives

the minimum and maximum length in characters of each type of information, if included,

and a short descriptive comment. It also indicates whether the information will definitely

be included in FSAS messages or whether a decision must still be made. The last column

indicates the cases where coordination between the FSAS and NADIN programs is needed.

The information on the last two columns of Table J.l does not exclude tailoring the NADIN

message heading to specific FSAS applications. It is conceivable, for instance, that the

date-time group be omitted altogether and that the address of message originator be either

provided by NADIN or omitted. Finally, the NADIN program has not decided yet what use

to make of the Optional Data Subfield C. So, if the FSAS program needs additional

management or supervisory information not already present in NADIN messages it should
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notify the NkDIIN programr for possible inclusion in Subfield C (no such need has been

identified in this study).

J.2 Protocols Overhead

The total traffic loading of NADIN by FSAS messages consists of the actual

infornTition content of the messages plus the extra messages, characters, or bits, which are

introduced at the message and link levels to ensure proper routing, correctness, etc. These

various types of overhead are identified below for link and message protocols. The overhead

which consists of a fixed number of extra characters is added to the lengths of various types

of messages. The overhead which results in an amplification of the number of bits per

message or messages per hour is expressed as a percentagre.

J.2.1 Link Protocol Overhead

From the description of the ADCCP protocol ;above the following link protocols

overheads are identified (see Figure J.2):

Header and Trailer: The header and trailer in the basic mode consist of 48 bits: start

flag, address, control field, frame check sequen(e and stop flag (during periods of

continuous transmission of frames one stop flag can be the start flag of the next frame

and the overhead is only 40 bits). As an example, for a 125 character message the

header and trailer overhead is 4.8%.

Zero Insertion: A flag consists of the sequence 01l 11110. This sequence may occur in

the frame bit stream between flags. To prevent it from being erroneously interpreted

as a flag, the transmitter inserts a zero in the bit stream whenever it detects five

successive ones. In a previous study made for one of NAC's clients, it has been shown

that, assuming a random bit pattern, the average number of bits transmitted until a

zero is inserted in 2 x (25 _ 1) = 62 bits and this results in an average overhad of 1/62 =

1.6% (the analysis consists of constructing a Markov Chain with states k=0, 1, ... , 5 and

a random variable xk equal to the number of bits transmitted before the next zero is

inserted given a current string of 5-k ones). If the assumption of random bit patterns

is relaxed, the zero insertion overhead can be lower (e.g., ASCII coded characters) or
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1. rger (,rHphics containing long streams of ones) but it cannot exceed 1 '2 = 20 4 in kI,

'01e. The ;tverge overhead of 1.6 -k) bits is retained in this study.

Retr.ininitted Frames: Frames which contain errors and subsequent fr,,es are

retranvnsitted. It is shown in Section 1.3 below that by assuming a bit eror pronarn-i]tv

of 5xlO- 6 , and an average of 4 retransmitted frames for each deteet#,'J nricorre',!

frane, the average overhead is 2.5%. This value is used in this study.

Supervisory and Management Frames: The ADCCP uses several types of +jpervisorv

and management frames which are usually short. No attempt at enumermtimn i> made

and the overhead is estimated to be a ,naximun of 3% extra messages.

J.2.2 Message Protocol Overhead

The main contribution to overhead at the nessage level is due to superviory

information in the heading. It is not yet clear what amount of NAI)IN supervisory

information will be appended to FSAS messages. \s a working assumption it is assumed tht

the total of header and trailer characters is 36 and that the optional data field contains 27

characters (half the maximum of 54 characters specified in the NAIN specification) giving

a total of 63 extra characters. At the other extreme, it is assumed that if the NAI)IN and

FSAS program make a concerted effort to reduce the overhead, there will be '(0 extra

characters.

There is also overhead due to NADIN system management messages. Without attempt

at enumeration this overhead is assumed to contribute a maximum of 3% extra neshages.

J.2.3 Summary of Link and Message Protocol Overheads

The link and message protocols result in a fixed number of characters added to each

message, in an amplification of the number of bits (zero insertion) and in an amplification of

the number of messages (ADCCP and NADIN supervisory and management frames).

The extra characters added are It characters per A)(CCP frame and either 2bm or 63

characters per NAI)TN message.

The extra bits due to zero insertion are 1.6%, i.e., the length of ,he0sage, should '4

mulitplied by 1.016.
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The extra nesages are 2.5% for retransmission of erroneous frames, 3% for ADCCP

.mmand frames and 3% for NADIN management messages. Cumulating these multiplica-

tively, the number of messages per unit time is multiplied by 1.087.

1.3 Overhead Due to Retransmitted Erroneous Frames

When the receiving station detects one or more errors in a frame it rejects it.

Eventually, the transmitting station knows that the frame was rejected and retransmits it as

well as l1 the subsequent frames. Since the number of unacknowledged frames ranges from

0 to 7, it is assumed that whenever an error occurs an average of 4 frames are

retransinitted. Of course, it is possible that one or more of these frames be in error. The

following sequence of events can happen when Station A transmits a frame to Station B,

given that p is the probability that a frame is erroneous.

AX Transnits B Transmits With probability

I information frame 1

I supervisory frame p

4 information frarne, p
2

I supervisory frame p

4 information fraines p2

Expected numn',r )f wvertiod franes p 4p + p2 + 4p2 +

152



This model assumed that bi-directional transmissions between Stations A and B occur on the

same link while in effect, with a full duplex connection between FSAS and NADIN, traffic in

opposite directions actually goes on separate lines. However, the above model remains

valid, assuming that traffic is the same in both directions, since the overhead figure on the

A to 13 link, say, can be interpreted as the superimposition of retransmission and supervisory

frames going from A to B.

The probability p that a frame of m bits is incorrect is now computed. With a bit error

rate BER, p is equal to one minus the probability that none of m bits of the sequence is in

error.

p = 1 - (1-BER)m

assuming a bit error rate of 0.5 x 10- and assuming 1000 bits in a frame gives:

p = 0.004988

and the average overhead is, from the above equation:

Overhead = 2.5%
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Name of Header Length Cornment To he Used Choice of
Min Max Assumed by FSAS characters to

be entered

M, e- .age Heading

. -c 2 2 Same for a 11 rs',, Y N
o, jr nation 2 69 7 Transmission identifieation. N.I). FN

Not mandatory when recovery
is not required.

Priority 2 2 2 One of seven priorities Y F,N
Addre,!;ses 4m 9m 9 One message afn go to in locations Y F,N
Date Time group 6 6 6 Day, hour and minute Y F

message was prepared.
,essage originator 4 9 9 Address of originator Y N

Length Subtotal 20 35

Subfield A, of Optional Data Field

Message type 3 8 e.g. Graphics, Raudot Y F,N
Privacy 2 2 Type of privacy N.D. F,N
Acknowledgeement I I Defines type of system N.D. F.N

acknowledgement
Billing 1 1 Class of billing N.D. N
Text code and format 2 2 For non ASCII texts N.D. F,N
Text length 4 4 Mandatory for graphics Y F

Subfield B of Optional Data Field

Authentication key 6 8 For privacy N.D. FN
Possijle duplicate
message 3 3 Used in case accountability N.D. F,N

is needed during recovery
File number ? ? ADP file number N.D. F,N
Data Sequence Number 2 2 For messages exceeding 3700 Y F

characters.

Subfield C of Optional Data Field

Additional information now undefined.

Total length for A,B,C 27

Message Text 0 3700

Message ending 1 1 I ASCII ETX Y N

Total overhead 45 129 63

Key: Y = Yes
N.D. = Not Decided
F = FSAS responsibility
N = NADIN responsibility
F,N = joint FSAS and NADIN responsibility

Table J.l: STRUCTURE OF NADIN MESSAGE
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APPENDIX K

QUEUEING THEORY CONCEPTS AND RESULTS

All NADIN links are modeled as M/G/I queues with the exception of the switch to

concentrator links at the times of file transfers from AWP to FSDPS. The inputs to an

M/G/I model are traffic statistics: message length and arrival times. The outputs are

average message delays. The explanation of an M/G/I model and the model's results are

given below. The assumptions and analyses made to put FSAS traffic statistics in a form

usable in the M/G/1 model are also presented.

The concept of server is basic to queueing theory. A server is a utility which is in

demand by several users, spends time servicing each, and requires users which arrive during

the servicing of another user to wait. In the NADIN context, the server is a NADIN

backbone line, users are messages, and the service time is the transmission time of a

message over a NADIN backbone line, also equal to the number of bits in the message

divided by thc lvc speed in bits/sec. The system composed of a server and waiting users is a

queue. The I/G/I queue is a special type of queue: th- interarrival times of messages are

exponentially distributed (Markovian arrivals), the service times have a General distribution,

and there is I server.

Definitions: The service time t (time of transmission over the line) of a message of xs

bits is given by:

ts = x second

The message length and service time distributions are therefore the same except for

the factor C in their argument. In the NADIN's model used, message length statistics

are replaced by service time statistics.

t tine between two message arrivals

, ' serviec time o' it miessngc
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t = time a message waits for transmission of previously arrived messages

tq tS + t w = "queueing" time or total time spent in system

The corresponding probability density functions are a(t), s(t), w(t) and q(t). For

example,

a(t) dt = Prob (t is between t and t + dt)a

The averages of the times defined above are denoted with a bar, e.g.,

ta = Average (ta)= f t a(t) dt

0

The standard deviation of times is denoted by a, with the appropriate subscript, e.g.,

2 = (Standard deviation of t

= (t - 2 s(t) dt

t2  -2
s 's

The Laplace transforms of the probability density functions (pdf) are used to obtain
th90- percentile delays (Appendix I). The Laplace transform of a pdf is denoted by the

appropriate upper case letter, and an asterisk distinguishes it from the Probability

Distribution Function (PDF), e.g.,:

A*(s) Laplace Transform of a(t) J e - s t a(t) dt

0

Similarly, the Laplace transforms of service time, waiting time and queueing time are

S*(s), W*(s) and Q*(s), respectively.

In NADIN's model these operations on time distributions (average, standard deviation

and laplace transforms) are speciinliz.ed to the exponential distribution for arrival

times and to the Gaussian distribution for service times:
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Arrival times: NADIN and FSAS traffics have only two types of arrival time

statistics: scheduled and unscheduled. The scheduled arrivals are FSAS file transfers

which occur at predetermined times. They are usually long and come to the NADIN

over high speed lines, and are analyzed independently of the M/G/1 model in Appendix

N. The interarrival time distribution of unscheduled messages is assumed throughout

to be exponential. Mathematically:

a(t) = \e - x t

= Average number of messages arriving each second.

Usually, exponential interarrival times adequately describe message arrivals in real

networks and predict delays close to measured values (Reference 19). Messages with

exponential interarrival statistics also have the "memoryless property": the arrival of

a message is independent of past arrivals. This property simplifies the analysis of a

queueing model developed in this study (Appendix M, Paragraph M.4).

From the definitions above it can be shown that the average, standard deviation and

Laplace transform for exponential arrival times are:

a ,

2 1
a X2

A*(s) - Xs+ x

Service times: The messages flowing in NADIN have widely different length

distributions (i.e., service times). The length distributions encountered are the

uniform biased exponential and normal distributions and each of these appears several

times with different means and standard deviations. It is not possible to analytically

handle all these distributions and an approximation is called for.

Let
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in = number of different message types

si(t) = service time distribution of message type i (i = 1, 2, ... , m)

A = average number of messages of type i arriving each second

= + ... + X  = total number of messages arriving each second1 m

s(t) = aggregate service time time distribution.

It can be shown that:

1

s(t) = 1 (\ sW(t) + "'" + xm sm(t))

It is unwieldy to keep the different distributions Sl, .... s m in the analysis of NADIN's

model. The Gaussian (bell-shaped) distribution ii a reasonable substitute for the

aggregate service time distribution s(t). This Gussian distribution is assumed to

retain the mean and standard deviation of s(t):

S(O ~1 t-fs\ ?
or1 exp !- -- t/a

G'=y 1s Q / s

where

Q(y) - f exp -( 2/2) du
12

_ 1_ - exp- (y2 / 2)
42zr(y 2 + 1)

The last approximation is taken from Reference 20.

It remains now to calculate the mean and standard deviation of t as a function of the
means and standard deviations of t s , tsm* A relatively straightforward

calculation gives:
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s t- = . X -si

2 m Xi 2 + T)2as X as ° i)
i=l si "*5

Given t-s and as, the pdf of service time distribution is completely defined by the

Gaussian approximation for s(t). The Laplace transform of s(t) is obtained by

integration, giving:

S*(s) = - exp s s/(2o) - tsQ (sq - tI )
as S j 5 S S

The arrival time and service time distributions to be used in the M/G/1 queueing model

are now completely defined by their mean, standard deviation and Laplace transform.

The mean and standard deviation of service time are also further defined in terms of

the statistics of the various messages types.

Solution of the M/G/1 Queueing Model: Pollaczek and Khinchine solved this model and

obtained the Laplace transform of the waiting time distribution as a function of the

Laplace transform of the service time distribution. With a Gaussian service time

distribution, the queueing time distribution canrot be obtained in closed form.

However, a corollary to Pollaczek and Khinchine re3ults gives the mean queueing time

as a function of the mean and standard deviation of the service time (Reference 22) as

follows:

Mean queueing time: The queueing time tq is the sUm of waiting and service time.

i- =- +i
q s w

The mean waiting time is given by

2 2 -s2)I

X  (1+ a /T )/2(1-Xi)
w s s h Ss

In Appendix 1, the 90! h percentile waiting times are obtained independently of the
M/G/1 model by using the Laplace transforms of the arrival time and service time

distributions.
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APPENDIX L

NADIN QUEUEING MODEL

The delays encountered by a message in NADIN are waiting delays (waiting for a line

to be available) and transmission delays (length of message divided by speed of the line).
The sum of these is called the queueing delay. This appendix presents a model of NADIN

and indicates how total path delays are obtained from delays on links.
The method to obtain the queueing delay is to calculate the delay on each link of the

message path and then sum up the delays. This "decomposition" of the network implicitly

assumes that the arrival of messages at a link are independent across the network. This

assumption usually gives good results, although it is not exact except in the case of
exponential interarrival and transmission time distributions (Reference 19).

The analysis of delays in ?JADIN consists of isolating the three basic backbone links

(switch to concentrator, concentrator to switch and switch to switch) and constructing a
queueing model for each. After that is done, the mes;age statistics are put into a form

suitable for use in the model. Finally, the actual delay f;gures are obtained as a function of

line speeds, eventually chosen to satisfy delay requirements. Delays are calculated in two
different situations: at times of file transfers and at times between files transfers. The

delays at the times of file transfer condition the design since these delays must conform to
the limits set in the NADIN specification. At other times, delays are an indication of the

better performance which can be expected by the user.

Link Decomposition: The purpose of modeling NADIN is to determine the delays

incurred by messages when the FSAS traffic is added to the initial NADIN traffic and,
accordingly, to determine the necessary line speeds in NADIN. The delays to be

obtained are the delays of FSAS messages and the delays of the original NADIN
traffic. These delays are obtained in two situations. First, at times of normal FSAS

operation when only unscheduled messages are sent. And second, at times when large

files are transferred from the AWP to the FSDPS or between the AWPs. To specify
the delays obtained, Figure L.J shows the different types (f links mWxieled, labeled

from A to G.
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A is the link from switch to concentrator.

B is the link from concentrator to switch.

C is the link between switches.

D is the link from AWP to switch.

E is the link from switch to AWP.

F is the link from FSDPS to concentrator.

G is the link from concentrator to FSDPS.

The total delay of a message going from AWP to FSDPS, for example, is the sum of

transmission delays over links D, A and G plus the delays waiting for transmission over links

D, A and Q.

In Section 3.4.3 three delays are defined: entrance delay tE, network delay tN and

exit delay t,,. The entrance, network and exit delays are calculated for:

- FSAS Messages

Unscheduled weather reports from AWP to FSDPS

Flight plans from FSDPS to colocated or remote ARTCC

Flight plans from one FSDPS to another FSDPS

- NADIN-I Messages

From a device connected to one concentrator to a device connected to

another concentrator, and such that the concentrators are connected to

different switches.

An example shows how these delays relate to the delays on links A to G defined above.

Consider the total delay incurred by a message going from an AWP to an FSDPS.

The message has to wait for access to the AWP to switch line and for transmission

across the AWP to switch line. By the end of time tE (entrance delay) the last character of

the message is received at the switch. The entrance delay is thus equal to waiting time plus
service time over link D from AWP to switch (Figure L.I).

Similarly, the network delay tN of the messages is equal to the waiting time plus

service time over link A from switch to concentrator.

The exit delay t X is equal to the transmission time over link 0 from concentrator to

FSDPS. The values of tE, tN and tX for a message are therefore the sum of delays over
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all links included in that message path. The delays over all links from A to G are calculated

separately. The calculation of the 9 0Lh percentile delays over a path composed of several

links is more complex and resolved in Appendix I.

Each link is modeled as an M/G/1 queue, with the exception of the link between the

NADIN switch and the NADIN concentrator. That link is continually busy at times of file

transfers and the assumption of Poisson arrivals is no longer correct. Link C between the

switches is also a special case. This link physically consists of two 9.6 Kbits/s lines. It is

assumed that one of these lines is dedicated to the FSAS traffic while the other is used to

transmit the original NADIN traffic. This assumption is reasonable since it shields the

original NADIN traffic from the effect of FSAS file transfer. In actual implementation, the

FSAS and original NADIN traffic might be mixed over the two physical lines, but an

adequate service discipline will give delays at least as good as the delays predicted here.

Finally, when the M/G/1 model is used to calculate delays on a link, it must be

ascertained whether messages or frames are the basic unit of transmission. For instance, on

the switch to concentrator links, messages going to the same concentrator output port

follow each other, while messages going to different output port are interspersed.
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APPENDIX M

SWITCH TO CONCENTRATOR LINK MODEL: BUSY PERIOD

The NAI)IN switch to concentrator link cannot be modeled as an M/G/I queue at tinles

of file transfers because the AWP sends frames continuously, and arrivals no longer form a

Poisson process. A special model developed here analyzes delays on the switch to

concentrator link during file transfers. The analysis of that link depends on whether the

switch output queueing procedure is consistent with the NAI)IN specification or whether it

is modified. The analysis also depends on whether unscheduled FSAS messages or NADIN

messages are considered.

The delays of unscheduled NADIN traffic with an unmodified switch operation

obtained in M.l. The delays of NADIN traffic with a modified switch operation are obtained

in M.2 with the details of the analysis in M.4 and N1.5. Finally, Section M.3 considers the

delays of FSAS messages.

M.A Delays of Unscheduled Traffic (Unmodified Switch Operation)

An unmodified switch discipline means that a long FSAS file message can monopolize

the switch to concentrator line once its transmission is started. A message arriving during

the busy period has to wait approximately for the time it takes to transmit such a message

and all other unscheduled messages arrived in the mean tine. Let

L: length of a file frame : maximum length of a frame = 2.048 Kb

C: capacity of switch to concentrator link

\: total average number of frame arrivals per second for all NADIN I traffic (or

FSAS unscheduled messages)

x: average length of frames for NADIN I traffic (or FSAS unscheduled messages)

t-w: average waiting time for NAI)N I traffic (or FSAS unscheduled messages)
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The time to transmit a file frame is L/C. The number of unscheduled frames arriving during

such time is L/C, and each of these frames is transmitted in a time x/C. On the average, ti

frame has to wait for half the time to transmit a file message of 16 frames and for the time

to transmit the unscheduled frames arrived during that time. Therefore:

t-w-(16 L/C + 16 Lx/C 2 )

This equation applies to both NADIN I traffic or unscheduled FSAS messages which have

higher priority than file transfers.

.M.2 Delays of Unscheduled Traffic (Modified Switch Operation)

The concentrator has in output ports (m=16 for the sum of initial NADIN traffic and

FSAS traffic). Accordingly, the switch creates in queues, one for each of the output ports

and takes at most one frame at a time from each queue. Let the first queue be composed of

the messages going to the FS)PS. It is assumed that at the time of file transfers this queue

is "infinite" in the sense that it will always have a frame available for transfer. The

objective of analysis is to find the delays associated with each queue, except the queue of

messages going to the FSDPS which is treated separately in M.3 below. The guiding idea in

solving the problem of sim,?!taneous queues is that each of them can be separately modelled

as an M/G/1 queue. The "service time" seen by each of them is equal to the time of

transmission over the switch to concentrator line plus the transmission time of messages

going to other ports. Let:

s,k service time of a frame from queue k

Pk,O probability that queue k has no frames when examined by the switch

(Pi, o = 0 because there always are frames available from the AWP)

tc, k  time used to serve queue k in a cycle of the switch (tc, k = 0 if there is no

frame in queue k).

T time taken by the switch to go through a complete cycle of service to the

m queues.

T k time taken by the switch to service all queues except queue k.
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All the times above are assumed to be steady-state random variables. From the definitions:

10 with probability Pk,O
tc,k =

tsk with probability 1 -Pk,o

in
k, tc,k

In queue r, the service time of a frame appears to be the actual service time of the frame

plus the time it takes for the switch to service the remaining queues. This apparent service

time is denoted by t' :
s,r

t't  t t
s,r s,r k r c,k

So, queue r can be treated as an M/G/1 queue with a service time equal to t' . Thes,r

average of this service time and its standard deviation are used in the Khinchine-Pollaczek

(K-P) formula for delays to determine the average waiting time (not including the average

service time). From the K-P equation given in Appendix K:

_ o 2 2- LP
w,r s,r r s,r s,r r

Xr s,r

This average waiting time represents the average time a frame has to wait for frames

already in the oueue. When no frame precedes an arriving frame, this frame still has to wait,

a time T r for the switch attention (to be calculated), and this occurs with probability pr,O

The total queueing delay is the sum of these waiting times plus the actual transmission time

over the switch to concentrator line.

= t + - -

t-q.r -wr Pr,0 Tr s,r

This equation gives the average value of total delay for all qt4eues, except the FSAS queue.

The first component, twr' was given above as a function of t and a . To calculates,r' s,r
these quantities, it can be shown from the definition of tc, k and t' that:

k s,k
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tc,k =  (l-pk,0) ts,k

2 2 -2

ck = (l-Pk,O) 7s,k + Pk,0 (l-Pk,o) ts,k

s,r s,r k r ck

2 = X r ac,kOsr asr + r

The above quantities can be expressed in terms of the average and standard deviation of the

cycle time T of the switch. First:

m 
I

-c,k

2 = a 2

T ~c,k

tt 2
Then, using these expressions to calculate ts,r and a s,r gives:

s,r Pr,O T-s,r +

2, 2 2 2
aSr T Pr,O s,r -r,O (1- Pr,O s,r

The second component of the equation for total queueing delay is pr,0 T r" The value

of Pr,0 is computed below. As for T*, it is the time which a message arriving in queue r has

to wait for the switch attention, provided queue r was empty. This time of cycle

completion, or residual time, depends on the time Tr it takes the switch to service all the

other queues. In Section M.4 below it is shown that the average of the residual time is a

function of the average Tr and the standard deviation 0r of the time Tr , as follows:
-T r r

2 2T
r

To evaluate T , and or, it suffices to note that T is the difference between t' and
r rr s,r

tr , which are the time the switch takes to service all queues and the time the switch takes
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to service queue r, respectively. Using this fact to calculate the average and standard

deviation of T,. gives, assuming independence of Tr and t r

r  ts,r ts,r

S I -s r,O) sr

- 2 2
r s,r s, r

2, 2 *

-(T -Pr,O ) O  r -Pro' -Pr,0 -,r

The values of T1. ar ar ,tre :sibstituted 'ibove to give T This derivation of T r , which

is the major component of the qreueing time, is of general applicability and can be used if

there are several f'!e transfers, by different users, between switch and coreentrator. In the

soecial case when only FSAS file transfers are present, the above expressions can be

interpreted intuitively to give a quick approximate esti mate of qucucing Jelays.

First, the time to service an FSAS frame i,. nearly constant, neciuse most such frames

-re a full 256 characters. Second, the time to service an t'SAS frame is the iajor

component of the switch cycling time T. These two facts together indicate that the

standard deviation OT is smuil compared to the average T. In practice, it will also be true

that the probability p r, that a port other than the FSI)PS is idle is very close to 1, because

the average traffic load of each port is quite small eompared to the capacity of the switch

to concentrator link. Putting these fucts together, it turns out tht:

Tr T
r 2 2

These approximations underestimate delays by only a small margin. To simplify the

expression for queueing delay further the waiting time t-w,r is nehleetel beause it is very

sinal uhe to the low utiliztion of the switch to concentrntor line by queue r. Summarizing

these res ults:

(lr 2 s,r
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S The utilization o created by the non-FSAS messages is equal to the sum of

products of arrival rates and service times.

* T is equal to the average service time of an FSAS frame divided by (0 -P).

* 'he probabilities p r, that a queue is empty are equal to one minus the product

of T and or.

* The quantities Tr and Pr are computed and then the time T r waiting for switch

attention is evaluated.

* The quantities t and a' are computed and the waiting time t in the queue
s,r s,r w,r

is evaluated.

* The total queueing time t is given by:

tq,r tw,r Pr,O r s,r

M.3 Delays of FSAS Messages (File Transfer Periods)

The FSAS unscheduled inesstges (e.g., VIA? flight plans from one FSDPS to another)

suffer more delays than other messages in NADIN, because they share the same output

circuit (at the concentrator) with file mess ges. Since priorities are not preemptive, an

-SAS message of priority 2 or 3 has to wait for the completion of transmission of any

previously arrived file message.

A message going to an FSDPS that did not originate at the XWP is automatically

handled in priority order by the swilch. However the priorities of me ages corning from the

.XWP must be established by the AWP. Messages of the same priority will be served in first-

come-first-served order at the switch. ),), unless the AMP interleaves these short

unscheduled messages between file mesages, they will not be sent until the file is

transmitted (i.e., a message has to be sent early to t)e received early). Also, the presence or

:ibsence of flow control between n AW P Wid m, N ii N switch has not effect on the delays

of FS.-, messag- > of priorities 2 and 3: in tin o,,, of flow control they will be sent by the

\MP as soon as possible, tnd ifi the ihscn,, iI flow control tlheir higher priority will be
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U Time since the switch last examined queue r, given that the queue was not

empty in previous cycle.

X A r t (A verage number of arrivals during t0

Y AV t z(Average number of arrivals during V)

Onm) = Proba[bility of In arrivals during t.

R(rn) = Probpbility of in arrivals during V.

From the definitions of service times in Seeltion N1.1I:

t ;k- tc,k

ti L t

The steady state equilibrium conditions of thc queuie can now be set. If the queue was

previously empty the number of frames is equui to the number arrived during tirne t. If the

queue had one or more friimes, then the nlumher in the queue is, equal to the number of

frames previously there minuIs the one frante serviced plus the number that arrived during

time t'. The state transition equations are (See Figure "V.l):

P(m) P(O) Q(m) 4 P (nit- 1) Rin-n)

The assumption of Poisson arrivals makes it relatively easy to solve this set of

equations (m=O, 1, ... ). From the definitions of Q(m) and R(m):

Q(m) xm exp (-x)/m-!

exp (-0)/111

M .9
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ZIZ

It ca!" he shnv)'n thlt:

r)(z) - PO {1' rzz

The I'id S expre-Ss oo is in( ei riminmte for Y. 1. it ran be e valunted hy expandinrg qoh 8)ai.,

r~z :w I.i i,; finally gives:

whom :

x t- ,
r

y ~ rt

1-reml' the deCfinlition of t, t' it ei he shown that-
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SISubtituLt Ing the expression for P(O) gives, after simplification:

P(O) I T-r

From this equaition, the value of T can obtained, as follows:

~s'l s A '

Solving for T gives:

t
m
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APPENI)IX N

9U!UE AT NALJIN SWITCH I)UE TO FILE TRANSFERS

When large weather files are transferred from an AWP to the FSDPSs, fraes ;rrive

ot the NADIN switch faster than they can be retransmitted to concentrators. This appencix

calculates: 1) the maximum buffer oeupied 5y frames as they accumulate at the switch, 2)

the duration of the busy period created by the file, and 3) the average length of frames

arriving from the AWP (this average length is used in delay calculations in Appendix M).

Numerical values are obtained in the ease of transmission of Surface Observations and Winds

Aloft fiih,. These files are fhe largest weather files and they are also transmitted within 3

minutes of each other when both present (twice a day). With a 4.8 Kbits/seconds trunk line

between switohes trid concentrators, Surface Observations arrive to the switch before the

transmission of Winds Aloft file is completed. The busy period duration in that case i the

sum of busy periods durations of the two files while the maximum buffer occupancy is less

than or equal to the sum of buffer occupancy of the two files.

Assumptions: rhe anlysis assumes that:

0 there is no flow eontrol between an AWP and a NADIN switch,

the interface speed between AWP and NADIN is equal to 9.6 ,bits/see. (If

one of the higher speeds permitted by the EIA-RS-449 Standard is used, the

hacklog of Iranes will be higher and almost equal to the file length. The

busy period duration will r.,emnin the same).

* A frame waiting for the switch attention is not duplicated, even though it

is going to 12 FSI)lSs, because of multiple addressing. If the internal

,witch operation requires duplication, then the size of buffer computed

here should be i ilt iplied by 2.

k'efiitions: The busy period inodel uses th, lollowing parameters, some of whieh have

previously been defined and are relisted for ,onveuience:
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rate at whichi an \WP tirriinits mnschecdifled ESAS franc'e- to N \')IN

',wi Lch.

it'.~ 1Wsoiii'e' otlher than tile AW1P tr~irisnit IrunIle to al 'si:lj- I
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(: (('d-weii' ( tcl to -orncentrator li:ik in hbits/s.

i':ponc,-ity of \)P to -witch link in Kbits/s.

1l: Throughput in Khits/see of all messages transmitted from N.ADIN switch t,

ooneontratrP,, except %W VP messages.

Sl',roughput il thit.- sue of nll messagus transmitted from NDIN s,,itch to

eoricentrotfr, exo cpt A'WP fi to in_& jo

x1 ,AWp: avurage length of FSAS frames coming from the AWP during busy period.

x average lerngth of FSAS frames going from a NADIN switch to a NADIN

coneentrotor during busy period.

X v~reige lenigth of ;t frane from queue k (k-1, 2, ... m)

L: length of a fi!e frame : maximum length of a frame (2.048 kilohits).

avenage number ol I ne a'rvals from queue k (k=2, . . . m).

Results: The results of t queueing analysis of switch traffic ]urung file transfers are

given and interpreted. The proofs mre tiven next.

1) Buff'er occupancy: The maxi nuni (,cuplney of the ;witeh buffer in Kbits during

file transfers is g-iven by:

x I N.I

The numerntor in the H.Ht.S. ratio is nIw;i vs less than one, with ('-1l representing

the switch to coneentrator capacity availalh to AWP transmissions concurrently with

other messages of totIl thr'oughput I1 titI~ e.. The denomirntor is also less than one

rind represents the A VN I' misehedulod I ;: ,' , whi ll a file ills to contend with for

t, t'ills Il I gi, )nN .

N .3
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An .\ I ti) 5Vwit(c,1 Ii I Ite .fac I m sii a .5oeed1 hilter t l:,iri 9.fi I~<

1)1 i-i)vb t he FAA- S- 49 s tundard, t I en FqUiatiori N. J sho v t Iat x: ' I
4) n'i1 tely equal to) tHI file length 1* This is intuitively eler ;: 2 2th;

-WO VO!ry 'apidly it the switch and] constitute the hujl; of the ,vhitiing qu(;i

acf1e few unschieduled a es-sages will have ,trrlivcd at the satmne time.

111 ae : snron: The durationi of the bllv pe;' o( createK il, V ui N a. 1

Flik oqulto r .5 a siraig htforward inte!rlretatior: tie( tineic to trar!-;- 'i,

),I; 't:Kj end olong vvith otter mnessages- k t,- the lefic'J IJ of 2.-2 v

Athe eii',ii ()f the ;witch to eoniceritrator hlle reimaining after ;u )trir 11

1 \' 't SAS Knf71c lentrth: The :v r age~r lenigth of all FS\S fri ;nc a.n t

the swi'>h for rniiso to an -SIA)'S is -iveri hy:

-~ ~ X N

I'.~lEkili -woe is close to !)it less than the fuill length 1, of file fi'

wtheli oon-.tto *2. !taj)rlty of framtes waiting ait the tswitch. 1and iPP I re T -itC'

(I uir 'h.'Iitdl kd 'S N\S fr'tin e rivalk from inIhe N W ) anid otii! I r5o I I,(, 15. C0l)C(t\I v-.

P'roo f o f N.~ (qrai Jelt

LqUt ion N. 1 is proved ini two steps: I ) theit val ue of t F --owe h Ds r feo

the file irrives at the -zwiteb) i, obtainted and 2) the marximuni lentgth of the queueO J,

tiried bvisuing it equal to the length of the queue at tine ty The tune t,. is

tainerl by setting an eqniilihriiir condition ori the niriher of hits ;irriving- at thr

I. ;t~: t trf I me t'i't,~e of'I hts- :wrbve (ve wt - li re of w''e '-1 T'?

* ' 'I' 'i Ifi' t (1 1 oi; f rrI''ilI ia r ' i



Tb:, nu ibe: XW t)1 hil. in the switeh queue is equal to the number oif bits

wurin g over a line k4 sPced C, V p1w ushts of framnes arriving from aill other s r

fromi the AN W P minus hits transmitted n)vcr a line of' speed (C. (it is assumed that the

size of' qi 101 at the onset of a, file transminissioni i negligible):

\ 1 - c) (I X

k 2

C - ( 11) t

SUhStitu igc the N11 OFlu t~ il 1is 'quitionl gives x ia* Equation N.1:

obtained a fter rea1'rangemIent of termsi.

Proof of' N .2 (busy per-iod)

Equiation N .2 is obta in' f ron-, a sin inp equili briujo relation: the nu mber of bit,,

transmitted over i 'inc of cmalitv C(hrn is eulto the leuhof the

transmittad fill, plus triri tteA! hits froMi H1 (IIIsocs during the swnae period:

C;t R= 1F GtR

Solving for t,, gives; Equation N.2.

Proof ot N.3 (aunjejtof ['SAS Fmi>fr-onl ill sourees)

The averrage lengath of [S.\S friies (file, AM) unscheduled, other sources,

I" (ILI led) is equal. to the total nuiilr (If bits requiring tr'ansnissijnr in time I

Vjn I P - theIk'II uiibe o1 T0f framT)es- t iri i tIIt o v r t Ie i o;i ii t i i.

N.5



t i t k 'ol, to Ikhe Iun Ii ber 0 1 h)i s t*( -of! (9,f Ii I o v.f(

1i'2:i ~ ~ !t II iiii. e(tI h Ire ii l Isi i I

Ci - In (t i

ti e r ol! it i! t'rii'C ks e(Itili! t, the Ittal numt-lel' n' fl'i ll nr, wrivin" ;ilt l(':

S~lt)-i1htutiftr ti~i idii'. i'in ( Ind (. t) in the i'Jexprc<T- t oifU \ <v'

a icnhI ioS: T'Iwi 'L I' 't'i sn :ed: ) Ak" ns\ t lnd Surfmt'c ( _ T servntinns. I ri- I

* i''< 1'l-, iI IC ii t- ()f ',760 i ()!;( Knit , i'e(- -i velv. H Iie length LI!

h's i~i'~sCUIr. 'IQountI iji link ned mosire Qover'heids. hible 4.ti ives,



\PPENI)1X 0

I)ELAY CALCULATIONS

oIV evalciulatiois are based on the results obtained in Appendices G, 1, J, K, ',I and N.

'hese caloulations are 4)t time quite complex and computer programs were develooed to

perfonrm them. This appendix illustrates some of the calculations done to evaluate NADIN's

performance ;it t mcs a' file transfers: average delays, 91! t h percentile delays, probability

of interfrzime dclays for i message going from a AWP to an FSDPS; the switch and

concentrator buffer requirements ror a 5% probability of overflow. Calculations assume ;n

overhead of 63 characters in the N M)IN me:ssage aind a 9.6 Kbits/s line speed between

switch arid concentrator.

The path from A WP to FSI)PS consists of links D (AWP to switch), A (switch to

concentrator) and ( (concentrator to FSDPS). The tot-al average transmission time t, is the

sum of transmission times over these three links-. Th" transmission time over each link is

equal to the average length of unscheduled AW P me-,sages (1.501 Kbit) divided bv the line

capacities.

= 1.501 + +(/9.8) /9.6) + (1/4.8) 0.625 second

The average waiting time t is tile sum of waiting times over the three links (See Tahl,

4.1).

t 0.022 + 01 0133 I 11.123 = 0.178 secondw

The total transmission delay [ is the sum of transmission and waiting time:

t t - t 1.625 +- (.1 78 7 0.8(03q 5 wv

To obtain the overall 90 t h percentile debay, the parameters s , over each of the links,

are sub;titilted in the eqimitim in Appendix 1.

. kl) -5.111

().1



- .32 k( 3.0 1

2 K eqp k. (sex - :A (s 1x) -' exp -- (S("

e'h vol.ac of 1xhi ,'h rwikes the R.H.S. equal to 0.1 is t he 90 t pecenutil Ici C..t

arl'; is ilial to 0. uJ. I'le 90- percentile total transru ission dela\' ii C(111il to t

iti !(tI vi ' r q13 dol-Y plus -hre average transiisson time.%

I = 0.625 ~-0.790

15

Theproablit o inerfnm demyfor:irncssage goint- to a low ypeed ter ml 5,I~ ~ frau Aopoundi sP: S'/WW

1<eXp - t -' t

Tim- rwuohlIii of inrter'frame delays ik checked only for ouitput port line spo eds, of

121 t) t o. ese where rolterfrauue delrvs ;ire, the moSt iikelIv to) exo-eed, the Nflo.% de(Lrv

feose120)1 hits,/s is the hig~hest speed for UnbU ffered terminals. The time t ( UT is the

-'ec it trik' to transuawt ai frame of 2.') ehiaraolers on the output lino, inrl is 41 timles thre

tt'e:1 kes to I raum it the sw,, c friilre, o' 1he switch to eon contra tor lint,. With a S ,Vitoh

tOor aeon tin tte linte speed of t 1 it , the avertirge vaiiti g timec t ~ iven in

Filel P.3 where rio file transfers 0mmu:

That is, the prohihilityv of mt(inferiro' ti r ero for' all1 )raetieal purposes.

e- I t ofFrt j('i" -se: Nor First priority [SAS mess;ges have been

0.2



have to wait for the completion of its transmission. (The presence of two physic-il

ports between FSAS and NAi-IN nodes, one for low priority and the oth- fr f :'"

priority mnessages, can prevent delivs of high priority mess \te). t anv rijte, ter(e-

onil a slra l probability on an hourly basis that a first priority message . -rc

preceded by a full If; franmes messag!e going to the same port.

In the anmlysis made here, only mesSages of priority one going to other ort, are

considered. Tlcir :ipproxiimate average delay i; obtained. The waiting time

messag. es is equal on the average to half the time it takes to transmit a rnesa-Ce of

average length over a NADIN link, tinies the probability that there is a message. This

probability is equal to the utilization of the line. For instance, on link A (switch to

concentrator), the averaige waiting time of a first priority message is:

t (Pr. 1) (0.0133 x 6.27G) / 2 0.009 second
w

The averinge transmission time of the first priority message is added to its

waiting tim"-. The average transmission time is assumed to be constant over all

priorities.

tq (Pr. I) = ts (Pr. 1) t w (Pr. 1)

: 0.150 + 0()09 -- 0.159 seeond

Buffer Requirements: The qiiantitie, to be determined are the sizes of buffers at the

switch and concentrator.

At the concentrator, buffor space is needed for both messages coining from the switch

and going to the switch. The size of the buffer is therefore determined by the

parameter s° of the Kingman bound for the switch to concentrator link (See

Appendix 1). The size of the tiffer given in Table 4.5 is such that the probability of

overflow is less than 5N3 (values other than 5% can be substituted in the equations).

From Appendix 1, the probability of overflow is bounded by

1of c k X, CXp- (s X0 k1 exp - (s x)

L).)



mnd are the values of sC. for links A and 13, re,,pectivelv; k Hnd k, ;Ir

oalcrrlaited in the same way as for 90L percentile delays. (See Taible 4.1)

B3/C , R buffer size, C link capacity.

Th', vQILP2 Of B 0hich mnakes the R.ll.S. of' the above equation equal to .5 t, i< 1).'t 2

The si/e vf the buffer oitained h'-e is based only on the statistijes of thc qoc-'Ks i

up at the concentrator and does not account for the' prevrOLSlV s;tated nei t'. torre

one e.\tr , frHane, in addition V-' the frame being transmitted on a concentrator output

poirt, if available. Whenever this requirement results in a need for a buffer size l~arger
thanir the values 1jP.er il Tabhle 4.5. the largest value must be used uis at Jesi-zn

At the switch, buffer space!( is needed for iie-ssages going to. concentrators , as well ;ts

to the o! heCr sw it en. XL though1 one message may be going to mu lt iple desit i. onuos (c .g.,

\WP to FSDPS trOfCi,-) it is sajfer to asuethat each concentrator creates a need for

output buffer space at thu s witch, itidependently of Other conenrtrators. The

,itialytical solution to obAin the probability of overflow is dif ferent than inl the ease of

ai concentrator. because the Values Of the parameter s entering the calculation are all

equial. Froim Appendix I-

K ) exp - (S X)
1of (rn-i)! (S X-m4)

'The value of x is th.: so111ie lIs before, andic in is the number of concentrators attacihed to

a switc-h. The n-axilmu in vnlue of ni is 12 but is taken to he 18, counting the ;%vitch to

switch line astwo extra concentrators so far as buffer groes (counted twice, once for

inpuit sind once(, for ou~tput), 81nd Counting the concentrator to switch traffic as 2 extrai

o: rncc'mtru tors;, buffer-wise.

Thte values- Of M, arid S0 from 'Fable 4.1 , are substituted in the R.Ii.S. of the above
eqoantion to ,-ive the required] buffer size of 4.62 Kbytes,,, given in Table 4.5.

In thvCNO ?,)I ejatin> a )ot -; witche,4 and concentra tors, n direct addition of all

lhilffor rliiire'IO'tlS, i ,-( of thfe sltatistienl "anlsi ma, 1 de in) Appendix I, WoiiI IHavp

-o a1lt-l in aI sizale ow-rest iinnto of buffer requiiremnentS.

0.4I



IN 1"I;RIt 1. Ml I )LAYS

U115LI ffered t CT':ninal.s -onilpeted to N *\)I N wvut rticO ye frameIS Of a single e sg

cofltlfluo1iV )ecaL, -t, tho~V cannot m'2>52al neis~e aid pres ent it fn its ent irety' to the

user. (The p-,esence of delays between frame,, is .indesirabite because it can distract the use;(r

or lead himi to ileethe trnnsmiss,.ion i,. over). The unbuffered ternminals in N ADIN are

usually teiet ypewri ters with speeds- i-inkriw fromn 75 Wind (Service 11) to 1200 bau'd ( XFTN I.

The continuity, if trrnsmissions- 1; asier to ,iphieve for the low speed terminals because

NN'DIN has then pleat y or thi e lo ;)ring a neov fra ire tor the concentrator whiilt! the previous

fra me is tranumittoti over the ox, spec line. V; ai wcqs eseaproach, then, this stud

only calculates the i ntorfraime (lalys of I 2iw bioid lilwas.

The NADIN specification defines the cord iauityv of' transmaission to be: the availability

of successive framnes of a message to at te(rminal with no interruption longer than the time it

takes to transmit one character, rankintr the inuterruptioi virtually iDIoerceptible to thle user.

This study .assumes that the2 NAI\L)N concentraztor !vv, enough buffer space to

accommodate one fra me in addition to the ira e curently transmitted. Vs a result, thie

switch can stzirt the transmrisor of a frairre even if the preceding frame has not been

totally outputted and] an interfra me delay will occur only if' it takes longer for a framne to go

from switch to concentrator (including waiting tirnr than it takes for thre preceding framne

to be transmitted over the low speed line (see Figure 1P.1). To give a measure of thle

likelihood of such an occurrence, consider a 4800 bits/s line between switch and

concentrator, 1200 b3its/s output line at the concentrator and francs of 2563 characters. %

frame is transmitted over the Output line in 1.7 seconds arid over the switch to concentrator

link in 0.43 seconds. Therefore, an interframe output delay occurs Only if waiting ait ,Oie

-;witch exceeds 1 .27 seconds4, usnally an unlikely occurrence.

For thIis reason, the ea len lai ion of overall N ADIN m ~acdelayvs doe- not 'ia:ento

account the i nterfra me delays. I lawevor, the protihiIi ty oif inter fra ' e c 1-1i , bta innd

both js at nemiszlre of omnris for this rpprov i nra ai a11id )1 aIn I ndmcrt"I~ of the

Dorform ancc ohta inved frorr N AMDN )y the low ;peel ter Inna I . Ilim fo11l.Vmr is p~rovedl



':''ilt, -)I' at er (r'a.i c elav p- <~ e.Xi - (t().1- t) tI1) , I T i'sW NvSW

K,, the tirne to trans-mit a frame of 256 characters over the outp , >,

is thle av era . e wa tting tirne at the sw itch.

is th.- ta je tn trnrism ii :j h- no of' 256 characters, over t he swite. to
oir,~r tato~line.

For in~tiinec,- with thle abhove example and an average waiting time of 0.3 second at toj

s w i t ell:

e X p 2 /0.

t *~f P 1 is thle probability that the waiting time of a frame exceeds the difference

between the time it took to transmit the Pevio)us frame over the low speed outpuit l1ine

aind the timne it takes to transmit the current frame over the switch to concentrator

line. Three, observationis si uplify the Oateulation:

* The fi-'st frame has to be a full frame of 256 characters, otherwise it would not

h-e followed by other frames in the same message.

* The next framne inig,,ht be eithier at fall] or partially full frame, according to

whether it was a-n intermediary framne in the mnes-sage or tho last frame.

Assuingthait it is a full fra:nc only increases the probability of inter fra ii e

delay nind is therefore on the conservative 4ide.

* The waiting, timae is a random vari able. Because of the nature of N ADIN traffic,

it generally hins a standard deviation sinaI icr than its average, i.e'., simaller than

hie stAridarm levi: tion of' an ox)onerlil il' distributed randomn variable, having tif
saTI A 0:vcN~tQ. \.s'rriw thatl the, waiitiri! time is exponentially (listriP)ullee

th ere fare ikes tile prohbal i tv af inter frinv dela% higher aid is in the

m iservi t i' side.



With these three observitions, the probability that an interfrifne d,,oav occurs is equal to

the probability that an exponentially distributed random variable with average tV

exceeds the deterministic valu t0 tT - tisI and this is given 5Y:

)ID exp- (tOuT -t /SW  t WSW

(The inequality sign in the previous formulation ICcouts for the conservative assurnL)tiorli

made).

Calculation of interframe Delay Probabilities: The probabilities of interframe delays

are calculated for I200 baud concentrator output circuits. The probabilities are

calculated twice at limes of A WIP file transfers, for modified and unmodified switc-h

operation, and onc at 1ine:s n between. The columns in Tables P.1 to P.3 are:

* line speed between switches and concentrators k4.8 or 9.6 Kbits/see),

• numbler of NADIN overhead characters (20 or (33),

4 time to transmA S 25, characters on coneentraitor output circuit (t OUT'1

0 time to transmit 256 characters on the ;witch to concentrator circuit

(tTSW),

* waitingi i e at the -,witches (T
W SW

• probability of interframe delays.

The last column is obtained using the expression for P Tables P.1 and P.2 are for
periods of file ti-mnsfors, with unITod(ified iind Modified switch output queueing ]

procedures. Table P.3 is for periods hetween File trinsfers.

Ilterpretation of Results: Prahmhili!i ,, ()f interfrunt( delays are very small, the

'iuxirrumtt bein, "..t, for ;1 4.8 (hit. !-,, line lwenrt switch and concentrator and

imla N'*I)IN ovre tL. I'he ,X,,ilnit f i'mr's, s when the switl output

P.3



10 proeu, pOC its not woif~i ed. The frequent oocurrence of interfri me deilvs in

io! is; ft ther evidence of the undesi rahIili 1y of' nn unmnodifi ied -switeh opera tion

oonoiii-iorto ,, 0(l l ine speeds of .4.8 or 9.6 Kbits /scc, a fa-ct alreddy

O~tao <I IOVthe presenice of hirge tlverage meosage delays in NA.XDIN.

PAI



CONCENTRATOR O/P PORT
SWITCH BUFFER I BUFFER 2

FR.[ c _ b
Si, I T CH. RA

IS TAN MIITE D.

d b
TRPANSMI SSIO'N OfadCb

TRNiMssio OF b V.///-,,////,IS COPLEI Z.

TRANSMISSION OF b d Db

STARTSU. F AML cC U RE C

STI!LL WAITS.

FRAI E L IS AT

CONCENT RATOR. dAI1G/

FRAME b IS STILL INO DELAYS BY BUFFERING

BEING T R.NSMI'TTED.

TRASMSSON OF b IS d __ C _DELAY

COMPLETE[D. FRAME ( .RARE OCCURRENCI
IS STILL BEIiG
TRAN., ITTED OR WAITING.

F IG URE P.1" PREVENTION OF INTERFACE DELAYS BY BUFFERING



1. e e NA[!N 1 Switch to Output Waiting Tithe Pro jwlitv

. t to overhLead Concentrator Transmission tit Swit-h of 1ntorf' -

*Transi-ission Time F) fb' v,;
Time

(Seconds) (Seconds) (Seconds)

J. 633 (.43 1.71 5.09

4.8 20 0.43 1.71 4.70 76.2

PA 63 0.2 1 1.71 2.22 5

4.6 20 0.21 1.71 2.09 54.2

TA11,1'.. P.1: PROHMMIITI E S OF INTERFRAME DEIAYS

(File Transfers Period - Unmodified Switch Operation)



Line Speed NADIN Switoh to Output Waiting Time Probaljtv
Switch to overhead Coneentrator Transmission at Switch of Inter ,

Concentrator Trmlr,Iuission Trime el,,

(b e I e r,-;) (Se'(-o(Sos (Seconds)

4.8 30.43 0.347 2>

4.8 20 11. 13 1. 0.316 1.74

9.6 63 0.21 1.71 0.180 0.08

9.6 20 0.21 1.-1 0.160 0.03

TABLE P.2: PROBtAIITI FIS OF INTERFRAMI EDELAYS

(File Transfers Period - Modified Switch Operation)



Line Speed NADIN Switch to Output Waitingr Time PrOWtI ')itv
Sw it, h to overhead Concentrator Transmnission tit Switch of 1nterfr ir

COneentvitoi' Tra nsiniss ion 'FillicCl V

(C h r ( trs Seconds) (Seconds) (S eo nd s)

4.63 0.43 1.71 0.21'6.2

i.8 20 1 0.43 1.71t 0.,22 0j. 00 3

9. ; (33 0.121 1.0.033 1. 4 E>17

9.;201 0.2-1 1.71 0.022 5.4 E-26

TABULF P.3: P ROBAB IIIFS OF INTERFRAMVW DELAYS

(Normal Period)



A\ P1 F1111Iu, )

FKE S10 PIA RR\ COI OF iculi (in on> H)SAI RA
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Q.2.1 Fixed Poct (ost.-

Purt costs, whihe Awie ho" I nrwvo nnd sottware (,)Ms. iF> considered one-time

costs ind( are sumininari/.CC ('ii Fu d i(2.. s~ iov CIl nw p')r! Idditil Inode ait e"Ih

\' 1ADlN Iovvtion, 1'ecItt'inIK s suchi ak :j(fdjiio't~J iueI '),n rinel, ce. -iro

considered neg~lig~ible. It is 1WH me thed the A"~ PKs and FSIT lswil foriot 5001 iK I f reT

iocepi: ,to N.ADIN. A oortiu: of tme N A\ IN port co'it- aro at hoth the Tndim im IT K<

ontrol level The phvsie"l level cm st :5 h of the acetuail inc,-hmuminil and eleciri-il

iner f>ce Pm ponrmets while the I uk von trnl c ( S are fir In wmi ri 'so ft wore inst F Jlf

:rmplemeor't P osts. ThY noi! eiil vmst Q~ vneru(eotor/swQe (vcrheoi istr:ietmrm

I,,ciqtMi VKQ 'otnto t ldes 0", f" N 1"rtivulir p)ort ael(1jtiorm. will hen eot-i!ied h 'i

) I,~ lr '!rn un'i rpInm FitV( i)l 5- i l a c'St po i !'

... ... I in(', i r I) review 'If, cit IrnttV posols has s hown' t haI t FI

.1, ac v, I ni I F II) )14 rno l'mmnI~ Ioil (Io , I c TI(i it mot I loneri. Tho'e '

(..lrll'li 11- h I in s:1l k i1 01 '(S l i. F m'n



77 -A93 293 NETWORK ANALYSIS CORP VIENNA VA 
F/6 17/2

NATIONAL AIRSPACE DATA INTERCHANGE NETWORK (NAOIN) COMMUNICATIO--ETC(U)
NOV 80 DOT-FA79WA-4355

NLASSIFIED NAC/FR-303A/O1 FAA-RD-80-128 NL

END



Function to No. of Cost

Be Implemented Instructions

Physical Port $500/port

Switch Message 400 40,000

Processing

Concentrator Message 200 20,000

Processing

NADIN switch to AWP 200 20,000

Flow Control

Port fixed costs for NADIN can be represented by the following general formula:

C p = 22Cpp + CSMP + CCMP + CFCL

where the coefficient of 22 represents the 20 CONUS ARTCC's and the two AWP

sites, and:

C Total Port Costs
C pp Cost of Physical Port

CSMP Cost of Switch Message Processing

CCMP  = Cost of Concentrator Message Processing

CFCL Cost of Flow Control Logic.

FOR SCENARIO'S I and 2 these port costs are:

Cp.s1,S 2  = 22(500) + 40,000, + 20,000 + 20,000

(IP.SI,S 2  = 91,000

Q.2



FOR SCENARIO 3 the flow control mechanism is not required and the port costs are:

CP,S3 = 22(500) + 40,000 + 20,000

C P,S3 71,000

Q.2.2 Fixed Trunk Costs

There will be zero, small, and moderate fixed trunk cost for SCENARIOS 1, 2, and 3-,--- .

respectively, as shown on Table 2.1. For SCENARIO 2 the following trunk costs will be

incurred:

0 upgrade of modem from 4800 to 9600 bps,

q DI conditioning.

The original cost of the 4800 bps modern will be accounted for in the upgrade to 9600 bps, as

it is assumed that the NADIN contract would be amended to incorporate this upgrade. DI

conditioning is included because experience at 9600 bps has shown that besides the

guarantees of better signal to noise ratio and less harmonic distortion, the TELCO's usually

test the circuits more often and are more responsive to customer complaints. The fixed

cost to upgrade one line to 9600 bps is then

CLU 96  2 (CM 9 6 - CM48) + CDIINSTL

where:

CLU9 6  fixed cost of upgrade from 4800 to 9600 bps

CM 4 8  - cost of 9600 bps modem

C%148 cost of 4800 bps modem

CDIINSTL = cost of DI conditioning installation
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Tle individual line upgrade fixed cost is then

CLU96 2 (8500 - 4325) + 163 = 8513

The total fixed cost of a SCENARIO 2 trunk upgrade is

CF,T,S2 22 CLU96 = $187,286

where the coefficient of 22 accounts for the twenty CONUS NADIN concentrator to switch

trunks and two AWP to WMSC trunks and:

CF,T,S2 = total fixed cost of trunk upgrade for Scenario 2

For Scenario 3, the cost of the 19.2 kbps trunk upgrade can be analysed by realizing

that this line is created by two 9.6 kbps lines and diplexors (as shown on Figure Q.2). The

fixed cost of this upgrade is equal to the upgrade from 4.8 to 9.6 kbps plus d'nlexors, plus

one additional trunk or:

CF,T,S3 CF,T,S2 + CFT + _ CFTi=l FTill FT

where

CF,T,S3 fixed cost of trunk upgrade for Scenario 3

C F,T,S2 = fixed cost of trunk upgrade for Scenario 2

CF,T fixed cost of i th 9600 bps trunk from NADIN switch to NADIN

concentrator

CtCF,Tj fixed cost of the jth 9600 bps trunk from the WMSC to NADIN

switch.
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Further

(2 CFT + 1= CFT 44 CM 9 6 + 22 CD1 INST + 44 C + 44
,1 C = ST-INSTL DPLX

where the only previously undefined parameters are

CSTINSTL cost of service termination installation

CDPLX cost of diplexor

The total fixed cost of a Scenario 3 trunk upgrade is

CF,T,S3 = $600,255

The total fixed cost of Sceanrio 2 and 3 are given in Table Q.2.

Q.3 Recurring Costs

Recurring costs of each scenario are shown in Table Q.1. For Scenario 1 the recurring

cost is zero while for Scenario 2 the recurring costs is due to a D1 conditioning monthly

charge or:

CR,T,S2 = 22 CDI = 22(14.65) = 322.30

where

CR,T,S2 = total monthly recurring cost of trunk upgrade for Scenario 2.

CDI = recurring monthly cost of Dl conditioning

Total recurring trunk costs for Scenario 3 are reflected by:

CR.T,S3 = 22CDI + 44 CST + .54 ' ,k

k=l
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where

CR,T,S3 total monthly recurring trunk cost of SCENARIO 3

C DI recurring cost of DI conditioning

C ST recurring cost of service termination

L k  length in miles of the kth trunk.

T'he link lengths were determined using NAC's software tool, MIND. The monthly

recurring cost is then calculated as

R,T,S3 22(14.65) + 44 (43.30) + 0.54(13,366)

- 9445

This cost is also shown in Table Q.1.
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RECURRING COSTS

VOICE GRADE LINE* $0.54 per mile per month

SERVICE TERMINATION* $43.30 per month

DI CONDITIONING $14.65 per month

MODEM LEASE (9600) bps) $249 per month

MODEM LEASE (2400 bps) $59.55 per month

*TELPAK

ONE TIME COSTS

SERVICE TERMINATION INSTALLATION $54.15

MODEM INSTALLATION (9600 bps) $216.00

MODEM INSTALLATION (2400 bps) $81.20

DI CONDITIONING INSTALLATION $163.00

MODEM PURCHASE (9600 bps) $8500

MODEM PURCHASE (4800 bps) $4325

I)IPLFOR PURCIHASE $5000

TABLE Q. 1: INDIVIDUAL ITEM Cosrs



RECURRING COSTSCENARIO # DESCRIPTION FIXED COST (MOJLY)

PORT TRUNK TOTAL

COST COST

NO TRUNK
SCENARIO 1 CAPACITY UPGRADE 91,00O 91,000

TRUNK UPGRADE
SCENARIO 2 FROM 4800 to 91,000 187,286 278,286 322.30

9600 bps

TRUNK UPGRADE
FROM 4800 TO 71,000 600,255 671,255 9445SCENARIO 3 1,0 p19,200 bps

TABLE Q.2: NADIN UPGRADE COST SUMMARY
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APPENDIX R

FIXED & RECURRING COSTS OF LEASED LINE ALTERNATIVE

R.l Summary of Calculations

This appendix presents the detailed cost analysis of an alternative that does not

include NADIN. This leased line alternative, called the communication contingency plan,

has the following cost component summary:

Total Monthly Recurring Cost $57,083

Total Fixed Costs $358,693

R.2 Contingency Plan Background

MITRE working paper WP-79W00812 of December 1979 generated alternatives and

selected an alternative based on technical merit. NAC assumes that the chosen alternative,

referred here as the contingency plan, is capable of meeting the technical requirements of

FSAS. This analysis differs from that in the MITRE working paper in the following respects:

* multidrop lines are optimized for least cost,

* modems are considered leased as opposed to purchased (as the contingency plan

would be used only while waiting for NADIN's implementation).

* format - the cost components will be formatted to facilitate present worth cost

comparison in the next chapter.

R.2. 1 Contingency Plan Description

The vontingency plan consists of the following major components:
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* multidrop 2400 bps lines from the WMSC to FSDPS's,

* point-to-point 9600 bps lines from each AWP to each FSDPS,

* point-to-point 9600 bps lines from each AWP to the WMSC,

* two point-to-point 9600 bps lines from AWP to AWP.

The remaining portion of this chapter is devoted to determination of the fixed and recurring

costs of this alternative for the twenty CONUS FSDPS and two AWP sites.

R.3 WMSC Multidrop Lines

Fixed and recurring costs are summarized on Table APS2.1. The minimum cost

tupology was determined using NAC's software tool, GRINDER, with the following

constraints:

0 no more than three stations to a line,

* leased modems,

a no conditioning,

* TELPAK tariff.

The resulting optimized network is shown on Figure R.I. The center of the network is the

WMSC and the Kansas City FSDPS is connected to the WMSC on a line shared by the

Minneopolis FSDPS. The total recurring cost for this network is $6648 per month. This

includes service terminations, 2400 bps modem rental, and line mileage charges. The fixed

one-time costs consist of the following:

* modem installation,

* service termination installation,
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* synchronous port costs,

* W'VISC software line handler.

R.4 Point-To-Point Line Costs

Fixed and recurring costs are summarized on Table R.2. All point-to-point lines are

9600 bps and consist of 19 lines from the Atlanta AWP to each FSDPS, 19 lines from the Salt

Lake AWP to each FSDPS, I line from each AWP to the WMSC, and two point-to-point lines

from AWP to AWP. The total is forty-two 9600 bps lines. MIND was used to determine

total linc mileage.
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ITEM NUMBER COST TOTAL

2400 Modemn Installation 27 81.20 2,192

Service Termination Inst. 27 54.15 1,462

Synchronous Port Costs 7 500.00 3,500

WVISC Software Line Handler 1000 INSTR. 100/INSTR. 100,000

TOTAL FIXED COSTS $107,154

TOTAL RECURRING MONTHLY COSTrS $6,648

TABLE R.l: FIXED) AND RECURRING MULTIDROP LINE COSTS
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ITEM NO. UNIT COST TOTAL

9600 Modem Installation 84 216.00 18,144

DI Conditioning Instal. 42 163.00 6,846

Service Term. Instal. 84 54.15 4,549

Synchronous Ports 84 500.00 42,000

AWP-AWP 600 INSTR. 100/INSTR 60,000

AWP-FSDPS 600 INSTR. 100/INSTR 60,000

AWP-WMSC 600 INSTR. 100/INSTR 60,000

TOTAL FIXED COSTS $251,539

9600 bps Modem Lease 84 249.00 20,916

DI Conditioning 42 14.65 615

Service Termination 84 43.30 3,637

Mileage 46,791 0.54 25,267

TOTAL MONTHLY RECURRING $50,435

TABLE R.2: FIXED AND RECURRING COST SUMMARY FOR POINT TO POINT LINES

R.5



Z14J

FIUR .1 EATCOT MC oFSP ZMULIRPIE

11.6L



APPENDIX S

PRESENT VALUE CALCULATIONS OF NADIN

AND NON-NADIN COMMUNICATIONS ALTERNATIVES

S.l Summary of Calculations

The present value (PV) calculations for each of the alternatives for one, two, and three

year comparisons periods are:

SCENARIO 1 SCENARIO 2 SCENARIO 3 LEASED LINE

ALTERNATIVE

PV 1 yr $91,000 $278,286 $778,684 $1,007,967

PV 2 yr $91,000 $285,285 $876,348 $1,598,215

PV3 yr $91,000 $288,314 $965,132 $2,134,808

S.2 Discounted Present Value Analysis

The present-value method of comparison consists of reducing all the future differences

between alternatives to a single equivalent present sum. In present value comparisons, we

must determine a comparison period. Generally, this period is for as long as a cost

difference betwen alternatives is expected to exist. The present value after one year is

PV - FC + USPVFi (RC)

lyr i-n

where

PV lyr present value after I year operation
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PC fixed investment cost

RC = recurring cost

USPVF = uniform series present value factor for payment RC, n times at

interest rate

Here i is considered to be 10% per year or i/12 per month and n=12 months or

PV ly FC + USPVF. 1/12-12 (RC)

Further,

PV 2yr = PV lyr + SPPVF. I-I US PVF.1/12 12 (R C)

where

SPPVF. 1- single payment present value factor brought back 1 year at 10%

interest

and lastly,

PV 3yrs = PV 2yr + SPPVF 1-2 USPVF. 1/ 12-1 2 (RC)

where

SPPVF. 1-2 = single payment present value factor brought back 2 years at 10%

interest

These equations reduce to

PN,2vr = FC + USPVF. /21 (RC) (1 + SPPVF 1 -1)

P3vr FC +- US F 1/21 (RC) (10 SPPVF. - + SPPVF 1 -2
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Since USPVF. - (1 jf 1

and SPPVF. = 1
(1+i)n

then

USPVF 1 / 1 2 -1 2  = 11.37421

SPPVF .1-1 0.90909

SPPVF 1 -2  - .82645

resulting in:

(1) PVilyr FC + 11.37421 RC

(2) PV '-yr FC + 21.7144 RC

(3) P 3yr C + 31.11461 RC

Fixed and recurring costs of each alternative were suhstituted into equations (1), (2), and (3)

to yield the present value costs for each year.
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APPENDIX T

GLOSSARY OF TERMS AND ACRONYMS

A-BDIS Automated Serivce B Data Interchange System

.DCCP Advanced Data Communication Control Procedures. A link level protocol

developed by ANSI, ADCCP has all HDLC features plus extended modes of

address and control.

AFOS Automated Field Operation and Services.

\FSS Automated Flight Service Station. A flight service station with CRT

consoles for graphic display and interactive data retrieval from an FSDPS.

(See Appendix B).

AFTN Aeronautical Fixed Telecommunications Network.

ANSI American National Standards Institute.

ARO Airport Reservation Office. Located in Washington, DC.

ARTCC Air Route Traffic Control Center, an FAA facility which provides en route

control of the air routes over a major portion of the U.S.; each of the 23

ARTCCs contains a NAS 9020 computer and is scheduled to contain a

NADIN concentrator.

ASCII American Standard Code for Information Interchange. Used by FSAS.

ATCSCC Air Traffic Control System Command Center. Located in Washington, DC.

T. 1



XWP Aviation weather processor. Central Processing Unit of the FSAS (ee

Appendix B).

Bit a binary digit, generally considered to take either the value of 0 or 1.

Byte a unit of digital data, generally made tip of a series of 8 bits. Synonyms:

octet, character.

__RF Central iltitude Reservation Facility

DCE Data Terminating Circuit Equipment

DTE Data Terminating Equipment

DUAT Direct User Access Terminal. A terminal connected to FSDPSs for pilot

use.

EFAS En-route Flight Assistance System

EIA-RS Electronic Industries Association - Request - Send. A group of interface

standards between f)CE and DTE. Balanced I(S-449 Sttnd;ard is uised for

FSAS-NA)IN interface.

FDEP Flight Data Entry and Printout, an FAA communications service used to

transmit flight-plan-related messages between remote facilities

(TRACONs, towers, etc.) and the NAS 9020 computers.

FSAS Flight Service Automation System, an FAA program designed to upgrade

the dissemination of flight service data (see Appendix A).

FSDPS Flight Service Data Processing System. Colocated with ARTCCs, the

FSr)PSs asse-nle flight related data for general aviation asers (see

Appendix B).
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FSS Flight Service Station. A facility manned by FAA specialists, it provides

pilots with weather and flight information and accepts their flight plans

(see Appendix A).

Full Duplex telecommunications links that allow simultaneous transmission in two

directions.

HDLC A link level protocol developed by the International Standards

Organization. It has many of ADCCP features.

IFR Instrument Flight Rule. A type of flight controlled by NAS-9020

computers (see also VFR).

Modem modulator/demodulator, a piece of telecomminications equipment that

superimpose, intelligence onto a signal (modulates) and extracts

intelligence from a modulated carrier (demodulates).

MTBF Mean Time Between Failures.

MTTR Mean Time to Repair.

Multipoint a communications link that connects one termination point to several

others on a single circuit.

NADIN National Airspace Data Interchange Network, an FAA program to provide a

common backbone network for various current and future FAA data

communications services.

NFDC National Flight Data Center

VVIC National Meteorological Center (in Suitland, MD).

NOTAM Notice to Airmnen. G~enerated by CARF or NFDC.

T.3



XIWS National Weather Service

Overhead those transmissions or portions of transmissions that are not part of the

basic information being exchanged; generally this includes control signals

or information needed to administer the communications link or direct

message processing.

Of Probability Density Function (of a random variable).

PDF Probability Distribution Function. The integral of a pdf.

PIREP Pilot Report

SA Surface Observation. A type of weather report.

Service A Network of 75 baud multipoint lines for weather data collection and

dissemination of flight data. Controlled by WMSC.

Service B Network of 75 baud multipoint lines for collection and dissemination of

flight data. Controlled by ABDIS.

TWEB Transcribed Weather Broadcast.

VFR Visual Flight Rule. A type of flight where the pilot is responsible for own

guidance. The FSS controlling the destination airport is advised of the

flight.

WA Winds Aloft. A bi-diurnal weather report.

WMSC Weather Message Switching Center. A Phillips DS-714 message switch

w'iich controls Service A multipoint lines.

Wx Weather Radars. Jointly operated by FAA and NWS.
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