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PREFACE L

The National Airspace Data Interchange Network (NADIN) is being developed, in its

initial phase, as a common data communications network that will integrate various FAA
commmunications services, specifically those involved in the exchange of information :
pertaining to air traffic. Current FAA plans call for the implementation of NADIN in the ;
eariy 1980s. The initial design is specifically directed to the absorption of the Aeronautical
Fixed Telecommunication Network (AFTN), NASNET, the most of Service B. The design
also provides for the cxpansion of NADIN facilities and circuits so as to accommodate g
growth, both in terms of requirements for included services and in terms of additional
services.

Concurrently with efforts to implement the initial NADIN design, efforts are being

directed to the analysis of other services that might be integrated into NADIN. The

integration of TSAS communication requirements into the NADIN system will require a

variety of information:

. guidance for the NADIN program team to determine NADIN enhancements and

specification amendments necessary to support FSAS data communications;

. a technical data package supporting the writing of interface specifications by :
NADIN and FSAS R&D teams; g

4

. a performance data package containing pre-implementation estimates of i

response times in NADIN after the integration of FSAS traffic; |
° un analytical model to assess post-FSAS performance of NADIN.

Rapid reference to each of the above issues is achieved by making the sections of each
chapter self contained and by ineluding the information which is too detailed or too

technical in appendices. Table | is # guide to the report and gives the suggested reading for

!
3
!
1
|

cach of the issues mentioned above.
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Areas of Interest
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enhancements 1-3, 7 2 3 - All H
Cost of
enhancements 1-3, 7 4 6 2,5 1,2 Q,R,S
I - -
FSAS-NADIN
interface 1-2,4,7 1,3 5 4 1,3 J
NADIN performance| 1,2,3,7 1,2 - 3 1 -
T
Analytical
queueing
models - - 1-4 1-4 - ItoP

TABLE 1: SUGGESTED SELECTIVE READINGS OF REPORT




CHAPTER 1

INTRODUCTION

1.1 SUMMARY OF FINDINGS

Although the initial NADIN will require some enhancements, it can be expected to

accommodate FSAS requirements with minimal cost and performance penalties. The

o

integration of FSAS data communications into NADIN constitutes a substantial cost saving

in comparison with a network of lines dedicated to FSAS.

1.2 FSAS IMPACT ON NADIN PERFORMANCE

The delays of messages in NADIN will increase after the introduction of FSAS traffic
but will still be within the limits set in the NADIN specification. The NADIN switches will

require larger buffer spaces to ac.ommodate FSAS files waiting for transmission. The
amount of buffer will depend on whether or not a NADIN switch can temporarily inhibit
transmission from the attached Aviation Weather Processor (AWP). The processing load on
the NADIN switches and concentrators is likely to still be acceptable after the introduction

of FSAS traffic due to the low initial utilization of NADIN.

1.3 NECESSARY NADIN ENHANCEMENTS

The introduction of FSAS traffic can be handled with line speed increases; it ean best

be accommodated by an appropriate design of NADIN switches. Controlling the flow of
mnessages between the AWPs and the NADIN switches provides additional advantages.
N AC recommends increasing the data transmission rate of NADIN trunk lines between

switches and concentrators from 4.8 to 9.6 Kbits/second. This increase will guarantee that

message network delays are on the average less than the two seconds set by the NADIN
specification. However, the two seconds delay will be exceeded for a few minutes each hour
when darge FSAS files nre transmitted, unless the NADIN switeh output discipline is
madified.

An uppropriate design of NADIN switches will give equal to treatment to all users and

prevent the monopolization of u switch to concentrator line for several seconds by a long

n
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FSAS file message. These modifications of the NADIN switch design can be accomplishi:n

during the pre-implementation period and need not be a modification to an existing system.

Controling the flow of messages between AWPs and NADIN switches will prevent un
unnecessary backlog of untransmitted FSAS file weather frames at the switches. The
software necessary to implement such a flow control is an extension of the FSAS software
which formats data into NADIN messages.

An alternative to modifying the switeh design and flow control between FSAS and
NADIN is a line speed of 19.2 Kbits/second between NADIN switches and concentrators.
This speed ensures that FSAS file messages are flushed from the NADIN switch fast enough
to not overly delay other NADIN traffie. By ensuring a rapid transmission of FSAS weather
files from the AWPs to the Flight Service Data Processing Systems (FSDPS), this line speed
of 19.2 Kbits/second also prevents an accumulation of a large backlog of frames at the
switeh and the strain on switch primary storage resources.

A modified switch design and NADIN-FSAS flow control is technically and
economically efficient. It also provides a rational basis for future extensions of NADIN's
services. The alternative of line speeds of 19.2 Kbits/second or beyond is viable but less

cost-effective.

1.4 COST OF ENHANCEMENTS

The cost of NADIN enhancements varies from small for the implementation of an

option that uses FSAS/NADIN flow control and an appropriate switeh discipline, to sizeable

for _an option that relies on the use of high speed lines between NADIN switches and

concentrators. In all cases, the cost of NADIN enhancements is dwarfed by the cost of a
dedicated lines contingency solution for FSAS communication neéds.

1.5 FSAS/NADIN INTERFACE

The FSAS and NADIN nodes are compatible at all levels of physical, link and message

interfaces. A further characterization of the interface at the message level should be
addressed jointly by the NADIN and FSAS program teams. The issues to be jointly discussed

include:

® FSAS-NADIN flow control alternatives,




° priorities of FSAS messages,

] choice of NADIN message headings to be entered in FSAS messages,
. mutual responsibilities of FSAS and NADIN prograins in entering message
headings.

The outcome of the joint decisions by NADIN and FAA teams can be in the form of an

interface document included in both the FSAS und NADIN specifications.

1.6 BASIS OF NADIN ANALYSIS

The recommendation that FSAS use an enhanced NADIN is based on performance

constraints, interface requirements, cost considerations and the following key assumptions:

(1) FSAS traffic_and operation in accordance with the FSAS specification, (2) NADIN

operation in accordance with the NADIN specification, (3) traffic restricted to FSAS,

Service B and AFTN traffic and (4) treatment of initial NADIN costs as a sunk investment.
The FSAS traffic to be supported by NADIN consists of the data exchanges between

AWPs, FSDPSs, and external systems. The local traffic between FSDPSs und Autormated

Flight Service Stations (AFSS) will be on dedicated lines at the start of the automation
program, although NADIN may be considered in the future. The alphanumeric weather duta
from the National Weather Service (NWS) will be transmitted to the AWPs through the
Weather Message Switehing Center (WMSC). The WMSC is assumed to remain in place for
the foreseeable future.

A mathematical model of NADIN that represents a queueing procedure by the switches
and concentrators that is consistent with the design constraints given in the NADIN
specification has been formulated. The queueing procedure modeled is one of possibly
several approaches contractors may use to satisfy the NADIN requirements. The model
provides a rational basis on which to examine the impact of FSAS traffic. The results are
expected to be similar in any approach that is consistent with the specification. A different
queueing procedure which gives more "equitable" treatment to all NADIN users is also
deseribed and shown to solve the delay problems caused by lurge FSAS file transfers that are

transmitted at high speeds.
The traffic loading of NADIN considered in this study consists of the FSAS and the

initial Service B and Acronautieal Fixed Telecommunication Network (AFTN) traffie. The




later integration of Flight Data Entry Printout (FNDEP) and Automated Flow Control (AFC)
systems into NADIN may require further NADIN enhancements. While this question is not
quantitatively addressed in this study, the reserve capacity in a 9.6 Kbit/second line
between switches and concentrators may be sufficient to carry FDEP and AFC traffic and
still satisfy NADIN delay requirements.

The FSAS traffic data is an updated version of the traffic requireinents in the FSAS
hardware specification (Reference 2). This update accounts for the future expansion of the
FSAS. The NADIN traffic data is taken unchanged from the NADIN specification
(Reference 1). The traffic requirements of Service B and AFTN may have increased since
the writing of the specification. However, since this initial NADIN traffic results in a
utilization of 10% or less, the conclusions and recommendations made here would not change

even with a doubling of original traffic throughput.

1.7 METHODOLOGY

The methodology applied here consists of the sequential completion of a requirements

analysis, alternatives generation and analysis, and comparative analysis. Analytic queueing

models are used for performance analysis while discounted present value analysis is used for
cost comparison analysis.

The FSAS traffic requirements consist of the traffic statistics: message lengths and
inessage arrivals. The requirements consider maximuin traffic on generic NADIN backbone
links: switch to switch, switeh to concentrator and concentrator to switch, The switch to
switeh link is loaded with processed files exchanged between the AWPs. As a worse case
assumption, this AWP to AWP traffic is considered equal to the AWP to FSDPS traffic,

Overhead is added to the raw traffic data so as to adeguately represent the total
impact on the NADIN system. The link and message protocol overheads are added to the
length of mmessages, the number of messages per unit time is increased to account for
control messages, and NADIN messages are broken into smaller ADCCP frames.

The generation of alternatives results from ar analysis and interpretation of the
NADIN specification. One interpretation of the queueing procedure at the NADIN switches
resulted in large delays for non-FSAS messages. To remediate this problem, a number of
alternatives are considercd. Another queueing procedure giving more cquitable treatnient
to non-FSAS messages and smaller resultant delays is analyzed. Trunk line speeds of 4.8, 4.6

and 19.2 Kbits/seconds between swiiehins and concent - ators are considered. In the case of
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4.8 and 9.6 Kbits/seconds lines, it is asssumed that the switeh output queueing procedurc is 4
modified version of the proeedure indicated by the NADIN specification. The line speed of
19.2 Knits/second is a "brute foree" method of quickly emptying the switch buffer of
temporarily aceumulated FSAS fites. If the switeh memory resources are sufficient; a 194.2
Kbit/second line speed may not be necessary,

The non-NADIN alternative is an FSAS contingency plan of dedicated lines between
AWPs, FSDPSs and the WMSC. The contingency plan is evaluated here only for cost
comparison with N ADIN uiternatives.

The resulte of the analysis of NADIN's performance are the delays of messages through
NADIN and the buffer space needed st switehes and concentrators to accommodate waiting
mess:ages.  The several alternatives for NADIN's operation and traffic loading create the
need for scparate unniyses. There are separate models for two queueing procedures at the
switches and separate models for times of FSAS file transfers and times between file
transfers.  An unaivsis is aiso made of the queue build up at the NADIN switches in the
absence of a control of mmessage flow froin the AWP. The separate analyscs of NADIN at
times of FSAS Tile wrensfers and between file transfers are needed because calculations
based on average hourly trafiic do nol give an accuarate picture of NADIN's operation.
Instead, traffie data is grouped into scheduled and unsccheduled messages. Of the scheduled
messages, Surface Dbservations and Winds Aloft files nre singled out for analysis because of
their length and closenoss of transmiission times. The duration of 4 busy period is calculated
to estimate the periods during which message delays ave large. (A "busy period" is the time
between the rrival of the first frame of a fiie at the switeh and the departure of the last
frame from the switch). The vatious NADIN models ire also used repeatedly to determine
the effect of line speeds ant inessage overhead on delays and buffer requirements. Assumed
sizes of NADIN headers are: 1) 20 characters, a minimum and 2) 63 characters, a likely
figure unless both the FSAS and NADIN programs make a deliberate effort to reduce
overhead.

Vlost of the analytical queueing tools used to determine average and 90£D percentile
times are specially develope:d for this task. The model and results that arise in a standard
V/G/1 queue are also used in several instances (Reference 21).

The cost comparison analysis is a present value comparison, referring NADIN sub-
alternatives and contingeney plan costs to present day for u three vear utilization. The

costs considered for NADIN sub-alternatives ure the costs of higher speed nodems and extra

voice grade lines (when needed), extra ports and cost of software to interface with FSAS.
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Only incrementul costs are considered since the initial NADIN investment is considered a
sunk cost. The pricing of the contingency plan includes the cost of leased lines, modems and
WMSC and AWP interfaces.

1.8 CHARTER

This report is Deliverable 4 of Task 1 of Contract DOT-FAT9WA-4355 which requests
the techniceal and cost basis for FSAS integration into NADIN. This report integrates the

results of previous contractual Deliverables C1, C2 and C3 as well as NAC's study on FSAS-
NADIN interface (NAC WM.303A.04). It will be appropriately revised into a final report

that accommodates FAA review comments.
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CHAPTLR 2

RESULTS OF NADIN PERFORMANCE ANALYSIS

The delays of messages in NADIN and the buffer requirements at the NADIN switches

are acceptable providea line speeds between switehes and concentrators are increased to

Y R ¥ TR A 3 AT T e g g . TN

Q. Kbits/second and are cven bellor with an approprtely modified design of switeh

operation und interface.

An appropriate switeh desivn nrovides small delnys for non-FSAS messuges even at the

y e

times of FSAS file transfers. A fiow control procedure between AWPs and NADIN switches
has the merit of preventunr fites frem arriving at the switches faster than they can be
retransmitted, thus minimizing menory hardware requirements al the switehes.  Flow '
eontrol is also o ferture which will zive flexible (e.g., priority sensitive) control to the '
future NADIN over its many users. tlowever, the implementation of flow control between
FSAS and NADIN 1+ 50 0 neeessity at inis time sinee NADIN switches will have enough

buffer space 1o uceompodate fhie backlogs.,  However. flow control should be given

consideration by the NADIMN snd FSAS progra as because of its long terim desirability,
The increase of line specds to 1000 Khts/second is « brute force method of foreing
down the deluvs of wwessages at e of file transfers and the memory requirements at the 3
switehes.
This chapter sumrmarizes toe recults of FSAS traffic requirements analysis, NADIN
performance, and cost compe lann analysis. The analysis and detailed results are in
Chapter 4. Secetion 2.1 deseribes “SAS (eaffie.  Seetion 2.2 gives the delays of NADIN
messages and the buffer reanireme s ot cwitcehes and concentrators for: (1) modified switeh
operation and FSAS-NANIN rlew controi, (2} unmodified switeh operation and, (3) no FSAS-
NADIN flow confrol. Section 2.7 prosent; the results of the FSAS-NADIN interface analvsis

and Section 2.4 akdresses the cost comparison of FSAS comimunication alternatives.

2.1 FSAS TRAFFIC CHARACTERIZATION

Analysis of FSAS reanirements has shown FSAS teaffie to be a factor of four larger
than initial Sceeviee B oand AFUN traffie apd to consist in part of Jarge file transfers, FSAS

s thus NADIN's Lirgest user o reaquuras oroper comnagement of switeh resourees to prevent

undue delay of non-FFSAS messiaes.
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The main components of FSAS traffic are alphanumeric and graphic weather data
transiting from AWPs to FSDPSs. This weather information also transits between the AWPs
whieh dynamically share the processing load and send each other processed weather data.
Other FSAS traffic consists of weather reports from FSDPSs to AWPs, flight plans
exchanged between FDSPSs and ARTCCs and air flow control messages. The traffic
between FSAS and external systems like the WMSC and NMC is not considered unless it is
transmitted on a NADIN backbone link (e.g., FSDPS to WMSC).

AWP Traffic: The AWPs maintain a national weather data base at all times. The raw
weather products received from the FSDPSs, from Service A in the WMSC, and froin
the NVIC are processed by an AWP which then transmits the processed data to its
attached FSDPSs and to the other AWP. An AWP also transmits the unprocessed
weather data to its attached FSDPSs.

Y Yt -

The AWP to FSDPS and AWP to AWP traffic consists of unscheduled messages
processed as they come and large files arriving at pre-scheduled times. These two
types of traffie are handled separately in the analysis. Figure 2.1 shows the peak hour
traffic throughput of scheduled and unscheduled messages (See Appendix C for
details). Figure 2.2 shows the duration of busy periods created by Surface Observation
and Winds Aloft files with trunk line speeds of 4.8 and 9.6 Kbits/second. Figure 2.3
shows the duration of busy periods throughout the day for a 9.6 Kbits/second trunk

*
speed.

FSDPS Traffic: The FSDPSs transmit Surface Cbservations, Pilot Reports and Notains
to the AWPs and to the WMSC. The FSDPSs also transmit Flight Plans to other
FSDPSs and ARTCCs. The traffic between FSDPSs and AFSSs is documented in

Appendix E.

In addition to traffie figures, FSAS node locations and numbers are given in

Appendix B.

* The times of transmission of files shown in Figure 2.2 accurately represent the hest
available information at the time of report preparation. Reviewer comments indicate
that busy periods may be more evenly distributed throughout the day. These
diserepancies imay be due to the lack of information when preparing this report or
subsequent schedule changes.  Any such changes will mean that these results are
conservative,
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2.2 DELAYS AND BUFFER REQUIREVENTS

The analysis of NADIN performance and the delay requirements of the NADIN
specification indicates the following line speeds between switches and concentrators should

be used:

Appropriately Modified Design of Switeh Queueing: A line speed of 9.6 Kbit/second is

recommended. If the switeh gives equitable treatment to all concentrator output
ports, a line speed of 4.8 Kbits/second will only be marginally sufficient in satisfving

the NAT (N specification requirements.

A 9.6 Kbits/second line speed will lower the delays of FSAS unscheduled messages at
times of file transfers from 5 to 2.5 seconds (approximately) and reduce the size of
buffer required at the swiiches in the absence of NADIN-FSAS flow control from
about 170 Kbytes to 25 Kbhytes (given that the interface is limited to 9.6

Kbits/second). This better performance justifies the use of 9.6 Kbits/second lines.

Original Switeh Design: A line speed of 19.2 Kbits/sec is necessary to bring the initial

NADIN message delays below 2 seconds (the value set by the NADIN specification) at

times of file transfers,

(8

2010 DNelays and Buffer Requirements with Appropriate Design of Switech Operation

and Interface

Both the average delay of all initial NADIN messages (Service B and AFTN) and the
buffer requirements at the switches are acceptable with no increases in line speeds
provided: (1) the switch to concentrator line is not monopolized by messages going to high
speed concentrator output ports and (2) the swilch can pace the AWP transmission of large
file messages. However, the delays of FSAS unscheduled messages are about six seconds
during busy periods. In addition, since 4.8 Kbits/second trunk lines would have a very high
utilization, 9.6 Kbits/second lines are recommended.

Figure 2.4 shows the dclays of Flight Plans and initial NADIN Service B and AFTN
messagres scoing through o complete  concentrator-switch-switch-concentrator path in
NADIN. At all tines, these delays are approximately half the 2 seconds imposed by the

NADIN specification, provided the ¢ iteh service discipline is modified to give equitable

treatment to all inessages.
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Figures 2.5 and 2.6 show the delays for two types of FSAS messages: Flight Plans
from an FSDPS to another FSDPS and unscheduled weather messages from an AWP to an
'SDPS. The delays are one second or less at normal times but rise to about 2.5 and 5
seconds at times of file transfers if switch to concentrator speeds are 9.6 and 4.8 Kbits/sec,
respectively.

The buffer sizes needed at switches and concentrators are shown in Figures 2.7. The
values in Tigure 2.7 indicate buffer sizes necded at all times if flow control between AWPs
and NADIN switches is implemented. The scheduled FSAS traffic, not accounted for in the
caleulations leading to Figure 2.7, will make the actual buffer oceupancies higher.

The results of NADIN modeling show that with an appropriate switch queueing
procedure and with data flow control between AWP's and switches, the existing line speed of
4.8 Kbits/second between switches and concentrators only marginally satisfies NADIN delay
requircments. The FSAS unscheduled traffie will suffer some degradation at times of file
transfers, with delays of the order of 5 seconds. A line speed of 9.6 Kbits/sec between
switches and concentrators brings this delay down to about 2 seconds and further improves

the response tiine of other non-FSAS messages.

2.2.2 Delays in the Presence of Unmodified Switeh Operation

In the absence of "fair" treatment of all NADIN users, line speeds of 19.2 Kbits/second
between switchet and concentrators are necessary to bring down delays of all messages to
the levels required in the NADIN specification. The delay of a NADIN message is caused by
FSAS file messages which monopolize the switch to oncentrator lines for the duration of
their transmission (approximately 7 seconds on a 4.8 K»its/second line). Figures 2.4, 2.5 and
2.6 show the delays of initial NADIN and FSAS messages at the times of file transfers with
an unmodified switch operation. The delays are brought down to about 2 seconds with a 9.6
Kbits/sec line between switch and concentrator. Delays are thus roughly equal to delay
times set by the NADIN specification. A safe engineering design value for the line speeds
must be higher than 9.6 Kbits/sec. The next speed of 19.2 Kbits/sec (using two voice grade

lines) must therefore be used.

2,2.3 Buffer Requirements in the Absence of AWP/NADIN Switch Flow Control

In the absence of (low control and with a 9.6 Kbits/second trunk speed, the buffer

space required at the NADIN switches to accommo Jate waiting frame< at times of file
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transfers is of the order of 20 Kbytes (assuming the AWP/NADIN interface operates
synchronously and at a speed of 9.6 Kbits/second). The memory capacity of NADIN switches
will be enough to handle that load. If desired, a further reduction may be achieved by line
speeds of 19.2 Kbits/second.

Figure 2.8 shows the amount of buffer space needed at the switches at the times of
Surface Observations und Winds Aloft transfers. In the case of 4.8 Kbits/second trunk lines,
Surface Observations will come before Winds Aloft are transmitted, and there will be

frames of both files waiting at the switch.

2.3 COMPATIBILITY OF FSAS AND NADIN NODES

The FSAS and NADIN nodes are compatible at all levels of physical, link and message
interfaces. A further characterization of interface at the message level should be addressed
jointly by the NADIN and FSAS program teams. They should decide which NADIN headers

are present in the FSAS inessage and the division of responsibilities for inclusion of headers.
The question of flow control between AWPs and NADIN must also be addressed. Table 2.1
gives the structure of the NADIN message header and some recommendations on its use for
FSAS messages. Table 2.2 gives a suggested assignment of NADIN priorities to FSAS

messages.

2.4 DISCOUNTED PRESENT VALUE COMPARISON OF FSAS COMMUNICATION
ALTERNATIVES

The various NADIN alternatives are all more cost effective than a non-NADIN

alternative for FSAS communications requirements. The present value cost of the following

FSAS communications alternatives are shown on Figure 2.9:
. NADIN Scenario 1 - flow control and 4800 b/s trunking (minimum adequate)
K NADIN Scenario 2 - flow control and 9600 b/s trunking (reserve capacity)
) NADIN Scenario 3 - no flow control and 19200 b/s trunking (brute force)

] Leased line alternative - a4 communication contingency plun consisting of point-
to-point 9600 b/s and multidrop 2400 b/s lines.
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Name of Header Length Comment To be Used Choice of

Min Max Assumed by FSAS characters to
be entered
Vessage Heading
Start of heading 2 2 2 Same for all messages Y N
Supervisory information 2 69 7 Transmission identification. N.D. F,N

Not mandatory when recovery
is not required.

Priority 2 2 2 One of seven priorities Y F,N
Addresses 4m 9m 9 One message can go to m locations Y F,N
Date Time group 6 6 6 Day, hour and minute Y F
message was prepared.
Message originator 4 9 9 Address of originator Y N
Length Subtotal 20 35
Subfield A of Optional Data Field
Message type 3 8 e.g. Graphies, Baudot Y F,N
Privacy 2 2 Type of privacy N.D F,N
Acknowledgement 1 1 Defines type of system N.D F,N
acknowledgement
Billing 1 1 Class of billing N.D. N
Text code and format 2 2 For non ASCII texts N.D. F,N
Text length 4 4 Mandatory for graphics Y F
Subfield B of Optional Data Field
Authentication key 6 8 For privacy N.D. F,N
Possible duplicate
message 3 3 Used in case accountability N.D. F,N
is needed during recovery
File number 2 ? ADP file number N.D. F,N
Data Sequence Number 2 2 For messages exceeding 3700 Y F
characters. ]
Subfield C of Optional Data Field
Additional information now undefined.
Total length for A,B,C 27
Message Text 0 3700
Vessage ending 1 1 1 ASCIl ETX Y N
Total overhead 15 129 63
Key: Y = Yes
N.D. = Not Decided
F = FSAS responsibility
N = NADIN responsibility
F,N = joint FSAS and NADIN responsibility

Table 2.1: STRUCTURE OF NADIN MESSAGE
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NADIN Priority 2: Flight related messages such as flight plans and flow control
messages from the ATCSCC.

NADIN Priority 3: Weather related messages which are transmitted on an
individual basis such as Pilot Reports, Surface Observations

fron autoinated flight service stations und AFOS graphics.
NADIN Priority 4: Large files of weather data coming from the WMSC and

retransmitted by the AWP after processing. For example Winds

Aloft and Surface Observations.

TABLE 2.2: PRIORITIES RECOMMENDED FOR FSAS MESSAGES
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CHAPTER 3

BASIS OF NADIN FSAS STUDY

This study is based on information collected from the applicable FAA documents on
FSAS and NADIN, in particular the functional specifications (References 1 to 4). This
chapter documents in some detail the available data about FSAS and NADIN, their traffic
requirements, the communications alternatives considered, as well as the analytical models

used for performance and cost evaluation.

3.1 BASIS OF SYSTEM CONFIGURATION AND OPERATION OF NADIN, INITIAL NADIN
TRAFFIC

The physical configuration of NADIN and the line speeds of its backbone network are
explicitly given in the NADIN specification (see Figure 3.1). The operation of the NADIN
switehes and concentrators is inferred from the functional requirements in the NADIN
specification.. The same document also defines the NADIN interface protocols and the
expected data traffic at the inception of NADIN. These issues are examined in some detail
below since they form the basis of the analytical models in the next chapter. In particular,
message output queueing discipline at NADIN nodes is deseribed in detail because the
discipline affects message delays. An interpretation o a switch operation (not necessarily
unique) which accommodates all the performance constraints imposed by the NADIN
specification is given below. Section 3.4 describes an alternative switch operation giving
more equitable treatment to non-FSAS messages. Vore equitable treatment is essential if
integration is to be accomplished without requiring an excessive overbuild of transmission
capacity.

The description of NADIN given here provides the basis for the mathematical modeling
of inessage delays in the next chapter. The components of delay time are the waiting and
processing times at switches and concentrators (nodal delays) and the waiting and
trans:nission times on the NADIN backbone lines (line delays). The emphasis here is placed
on line delays rather than nodal delays. The uanalysis of nodal delays must be hased an the

internal modeling of switehes and concentrators and in turn requires knowledge of the

specifies of the NADIN implementation. This information is not yet available. As a result,




nodal delays cannot be predieted with aecuracy.  ilowever, these delays are typically

smalier than line delavs and iay be gnored without signifieantly affecting the overall

results.

3.1.1 NADIN Physieal Configurations and Line Speeds

The NADIN architecture is compatible with the FSAS. The AWP and FSDPS are
colocated with the switches and coneenteators, respeetively. NADIN is 4 network comprised
of two switehing eenters (Atlanta and Sult Lake City) which are connected to a total of 23
regional concentrators (Figure 3.1). Trunk lines interconnect thie switches and connect each
switeh to 11 or 12 concenl:ators.  Since most of the FSAS traffie is between AWP and
FSDPS or between AWP's, i.c., between switches and concentrators, it is unnecessary to
consider changes to the NADIN arehttecture to aecornmodate FSAS traffie.

The routing in NADIN is centralized, in the =en<e that any message has to pass through
a switch before reaching its destination. NADIN'S routing, like its architecture, fits the
FSAS traffic, which in grneral either ariginales at, or i~ destined to, the AWP's at Atlanta
and Salt Lake City. Cne nctable exception are fhe i3 flight pians going from an FSDPS to
the colocated NAS 4020 computer. Thesce raust travel all the way to the switeh and back
before reaching their destinution. [However, {he amocnl of sueh traffie is quite small in
comparison to the rest of FSAS traffic and will not sirndiesntly alfect delnys. Accordingly,
for the purpose of analysis, it is assiuined thiat concentrariors do not have a local switching"
capability. 1If they do have this eapubility =t tne time of impiementation the expected
values of delays obtained here will be on the conservatpve side, but still realistie.

In conclusion, the NADIN architeeture and ronti, g are considered fixed and need not
be altered to accominodate FSAS traffie,

The line speeds of links in the initial N ADIN are shown in Figure 3.1. Two Full Duplex
(FD) lines with 9.6 Kbps modems conneet the switcehes wnd FD lines with 4.8 Kbps modem
connect switches and concentrators. Alternative hne speeds of 9.6 and 19.2 Kbps between

switches and coneentrators are also considered in the analysis (See Section 3.3).

3.1.2 NADIN Switches and Concentrators

The switches and conesnteators perforin various funetions on the messages they

receive, to ensure proper rouliag as well as o salsly tie ase e requurements for journaihing,
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Internal Queue:

i * - messages are stored in some type of mass stornge (e.g., disk),

- the switeh pulls a message from mass storage into the output queue whenever all

4 available frames in the output queue are serviced; mmessages are taken according
to four levels of priority and on a First Come First Serve (FCFS) basis within

ench priority class {see Appendix ¥ for priorities).

OQutput Yueue:

- messages entering the queue are either tagged by the switch as actively

transmitted messages or transferred to a syecial output buffer,

- frames of these messages are interspersed for transmission, as follows: (1) the
switeh sends the subsequent frame in the same message if the concentrator is
ready to accept it, (2) if the concentrator cannot accept a frame going to the

same output port, the switeh looks for frarmes going to other output ports., The
; next frame sent is chosen according to two levels of link priority and by
eyelically checking messages guing to all concentrator output ports, (3) if there
is no frame in the oulput queue which the concentrator can accept, the switch

orings a new message from the internal quele to the output queue.

This switeh discipline is one of possibly many similar interpretations of the
4 NADIN specification (see Appendix H for an explanation of the rationale
supporting the above interpretation of ~witeh operation). The outlined switch
diseipline is used in the next chapter as a basis for the queueing model of the
switech to concentrator line.  Message delays obtained on this basis are
representative of delays obtained using any other interpretation of switch
discipline consistent with the NADIN functional specification. The delays that
N ADIN messages experience using this service discipline become too large after
the introduction of FSAS traffic., Three alternative solutions to this problem,

reluding a modified switeh diseipline, ure given in Section 3.3,
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3.1.3 NADIN Protocols

Protocols are the rules which control information transfer between computer systeins.
The identification of NADIN's protocols is necessary to (1) analytically model NADIN and
obtain delays and (2) determine the compatibility of the FSAS and NADIN svstems.
Sections 3.4 and 3.5 discuss these issues in detail on the bhasis of the definition of NADIN'
nrotocols given here.

NADIN protoeols are the rules whiech control message transfers (message level
protocol) and frame transfers (link-level protocol) flowing to or from NADIN nodes. Also,
the physical level protocol governs the mechanieal, functional and electrical characteristics
of these transfers. In addition to the message, frame and physical protocols, there are rules
which restrict the flow of data between a switch and concentrator. Flow control between a
switch and AWP, may be needed and could be implemented at the frame or message levels

or some intermediate level.

NADIN's Physical lLevel Protocol - The physical level protocol determines the

electrical characteristics of the interface between nodes (voltage levels, balanced/
unbalanced, synchronous/asynchronous} and the mechanical and functional
characteristics (cable distances, connector pins, ete.). The protocol to be used %y
NADIN are described in the EIA Standards RS-422 and RS-449 (Reference 24). These
standards allow transmission rates of the order of 100 Kbits/sec at distances of up to

4000 feet (1.2 Km) without need for modens.

NADIN's Link Level Protocol - The link level protoeol controls the transmission of

frames (imessage segments) between two nodes. It does not control the end to end
frame transfer through the network (which may encompass one or more links). The
link protocol used by both NADIN and FSAS is the "Advanced Data Communication
Control Procedures® (ADCCP) specified in Reference 25 and summarized in
Appendix J. Briefly: the data stream, composed of actual message content and
inessage protocol data, is broken into frames of at most 2000 bits. The transmitting
node adds control, addressing and error correction bits to the frame, as well as flags
marking the start and end of a frame, ndding an extra 48 bits to the data. There is
also a Communientions Control Field (CCF) inside cach ADCCP frame. This field is

included witen an information or network management message transits NADIN
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cireuits betweern switching cen'ers, hetween switehing centers and concentrators, or
between NADIN and other systems using high-level Data Link Control Field (DLCF)
procedures (e.g., ADCCF is a DLCF procedure). The CCF contains all information

required for correct message handling after the message has "cleared" the DLCF
function. The length of the CCF varies from 3 to 7 octets (40 to 56 bits). This leaves
1944 data bits in each ADCCP frame. Message delays dare slightly increased due to the
link protocol overhead (Section 1.4;. The corapatibility of FSAS and NADIN is

achieved by using the same protoeol. This commoen pretocel (ADCCP) eould be used to

control the Mlow of data between AWP's il NADIN switches,

NADIN's Message Level Protoceol - The message level protocol consists of the

information added to & NADIN message to instruct the switches or concentrators on
the routing and proeessing required hy the mewsage, The information in a NADIN
message is deseribed at ezt on the NADIN specification and summarized in
Appendix J.

The NADRIN message concists of & maximium of 16 ADCCP {rames, each with a usable
information field of (944 Liv /9243 slurscrers). The NADIN message therefore could
have a maximum of 438 crarpeters, ineliding the message heading, However, to
allow compatibility with the WMSC message ‘ormat. the length of a NADIN message is

restricted to & maximum af 2774 charactors,

Table 2.1 on page 22 lists the differcui types of management information in the
heading of a NADIN messcgze. The impact of NADIN message overhead on delays is
considered in Sectior 3.4 and the interface of NADIN and FSAS at the message level in

Section 3.5.

Data Flow Controi Betweun [SAS und NADIN - The transfer of large files between the

AWP and FSDPS ¢gives merit o the concept of the control of data flow between the
AWP's and the NADIN switches (Section 3.3). This flow control can consist of ADCCP
frames or NADIN messuies inhibiting transmission of messages from the AWP.
NADIN messages =re preferrable since they allow the inhibition of only selected
messages (e.g., file messages). The impaet of data flow control on the size of buffers

is considered in Section 2.4,

2
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Data Flow Control Between NADIN Switches and Concentrators - NADIN is a versatile

network which sccommodates input/output ports of speeds from 75 bps to 9600 bps.

Frames destined to a low speed output port can arrive at a concentrator faster than
they can be retransmitted, and create a backlog of frames at the concentrator. The
concentrator prevents this backlog by signaling the switch not to send any further
frames to a given output line until the line is free. This flow control mechanism
affects the ecalculation of message delays and creates interframe delays between
segments of the same message (Section 3.4). It is assumed in the queueing model that
the concentrator will hold at least two frames going to the same output port, one
under transmission and the other in store, before requesting the switch to withhold

transmission. (This buffering reduces the occurrence of interframe delays).

The method used to implement flow control between switches and concentrators has
no impact on delays in NADIN. This delay is entirely determined by the output port
speed. The concentrator can send NADIN network control messages to prevent the
switeh from sending further frames to the same port. NADIN messages can specify

which concentrator output port is busy more easi'y than link level commands.

3.1.4 NADIN Traffic and Response Time Requirements

The initial NADIN users are the Service B netwcrk and the FAA controlled portion of
AFTN (National AFTN). The traffic statisties of thes» initial users are given in Appendix Z

of the NADIN specification. The initial NADIN traffic is further specified in the next
chapter by adding protocol overheads to the raw traffi> data of Service B and AFTN given in
the NADIN specification. The maximum allowable de ays of messages are also given in the

NADIN specification and listed in Section 3.4.3.

3.2 FSAS STRATEGIC TRAFFIC REQUIREMENTS

The quantitative FSAS traffic requirements are the FSAS message origins, destina-
tions, lengths and arrival times. Strategic requirements are the qualitative statements
defining the scope of quantitative traffjc requirements and the assumptions made to obtain
them. Strategic requirements are especially important in this studv because both the FSAS

and NADIN are future systems. As a resull it is necessarv to muke assunptions al almnost




every step of the study:  on the ~ervices FSAS pequrees trom NADIN, the level of
performance, the sthre of PRAR Sinicmentaton ot a given Lime ane the corresponding stage
of NADIN implementaticn, the imbeet of The sniosraton of other FAA communieations in
NADIN, ete. Thix seetiwon presents the doterannaie aspects at the start of the study, the
assunptions made te resolve then, and the constionts determinng the FAA environment,
This section brieflv mtrodacos e Vuoin corviee Sutomation Systein and the non-
automated Flight Sorvieo Station -0an sy e tepbaes It tnen defines the scope of
tratfic require . pents Do ed oo toe neor ebanter, oo detorines the FSAS subsystems

considered in this “raud . Faetias ol e sy Teseof e on traffie requirements,

This includes the compwative sohicd Gos ~F 7SS and NADIN jmplementation, the future
traffic forecasts and the aegeee of eonnlc ot ot V595 at various future years. Finally, the

perforimance tlugl » A% rotutiey o e

3.2.1 Deseription of AR

The user's epd of s TSNS e e Dkt corvien stations (AFSS) which
serve, for the woosy art, oo - ¥ s i ossitg comeenents of the FSAS
are 23 Flight Servien Do voneo o0 Co S and L Aviktion Weather Processors

(AWP).  The dada tr 78 o0 USv s o e aently o wonthier aformation plus some
aeronautieal data. Row . noe o T T e virennes ean consult Appendix A

for more details,
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The FSAS information collected is that needed to model the impact of FSAS traffic on

NADIN: node functions, node locations and traffic.

FSAS Node Funetions: The function of each node determines the type of traffic going

to and from the node (e.g., batch or interactive). The Aviation Weather Processors

(AWPs) receive raw weather data from non-automated FAA weather stations and from
the National Weather Service (NWS) through the WMSC. They also receive Notices to
Airmen (Notams) from the NFDC and air flow control messages from the ATCSCC,
The AWF's process all the raw data and send the processed version to the FSDPS's, as
well as the unprocessed version. The FSDPS's act as data banks with retrieval and
assembly capabilities and service the AFSS's. Thus, the AWP to FSDPS traffic mainly
consists of one way message transmission whereas the AFSS to FSDPS traffic is
interactive in nature. Appendix B contains a detailed description of all FSAS nodes

and external systems to which they are connected.

FSAS Node Locations: The FSAS backbone configuration is a replica of NADIN's and
this simplifies the study of the impact of FSAS traffic on NADIN. Specifically, the
two AWPs are colocated with NADIN switches at Atlanta and Salt Lake City.
Similarly, the FSDPSs are colocated with the NADIN concentrators at the 23 Air
Route Traffic Control Centers (ARTCCs). With this colocation, the AWP to AWP
traffic appears on the NADIN switeh to switeh link and the FSDPS to AWP traffie on
the NADIN concentrator to switch links. So, the precise locations of FSDPSs are not

required to analyse the impact of FSAS on NADIN. However, they are needed for the

cost evaluation of a contingency FSAS communication plan not using NADIN,

The locations of the AFSSs and DUATs are not yet known. For reference and future
planning purposes, a tentative list of AFSSs is given in Appendix E, based on

projections of Flight Services Stations likely to be automated.

The detailed documentation of the location and function of FSAS nodes and external
systems is in Appendix B. The conjectures and predictions made to obtain that

information are given in the next section (3.2.3) and the next chapter (Section 4.1).

FSAS Traffic: The analyticnl modeling of NADIN and the prediction of message delays

requires Knowledge of the tength of messages (equivalently, the transmission time over
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a line of known speed) and arrival times of messages. The FSAS specification covers
most of the FSAS backbone network traffic statisties. In the present studv, in
addition, the individual FSDPS to AFSS traffic is documented and some of the FSAS
backbone traffic is updated (schedules, numbers of inessages per hour). The local
AFSS traffic is predicted using a tentative list of future AFSSs by the FSAS program
and predictions of FSS services made by FAA's Aviation Policy office (References
9, 12 and Appendix E). The next chapter documents how raw traffic statisties are

obtained and processed to a form usable in NADIN's queueing model (Section 4.1).

3.2.3 Prediction of Future FSAS Requirements

FSAS and NADIN are not in place yet and this makes it difficult to assess their mutual
impact: there is no schedule for FSS automation and FSDPS installation and the number of
FSDPS that will be in place at the start of NADIN is not known. Another issue is the future
increase of FSAS data traffic. While these issues cannct be definitely resolved, thev can be
avoided by consistently assuming maximum FSAS loading on NADIN. This approach resuits
in a conservative design of the NADL1 enhancements needed for FSAS.

When NADIN starts, it is assumed that the AWPs snd some FSDPS will be in place, and
so there will be FSAS traffic on the NADIN switch-swit.eh link and on some of the switch-
concentrator links. If this traffic creates a need fcr a NADIN enhancement then this
enhancement should be applied to all NADIN (e.g., increase the line speed of all switch-
concentrator connections). This is justified by the concordance of FSAS and NADIN
centralized architectures, which makes it unpractical to plan enhancements of similar links
in a piece-meal fashion, waiting for the gradual implem "ntation of FSNDPSs.

The FSAS traffic is forecasted at threce key dates: 1983, 1988 and 2000. The year
1983 is the earliest date at which the implementation of Model Il FSAS is due to start
(installation of AWPs). The year 1988 is the earliest date at which all 23 FSDPSs and 63
AFSSs can be in place. The year 2000 is, tentatively, the earliest date at which the manual
FSSs will be completely phased out. This schedule deliberately assumes a rapid pace of
automation for the FSS system in order to obtain FSAS traffic estimates which are on the
safe side. There are two types of FSAS traffic: weather related, which does not
significantly change with time (except for the introduction of the AFOS weather maps) and
air traffic related, which inercases with time. As a result, the AWP to FSDPS traffic

statistics given in the FSAS specification are assumed constant with the exception of NFDC

> g e
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Notams. The local FSDPS to AFSS traffie is considered variable and computed using the
Aviation Policy Office (AVP) forecasts of FSS activities. The method of processing these
forecasts is given in Appendix F and consists of assuming FSS traffic will gradually be

diverted to the nearest automated site.

3.2.4 Relation of FSAS Integration Study in Other FAA Programs.

FAA prograins like FDEP and Flow Control may soon decide to use NADIN for their
data communications. In such a case, NADIN may require node enhancements and line speed
increases bevond those necessary for the integration of FSAS. The specification of such
NADIN changes is beyond the scope of this report. However, the separate studies made by
NADIN of FDEP, Flow Control and NFDC provide, in conjunction with this report, the basis
for an integrated study of NADIN's needed enhancements. This study will be facilitated by

the similar traffie requirements formats adopted in each of the reports.

3.2.5 FSAS Performance Requirements

FSAS performance requirements consist of the quality of service expected from
NADIN. They are measured by: network availability, total network delay and accuracy of
transmissions. Since none of these requirements are quantitatively listed in the FSAS
specification, the interpretation of NADIN's performance results for FSAS is mainly
qualitative.

Network availability is the percentage of time NADIN is in operating condition. The

NADIN specification requires a high availability for switehes and concentrators (99.98%).
NADIN also has semi-automatic dial-up eapability to provide protection from (1) eatastro-
phic failure of a message switeh, (2) catastrophice failure of a concentrator, (3) failure of
trunks. In the event of a switeh failure, the other switch will be capable of assuming the
functions of the entire network. All the stringent requirements on NADIN availability were
designed to ensure uninterrupted transmission of messages directly related to air sufety.
Since weather information generally has less stringent requirements it is safe to assume that
the avaiiability requirements of FSAS will be automatically satisfied.

Totul network delay is the time interval from when the message is ready for network

entry at a user civeuit untit the last character of the message has been transferred to the

appropriate destintion user. The FSAS specification does not specify the totul networx
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Jelan requere nent for FSAS pesvagres. However, since weather data has 1ess trnrent
reguirements than aie wraffie data, and sinee theee s no ntersetive traffie o the FSAS
Dackbene network. the average delay requirenent of 2 seconds Bsted an thae NADIN
specificontion is considered sufficient.

Accursey of transmission s omeasured by the percentwze of essages whieh ware
transmitt=d from user 1o user through NADIN with no errors, Again the FSAS speaificition
wes not specify the required aceuracy.  However, it s expected that NADIN will provide
high aecursey through the use of conditioned hines for its backbone connestions and through

the use o1 . Frone Cheek Sequence (FCS) in each frume.

3.3 BASIS OF FSAS COMMUNICATIONS ALTERNATIVES

A preliminary investigation determined that the integration of FSAS communications
into NADIN is the most economical approach. The use of a network of dedicated lines for
FSAS is an alternative to be considered only on a contingency basis, if NADIN's implementa-
tion schedule slips. Three subalternatives to NADIN's use were generated as a result of »
first pass at analysis of performanece. All four alternatives are described in Section 4.2,

The current FSAS contingency plans c¢all for the use of dedicated lines in case NADIN
schedule slips. These plans forin the basis for the contingeney alternative., The three
NADIN subalternatives consist of the use of 4.8, 9.6 or 19.2 Kbps lines between switehing
centers and concentrators. All were chosen so as to satisfy the delay requirements of the
NADIN specification. 1In the first two cases the switches design must e such us to equally
treat the FSAS and initial NADIN traffies.

For cost comparison, all alternatives assume that the FSAS duta commumestion needs
encompass all the continental U.S (CCONUS). This assumption avoids the utideter:ningcies 1n
the schedule of FSDPS installation and it is consistent with the present FAA contingency

plan.

3.4 BASIS OF PERFORMANCE IMPACT ANALYSIS

The use of a detailed queueing model that was developed for this task demonstrates
that NADIN can satisfy FSAS communication requirements over the range of all t ~ve

NADIN alternatives. This model determines the end to end delave of TSAS 1osaes i

initial NADIN traffic through the network. I oalso determees the expeeted uffer
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occupaney at the switches and concentrators. The actual mathematical formulation of the

model and its solation are given in the next chapter (see Section 4.3).

A oreliminary analysis showed that the transfer of large files from an AWP to the
FSIIPSs ereates a "busy period” which can last for up to 10 minutes every hour. During this
husy pericd NADIN's performance is degraded (see Figure 3.3). Two separate models of
NADIN are ereated to deal separately with busy periods and nrormal periods.

This section starts with the analytical models developed to prediet delsyvs and huffer
requirements (Section 3.4.1). The inputs to the model (traffic stutisties) and the operations
done to use them in the model are discussed in Section 3.4.2. The outputs expected from the
model (delays and buffer requirements) are defined quantitatively in Section 3.4.3.
Section 3.4.4, which concludes this section, discusses the effect of switch-concentrator flow

control and priorities on modeling.

3.4.1 Analytical Models to Predict Performance

Four analytical models determine delays and buffer sizes in NADIN: at times of FSAS
file transfers and at times of normal operation, with two modes of switch message queueing
for each. Each of these models is in turn composed of "sub-models” analyzing the various
links in NADIN. One of these sub-models (M/(i/1 queue) is commonly used, but the rest
were developed specifically for this task.

The scope of analysis is limited to the lines connecting NADIN nodes (switches and
concentrators) and excludes the modeling of message processing inside the nodes. This
limitation is imposed by lack of present knowledge of the details of NADIN impleientation.
However, it is an acceptable limitation because nodal delays are typically one or two orders
of magnitude smaller than line delays and may be ignored without significantly affecting
overall results.

The analysis also considers NADIN links only on a generic basis. This is consistent
with the initial NADIN traffic statistics given in the NADIN specification and with the FSAS
traffic statisties given in the FSAS specification. These statisties represent the heaviest
switch to concentrator traffic, and AWP to FSDPS traffic, respectively.

The sub-models used in the analysis are: (1) M/G/1 queue, (2) Round-Rob:n or
A\synehronous Time Division Multiplexing (ATDM) queue, (3) deterministic queue, (4) Hﬂm

pereentile delavs of a G/G/1 queue, (5) buffer occupancey of o G/G/1 quene, (8) message

interframe delays.,




/G- queue (Appendix K): An M/G/1 queue consists of a single utility which services

users having exponential interarrival times and requiring service times with a2 general
distribution (Markov arrivals, General service time, 1 server). In the context of
NADIN, the utility is a switeh or a concentrator, the users are messages and the
service times are the transmission times messages over the lines leaving the switeh or
concentrator. This  model has been solved by Khinchine and Pollaczek.

(Reference 210,

Round Robin queue (Appendix M): The server of the queue has several classes of users

and evelically checks their need for service. In the context of NADIN, the server is
the switeh {sce deseription of modified switeh operation in Section 4.2). It sends at
most one frame al a time to a concentrator ou:put port and checks the other ports
bHefore serding anrother frame to the same port. This queue is solved by treating each
of the paths from switeh to concentrator output port as an M/G/1 queue and then
solving for the total time the switech spends in a cyele. The analysis developed is only
applicable when there is an uninterrupted stream of frames coming from the AWP
(busy period).

Neterministic queue (Appendix N): A special maodel is developed to analyse the build-

up of frrmes at a NADIN switeh and the delays of FSAS messages at times of file

transfers.

90th Percentile Delays (Appendix [): Kingman has obtained an approximation for the

integral of the tail of the waiting time probability density funetion (pdf) of a G/G/]
queue. This result it uscd to obtain the 9()1_'_’ percentile delay of a frame going through

several sueeessive NADIN links.

Buffer Oceupancy (Appendix I): The buffer needed to aecommodate waiting frames in

a (i/G/1 queue at the 95”1 percentile level 1s readily computable from the results on
S)()l—h vercentile delays. The model solved in this study gives the buffer space needed
to necommodnate the frames waiting in several (G/G/1 queues. This result applies (o a

NADIN switeh which serviees several concentrators,

Vessnge Inteeframe Delays (Appendix Pl: Frames of a single messuge sare intersperse

with feames of other messages,  The effeets of flow-control between switehes and




concentrators and the switch service discipline are incorporated in a model which

gives the probabilities of interframe delays.

The combination of the various analytical queueing models briefly described above
constitute a mathematical deseription of NADIN. The overall delay of a message in NADIN
is obtained by adding message delays on various NADIN links, using different models for
each link if needed. The addition of delays on links is based on an independence assumption:
that the queue on each link is independent of queues on preceding links. While this
assumption is strictly correct only in a few special cases it has generally been observed that

idealized queueing models give results close to reality (Reference 19).

3.4.2 Inputs to Analytical Models

The inputs to all the queueing models used in this study are message length statisties,
line ssreds, and arrival time statisties. The models used assume either exponential inter-
arrival times or continuous arrivals. The message length distributions (equivalently, service
time distributions after dividing by line speeds) are general.

Since NADIN's delays must be computed at both normal times and at times of FSAS
file transfers, two sets of statistics are used: (1) the normal traffic, consisting of all
unscheduled message and (2) the busy period traffic, consisting of normal time traffic plus
file transfers.

The traffic statistics are obtained from NAC's FSAS requirements analysis study
(Deliverable C1) and from the NADIN specification (Reference 1). This information is given
in Appendices C and D, respectively.

The various analyses and assumptions made to put traffic statistics in a form usable in

the model are presented below.

Message Length and Service Time Statistics: The "service" time, or transmission time

of a message over a line, is equal to the length of the message divided by the line
speed. This linear relationship allows to speak interchangeably of message length or

service time statistics.

The various classes of traffic in NADIN have different message length (or service

time) distributions. The most common are the uniform, biased exponential and normal




distributions. It is not possible to solve the M/G/1 queueing model with all these
distributions present simultaneously. Instead, the distributions are all replaced with «
normal distribution having the same average and standard deviation. This substitution
thus replaces the weighted sum of several functions with & normal (bell-shuped)
funetion, an intuitively reasonable assumption. This substitution may affect ‘JUt—h-
percentile delay calculations but has no effect on the calculation of average waiting

times.

The NADIN protocols (ADCCP, NADIN message) affect the message length distribu-
tion through the addition of control characters (See Appendix J). The ADCCP protoco]
results in 6 extra octets, the Communication Control Field (CCF) in an overhead of 5
vetets and the NADIN message header adds 20 to 63 octets. These figures are added
to the message length to obtain the statisties used as input to the queueing model.
Another effect of the ADCCP protocol is that the message unit in NADIN is a frame
with a maximum of 2048 bits rather than a message. Appendix G solves the problein
of obtaining frame statistics from message statisties. The key assumption is that
frames obtained from breaking up a long messa:e are either full frames or partial

frames having a uniforin length distribution.

Message Arrival Statistics: The arrival of all unscheduled messages is assumed to be

Vlarkovian (exponential interarrival times). A Markovian process has the property that
arrivals are memoryless: a message is equelly likely to arrive at any time,
independently of previous arrivals. This property is a good deseription of a real
network like NADIN where there are enough message sources to make message
arrivals unrelated. In those few cases where messages exceed one frame in length, the

arrival of frames is still considered Markovian, as a working assumption.

The file transfers from the AWP to the FSDPSs create a deterministic continuous

arrival of frames. A separate analysis is made in the next chapter to deal with this

type of arrivals.

3.4.3 Outputs of Analytical Models

The analyvtical modeling of NADIN yicelds information on network performance. The

outputs of the model are the average delays of messages, the 90m percentile delays, and the

buffer occupancies at the switehes and concentrators.
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Average Delays: The following definitions are used in expressing delay {(from NADIN

specification, Z-5.2), and illustrated in Figure 3.4. The delay on each link has two
components: transmission delay and waiting delay. The transmission delay is equal to
the length of a frame divided by the line speed. The waiting delay is the time a frame

waits for the switch or concentrator's attention.

(a) The total delay T of a message is the interval of time from when the message is
ready for network entry at a user eircuit until the last character of the message

has been transferred to the appropriate destination user.

(b) The entrance delay t, of a message is the interval of time from when the
message is ready at a user until the last character of the message has been

received at the network entry point.
(¢) The network delay t of a message is the 'nterval of time from receipt of the
last character of the message at its network entry point until the first character

of the message is transmitted to the destination user.

{d) The exit delay tx is the interval of time for transferring a message from its

network exit point to the destination user.
From these definitions it follows that:
t = te + tn + tx

This expression is used in the next chapter to obtain the overall average delay

characteristics of NADIN after superimposition of FSAS traffic.

90th Percentile Delays: The 90t—h percentile delay over a path in NADIN is the delay
not exceeded by 90% of messages over that path. The 90ED percentile delay is

computed for the waiting time only and added to the average service time (or
transmission time) to obtain the overall 90th percentile delay. This definition is

justified by the fuct that the waiting time is determined by the netwark and it is

NADIN's responsibility to keep it to a minimum. The transmission time, on the other
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hand, is determined by the user, who must expect longer transmission times for longer
messaves. The definition of Ql)t—t-l percentile times given above is further justified by
the fuct that messages which require short overall transmission delays are usually

short themselves.

The ealculation of .‘)Ut—h percentile delay is obtained by using a bound on the tail of the
waiting time distribution (Reference 22). Appendix I includes a derivation of the 901—h-

percentile delay over successive links.

Buffer occupancy: The switches and concentrators hold in memory the messages

which cannot be immediately processed or outputted. Basically, all messages are
accepted and, if the core memory of a switeh or concentrator is filled, the messages
are put onto some low speed storage deviee and later retrieved, with accordingly lurge
delays. It 15 necessary to make estinmiates of the amount of on-line buffer needed to
accommodate messages queueing up for transmission and also to estimate the
probabilities that the on-line buffers wili overflow. This study calculates the amount
of buffer spact necessary to ensure that 95% of all messages can be held on-line.
Appendix Tincludes a derivation of the buffer space needed when a single node (e.g.,
switeh) services several links. Also, instcad of calculating the buffer space needed for
a probability of overflow less than 5%, the analysis can be used to prediet overflow

probabilities whei a eertain buffer size is chosen.

NADIN Delay Requirciments: The NADIN specification requires maximum network

delays for three situations: normal traffie, zero traffic (i.e., only transmission and
processinyg delays are present) nnd worst case traffic (100% extra traffic). Briefly, the
delay requirements are that the average delay from a concentrator served by one
switeh to n coneentrator scrved by another be less than 2.0, 1.2 and 4.0 seconds,
respectively.  For first level priority the delays should not exceed 1.5 seconds for
normal traffic and 1.7 second for worst ease. The 90th percentile delays should not

2xceed 4.0, 1.8 and 8.0 seconds in the three cases, respectively.

.44 Speed Issues in Modeting

Several aspeets of NADIN deseribed in Section 3.1 affect the model of NADIN:

priorities, concentrator contrel of messages coming from the switching center, and flow
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control between a switching center and an AWP. These issues are dealt with on an ad-hoc
basis in the next chapter and appendices. The major ussumptions concerning each issue are

listed below:

e i i ki e e s, " B2 s

Priorities in NADIN: Messages are assigned four priorities in NADIN and are chosen i

for output according to these priorities on a first come first served (FCFS) basis.
Once messages are in the output buffer of a switch or a concentrator they are then
transmitted one frame at a time with two levels of link priority. The first link priority
is the same as the first internal priority. The second link priority is assigned to

messages of internal priorities 2, 3 and 4.

The queueing model for NADIN is more complex due to the presence of priorities but
some simplifying assumptions are made. In general, the effect of priorities on delays
is to diminish the delays of high priority messages at the expense of low priority
messages while keeping the overall average delay the same. In the case of NADIN
traffic, the overwhelming majority of messages has second link priority and therefore
the average delay does not differ significantly from the delay of second priority
messages. As a result, delays of second priority messages are assumed equal to
average overall delays. The caleulation of delay: for first priority messages is done
separately. A conservative estimate is obtained by considering that a first priority
message waits at most for the completion of transmission of one frame from another

message.

Switch-Concentrator Flow Control: The delavs of messages are conservatively

estimated by ignoring the flow control between switches and concentrators. Flow
control creates a continuous transmission of frarnes. The analysis used in this study
assumes independent waiting times on successive links and the total computed delay is
higher than a delay computed taking into account continuous frames transmission. For

performance evaluation, the probabilities of interframe delays are obtained.

A switch sends a frame to a concentrator only after receiving indication that the
destination concentrator output circuit is about to be free (see Section 3.1.3). This
procedure can result in a delay between successive frames of the same message,
espgejally with a switeh discipline whieh intersperses frames of several messages. To

prevent this delay, the concentrator uses multiple buffering. That is, the concentrator
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has memory space for one or morc frames other than the frame being transmitted, so

that the transmission of frames appears to be continuous dt the concentrator output
port. This continuity s achieved by the sinultaneous transmission of a frame over the
concentrator output line and the transmission of the next frame over the switch to
concentrator line. It is conceivable of course, that the delay of a frame at the switeh
is larger than the time it takes to transmit the previous frame on the low speed output
line. In that case, there wilt be a delay between successive frumes of u single
message. Since this occurrence s rare, the magnitude of interframe delavs are not
computed. However the probability of interfruine delays is obtained in Appendix P.
Following is 2 briel discussinn of three situations encountered by a frame armiving to

the switeh (Sce TFigure 3.5):

(@) A frame arewves ol the switeh and finds the concentrator cutput port to whieh it
is destined idle. The delav of this frame is equal to the time waiting for the
switeh attention plus the times of trarsmis ton over the switeh to concentrator

lLine ana ave s the aatput concentrator tine.

(b) A frame arrives at the switeh and finds the concentrator output port to which it
15 destined busy and possibly finds waiting ‘rames whieh are going to the same
destinnting, Hov.over, the Gime it takes to ransmit the previous frame over the
tow-speed port ouiput line. In this ease the delav introduced by the switeh is
trrelevant and the delay expericneed by the franme is the same as that it would
have expoerienced waiting for transmission over the low-speed output line is
greater than the interframe delay due to waiting for switeh serviee and for
transitssion over the switceh to concenteator tine. (Effectively, the switeh is an

extension of the concentrator buffers),

(¢)  The arriving frame finds the same situation as above, but this time the
imterframe delay may exceed the time it takes to transmit a single frame over
the low-speed outiput line. The exeess times must then be summed over all
preceding frames and added to the quedeing time the frame would experience if
only waiting for transmission over the low speed output line. Although this is an
unhikely oceurrenee, 1t wsed for delay caleulation to epsure  consepvatjve

rosults, The probability of interframe delays is obtained in the next chapter.
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AWP-NADIN Switch Flow Control: Flow control as proposed in this study reduces the

amount of buffer space needed ut the switehes and improves the nework response time
enperienced by unscheduled FSAS messages at times of file transfers. This study
assumes no flow control between AWPs and NADIN switches and calculates the
haceklog of frames al the switeh, The studv then goes on to find that if flow control is
implemented, the backlog of frames at a NADIN switch effectively remains at the

AWP.

3.5 BASISOF INTERFACE ANALYSIS

The revicw of interface modes in the NADIN and FSAS specifications is the basis for
the analysis of compatibility. Both specifications recommend the balanced EIA-RS-149
standard for eleetrical and incehanical interface and the Advanced Data Communication
Control Procedures (ADCCP} for link econtrol (References 24, and 25).

The NADIN message strueturce is described in the NADIN specification and in
Appendix C of the FSAS speeificatinn (References 1 and 2) the NADIN message structure of
FSAS data is required.

The speed of interface lincs hetween AWPs and NADIN switches and between FSDPSs

and NADIN concentrators are not specified. The speeds are recommended in this study on
i the basis of NADIN-FSAS interface analysis.

3.6 COSTIMPACT ANALYSIS !

The present value cost comparison of the NADIN and non-NADIN alternatives

illustrates the cost effectiveness of using a network utility that has:

° spare cnpacily,
° expanduable capacity within network architectural framework,
o diverse connectivity capability.

Each of the NADIN alternatives have diverse connectivity eapability. NADIN Scenario
(4800 0S) illustrates the tremendous savings available if 1 network has spare capacity.

f~ NADIN Scenarios 2 and 3 (9600 and 19,200 respectively) illustrate the significant saving-

avaiailable if a4 network has expandable capacity within its architectural framework. These




< ocouoarisons are valid as long as NADIN is capable of satisfyving the performance
cedwraonents of FSAS. These comparisons ecome invalid if ineremental caditions
cupacity no longer satisfies the ineremental performance demands of additional traffic. The
paint in time that the NADIN architecture becomes saturated 13 dependent upon many
variables (such as implementation tiine frames of FDEP, Flow Control, and NFDC). For 1nic
reason the comparison period does not extend beyond three years. Clearly, a leasec hne

alternative is cost inferior to any of the NADIN alternatives during this period,

3.6.1 Fixed and Recurring Costs Used In Present Value Analysis

Determination of fixed and recurring costs of each NADIN support scenario and the
non-NADIN alternative shows the cost superiority of NADIN's use for FSAS. This cost
superiority is due to the massive recucring cost of tne non~NADIN alternative gnd the
consideration of initial NADIN acquisifion costs as a sunk investment. The fixed and

recurring costs for the various alternatives are:

Fixed Cost Recurring Cost
(3) ($ per month)
NADIN SCENARIO 1 91.000 0
NADIN SCENARIO 2 278,286 322
NADIN SCENARIO 3 671,255 4,443
Leased Line \lternative 358,693 57,083

The large recurring cost of the leased line alternative is a result of the high number of
dedieated leused telecommunications facilities necessary for the extensive FSAS

connectivity requirements.
2.6.0 Key Costing Assuinptions for NADIN Alternatives
. A e e e e e ———— e ————————

The hey assuuption mnde in costing NADIN alternatives is that NADIN backbone

servicee 18 “free”, except for the specific upgrades necessary to accommodate FSAS traffie.

This assunption ts reasonable because:

e, Lo




° NADIN acquisition costs are sunk costs, i.e., expended regardless of use,
* initial use of NADIN cuapacity will be very low i.e., excess capacity will be
available,

° FSAS is most likely to be the first addition to the basic NADIN,
. other candidates will come later but with uncertainty as to when.

The cost of integration is therefore a marginal cost. The cumulative effeet of other
candidates is to »e considered by a separate task. NADIN marginal costs shall be those
above and beyond the original NADIN acquisition. The marginal cost deals with specific

modifications to NADIN's initiai planned state with regards to:

] line eapacity,
° concentrators,
] switches.

It is also assumed that all Continental U.S. ARTCC's are active FSAS users, i.e., have

FSDPS's, and that NADIN must support this eommunications need.

3.6.3 Key Costing Assumptions for Non-NADIN Alternatives

Unlike NADIN alternatives, the icased line alternative cost analysis assumes
acquisition of dedicated communication eapability specifically for FSAS and with no sharing.
It is assumed that this leased line alternative, referred to as a communications contingency
olan, is eapable of satisfying the technical requirements of FSAS. In addition, FSAS
program costs necessary to insure proper operation with the contingency plan (e.g., network
management and technieal control) are not addressed. Al hirdware associated with the

communications {facitities, ¢.o., modeins, are assumed to be leased.  As in the case of

>

NADIN alternatives, it s assumed thel ol CONUS ARTCC!S are auetive FSAS users.
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CITAPTER 4

METHONOLOGY

Poreeasting, quevennyr theory and cost-aceounting methods are used in the analv-gs of

futiee USAN requireiments, NADIN performance and cost impacts, respectively.

oo KEQUIREMENTS ANALYSIS INDDELING

Detatled models for estimating the total composite FSAS traffic to the vear 2000 are
developed und presented.  Models are also developed to estimate the number and locations

of FIDPSs and AFSSs in 1983, 1488 and 20060,

FSAS Nodle Locutions and Numbers: The FSAS eonsists of AWPs, FSDPSs and AFSSs.

Sinece NADIN will only support AWP and FSDPS traffic for now, it is not necessary to
know the sites of AFSSs. There is even no need to determine the Joeations of FSDPSs
implemented first because any NADIN enhancements will be done all over the
network. However, the documentation of FSNPS and AFSS locations has been done at
an early stage of this studv and it is ineluded in Appendices B and E for reference.
These appendices contain tentative fists of 14 FSDPSs and 41 attached AFSSs to be all
in phice by 1388 at the earliest. The information mav be of use for future planming of
loeal FSDPS 1o AFSS communientions, independent of the use of NADIN. The methods
of foreeasting the implementation schedules and locations of AFSSs are explained i
Appendiv E. A description of all FSAS nodes and connected svstems is Zivern in

Appendix D,

FSAS Traffie: The FSAS specification contains all the basie infornation on traffic.

The extra data and assumptions included in this study sure:

° Hourly Flight Plan traffie between FSDPS and ARTCC 15 obtained from

vearly teaffie forecasts of PSS getivity,

™ FSDPS to AWP traffic (Notams, Pilol Reports and Surface Observations) s

assumed to be 104 of the corresponding AWE to FSDHPS traffire,




° fTourly number of Notams each hour dre obtained from forecasts of veurly

numbuer of Notams,

’ Busy hour traffic is obtained by multiplying yearly traffic figures by
0.60035.
. The length of weather messages from WMSC to AWP is assumed douzled

after formatting by the AWP,

. e hourly nimber of AFOS graphies is changed from 36 to 86,

. The number of certain emergency weather reports per hour (tropicsal
advisories, weathoer warnings) provided by the Aviation Weather Branch of

NWS.,

The tratfie statisties consist of the probability density functions (pdf's) of message
length and arrival times. These coneepts and their application are defined in Appendix k.

A larce aonount of procesang is done to traffic statisties:

® NADIN traihie vnits are [rames as opposed to messages. Appendix G analyses
the operations which are made to transform message stutisties into framn.

statisties,

1 'he various amounts of overhead due to NADIN message and link protocols are

analyzed in Appendix J.

After adding protocol overhead to eaw teaffie duta and substituting frames Tor
messages, the FSAS and initiad NADIN traffic is allocated to the various links it appears on.
For example, 2 flight plan Troim an FSDPS to the eolocated ARTCC is counted twice: once
on the concentrator to switeh link and onee an the switeh to coneentrator link, This analvsis
is carried out in detatl in Appendix 1. Fisure 1.1 shows the generie NADIN links and

Table 4.1 sum narizes the teattie on these links.
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TABLE 4.1:

IRAFEIC

PHROVGEPUY

|
g NADTH % I 1, F t Ts [ i
LINY Soégz?overheac‘l > | Moo g 0 l[fr'ames‘V i
| (Kbit (S&_);(Secs)f(secs){(]/Sec, (sec sec,,
— | | ' ot
i Switeh 1o LRO0S04 0300 0216 10516 | I 0.760 13y 0.A0!
Coneentrator 8 UAB0 0251 0 0022 1 0373 | 4.44 05190 LT04 0428
9.5 ‘ D.504 0,150 ¢ 0.033 ! 0.183 l 11.79 } 0.195 1.839 0.275
9.6 0,160 0 0.126 | 0.022 - 0.148 ]i 14.51 | 0.159 | 1.704  0.734
B: Concentrtor to | 4.8 1 0.504 | 0.252 ¢ 0.027 , 0.279 | 8.83 . 0.261 0.582 0.147
Switch 1.8 0.160 | 0.180 | 0.015 1 0.195 | 11.60 1 0.198 0.582  0.104
9.6 0.504 0.126  0.006  0.132 '22.12 1 0.104 . 0582 0.073
9.6 ‘ 0.160 | 0.090 1 0.004 | 0.093 !27.89 0.083“ 0.582, 0.05°
Cr Switeh to 9.6, 0.504  0.155 0 0.039 | 0.194 10.88 . 0.212 | 1,988 0.308
Switeh 9.6 0.160 | 0.130 | 0.025  0.155 1 13.94 0.165 , 1.855 0.240
D: AWP to Switeh 0.6 | 0501 0.056 | 0022 0.178 | 14.16 ' 0.533 : 1.257 0.197
| 0B 0060 0.138 S0 0053 16,47 0.140 0 1132 0156
i Switeh to AWP | 4.8 0504 0 0,148 . 0.026 0 0,174 [ 13.02  0.177  1.495  0.222
9.5 0.160 | 0.126  0.018 © 0.144 | 15.60 |, 0.148 1364 0.172
F: FSDPS to 4.3 6.304 1 0.260  0.010 - 0270 1 11.47 © 0.201  0.222  0.058
Concentrator 1.8 0.166 0,187 0.006 } 0193 i 14.24 » 0.162  0.222 0.042
ri: Coneentrator 1.8 0.504 0.296 | 0.123 0,417 432 0 0.533 1.403‘ 0.413
FSPPS 4.8 0060 0 0.251 0 0,078 | 0.329 | 5.60 | 0.411; 1.278  0.321
T e
f\.: mean transmission time
lw: mean watting time
lq: (,u;\’uoing time (transmission & waiting)
L 90— percentile delay
I utilizntion of line

U AND DELAYS ON NADIN LINKS (between file transfers)
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4.2 DESCRIPTION OF COMMUNICATIONS ALTERNATIVES

The detailed description of three NADIN seenarios and s MITRE reecommended
contingeney plan are presented. 1In the first two NADIN scenarios, the switeh queueing
procedure is a modifieation of the queueing procedure presented in Section 3.1. The iine
speeds between switehes and conecentrators are 4.8 and 9.6 Kbits/sec. The third NADIN
seenario keeps the switeh queueing procedure unchanged but the switeh to concentrator linc
speed is inereased to 19.2 Kbits/sec. This speed was shown from a first pass analvsis to be

necessary to bring message delays within the limits set by the NADIN specification.

\lodificd Switeh Queueing Procedure: In the switeh output queueing procedure

deseribed in Section 3.1, the switeh sends a frame to the concentrator whenever the
concentrator output eircuits currently transmitting frames can receive more traffic.
beecause of their lower speed. This method has the drawback of allowing a high speed
oitput port to monopolize the switeh to concentrator line. The FSAS, in particular,
has a high speed interface {4.8 Kbits/see or more; between the FSDPS and the NADIN
concentrator and, at times of file transfers, the switch will keep sending successive
frames of a 16 frame message with no chance to consider messages waiting for

initiation of transmission to other concentrator output circuits.

The modification in the switeh serviee discipline consists of interleaving single frames
from each message destined t> an output port which is idle. The switch thus cyeles through
a set of wvirtual queues, one for each of the concent ator output circuits. Referring to
Figure 3.2 on page 29, this means that on the righ., and for each output port at e
concentrator, there is a buffer space containing a messayge destined to that port, if
available, regardless of the presence of other messages in the output buffer, Clearhy, vlis
remedics the bloeking of niessages of priority 1, 2 and 3 by FSAS file nessures of wriorin 4,
since the delay imposed by FSAS imnessages is the time to transmit one frgsoomenr o o
frames (It must be noted that an FSAS message of priority 1, 2 and 3 will <000 a0 At
for the transmission of a full 16 frame message, simce hoth are going Lo the sae port and
aborting partially transmitted messages is not envisioned), The modified switeh diseipline
outlined above will not in itself ensure the continuity of messages, as was the ease before

moditications, since the switeh may send several frames destined to different ports before

returning its attention to a message under transmission. However, for the eonfiguratns
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nd traffie antieipated for the combined Level | and FSAS, such 4 situation is not expected
to oceur. It for future configurations and traffie, the situation becomes more likely, then &
combination of the basic discipline and "fairness” approach may be required. Such =
combination may be achieved by simply limiting the round-robin to a parametrically set
number n of aetive ports. That is, bring a new message into the round robin transmission
whenever the number of messages in the round robin drops below n.

The impact of the FSAS [ile transfer traffic is events of long delay. If these events
are to be avoided, the queueing procedure employed at the switch must be such to disallow
monopolizing of the switch-to-concentrator circuit by such traffic (or else the configur:tion
must be changed). An n-limited round robin discipline is one such procedure. Because the
value of n to ensurc concentrator message output transmission continuity is expected to be
large in comparison to the nuwmber of ports with messages in queue with NADIN I and FSAS
traffic, the performance of the discipline can be reasonably approximated by an unlimited
round-robin model. The appropriateness of this approximation can be readily determined
from the results of its application. If the analysis shows end-to-end delays for message
transfers over the eoncentrator-to-switeh eircuit of greater duration than their nominal
transmission time over the concenirator output circilit, then the parameter n must be
considered.

This modified switeh discipline is preferrable to ad-hoc measures which prevent the
file messages from monopolizing circuits, like speeial flagging and treatment of FSAS files.
The more general approach c¢f changing the switeh diseipline is preferred since NADIN is
expected to grow and accommodate other users which will ulso have computer to comnputer
transfers of large files. Also, considering the develop nental stage of NADIN, a change of
switeh diseipline is inexpensive because it ean still be cone in the design phase and does not
require costly hardware. Line speeds of 4.8 and 4.6 Kbits/sec between switehes and
concentrators are taken as alternatives because a preliminary analysis showed them to

satisfv NADIN delay requirements.

MITRE Contingeney Plan: The MITRI corporation has proposed a contingency selutinn

for FSAS communieations in ease the NADIN schedule slips. That solution is taken as
the basis for the covaluation of the cost penalty of NADIN not supporting FSAS

comumutiications, Ficure 4.7 shows the proposed connections of FSAS nodes:

s a dedieated 6 Khits/sce Hne between cach AWP and eqeh FSDPS,
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o two dedicated 9.6 Khits/see lines between the AWP's,

] multipoint 2.4 Kbits/sec lines between the WMSC and the FSDPSs with »

maximum of 3 F'SDPSs on each line,

Using these constraints and NAC's network design softwure tools. the configuration of

FSDPSs on the multipoint lines whieh minimizes cost was obtained (Figure 4.3).

4.3 PERFORMANCE ANALYSIS ODELING

The modeling and analysis of NADIN yields the delays of messages given: FSAS truffic
statisties, initial NADIN traffic statistics and NADIN configuration and operation
(Appendices C, D and H). The raw traffie statistics are processed by adding protocol
overhead, changing message statistics into frame statisties, and amalgamating several
service time distributions into a single Gaussian distribution (Appendix K). Then, queueing
delays are obtained on each of NADIN's backbone and interface links, using appropriate
queueing models for each link. The average message delays are added to obtlain overall
network delays. The three types of messages considered are: 1) a NADIN message going
between two concentrators connected to different switching centers, 2) an FSAS
unscheduled weather report going from an AWP to an FSDPS and 3) a flight plan going from
an FSDPS to an ARTCC. The cases considered in the analysis are: 1) basic M/G/1 model for
all links when there are no file transfers, 2) special qucueing model consisting of several
simultancous V/G/1 queues for the switeh to concentrator links at times of file transfers.
The 911m pereentile delays and buffer occupancey are also calculated for each link and their
azgregate values for several links are obtained using the methods developed in Appendix 1.

The definition of seven generie links in the NADIN model is given in Appendix L. The
solution of the switeh to concentrator line model is given in Appendix M. The analysis of
the buildup ot a backlog of framies at the NADIN switeh at times of file transfers is given
\ppendiv N and the probability of interframe delays is given in Appendix P.

The results of analysis are given graphically and numerieally. Figures 4.3 to 4.12 show
the delavs of moessages on NADIN backbone links.  Tables 4.2 to 4.11 give in detail the
values of aelavs and buffer occupancies. Appendix O illiustrates by means of examples how

the figures i Tables L1 to 110 are obtained.
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d4 FSAS NADININTERFACE MODELING

The object of FSAS/NADIN interface modeling is to determine the nerocsszr, e
speeds between AWPs and NADIN switches and between FSDPSs and NADIN coreeqtrators
and to Jdetermine what s needed to make the software interfaces of NADIN and FSAS

compatible.

Line Speeds: The NANIN and FSAS nodes are colocated and will be using the ETA-RS-
449 stapdurd as an electrieal interface., This standard allows high data rates
“transmis-ion of the order of 100 Kbits/sec) without use of modems. The rate of data
exchange between NADIN and FSAS is, therefore, more limited by their ports speeds
than by the lines. In view of thi-, a simple analysis was made to determine minimum
interface line specds needed (Referemee 29)/ The results are a minimum line speed of
1.8 Kbits/see setween FSDPS gnd NADIN concentrator and 9.6 Kbits/sec between
AWP and NADIN switeli. An AWP requires s higher speed because the switeh to AWP
link may carry the sime weinther data twice: unprocessed weather data from the

WAIST and the same srocessed data eoming from the other AWP.

Software Compatibihity:  The NADIN link level and message level data structure is
examined in Aprendis Tin detail. It appears that the FSAS is entirely compatible with
NADIN at the Link level, At the mmessage level, the FSAS program must make a choice
of the NADIN cupnsilitios applicable to FSAS traffic and decide jointly with the

NADIN program: how ta cade these enpabilities in the message heading.

4.5 COST ANALYSIS MODFELIN: G
Al recurring and fixed cost components of each alternative were determined,
concatenated, and roduced to present value for ecomparison purpose. The follow:ing

appendices present the costing methodology and detailed calculations:

. Appendix Q considers fixed and recurring costs of NADIN communiceations

alternntives.,

. Appendix R eonsiders fixed & recurring costs of the leased line alternative.,
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o Appendix S considers present value calculations of NADIN and non-NADIN

communications alternatives.

Cost components requiring no explanation that are used to assess alternatives in
Appendices Q and R common to all alternatives are shown on Table Q.4. Other costs

requiring explanation are surfaced in their respective appendices.
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.
Line Speed NADIN Total 90th Percentile Transmission Waiting 1
(Switch to Overhead Delay Delays Time Time g |
Concentrautor) {(characters) | (sec) (seconds) {seconds) {seconds) i i
o 1
1.8 63 1141 1.974 0.859 0.282
4.8 20 0.872 1.480 0.710 0.162
9.6 63 L0.593 0.920 0.515 0.078
9.6 20 0.477 0.837 0.426 0.051

TABLE 4.2: DELAYS OF NADIN I MESSAGES AND FLIGHT PLANS FROR!
FSNDPS TO ARTCC BETWEEN PERIODS CF AWP FILE TRANSFERS

(()oncont_r'utor-to—sw itch-to-switeh-to-conecentrator)




Line Speed NADIN Totul 90th Transmission | Waiting 90th

Switch to Overhead Delay Percentile Time Time Percentile
Concentrator | {(characters) | (seconds) Total (seconds) (seconds) Waiting

(Kbps) Delay Delay
(seconds) {seconcs)

4.8 63 0.964 1.821 0.711 0.253 1110

4.8 20 0.636 267 0.493 0.143 0.774

9.6 63 0.523 0.868 0.474 0.049 n.394

9.6 20 0360 .64 1.328 0.032 1.318

TABLE 4.3:

DELAYS OF FLIGHT PLANS FROM FSDPS TO FSDPS,

BETWEEN PERIODS OF FILE. TRANSFERS




] ! !
{
Line Speed NADIN ol , RIAEN o Pransimis<ion | Waiting $0th
Switeh to Overhead Delay i Percentile } Time Time Percentile
Coneentrator | (characters) | (seconds)’ Foty! l (secan.is) {seconds) Waliting
(Kbps) i Delay l ] Delay
: (< conds) | (seconds)
S Sl ,
! | i
| 1
1.8 63 SRR A \ (.782 0.361 1.252
| ; ! |
1.8 20 0.0+ | 1386 | 0.088 0.216 | 0.898
; : | ‘ e
1 ; Ix |
9.6 63 A S PR O 0t R R R K I N A
| | i |
| { ! i I
9.6 ] 2 0666 | 1167 \ 0.550 0.116 { 0.517

TABLE 1.4: DELAYS OF UNSCHEDULED MESSAGES FROM AWP TO FSDPS,
BETWEEN PERIODS OF FIL:. TRANSFERS

S
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e T -
1
' |
Type of Node Line Speed i NADIN J Buffer size
. * | .
Switeh to Coneentrator ‘ Overhead | (Kbytes)
4.8 B ‘ 5.12
| ‘i
1.8 20 3.50
SWITCH
9.5 H3 2.654
4
|
9.6 20) 2.14 ]
! 1.8 63 | 1.35
1.8 20 | 0.94 A
CONCENTRATOR | :
9.6 63 | 0.38
9.6 ; 20 : 0.31
‘, ‘
1
TABLI 4.5 BUFFER SIZE NEEDED AT SWITCHES AND CONCENTRATORS FOR
95" PROBABILITY OF NON-OVERFLOW
.-
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l.ine Speed NADIN Total Transmission Walting

Switeh to Concentrator Overhead Delay Time Time
(Kbps) {Tharacters) (Seconds) (Seconds) (Seconds)

—

1.8 63 4.498 0.709 3.789

1.8 i 26 4.196 0.566 3.630

9.5 | 63 2.198 0.432 1.766

9.4 20 2.077 0.348 1.724

TABLE 4.7: DELAYS OF NADIN | MESSAGES

(Concentrator-to-Switch-to-Switch-to~-Concentrator)

During periods of file transfers. Unmodified Switeh Operation.




Line Speed NADIN Total Transmission Waiting
Switeh to Concentrator Overheud Delay Time Time
(Kbps) (Characters) (Seconds) (Seconds) (Seconds)
4.8 653 1.247 0.859 0.388
1.8 20 1,06 0.710 0.350
9.6 63 0.713 0.515 0.198
9.6 210) 0.604 0.426 0.178

TABLE 4.8: DELAYS OF NADIN I MESSAC ES (Concentrator-to-Switch-

to-switeh-to-coneentrator) during periods of file transfers.

MODIFIED SWITCH OPERATION.
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l.ine Speed NADIN Total Transmission Waiting
Switch to Concentrator Overhend Delay Time Time
(Kbps) (Characters) (3ceconds) (Seconds) (Seconds)
1.8 63 5.714 0.711 5.003
1.8 20 5.137 0.493 1.644
9.6 63 2.585 0.474 2,111
9.6 26 2.347 0.328 2.019

TABLE 4.9: DELAYS OF FLIGHT PLANS FROM FSOPS TO FSDPS |,

DURING PERIODS OF FILE TRANSFERS




I.ine Speed NADIN Total Transmission Waiting
Switch to Concentrator Overhead Delay Time Time

b (Kbps) (Characters) (Seconds) (Seconds) {Seconds)

1
1.8 63 5.871 0.782 5.089 ;

4.8 20 5.38Y 0.688 4.701
9.6 63 2.843 0.625 2.218
9.6 20 2.637 0.550 2.087

TABLE 4.10: DELAYS OF UNSCHEDULED VMESSAGES FROM AWP TO FSDPS,
DURING FIL.E. TRANSFERS




CHAPTER 5

CONCLUSION

The FSAS program will be the major user of NADIN with a traffic throughput four
times larger than the initial NADIN traffie. The introduction of FSAS data communications
into NADIN raises the questions of technical adequacy of NADIN, cost effectiveness, and
interface computibility, This study addressed these questions and resulted in the following

conclusions and recommend:ations.

5.1 TECHNICAL ADEQUACY OF NADIN

With minor enhancements, NADIN has been shown to be a sufficient communications

utility for FSAS in terins of performance and compatibility.

If a line speed of 4.8 Kbits/sec between switches and concentrators is retained, the
NADIN switch specification should be modified. Although a line speed of 4.8 Kbits/sec
would satisfy the NADIN delay requirements, it is preferrable to upgrade the line to 9.6
Kbits/sec to improve performance and to have spare transmission capacity.

If the switeh queueing output proecedure is such that the switeh to concentrator links
can he monopolized by FSAS file messages for 16 continguous frames the line speeds
between switehes and concentrators must be upgraded to 19.2 Kbits/sec.

Ttie chang: of queueing procedure is preferroble to the increase of line speeds to 19.2
Kbits/sec because it is 4 more fundamental solution to the problem of coexistence of
interactive messages and large files in the same network, and because other future users of

NADIN may, like FSAS, have large file transfers (e.g., Computer B to Computer B).

3.2 “OST EFFECTIVENESS

The recommended alteenative (NADIN use with trunk upgrade to 9600 bps) is over

seven times more cost effective than a leased line approach. This is based upon three year
present worth values of $288,314 and $2,134,808, respectively.  Additionally, use of NADIN

with 197 Kbits‘see trunk eapacities is over threc times more cost effective than a leased
line approach.  This based upon three year present value of $965,132 and $2,134,808,

respectively.
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5.3 FSAS-NADIN INTERFACE

While the FSAS and NADIN arc basically compatimle, some details of interface

implementation have to be jointly finalized by the FSAS and NADIN implemer.tation teams.
The line speeds between AWPs and NADIN switches, and between FSDPSs and NADIN

concentrator, have to be a minimum of 9.6 and 1.8 Kbits/se¢, respectively. However, these
are local (hardwired), interfaces and higher speeds are readily accommodated on the RS-449
interface. 1t is suggested that the NADIN program can provide upper limits on the speeds of
NADIN ports and then leave the final choice of hardware connections and line spced to the
FSAS contractor.

The link protocol used in both FSAR and NADIN is the balanced version of ADCCP.
The two networks are thus totally compat »le at the link level of interface.

At the message level, tne FSAS specification acknowledges the use of NADIN's

message structure. There is a further need to:

. define the headings FSAS data needs in 2 N ADIN message,
o define which program's ~e~ponsibility il s to format messages.

Finally, buffer use at the NADIN switches was computed. 't was shown that at the
times of transmission of Surface Observations an. Winds Aloft files there mav be an
accumulation of 100 to 200 Kbvtes of frames waiting for transmission at the switches. This
accumulation can be prevented by allowing NADIN to eontrol the flow of files coming fro:mn
the AWP. Such a flow control ¢an be implemented vin the use of NADIN control messages.
While flow control is not an absolute necessity, baecause NADIN switches can store large
files, it is desirable that NADIN have this option from the start. Flow control will make it
easier for the futurc NADIN to accommodate :md manage multipie users. Flow control

should therefore be considered as a possihility and addressed by the FSAS and NADIN

implementation programs.
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APPENDIY A

SURVEY OF FSAS COVIMUNICA FIONS

The FSAS is an automation progran which will veneove the quehity and oflicieney of
the scrvices provided by Flight Sapeviee Stations (FSS: The prograo introduces new Gata
processing eapabilities and has new ata comwnieations geed-o T seetion presents the
FSAS concept and the FSAS data communication neecds, [0 st deseribes the exinsting

system and then discusses the planned antomated system,

A1 EXISTING SYSTEM

The FSSs provides wentner and scronautical briefines to pilots, recewves flight plans,
colleets weather and aeronsutical reporis PIRLPS, Notams), and  collcets  weather
observations {Surface Obscrvation-) In other words, an 1SS ha- the dual responsibility to
collect and disseminate both weather and flicht data. There e approsimately 327 FSSs in
the United States and they are connected to several data communications networks.

Generally speaking, weathar data is transmitted over the Serviee A networks and
flight data over the Service B networks, Serviee A and B networks consist of 75 baud
teletvpewriter multipoint eircuits controtied hy switehes locuted o Kansas City, MO, The
switehes are the Weather Vessare Switehuns Center (WASC) and the Automated B Data
Interchance Sesten (Y-BDIS), respectively.

Nue to 1t Munction, an PSS commumieates with almost #ll wvoes of TAA facilities.

This ineludes:

° ather TFSSs, for the exchange of Visual Flight Rule (VFR) plans and Notams;
® Air Routing Teaffie Control Centers (ARTCCY, for filing 1FR plans;
) Air traffie Control System Coamand Center CATCOSCCY for flow  control

MOSTNTON,
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:

I'he speeialists manually retrieve weather information to give briefings to pilots. This

s time-consummg and, in busy stations, results in long service waiting times. The present
use of functionailv-limited {eletypewriters does not permit enhanced services sucn as
wenther seaphies.  And, because of the low-speed local multipoint lines to which FSSs ure
connected, only a limited portion of the total national weathe. data is routinely available to

an individual i°SS.

A2 AUTOMATED SYSTEV

p

The auitomated system will consolidate the funcetions of the FSS system at three levels:
national, regional (ARXTCC regions), and locat (See Figure A.1). At the national level, there
will be two “wviation Weather Processors (AWP) whieh receive and format all weather
information. The AWPe share thisc cetivity in a dynamic way, and cach of {hem maintains s
national woeallae Cictia base at all times whieh thev relay to the FSDPSs. AWPs primarily
handle weat' or aatn, but they nlso receive flow controi nessages from the ATCSCC and
Notams from the NED(C,

At the regional level, coloeated with each of 3 ARTCCs, there will be a Flight
Service Data Processing Syztem (FSDPS). Faeh FSDPS maintains a national weather data
base and has the abilitv to retrieve weather information on a given flight route. The FSDPS
relavs IFR flight iuns to ARTCC, and stores VFR plans for flights destined to airports
~ithin its boundarie-,

At the local level, AFSSs will serve pilots (usually General Aviation pilots). The main
input/output device 15 a console that interacts with an FSDPS in real time. Consoles are
operated by specialists who .n turn provide pilots with weather briefings and accept flight
plans from the pilots. The ATFSS makes radio contaets with aircraft and sends the aireraft's
coordinntes to the 'SPPS. The AFSS also colleets weather data and Notains, and sends the
data to the FSDPS,

In addition to AFSSs, Dircet User Access Devices (DUATS) permit a degree of
decentralization, These deviees are basieally the same as consoles at the AFSS, but serve
nilo's direetly without interaction with an I"AA specialist. The DUATs communicate with

the FSDOPS, and are usually loeated at airports with sufficient activity to justify independent

weess to the Fshps,
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APPENDLY 1

FSAS NODES AN CONNECTED SYSTEMS

This nppendix describes the various PSAS components and eonnected systems (See

Figure B.!). The description inciudes the functisa, location, implementation schedule,
interface and performance of nodes. The Autematod Flntt Serviee Station locations anc
implementation schedules are in Appendix 1.

The FSAS nodes describeld are the AWP, THSPS, AUSS and DUAT, The connected

systems are the WVSC, NFDC, NMO, ARTCC, NVTCSCO, Wx and ARO,

Aviation Weather Proecessor (A\VQ): An AWP receives, processes, stores. and

The sources of data are the
N

distributes weather and geroneatieal data to the FSDPSs.
WMSC (Weather), the FSRDPSs (Noteme, Surfaesr Observations, Pilot Reportst,
(AFQOS weuther graphies), the A'CSCC (flew < ontrol gnessages) and the 48RP ang
NFDC (Notams).  An AWP processes Goew (ornats and expands) the text o all the
messages it receives (with the exeeplion of CARE Notams, Internationul Notams and
flow control messages) and stores them until a4 1w version is received. The two AWPs
share this load dynamically and each sends the weather products it processes to the
other. The AWPs will be located in Salt Lake ity and Atlanta and are assumed to be

in place in 1983 at the earlicst.

The FSAS specification specitics the processing delavs, availability and reliability of
individual components.  The overall se-teo requirements are notl civen,  The avers e
fhe

AWP processing tume of WVSC tranassions o FSNPS requests i< 4 seronds,

overall system delay for ATOS graphies wnd weather radar data is about 100 seconds

(Reference 2, Table 13A).

Flight Service Data Processing Systcin (FSDPS)y: Hhe Plight Scrvies Daty Processing

System (FSDPS) provides woeathier brictfinr infornation o eciadite a0 ilnt. e

orocesses and distributles flicht dotar baeb FSOPS qonntans o suse Tt e

waeathor dita




PROPSs e st of Slodel IEFSAS and will be installed o 1983 a1 the earliest. It
S assieas that o PEsS nesd Gored there wvill be a maximum of 14 FSDPas. These
FRDPS e ewined Tootod in the ARTOC regions containing the jargest numbers of
AEFSSs. I the mid=termn (188, and long-term (2000), it is assumed thiat # maximum of
23 PSPny will be installed. Table Bt crives the loecations of FSDPSs, the ume of
mpiementiction, the tnber o teibutary VPSS, and the 6-digit area cade and exchange

at the loealions.

The ©SDPS o5 the central pari of the FSAS and s therefore connected o all FSAS
conponents: AT, AFSS, ana AWPL Inoaddition, the FSDPS will have connections to
the WSO NEDCD AR Wenther Radars, ARO, and ATCSCC.  The nature of

messaves enelmnged with cach of twse nodes are discussed in each node's summury

\

anG N AppendhicdT oo FUAS trafiice.

The FSDES svnchroncas and asvoehronous interfazes are listed in Table 3.2, (Tables 2
and 3 oF Fuas soecilientions Reference ),

The PSDPS response trnes given i the FSAS soeeifiecation are listed in Tabie B.3.
These response e aing the communieations delavs of varions traffie classes sdd up
to the teta! svstem dolaves,

Dircct User Ac fail (DUATR The DUAT i an interactive dati conimunica-

tions terminegt conneeted o the PSDPS. The DUAT operator can display alphanuimeric
or graphie wenther datioand file flight plans to the FSDPS. The DUATSs can bre either
user-ownes e by A-owead, and ean operate in oither svnchronous or asvnchronous

morie,

Of the four tvnes of DUATS, only the FAA-ownee synehronous DUAT s of (nterest for
communicaiions desion, Other types have (o sapply their own lines or use the pubiic

switchied telehons netwaork.

Wealher Viessire Switehing Center (WSO The WMSC, located in Kansas Tity, MO,
v the coptral - viteh Sor 1o weather dats cammunieations network. The Serviee A
multiooint ey Jest and disseminate weather data and terminate at the WMSC,

When the 8t U RRAR s dnstalled caed non-automated FSS oare still in piice. the

WSO will he reaansibie Tor e exchnnre 0 westher data between automnted wnd




non-automated systems,  The decorvmissionine of the WMSO i< currently  under

consideration (Reference 18Y, Unit <uch plans become {irm, 1t v ascumed that the

WVISC remains.

National Flight Data Centor (NTDO): Pae NFDC edits international and CARF

Notams and passes them to the WATSEY o dissemination. The NUPDO glso issues its
own Notams. The oditing »nd vsvine of NMotamea is doae o washington, DCL AL NFDOC
funetions will Liter be consolidated o Mhants Hho FSAS will eventialiy get Notams
directly from the NEFDO via the v bo Was wemarned for now that Notams are routed
through the WAISC,

National Meteorologics! Center (NMO: The NMO »x part of the National Wenther

Service and is locuted it 3illand. W0 The NYMO eolleets sl wenther data from the
Automation of Field Operations Serviee (A0 AVOS datn i ourtly sipharnamoerie,
partly graphic.  The  POS araniies oo cneeliv to the AWPS and the ATOS
alphanuimerie dats won o b WA e st msion e the AW Ps e Serviee

multipoint cireuit-,

Vir Route Traffic onired Center o VRTCO)r The ARTOOS hayve eontes) of the

Instrument #Heht Ruove VR i so b e e 20 ARTCO crions, 20 of whieh ame i

the conticuous ULS, Sinec the 20 PSS wall he oolocated with, ARTCOS, and are Lo
flignt serviees winl the AKTCUS o0 o ar Caffie contral, 1t e assuned that the

FSDPS boundarios coineide witte 3000070 w0 o

Air ‘Traffic Control Systems o anrant Conter CA SO o 00 0 laeied i

washington, DOy prosontle et o e 0 eonterol messares o TRSG

cireuits., In the FSAR. the=e preoa o willl re i the PSINPSS,
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FIGURE B.1: FSAS INTERNAL AND EXTERNAL CONNECTIONS




Y - SO

IMPLE-

MENTATION
nac TIME AREA CODE
CITY IDENTI-| STATE } NEAR MID AND NUMBER AFSS IN
FIER TERM  TERM | EXCHANGE | OF AFSS | SAME CITY

1. ALBUQUERQUE ZAB NM X 505296 2 Y
2. ANCHORAGE ZAN AK X 907333 3 Y
3. ATLANTA JA) " GA X 404946 3 Y
4., BOSTON ZBW MA X 603889 3

5. CHICAGO ZAU IL 312897 2 Y
6. CLEVELAND 208 OH 216774 4 Y
7. DENVER DV co X 303776 2 Y
8. FORT WORTH IFW TX X 817283 2 Y
9. HONOLULU ZHL HI X 808734 1 Y
10. HOUSTON ZHU TX X 713443 3 Y
11. INDIANAPOLIS Z1D IN X 317247 4

12. JACKSONVILLE ZJX FL X 904845 1

13. KANSAS CITY ZKC MO X 913782 3 Y
14. LOS ANGELES ZLA CA X 213642 4

15. MEMPHIS ZME T X 901365 4 ¥
16. MIAMI ZMA FL X 305592 2 1
17. MINNEAPOLIS ZMP MN X 612463 : Y
18. NEW YORK INY NY X 516737 3

19. OAKLAND Z0A CA X 415797 2
20. SALT LAKE CITY| ZLC uT X 801521 3 Y
21. SAN JUAN 254 PR X 809791 1 y
22. SEATTLE ZSE WA X 206833 2 Y
23. WASHINGTON ZDC 0C X 703777 3 Y

TABLE B.1: LOCATIONS OF FSDPS

B.5




COMMUNICATIONS

CAPABILITY SYNCHRONOUS ASYNCHRONQUS

Line Type Full Duplex Full or Half-Duplex
Line Speed 2400,4800, or 9600 bps 1200 bps

Code ASCII ASCII

Error Control
Line Protocol

CRC Check
ADCCP

Character Parity
11-bit Start/Stop

TABLE B.2; FSDPS INTERFACE

e S y—— - e =




MEAN 90th 99,5th
RESPONSE TIME (SEC) PERCENTILE PERCENTILE
To DUAT, AFSS 2 3.9 7.4
To Transmission From 2 3.9 7.4
AWP for Storage in
FSDPS Data Base
To Transmission From 2 3.9 7.4
AWP or Remote Radar
Site For Retransmission
to AF§S S
Key Echo (Asynchronous 0.15 0.293 0.585
On]y) 7 o 7 o _ o .
Key Echo (Others) 0.008 0.156 T 0.296

TABLE B.3: FSDPS RESPONSE TIMES

B.7




APPENDIX C

FSAS TRAFFIC STATISTICS

The bulk of FSAS traffic is weather data going from AWPs to FSDPSs and between
AWPs. The FSDPSs also transmits unprocessed weather data to the AWPs and the WVISC,
and transmits flight plans to other FSDPSs (VFR) and to ARTCCs (IFR). The traffic
between FSAS computers and external systems does not, in general, appear on NADIN
baekbone links. For instance, the WMSC sends raw weather data over dedicated lines to the
switches which retransmit it to the colocated AWPs. Since this study focuses on line delays
and loading, excluding node delays and loading, the traffic between FSAS and external
systems is documented here only in instances where it appears on NADIN backbone links.

The traffic statisties given here are always for a generic busiest connection. In
instances where traffic is given in yearly figures, it is translated into hourly traffic by
multiplying it by a factor of 0.00035. This is the factor used in the MITRE study
documenting FSAS traffic requirements (Reference 16).

AWPS to FSDPS Traffiec: The FSAS specification and the supporting MITRE's report
document the AWP to FSDPS traffic (References 2, 16). The changes and additions
made in the present report are based on the NFDC integration study (Notams), the
FAA data communications handbook (Service A schedules), and oral communications

from National Weather Service personnel (References 6, 14).

Tables C.1, C.2 and C.3 document the AWP to FSDPS traffic. Table C.1 lists
scheduled AWP to FSDPS traffic which consists mainly of large file transfers. Table
C.2 lists unscheduled AWP to FSDPS traffic and Table C.3 lists unscheduled urgent
traffic. The distinction between scheduled and unscheduled traffic depends on the
state of automation of Flight Service Stations. For instance, Surface Observations
will eventually come from the FSDPSs more or less at random but at present they are
collected by the WMSC and sent in bulk to the AWP. This study assumes bulk

transmissions to ensure that recommended line speeds are adequate.

The following changes arc made to the FSAS specification traffic table:




The times of transmission of SA, FT, FA, TWEB route forecast and SD are
either changed or included for the first time (WMSC schedules in

Reference 6).

° All the parameters of all types of Notams are changed using figures from
the NFDC integration study (Reference 14). Notam cancellation messages
are included for the first time and their length is estimated to be 25

characters. There is one cancellation message for each Notam.

] The average number of messages for WH, WW, WO and AC are based on
estimates provided by the Aviation Weather Branch of NWS. The number
of AFOS graphics is changed from 36 to 86.

AWP to AWP Traffic: The AWPs exchange processed weather data. Since the sharing
of processing is dynamic, an AWP may temporarily carry all or almost all the load and
send as much data to the other AWP as it does to the FSDPSs. So, for conservative
design, the AWP to the AWP traffic is assumed identical to AWP to FSDPS traffic.

FSDPS to AWP Traffic: The FSDPS to AWP traffic consists of Notams, Pireps and
Surface Observations. If all the FSDPSs were installed, the average FSDPS traffic
would be 1/23 (4.35%) of the total Notams, Pireps and Surface Observations going
from AWP to FSDPS. It is assumed that the busiest FSPDS will send twice that
average, i.e., approximately 10%. The messages marked with an asterisk in Tables C.1
to C.3 constitute the FSDPS to AWP traffic, after multiplication of the number of
messages by 0.1. The FSDPS to WMSC traffic is identical to the FSDPS to AWP
traffic.

FSDPS to FSDPS, ARTCC Traffic: FSDPS to FSDPS traffic consists of VFR flight
plans and FSDPS to ARTCC traffic consists of IFR flight plans. All flight plans
originate at AFSS controlled by the FSDPS. A VFR flight plan goes to the AFSSs
which controls the destination airport. An IFR flight plan goes to the ARTCC which

controls the departure airport. In addition, an ARTCC sends back acknowledgements
for received IFR plans to the originating FSDPS,

It is assumed that 80 percent of VFR destinations are in the same FSDPS region and

that 90 percent of IFR departure airports are within the same ARTCC region;




T e

As a result:

. An FSDPS sends 20 percent of VFR flight plans to the nearest FSDPSs.
] An FSDPS sends 90 percent of IFR flight plans to the colocated ARTCC.

° An FSDPS sends 10 percent of IFR flight plans to the nearest adjacent
ARTCCs.

It is also assumed that the busiest FSDPS will handle 10 percent of the national total
of flight plans (as opposed to an average 4.3 percent per FSDPS) and that each FSDPS
has 3 neighboring ARTCC regions.

The national totals of IFR and VFR plans for 1983, 1988, and 2000 are obtained from
AVP forecasts in Reference 11 (the year 2000 figures are obtained by linear

extrapolation).

1983 1988 2000
IFR 9,701,086 12,403,364 18,888,831
VFR 3,198,656 3,403,639 3,895,598

With a peak hour to yearly traffic ratio of 0.00035, the number of messages per hour is:

Near- Mid- Long-
term term term
FSDPS to other FSDPS 7.5 7.9 9
FSDPS to colocated ARTCC 305.6 390.7 595
FSDPS to remote ARTCC 11.3 14.5 22

These numbers do not greatly differ from the figures given in Table 6 of the FSAS
specification (Reference 2). That table completes the characterization of FSDPS to FSDPS
and FSDPS to ARTCC traffic by giving the length of flight plans.

C.3




FSDPS to ARO, ATCSCC Traffie: An FSDPS and the ARO exchange messages
concerning VFR flight plans which terminate at one of the busy airports having a
limited number of VFR slots available. The FSDPS files the plan and the ARO either
accepts, rejects, or delays it. The ATCSCC to FSDPS traffic consists of flow control
messages, There is no traffic in the reverse direction. The FSDPS to ARO traffic is
taken from Table 6 of the FSAS specification. The ATCSCC to FSDPS traffic is the

2229- entry in Table 5 of the FSAS specification.

Mean Message Throughput
Length (bits) Messages/hour (bits/sec)

FSDPS to ARO 320 7 0.62

ARO to FSDPS 120 7 0.23

ATCSCC to FSDPS 2000 5 2.78
C.4
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APPENDIX D

NADIN DELAY REQUIREMENTS AND TRAFFIC

The initial NADIN traffic consists of Service B and AFTN traffic. The delay
requirements are the maximum average and 909 percentile delays to which messages are 3
subjected in NADIN. Both traffic and delay requirements are given in Appendix Z of the
NADIN specification (Reference 1).

The traffic statistics are given in Tables D.1 and D.2 in messages/hour. The message
length statistics are given in Table D.3.

Three sets of delay requirements are given: 1) with normal traffic as in Tables D.1
and D.2; 2) with zero traffic (i.e., only transmission delays) and 3) with worst case, i.e., the

traffic is 100% more than traffic in Tables D.1 and D.2. The requirements are:

Normal Traffic:

a) The average network delay of errorless format messages from concentrator B

to concentrator E must be less than 2.0 seconds (see Figure D.1).

b) The average network delay TN of errorless format messages of Level 1

priority from concentrator B to concentrator E must be less than 1.5 seconds.

¢) Ninety percent of the errorless format messages from concentrator B to

concentrator E must have a network delay ’]‘N less than four seconds.

Zero Traffic:

a) With probability .5 or greater, the network delay TN of an errorless format

message from a concentrator served by Switech C to a concentrator served by

Switch D is less than 1.2 seconds.

b) With probability .9 or greater, the network delay TN of an errorless format

i i

message from a concentrator served by Switech C to a concentrator served by

Switeh D is less than 1.8 seconds.

ND.1
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worst Cases

a) The average network delay TN of errorless format messages [rom
concentrator B to concentrator E must be less than four seconds.

b) The average network delay TN of errorless format messages of Level 1

priority from concentrator B to concentrator E must be less than 1.7 seconds.

¢) Ninety percent of the errorless format messages from concentrator B to

concentrator E must have a network delay Ty less than eight seconds.

it S Bia b ot S




FIGURE D-1 - FUNCTIONAL DIAGRAM OF NADIN ARCHITECTURE
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— —

Message Average
Length Message Minimun
Type Distribution Length Spread Length
I Biased 50 — 25
Exponential
11 Biased 120 —_— 60
Exponential
III Biased 3000 —_— 2000
Exponential
v Uniform 90000 18000 —_—
v Uniform 5 3 —
VI Uniform 1600 100 —

TABLE ).3: MESSAGE TYPE CHARACTERISTICS

N.s
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APPENDIX E

AFSS LOCATIONS AND TRAFFIC

Traffic data on the Automated Flight Service Stations (AFSS) was collected at an

early stage of this study in order to analyse the impact of their data communications on
NADIN. This analysis is now considered premature because AFSS to FSDPS connections 4l
be through dedicated lines. The AFSS traffic data is nonetheless presented here because: 1)
future FSAS plans may call for connections between AFSS and nodes other than the FSDPS,
thus creating a reed for NADIN, 2) the AFSS traffic data can be used as support information

for the FSAS design of its interna! com munications.

AFSS Description: An AFSS consists of consoles operated by specialists who access

the weather and aeronautical data base at the FSDPS., The specialists also contact
aireraft and accept flight plans from pilots and fil2 them with the FSDPS. The AFSS

stores the most recent weather radar data and AFOS graphics.

An AFSS is connected only to the FSDPS of the ARTCC region to which it belongs.
EIA-RS-449 Standard controls the electrical interface with the FSDPS, seven-bit
ASCI code is used, and the link protocol is ADCCP.

AFSS Locations: The locations and numbers of AFSSs are not finalized vet. The

general guidelines in predicting the AFSS locations are: 1) AFSSs should be evenly
distributed among states, FAA regions and ARTCC areas of control, 2) AFSSs should
be where the largest demand of general aviation users is expected. {There are of
course other considerations like existing facilities and buildings, personnel training,
etc.). The data on AFSS locations presented here does not aim to be an accurate
picture of AFSS implementation but rather a Mikely scenario" useful for any future
preliminary study of AFSS communications. The two guidelines cited above (even
geographical distribution and matching general aviation deinand) are quantified, in
conjunction with FSAS preliminary plans for autornation, to construct such a scenario.

The FAA has established a tentative list of AFSS iimplementation (Reference Y). This
list contains the locations of 61 AFSS. It was assumed that the locations which are at
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airports already having a non-automated FSS will be the first to have an AFSS. This
assumption results in Table E.1 which contains the locuations of 61 AFSSs, 41 of which
are to be implemented in 1983 at the earliest and 20 in 1988. The first 41 AFSSs are
assumed connected to the 14 FSDPSs given in Table B.1. Table E.1 gives the name of
each AFSS, its three letter identifier (or the identifier of the airport where it is
located), the state, the expected implementation time (after 1983 or after 1988), the
six digits of the area code and exchange und the FSDPS to which the AFSS will be
attached. The time of implementation is calculated assuming that AFSSs in regions of
largest demand are imnplemented first. The area code and exchange digits are inputs
to NAC's network design software tool MIND and can be translated into Bell System V
and H coordinates, The FSDPS to which an AFSS is connected is assumed to be the
FSDPS colocnted with the ARTCC which controls the airport where the AFSS is

focuted.

AFSS Traffic: Tables E.2 and E.3 describe the AFSS-FSDPS traffic. Tables E.2A and
E.2B list the various types of traffie (pilot briefs, zircraft contacts, ete.) and E.3 lists
the ratio of traffic throughput at all 61 AFSSs to Miami's 1978 FSS traffic (baseline
teaffic). Miami's FSS is chosen because it had the largest traffic at the latest date for

which figures were available (Reference 10).

The estimation of traffic for each AFSS in 1983, 1988 and 2000 is based on the
preliminary forecasts of FSS activity by the Aviation Policy Office (Reference 12
This document lists the netivity of all 327 FSSs. To determine the activity of the 61
AFSSs, it is assumed that the traffic of non-automated FSSs will gradually be diverted
to the nearest AFSS, the traffic of the smallest FSSs being diverted first.

For example, the following steps are made to obtain the activity of the
Birmingham, Al., AFSS, controlled hy the Atlanta FSDPS:

(1) For near-term, the activity is equal to the foreeasted activity of non-

automated FSS in Birmingham for 1983.

(2)  In mid~term, the FSS traffie at Anderson SC, Tuscaloosa AL, and Bristol
Tri City TN, is expeeted to be diverted to AFSSs, The sum of activity at

these three stations is divided equally between the AFSS at Atlanta (;4,

e




(3)

Greenville SC and Birmingham AL (the 3 AFSS controlled by the Atlanta
FSDPS). This portion, added to the forecasted activity for 1988 at
Birmingham FSS, gives the mid-term Birmingham AFSS traffic.

In the long-term, all the FSS traffic in the Atlanta FSDPS region is
diverted to AFSSs. The FSS projected traffic for 2000 is equally divided
between the Atlanta, Greenville and Birmingham AFSSs. This is added to
the 2000 forecast at Birmingham to give the total long-term Birmingham
AFSS activity.

E.3
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APPENDIX F

MESSAGE PRIORITIES IN NADIN

Messages have four levels of internal priority at the switches and two levels of output
link priority. In addition, network management messages have precedence for transmission
over information messages of the same link priority. (NADIN specification, Paragraph
3.3.2.2.8). The correspondence between internal priorities, output priorities and the

International Civil Aviation Organization (ICAO) (1) priorities is:

ICAO NADIN Switch Interval NADIN Output Link
Priority Priority Priority

SS 1 1

DD 2 2

FF 3 2

GG 4 2

JJ 4 2

KK 4 2

LL 4 2

The ICAO also recommends (1) that messages with same priority be transmitted in the
order in which they are received for transmission (i.e., on a first come first serve (FCFS)
basis).

Appendix H describes in detail the relation between internal switch priorities and
output link priorities. Internal priorities apply to messages processed inside the switch and
output priorities apply to messages in a partial state of transmission and simultaneously
outputted with other messages.

The FSAS specification has not assigned priorities to the various clases of messuages.

As a working assuinption, the following assignment of priorities is suggested:

F.1
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Priority 2: Flight related messages such as flight plans and flow control

messages from the ATCSCC.

Priority 3: Weather related messages which are transmitted on an individual
basis such as AFOS graphies as well as Pilot Reports and Surface

Observations transmitted by automated flight service stations.

, Priority 4: Large files of weather data coming from the WMSC and
# retransmitted by the AWP after processing. For example Winds Aloft
and Surface Observations.

With this assignment, all FSAS messages have a link priority of two. The original

NADIN traffic also has link priority of two, except for a very small perceniage of priority

one messages.

Priorities and Delays: - The effect of priorities on message delays is to diminish the

delays of high priority messages at the expense of low priority messages while keeping
the overall average delay the same. In NADIN, almost all messages have second link
priority and therefore the average delay does not significantly differ from the delay of

second priority messages.

F.2




APPENDIX G

EFFECFES OF THE FRAGMENTATION OF MESSAGES INTO ADCCP FRAMES

Messages which exceed the information length in an ADCCP frame in NADIN are
transmitted as several frames. Breaking messages into frames affects the modeling of the
transmission of messages as an M/G/1 queue in two ways. First, frame arrivals are no
longer a Poisson process, since a long message creates a "cluster”" of successive frames.
Second, the length distribution of frames (or service time distribution) obviously differs
from that of messages.

The change in arrival pattecns probably has little effect because the assumption of
Poisson arrivals is robust and usually predicts delays close to observed values (Reference
19). Therefore, the assumption of Poisson message arrivals is retained for frames.

The change of length distribution of messages when split into frames cannot be ignored
since waiting times are directly proportional to message or frame lengths. Stated
mathematically the problem is: given a message length probability density function (pdf)
px(x), and given a maximum frame length L, what is the pdf Py(y) of frame length after
messages are broken into frames? With the problem stated in these terms, a general
relation between Py (y) and Px (x) can be obtained , tut it is quite complex and unwieldy.
To obtain an approxiinate solution, the message length distribution is assumed exponential
and the resulting frames are assumed to either have a length L or be uniformly distributed.

From the assumption on frame length distribution, Py (y) is approximately given by:

Py (y) =8s(y-L) + (—1—:—” Ly <y<L

3 is the expected portion of frames having the maximum length L
5 1v-L) is the unit impulse function which is zero except for y=L
is the length of ADCCP header and trailer

L”

L' = L-L, is the inaximum length of information in a frame

G.1
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The second term in the R,H.S. of the above equation approximates the length

distribution of incomplete frames (last frame in messages). The length of the last frame of
a1 nessage c¢an have any length between L-L' and L with equal probability. This is a good
approximation, especially when the average length of messages is large compared to the
length I. of a frame. Intuitively, the last frame of message having a smooth length

distribution is equally likely to have any length between 0 and L'.
Assuming that messages have an exponential distribution somewhat simplifies the

caleulation of 8 which depends on the distribution py(x), since it is difficult to obtain B in
closed form for most distributions. It is also difficult to quantitatively assess the effect of

this uniforinity assumption on the pdf pY(y). Intuitively, the functional form of p‘((x) should

not have too much effect on the average number of full frames per message.

The value of 3 is given in general by the following (exact) expression:

. n
3 ‘Z a1 2n (*)

n=0

where:

a, = Prob (n L<X {n+1) L)

(n+1) L
- Jo  Px®dx

This expression for 8 is obtained by averaging the fraction of full frames when X is between
nl. and (n+1)1,, for all values of X. X is between nL and (n+1)L with probability a.

FCquation (*) can be put in a somewhat simpler forin as follows:

et

X

\,(x) dx

\n = p
nl,

Clearly:




Substituting An - A in Equation (*) gives, after some algebra:

n+l

A

B = 2_1 :
=1 n(n+1)

Specializing now to the case of an exponential distribution of messages:

px(x) 22}- exp -i (£ = average message length)

The fraction of frames of length L is obtained using analytical methods for the summation

of series:

B=1+1 (1-ulog, (1-u)

_ L
_exp—_—

/

These equations and the approximate expression given above for pY(y) completely

Where: u = Al

determine the length of frames.

The use of length distributions to compute delays requires three quantities: the mean
and standard deviation of length, and the Laplace :ransform P*Y (s) of pY(y). These
quantities are obtained below. Also, the number )‘F of frames per unit time is obtained as a
function of the number A of messages per unit time.

The mean Y and standard deviation oy are obtained from py(y) above, giving:
- 1]
Y =L- (1-6)2E

Yasanl L
e VA

P‘Y (s) is obtained from pY(y) by taking the Laplace transform, giving:




(t=d
R AR

P* ) gexp (L)

\ exp (1) - exp (—sl,”)l

{
The rate of frame arrivals g obtuined in terms of by setting un egublibrium condition: the
teetage wmber of mformation bits per umit time remains constant after messages are
Hroken into frames,

-, )

AY - l.”) ¥4

After substitating the values of ¥ oand L”, this gives

G.A




APPENDIX H

SWITCH TO CONCENTRATOR OUTPUT QUEUEING PROCEDURE

'he NADIN specification describes the functional characteristics of switches and

concentrators and their expected performance, and leaves the choice of design to the
NADIN contractor. The functional constraints imposed on the switeh operation by the
NADIN specification dictate the switch output queueing procedure, as explained below.

Usinyg this queueing procedure an analysis of delays showed that the FSAS files cause other

NADIN messages to suffer large deluys. A different switch operation which prevents these

delays is suggested below (See also Reference 27).

Switch Operation: The following functional constraints on swit.: operation are given

in the N ADIN specification:

Continuity of messages: For low speed terminals which cannot reassemble the

framnes of 4 message, the interframe delay shall not exceed the time it takes to
transmit one character, making the delay virtually imperceptible to an operator.

(Reference: NADIN Specification, Paragraph 3.3.2.2.6)

Flow control between switeh and concentrator: The switch will not send a frame

to n concentrator until it receives a message indicating that the output port to
which the frame is destined is free or about to be free. This procedure prevents
frames from arriving at the concentrator faster than they can be retransmitted
over 4 low or medium speed output line. (Reference: NADIN Specification,

Paragraph 3.3.2.10.5)
Switeh output priorities:  The switch has four levels of internal priorities and
messages ure queucd for output according to these priorities. (Reference:

N ADIN Specification, Paragraph 3.3.2.2.8.)

Link prioritiess  Messages are transmitted according to two levels of hnk

priority. The first hink priority is the same as the first internal priority. The




sceond link priority is assigned to messages of internal priorities 2, 3 and 4.

(Reference: NADIN Specifieation, Paragraph 3.3.2.2.8.1)

In addition to the above constraints, it is evident that the switeh must not leave the
line to a conceentrator idle if messages are available and if the econcentrator can accept their
teansfer.  To satisfy these requirements combined with the necessity for continuity of
nessiges and flow control, the following procedure may be used: if a inessage comnposed of
several fraines 's selected for outputting the switch will send only the first frame and wait
for perission from the concentrator to send the next frame (flow control). Instead of
staying idle, it will then bring for output another message (destined to a different output
port) and send the first frame. The switeh will therefore service as many ports as possible,
interspersing their frames. Also, the switch will bring in 2 new message for output only if
no frane from nessages currently partially transmitted can be sent. Therefore, the
constraint on interframe delay will he automatically satisfied most of the time. Figure H.1
represents the switeh mode of operation, ineluding the effeet of priorities. On the left,
me sages ready for output are stored in some forim of mass storage (e.g., disk). On the
right, nessages in the ontput buffer are being  transmitted, sharing the switeh to
concentrator line on a frame by frame basis. The next frame to be transmitted is chosen in
a round-robin fashion (asynehronous time division multiplexing) with the exception of
messages with the hgh link priority which are always given precedence (these constitute a
very small portion of all messages). The transfer of a message from the nass storage into
the buffer oeeurs only if there are not enough frame: to keep the switeh to concentrator
line continuously busy.

The switeh service discipline just deseribed satisfies all the constraints given in the
NANDIN specifieation and is therefore a reasonable representation of a switceh design based
on the speeification. For the NADIN level 1 traffic this service discipline is adequate since
the speeds of outpit haes at the concentrator end are smaller than the speed of the switeh
to concentrator line. For instunce, a1 message of Priority 2 will be transferred fromn mas
stora e to the output Haffer and trunsmitted over w trunk line, even though a nessaze of
Priority 4 s also currently bemmyg transmitted, because the latter message does not
nonopolize the switeh to concentrator line capaeity.,

Fao features of the FSAS traffie combine to change this desirable performance.

Forsto tac YW gnd FSDPS are cojueated with the NADIN switehes and concentrators sl

AL e able to transmit and reeowve st at specds muceh higher than the 4.8 Kbit 5 speed of




the switeh to concentrator line. Second, a portion of the FSAS traffic consists of i,z

transfers which crecate NADIN messages lengths of 16 frames (approximnatelv 477
characters). In light of the discussion of the switch service discipline above, this means (*.zn
an FSAS message of 16 frames, once transferred to the output buffer, will renain there
alone and monopolize the switch to concentrator line for the time it takes to be transmitted
(approximately 7 seconds on a 4.8 kbs line). A message of any priority arriving at such a
time will thus have to wait for several seconds, a time violating the maximum delays
recommended in the NADIN specification. The duration of a busy period during which such
delays occur depends on the length of a file and on the speed of the switeh to concentrator
line. For example, Surface Observations (which are transmitted at the beginning of every
hour) keep the switch to concentrator line constantly busy for 7 or 8 minutes. With a 9.6
Kbits/s line between switech and concentrator the corresponding duration is about 2 or 3
minutes. It ean be argued that if the total duration of busy periods each hour is less than 6
minutes (i.e., 10% of the time), then both the average and 90th percentile delay
requirements of the NADIN specification can be satisfied. It is better, however, not to take
this approach, since the delays of messages in NADIN will become unacceptable if the FSAS
makes changes in its schedules. (For instance, AFOS graphics may be sent in succession
instead of more or less randomly). Accordingly, the average of delays over the duration of a
busy period, rather than over a whole hour, must satisfy the requirements of the NADIN
specification. These large delays of NADIN I messages caused by FSAS messages suggest a
different switch operation where the switch directs its «.ttention equitably to all users.

Modified Switch Operation: Delays at the times of file transfers can always bLe

decreased by increasing the speed of switch to concentrator lines. An alternative to this
"brute force” approach is to modify the switch serviee diseipline in a way which prevents
nonopolizing use of the circuit by the file transfer messages. This may be done by altering
the queueing discipline described above to give a more "fair" treatment to non-FSAS traffic.
This approach is more fundamental than increasing line speeds between switeh and
concentrator, because it addresses the basic question of how to expand NADIN into a
network which accommodates large file transfers, in addition to short messages.
Considering the developnental stage of NADIN, it is also less expensive since it can still he

accommodated in the design phase and does not require costly hardware (high speed

modems, biplexers),
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The modificaticn in the switeh service discipline consists of transmittii_ onse
time Tro caeh message destined to oan idle output port.  Referring to Figar. Mol s
mneans that on the right, snd for euch output port at the concentrator, there i< g ouffe-
space contaiming a message destined to that port, if available, regardless of the presence of
other messages in the ontput buffer. Clearly, this remedies the blocking of inessages of
Priority 1, 2 and 3 bv FSAS file messages of Priority 4, since the delay imposed by FSAS
messages is the tine to transmit one frame rather than 16 frames (an FSAS message of
Priority 1, 2 and 3 will still have to wait for the transmission of a full 16 frame message,
since both are going to the same port and since aborting partially transmitted messages is
not envisioned). The modificd switeh discipline outlined above will not automatically ensure
the continuity of :nessages, as was previously the case before modifications, since the
switch inay send several frames destined to different ports before returning its attention to
a message under transmission. However, for the configurations and traffic anticipated for
the combined Level I and ¥SAS, such u situation is not expected to ocecur. If for future
configurations and traffie, the Lituation becomes more likely, then a combination of the
basic discipline and "fairness™ oy roach may be required. Such a combination may be
achieved by simply liaiting the round-robin to »n parainetrically set nuinber n of active
ports. That is, bring & new message into the round robin transmission whenever the number
of messages in the round robin drops below n.

The impact of the FSAS file transfer traffic is eveants of long delay. If these events
are to be avoided, the queacing proccdure empioved at the switeh must be such to disallow
monopolizing of the swit-h-to-concentrator circuit by steh traffic (or else the configuration
must be changed). An n-iimited round robin discipline '3 one such procedure. Because the
value of n to cnsure concentrator message outpul trans nission continuitv is expected to ne
large in comparison to the numbcer of ports with messages in queue with NADIN 1 and FSAS
traffic, the performuance of the disecipline ean be reasonably approximated by an unlimited
round-robin model. The appropriateness of this approximation can be readily determined
from the results of its application. If it shows end-to-end delays for message transfers over

the concentrator-to-switeh circuit of greater duration than their nominal transmission time

over the concentrator output cireuit, then the parameter n must be considered.
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L' ' APPENDIX I

PROBABILITIES OF LARGE DELAYS AND LONG QUEUES

In Appendix M, the models of NADIN links are analyzed to compute average message
delays and average queue sizes at NADIN nodes. An additional insight on the performance
of NADIN can be gained from knowledge of the probabilities of large delays and long queues.
These quantities are calculated here: 90ED percentile delays and g5th percentile buffer
occupancies. Defining these quantities by an example, a 90t—rl percentile delay of 2.4 :
seconds means that 90 percent of the messages have a delay of less than 2.4 seconds.
Similarly, the 95m percentile occcupaney is the buffer size that waiting messages do not fill ‘
95% of the time. The choice of 90% for delays is dictated by the NADIN performance :
constaints (Appendix D) while the choice of 95% for buffer is arbitrary. If needed, the
analysis developed in this appendix can be used for anv other choices of percentile values.
In t' . case of known buffer size, the probability P of buffer overflow is a more useful
quantity than the percentile buffer size. However, since the design of buffer size is beyond
the scope of this study, the value of 95t—h- percentile buffer size is retained here as a
measure of NADIN's memory require ments.

The calculation of percentile delays and buffer use is based on a bound on the tail of i
the waiting time distribution by Kingman (Reference 22). Section B.l proves the relation
between delays and buffer sizes. Section B.2 describes the result obtained by Kingman.
Sections B.3 and B.4 obtain percentile delay and buffer for a single link in NADIN. i
Section B.5 obtains the 90HZ percentile delay of a message going through several links in i

e NADIN, by convolution of an exponential waiting time distribution. Section B.6 obtains the ‘1
95t—h— percentile buffer occupancy of a node which handles several input and output links. ‘ 3

I.1  Relationship Between k! percentile and Buffer Overflow

x
1t

buffer size a node reserves to waiting messages (characters) i

b = buffer occupied by waiting messages (characters)

¢ = output line capacity (characters/second)




| = average length of messages or frames

W = waiting time
- th .
dk = k—— percentile delay
Pof = probability of buffer overflow

A message ready for transmission and preceded by b characters has to wait a time w
which is equal to b divided by the output link capacity C:

b=wC

In a strict sense, the random variable "b" only describes the size of buffer as scen by
an arriving message. However, since the arrivals are Poisson and therefore "memoryless", b
also describes the size of buffer at any instant of time.

The km percentile delay dk and the probability of buffer overflow can now both be
expressed in terms of waiting time probabilities as follows:

1]
~

Prob(w dk)

P

- B
> = 7 et
of Prob(b>B) = Prob(wZ. )
The two equations above are similar but would be usec differently in general. In the first

case the probability k is a given and the delay d, has to be obtained, while in the second

k
case the delay g— is given and the probability Pof has to be obtained. (However, since the
design values of buffer sizes are unknown, kt—h percentile delays are eomputed here). Bonth
equations, nonetheless, require the evaluation of Prob(w=2y). An estimate of this probability

is given by the Kingman's bound.

1.2 Kingman's Bound

The Kingman bound js an upper bound on the waiting time distribution of the (very
general) G/G/1 queue. It is an exponential function of time with an exponential coefficient

S0 which depends on the arrival and service time distributions.

1.2
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Prob(w>y) <exp - So¥
s = sup(s: s»0, A*(s) S* (-s)<1) .

A*(s) and S*(s) have their previous meaning and are the Laplace transforms of the
arrival time and service time pdf's, respectively. Sup (supremum) denotes the lowest upper

bound. Replacing A*(s) by its value for Poisson arrivals:

= LN g <
s, =Sup (520 iy S (-s)=1)
The value of $p can be obtained from this equation by replacing the R.H.S. inequality
by an equal sign and solving the resulting equation. S*(s) is the Laplace Transform of the

service time distribution, assumed Gaussian in this report.

[.3  Evaluation of d,
If dk is the km percentile delay, it is conservatively estimated by:

> - = 1+
Prob(w_dk) <exp-sgdy 1-k

1 - In(1-k)
b k So

For example, to get the gom percentile delay:

k=0.9
1-k=0.1
In(10)
d =
Kk So

Proof: By direct substitution in the Kingman bound, it is clear that dk is a

conservative estimate sinee, if d de , then:

1.3
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Prob(w 2d) < Prob(dek) <1-k
Therefore:
Prob{w<d) = k

1.4 Evaluation of Eof

The probability of overflow Pof is obtained by direct substitution in the Kingman's

bound:
_ B
Pof = Prob(w Z-C—)
B
< - _
<exp (s0 G

The 95—t—h percentile buffer occupancy is the value of B which makes the L.H.S. above

equal to 0.95.

I.5.A Evaluation of d,_for a Network of Queues

While the delay of a message going over several NADIN links is the sum of the delavs
over each link, it is not true that the overall 90ED percentile delay is the sum of 90m
percentile delays over each link. In the case of two links, the problem is:

Given that:

Prob(wlz xl) < exp - s,

Problw, 2x,) < exp - s,X,

What is:

Prob(w = W tw, > x)

I.4




It is relatively simple to solve this problem because the R.H.S. of each of the first two
inequalities above is the probability that an exponentially distributed time exceeds X, OF X,
Precisely, let w| be a random variable with a pdf p,, given by:

PI(X) = Sy eXp -§,X
It is then easy to verify that the first inequality can be rewritten as:
<
Prob(w, >x,)< Prob(w} >x,)

The solution of the problem stated above is directly solved in the general case of m links.

Let Wiser oW be the waiting times on each of m successive links and let the exponents of

the Kingman bound be Spre - Sy Define random variables w', . . . w’m with pdfs Ppr-- Py
given by:
pi(x) = s; exp - (SiX) i=1,...m
Then on each link:
Prob(wi 2z x) < Prob(wi' > xi) i=1,...m

It can be shown, assuming that waiting times as different links are independent, that these

equations imply (See 1.5.B below):

= > =

Prob(w Witeow 2 x) Prob(w’ Wi tL.wl X)

The L.H.S. is the probability which has to be estimated. The R.H.S. is easy to evaluate
because the w'i have exponential distributions. Specifically, the Laplace transform of the
pdf of w' is the product of the Laplace transforms of the individua} p;s- Doing this and
taking the inverse Laplace transform gives:

f:
Prob(w = w, +...w_>x)< S k, exp -8.X

S.
k. = 2 : )
1 S.-8S.

2 S N

1.5




1.5.B Proof of Inequality Regarding Sum of Variables

The above inequality is proved for m=2. The general case easily follows by induction

on m. All integrals below are w.r.t. the "dummy" variables m.

Pr (w1 t oW, > x) [Pr (w1 2 X-Wy | u) Py (u) du

= Pr (w1 > x-u) Py (u) du

< Pr (w'1 > x-u) Py (u) du
1
= Pr (w1+ Wy 2 X)
= Priwy2x-w; wp(u)du
= Pr (w2 > x~u) [i' (u) du
<

Pr (w' 9 > x-u) ;l' (u) du

1}
1Y)

Pr(w'1+w'2 T X)

1.6  Evaluation of Total Buffer Occupancy for Several Queues

A NADIN switch or concentrator simultanecusly holds several queues which
dynamically share the same buffer. It is necessary in that case to have an estimate of the
probability of overflow of the buffer in the presence of all queues. The analysis of that
problem is similar to the analysis done above since the probability that a sum of random
variables exceeds a certain value is again required. However, for a switch, the values of S,
are equal for all twelve concentrator output lines (m in general). Again, the Laplace

Al
transform of w' is the product of the Laplace transforms of the individual pi's. Taxing

inverse Laplace transform gives:

I.6




Prob (w2x) < (sox)m / um-1 exp - (sgxu) du / (m-1) !
1

The R.H.S. can be bounded using an approximation of the integrand near its maximum to

give: )

< (sox)mexp - (Sox) :
Prob (w>x) < (=TT (sox-m+1) |

and, the previously derived equation for the probability of overflow is the n used:

Pr= Prob (w B/C)
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APPENDIX J

NADIN COMMUNICATION PROTOCOLS

The exchange of information in NADIN occurs simultaneously at the physical, link and
message levels (Figure J.1). The physical protocol comprises the electrical characteristics
of the line interface with NADIN nodes and is in accordance with EIA Standard RS-422 and
RS-449 (Reference 24). NADIN's link protocol is the "Advanced Data Communication
Control Procedures" (ADCCP), which basic unit is a frame. At the message level,
information is in the form of NADIN messages composed of up to 16 ADCCP framnes. The
heading of the NADIN message contains control information interpreted by the switches and
concentrators to process the message.

The structure of ADCCP frames and NADIN meassages is described, followed by a

calculation of the overhead associated with each.

J.1 ADCCP Protocol and NADIN Messages

Link Protocol: The NADIN link protocol is ADCCP which controls information
trans:nission between stations (nodes). The information is divided into frames of at most
2048 bits, of which 48 are used for the protocol implementation. Figure J.2 shows the
structure of an ADCCP frame. The flags mark the start and end of a frame and consist of
the sequence 01111110. The address is the link address of the station receiving the frame
and consists of 8 bits. A link address can be reused on different links of the same network.
The control field contains the sequence numbers of the next frame to be received and to be
sent by the transmitting station. The information field contains from 0 to 2000 bits and can
consist of either data or ADCCP commands. The Frame Check Sequence (FCS) consists of
the coefficients of a 15th degree binary polynomial. This polynomial is the additive inverse
of the remainder of division of the ADCCP frame (excluding flags) by the CCITTV.41
generator polvnomal P(X) (x84 x12 4 x5 + 1). If no errors oceur during transmission, the
remainder of division of the received frame (including the FCS) will always be the same

(ootLLotonontLLL .
The choice of a maximum block length is a trade-off between header overhead for

small bloek lengths and erroneous frame retransmissions overhead for large block lengths.

T,




The choice of 2048 bits is adequate considering the usual error rates of the conditioned 30"
lines used in NADIN. The address and control fields can each be used in either Ha.. -
extended modes.

In the basic node the address field has 8 bits and can accommodate 126 locations
(00000090 is not used, 11111111 is a universal address). In the extended mode, the address
field can have as many 8 bit octets as desired and the total number of addressable stations >
62 (for the first octet) times 64 for each following octet. The first bit in each octet
indicates whether this is the last part of the address or not. In NADIN, the extended mode
format is used even if only one octet is present.

In the basic mode, the control field has 8 bits and allows a maximum of seven frames
to remain outstanding (i.e., unacknowledged). In the extended mode, the control field has 16
bits and allows a maximum of 127 frames to remain outstanding. The mode of the control
field is set by special ADCCP commands. The use of the basie control field is recommended
in NADIN since the extended control field is normally used only for channels with a long

propagation delay (e.g., satellite channels).

NADIN Message Structure: A NADIN message i composed of at most 16 ADCCP
frames containing at most 3888 characters (after subtraction of ADCCP and Communication
Control Field (CCF) characters). The NADIN specificat on sets a slightly smaller maximum
of 3700 characters, equal to the maximum block length handled by the Weather Message
Switching Center (WMSC).

The information part of a NADIN message is preceded by a group of characters which

provide the information needed by the switches to identify the processing needed bv
messages. Table J.1 lists the different types of information in the heading. The table gives
the minimum and maximum length in characters of each type of information, if included,
and a short descriptive comment. It also indicates whether the information will definitelv
be included in FSAS messages or whether a decision must still be made. The last column
indicates the cases where coordination between the FSAS and NADIN programs is needed.
The information on the last two columns of Table J.1 does not exclude tailoring the NADIN
message heading to specific FSAS applications. It is conceivable, for instance, that the
date-time group be omitted altogether and that the address of message originator be either
provided by NADIN or omitted. Finally, the NADIN program has not decided yet what use
to make of the Optional Data Subfield C. So, if the FSAS program needs additional

management or supervisory information not already present in NADIN messages it should




notify the NADIN program for possible inclusion in Subfield C (ho such need has been

identified in this study).

J.2  Protocols Overhead

The total traffic loading of NADIN by FSAS messages consists of the actual
infornation content of the inessages plus the extra messages, characters, or bits, which are
introduced at the message and link levels to ensure proper routing, correctness, etc. These
various types of overhead are identified below for link and message protocols. The overhead
which consists of a fixed number of extra characters is added to the lengths of various types
of messages. The overhead which results in an amplification of the number of bits per

message or mnessages per hour is expressed as a percentajle.

J.2.1 Link Protocol Overhead

From the description of the ADCCP protocol i:bove the following link protocols

overheads are identified (see Figure J.2):

Header and Trailer: The header and trailer in the basic mode consist of 48 bits: start

flag, address, control field, frame check sequence and stop flag (during periods of
continuous transmission of frames one stop flag can be the start flag of the next frame
and the overhead is only 40 bits). As an example, for a 125 character message the

header and trailer overhead is 4.8%.

Zero Insertion: A flag consists of the sequence 01111110. This sequence may occur in
the frame bit stream between flags. To prevent it from being erroneously interpreted
as a flag, the transmitter inserts a zero in the bit stream whenever it detects five
successive ones. In a previous study made for one of NAC's clients, it has been shown
that, assuming a random bit pattern, the average number of bits transmitted until a
zero is inserted in 2 x (25 - 1) = 62 bits and this results in an average overhad of 1/62 =
1.6% (the analysis consists of constructing a Markov Chain with states k=0, 1, ..., 5 and
a random variable X equal to the number of bits transmitted before the next zero is

inserted given a current string of 5-k ones). If the assumption of random bit patterns

is relaxed, the zero insertion overhead can be lower (e.g., ASCII coded characters) or




larger (geaphies containing long streams of ones) but 1t cannot exceed 175 = 204 n =ty

cse. The average overhead of 1.6'w bits is retained in this study.

Retransmitted Frames: Frames which contain errors and subsequent franes ure

retransimitted. It is shown in Section J.3 below that by assuming a bit error probadity
of lel)“b, and an average of 4 retransmitted frames for each detected incorrec!

frame, the average overhead is 2.5%. This value is used in this study.

Supervisory and Management Frames: The ADCCP uses several types of supervisory

and management frames which sre usually short. No attempt at enumeration 15 made

and the overhead is estimated to be a maximum of 3Y% extra messages.

J.2.2 Message Protocol Overhead

The main contribution to overhead at the message level is due to supervisory
information in the heading. It is not yet clear what amount of NADIN supervisory
information will be appended to FSAS messages. As a working assumption it is assumed that
the total of header and trailer characters is 36 and that the optional data ficld contains 27
characters (half the maximum of 54 characters specified in the NADIN specification) giving
a total of 63 extra characters. At the other extreme, it is assumed that if the NADIN and
FSAS program make a concerted effort to reduce the overhead, there will be 10 extra
characters.

There is also overhead due to NADIN system management messages. Without attempt

at enumeration this overhead is assumed to contribute a maximurm of 3% extra inessages.

J.2.3 Summary of Link and Message Protocol Overheads

The link and message protocols result in 4 fixed number of characters added to each
message, in an amplification of the number of bits (zero insertion) and in an amplification of
the number of messages (ADCCP and NADIN supervisory and management frames).

The extra characters added are 11 characters per ADCCP frame and either 20 or 63

characters per NADIN message.

The extra bits due to zero insertion ure 1.6%, t.e., the length of messages should He
mulitplied by 1.016.




P

e —o—————-

The extra nessages are 2.5% for retransmission of erroneous frames, 3% for ADCCP

221 mand frames and 3% for NADIN management messages. Cumulating these multiplica-

tively, the number of messages per unit time is multiplied by 1.087.

J.3  Overhead Due to Retransmitted Erroneous Frames

When the receiving station detects one or more errors in a frame it rejects it.
Eventually, the transmitting station knows that the frame was rejected and retransmits it as
well as all the subsequent frames. Since the number of unacknowledged frames ranges from
0 to 7, it is assumed that whenever an error occurs an average of 4 frames are
retransmitted. Of course, it is possible that one or more of these frames be in error. The

following sequence of events can happen when Station A transmits a frame to Station B,

given that p is the probability that a frame is erroneous.

With probability

A Transmits B Transmits
1 information frame 1
1 supervisory frame p
4 information frames p
. : 2
1 supervisory frame
2
p

1anformation frames

A~ i oresilt;
;)‘4p*p2+4p2*..

Expected numbher f overhead frames

-2
Sp o opT L.

p
1-p

e A

R




This model assumed that bi-directional transmissions between Stations A and B occur on the
same link while in effect, with a full duplex connection between FSAS and NADIN, traffic in
opposite directions actually goes on separate lines. However, the above model remains
valid, assuming that traffic is the same in both directions, since the overhead figure on the
A to B link, say, can be interpreted as the superimposition of retransmission and supervisory
frames going from A to B.

The probability p that a frame of m bits is incorrect is now computed. With a bit error
rate BER, p is equal to one minus the probability that none of m bits of the sequence is in

error.
p=1-(1-BER)™

assuming a bit error rate of 0.5 x 107°

and assuming 1000 bits in a frame gives:
p = 0.004988

and the average overhead is, from the above equation:

Overhead = 2.5%




Name of [Header Length Comment
Min Max Assumed

‘e ssage Heading

Stact o meacing 2 2 2 Same for all messages

SLIee siae s inlor nation 2 A9 7 Transmission identifieation.
Not mandatory when recovery
is not required.

Priority 2 2 2 One of seven priorities

Addresses 4m 9m 9 One message can go to m locations

Nate Time group 6 6 6 Day, hour and minute
message was prepared.

Vlessage originator 4 9 9 Address of originator

Length Subtotal 20 35

Subfield A of Optional Data Field

Message type 3 8 e.g. Graphies, Baudot

Privacy 2 2 Type of privacy

Acknowledgement 1 1 Defines type of system
acknowledgement

Billing 1 1 Class of billing

Text code and format 22 For non ASCI texts

Text length 4 4 Mandatory for graphics

Subfield B of Optional Data Field

Authentication key 6 8 For privacy

Passiole duplicate

message 3 3 Used in case accountability
is needed during recovery

File number ? ? ADP file number

Data Sequence Number 2 2 For messages exceeding 3700

characters.

Subfield C of Optional Data Field

Additional information now undefined.

Total length for A,B,C 27
Message Text 0 3700
Vessage ending 1 1 1 ASCIH ETX
Total overhead 45 129 63
Key: Y = Yes

N.D. = Not Decided

F = FSAS responsibility

N = NADIN responsibility

F,N = joint FSAS and NADIN responsibility

Table J.1: STRUCTURE OF NADIN MESSAGE
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APPENDIX K

QUEUEING THEORY CONCEPTS AND RESULTS

All NADIN links are nodeled as M/G/1 queues with the exception of the switch to
concentrator links at the times of file transfers from AWP to FSDPS. The inputs to an
VI/G/1 model are traffic statistics: message length and arrival times. The outputs are
average message delays. The explanation of an M/G/1 model and the model's results are
given below. The assumptions and analyses made to put FSAS traffic statistics in a forin
usable in the M/G/1 model are also presented.

The concept of server is basic to queueing theory. A server is a utility which is in
demand by several users, spends time servicing each, and requires users which arrive during
the servicing of another user to wait. In the NADIN context, the server is a NADIN
backbone line, users are messages, and the service time is the transmission time of a
message over a NADIN backbone line, also equal to the number of bits in the message
divided by thc line speed in bits/sec. The system composed of a server and waiting users is a
queue. The \1/G/1 queue is a special type of queue: theo interarrival times of messages are
exponentially distributed (Markovian arrivals), the service times have a General distribution,

and there is 1 server.

Definitions: The service time t (time of transmission over the line) of a message of x

bits is given by:

t‘:

S second

[@lks

The message length and serviee time distributions are therefore the same except for
the factor C in their argument. In the NADIN's model used, message length statistics

are replaced by service time statistics.

t, = ti.ne between two inessage arrivals

X o .
L, -~ service time of nomessage




i M <ot R, 27 e NPT~ * 7 AT * - J O it ol D s e SR ache

tw = time a message waits for transmission of previously arrived messages

tq S "queueing" time or total time spent in system

The corresponding probability density functions are a(t), s(t), w(t) and q(t). For

example,
a(t) dt = Prob (ta is between t and t + dt)

The averages of the times defined above are denoted with a bar, e.g.,

o«

T, = Average (t ) = / t a(t) dt
0

The standard deviation of times is denoted by o, with the appropriate subseript, e.g.,

g 2
S

(Standard deviation of ts)2

[ (t- Fs)z s(t) dt

The Laplace transforms of the probability density functions (pdf) are used to obtain
th
90—

appropriate upper case letter, and an asterisk distinguishes it from the Probability

percentile delays (Appendix I). The Laplace transform of a pdf is denoted by the
Distribution Function (PDF), e.g.,:

*cx
A*(s) = Laplace Transform of a(t) = / e St a(t) dt
0
Sirnilarly, the Laplace transforms of service time, waiting time and queueing time are
S*(s), W*(s) and Q*(s), respectively.

In NADIN's model these operations on time distributions (average, standard deviation
and bLaplace transforins) are specialized to the exponential distribution for arrival

times and to the Gaussian distribution for service times:

K.2
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Arrival times: NADIN and FSAS traffies have only two types of arrival time

statistics: scheduled and unscheduled. The scheduled arrivals are FSAS file transfers
which occur at predetermined times. They are usually long and come to the NADIN
over high speed lines, and are analyzed independently of the M/G/1 model in Appendix
N. The interarrival time distribution of unscheduled messages is assumed throughout
to be exponential. Mathematically:

a(t) M

Ae

>
1]

Average number of messages arriving each second.

Usually, exponential interarrival times adequately describe message arrivals in real
networks and predict delays close to measured values (Reference 19). Messages with
exponential interarrival statisties also have the "memoryless property": the arrival of
a message is independent of past arrivals. This property simplifies the analysis of a
queueing model developed in this study (Appendix M, Paragraph M.4).

From the definitions above it can be shown that the average, standard deviation and

Laplace transform for exponential arrival times are:

- _ 1

ta——}—\

02: _1.

a A2
- A

A*(S)— ST)\

Service times: The messages flowing in NADIN have widely different length
distributions (i.e., service times). The length distributions encountered are the
uniform biased exponential and normal distributions and each of these appears several
times with different means and standard deviations. It is not possible to analytically

handle all these distributions and an approximation is called for.

Let




m = number of different message types

Si(t) = service time distribution of message typei(i=1, 2,..., m)
A; = average number of messages of type i arriving each second
A= >\1 + ..+ Am = total number of messages arriving each second
s(t) = aggregate service time time distribution.

It can be shown that:
s= 3 Ops)®+ .t a5 (1)

It is unwieldy to keep the different distributions Sqr e S in the analysis of NADIN's
model. The Gaussian (bell-shaped) distribution is a reasonable substitute for the
aggregate service time distribution s(t). This Guaussian distribution is assumed to

retain the mean and standard deviation of s(t):

T \2
t-t
_1 exp—% 3 t20
Von ! s

s(t) =~
os
o!=¢ ‘I—Q(f /d)}
s % s’ s
where
1 2
Qy) = — / exp -(u“ /2] du
vVar y ( )
~ 1l __ exp-(y2/2)
2n(y“ + 1)

The last approximation is taken from Reference 20.

It remains now to calculate the mean and standard deviation of ts as a function of the

S

medns and standard deviations of t ., .. , t. . A relatively straightforward
1 m

calculation gives:

K.4
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2 = _ N2
o +(tS- t)

m

1 i i

Given fs and gy the pdf of service time distribution is completely defined by the

Gaussian approximation for s(t). The Laplace transform of s(t) is obtained by

integration, giving:

*(g) = 98 _T Y
S*(s) ;; exp s {s/(Z a:) ts)}Q (s0g- t /o)
The arrival time and service time distributions to be used in the M/G/1 queueing model
are now completely defined by their mean, standard deviation and Laplace transform.
The mean and standard deviation of service time are also further defined in terms of

the statisties of the various messages types.

Solution of the M/G/1 Queueing Model: Pollaczek and Khinchine solved this model and

obtained the Laplace transform of the waiting time distribution as a function of the

Laplace transform of the service time distribution. With a Gaussian service time
distribution, the queueing time distribution cannot be obtained in closed form.
However, a corollary to Pollaczek and Khinchine results gives the mean queueing time
as a function of the mean and standard deviation of the service time (Reference 22) as

follows:

Mean queueing time: The queueing time tq is the stm of waiting and service time.

tq=ts+tw

The mean waiting time is given by

_ 2
t =2t 1+ o
w S S

2 -2 T
/ )/2 (1 —MS)
In Appendix I, the 90m percentile waiting times are obtained independently aof the

M/G/1 model by using the Laplace transforms of the arrival time and service time

distributions.




APPENDIX L

NADIN QUEUEING MODEL

The delays encountered by a message in NADIN are waiting delays (waiting for a line
to be available) and transmission delays (length of message divided by speed of the line).
The sum of these is called the queueing delay. This appendix presents a model of NADIN
and indicates how total path delays are obt.ined from delays on links.

The method to obtain the queueing delay is to calculate the delay on each link of the
message path and then sum up the delays. This "decomposition" of the network implicitly
assumes that the arrival of messages at a link are independent across the network. This
assumption usually gives good results, although it is not exact except in the case of
exponential interarrival and transmission time distributions (Reference 19).

The analysis of delays in NADIN consists of isolating the three basic backbone links
(switch to concentrator, concentrator to switch and switch to switeh) and constructing a
queueing model for each. After that is done, the message statistics are put into a form
suitable for use in the model. Finally, the actual delay figures are obtained as a function of
line speeds, eventually chosen to satisfy delay requirements. Delays are calculated in two
different situations: at times of file transfers and at times between files transfers. The
delays at the times of file transfer condition the design sinece these delays must conform to
the limits set in the NADIN specification. At other times, delays are an indication of the

better performance which can be expected by the user.

Link Decomposition: The purpose of modeling NADIN is to determine the delays
incurred by messages when the FSAS traffic is added to the initial NADIN traffic and,

accordingly, to determine the necessary line speeds in NADIN. The delays to be
obtained are the delays of FSAS messages and the delays of the original NADIN
traffic. These delays are obtained in two situations. First, at times of normal FSAS
operation when only unscheduled messages are sent. And second, at times when large
files are transferred from the AWP to the FSDPS or between the AWPs. To specify
the delays obtained, Figure [..1 shows the different types of links modeled, labeled

from A to G.




A is the link from switch to concentrator.

B is the link from concentrator to switch.
C is the link between switches.

D is the link from AWP to switch.

E is the link from switch to AWP.

F is the link from FSDPS to concentrator.
G is the link from concentrator to FSDPS.

The total delay of a message going from AWP to FSDPS, for example, is the sum of
transmission delays over links D, A and G plus the delays waiting for transmission over links
D, 4 and G.

In Section 3.4.3 three delays are defined: entrance delay tE’ network delay tN and

exit delay t‘(' The entrance, network and exit delays are calculated for:

- FSAS Messages
Unscheduled weather reports from AWP to FSDPS

Flight plans from FSDPS to colocated or remote ARTCC
Flight plans from one FSDPS to another FSDPS

- NADIN-I Messages
From a device connected to one concentrator to a device connected to

another concentrator, and such that the concentrators are connected to

different switches.

An example shows how these delays relate to the delays on links A to G defined above.
Consider the total delay incurred by a message going from an AWP to an FSDPS.

The message has to wait for access to the AWP to switch line and for transmission
across the AWP to switch line. By the end of time ) {(entrance delay) the last character of
the message is received at the switch. The entrance delay is thus equal to waiting time plus
service time over link D from AWP to switch (Figure L.1).

Similarly, the network delay ty of the messages is equal to the waiting time plus

service time over link A from switch to concentrator.
The exit delay Ly is equal to the transmission time over link G from concentrator to

FSDPS. The values of tE’ ty and tX for a message are therefore the sum of delays over




all links included in that message path. The delays over all links from A to G are calculated

separately. The calculation of the 90m percentile delays over a path composed of several
links is more complex and resolved in Appendix I.

Each link is modeled as an M/G/1 queue, with the exception of the link between the
NADIN switch and the NADIN concentrator. That link is continually busy at times of file
transfers and the assumption of Poisson arrivals is no longer correct. Link C between the
switches is also a special case. This link physically consists of two 9.6 Kbits/s lines. It is
assumed that one of these lines is dedicated to the FSAS traffic while the other is used to
transmit the original NADIN traffie. This assumption is reasonable since it shields the
original NADIN traffic from the effect of FSAS file transfer. In actual implementation, the
FSAS and original NADIN traffic might be mixed over the two physical lines, but an
adequate service discipline will give delays at least as good as the delays predicted here.

Finally, when the M/G/1 model is used to calculate delays on a link, it must be
ascertained whether messages or frames are the basic unit of transmission. For instance, on
the switech to concentrator links, messages going to the same concentrator output port
follow each other, while messages going to different output port are interspersed.

L.3
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APPENDIX M

SWITCH TO CONCENTRATOR LINK MODEL: BUSY PERIOD

The NADIN switeh to coneentrator link cannot be modeled as an M/G/1 queue at times
of file transfers because the AWP sends frames continuously, and arrivals no longer form a
Poisson process. A special model developed here analyzes delays on the switch to
concentrator link during file transfers. The analysis of that link depends on whether the
switch output queueing procedure is consistent with the NADIN specification or whether it
is modified. The analysis also depends on whether unscheduled FSAS messages or NADIN
messages are considered.

The delays of unscheduled NADIN traffic with an unmodified switch operation
obtained in M.1. The delays of NADIN traffic with a modified switch operation are obtained
in M.2 with the details of the analysis in M.4 and M.5. Finally, Section M.3 considers the
delays of FSAS messages.

M.1 Delays of Unscheduled Traffic (Unmodified Switeh Operation)

An unmodified switch discipline means that a long FSAS file message can monopolize
the switeh to concentrator line once its transimnission is started. A message arriving during
the busy period has to wait approximately for the time it takes to transmit such a message

and all other unscheduled messages arrived in the mean t.me. Let
L: length of a file frame = maximum length of a frame = 2.048 Kb
C:  capacity of switeh to concentrator link

\:  total average number of frame arrivals per second for all NADIN [ traffic (or

FSAS unscheduled messages)

ol

average length of frames for NADIN | traffic (or FSAS unscheduled messages)

t average waiting time for NADIN [ traffic (or FSAS unscheduled messages)




The time to transmit a file frame is L/C. The number of unscheduled frames arriving during
such time is L/C, and each of these frames is transmitted in a time x/C. On the average, &
frame has to wait for half the time to transmit a file message of 16 frames and for the time

to transmit the unscheduled frames arrived during that time. Therefore:
T =lasL/c+16 Lx/ch
w2 -

This equation applies to both NADIN I traffic or unsecheduled FSAS messages which have

higher priority than file transfers.

M.2 Delays of Unscheduled Traffic (Modified Switch Operation)

The concentrator has m cutput ports (m=16 for the sum of initial NADIN traffic and
FSAS traffic). Accordingly, the switch creates m queues, one for each of the output ports
and takes at most one frame at a time from each gueue. Let the first queue be composed of
the messages going to the FSDPS. [t is assumed that at the time of file transfers this queue
is "infinite" in the sense that it will always have a frame available for transfer. The
objective of analysis is to find the delays associated with each queue, except the queue of
messages going to the FSDPS which 15 trented scparately in M.3 below. The guiding idea in
solving the problem of simultaneous queues is that each of them can be separately modelled
as an M/G/1 queue. The "service time" seen by each of them is equal to the time of
transmission over the switch to concentrator line plus the transmission time of messages

going to other ports. Let:

—
g
il

service time of a frame from queue k

s,k
Pro = probability that queue k has no frames when examined by the switch
’
(p1 0° 0 because there always are frames available from the AWP)
’
tc K - time used to serve queue k in a cycle of the switch (tc K= 0 if there is no
’ ]
frame in queue k).
T = time taken by the switch to go through a complete cycle of service to the
m queues.
Tk = time taken by the switch to service all queues except queue k.
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All the times above are assumed to be steady-state random variables. From the definitions:

0 with probability Pr o
’

‘c,k:
ts,k with probability 1 - Pk,0
m

T = 3, tek

k=1

In queue r, the service time of a frame appears to be the actual service time of the frame
plus the time it takes for the switch to service the remaining queues. This apparent service

time is denoted by t'
s,r

1 —
ts,r N tsr‘“LZtck

14 k#r b

So, queue r can be treated as an M/G/1 queue with a service time equal to t's r The
’

average of this service time and its standard deviation are used in the Khinchine-Pollaczek
(K-P) formula for delays to determine the average waiting time (not including the average
service time). From the K-P equation given in Appendix K:

' 2

—_ 2 —
' -
w,r t S,r p[‘ (1 +g,l‘ / tS,I‘ ) / 2(1 I;‘)

This average waiting time represents the average time a frame has to wait for frames
already in the aueue. When no frame precedes an arriving frame, this frame still has to wait
*
a time Tr for the switch attention (to be calculated), and this occurs with probability Pr.o:
b
The total queueing delay is the sum of these waiting times plus the actual transmission time
over the switch to concentrator line.
— — * —_
+ +
q.r tw.r pr,O Tr ts,r
This equation gives the average value of total delay for all queues, except the FSAS queue.
1
and g . To calculate

s,r’ s,r
that:

The first component, ?w pr Was given above as a function of t
’

these quantities, it can be shown from the definition of te and t’s

K

K
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2 _ 2 =2
dox = (o) oy * Pio (1P 0) tsk
t = T+ t

s, srt et Cok

2 '
Isr %s,r * éﬁ %,k

The above quantities can be expressed in terms of the average and standard deviation of the

cycle time T of the switch. First:

; tc,k 3
, g; 2
I =1 ok

. . = 2
Then, using these expressions to calculate tS r and o p BIVes:
? ?

T

ts,r' - pr,O ts,r‘+T
2
2, _ 2 2 _ -
Ospr ~ 0T+pr,0 g,r pr,O (1 pr,O) ts,r

*

The second component of the equation for total queueing delay is pr,O Tr' The value

of pr,0 is computed below. As for T;’ it is the time which a message arriving in queue r has

to wait for the switch attention, provided queue r was empty. This time of cycle

completion, or residual time, depends on the time Tr it takes the switeh to service all the

other queues. In Section M.4 below it is shown that the average of the residual time 1S a

function of the average Tr and the standard deviation 7 of the time Tr’ as follows:

cul E + _[ﬁ i
2 2 Tr |

|

To evaluate Tr’ and " it suffices to note that Tr is the difference between t;,r and

te o which are the time the switeh takes to service all queues and the time the switch takes
b

M.4




to service queue r, respectively,  Using this fact to caleulute the average and standard

deviation of T  gives, assuming independence of T.and t
N Y

- 1 _
lr - ts,r tS,r‘
— .} -
TL tS,I" B tS,[‘

(l.‘? = '2

r ‘s, s,r
- Gk o ( Ve
B ap - Pro’ 75, " Pryo 1- Pr0’ “sr

The values of —11 ana o are sibstituted above to give T;. This derivation of T:, which
is the major component of the gueueing time, is of general applicability and can be used if
there are several fiie transfers, by different users, between switeh and concentrator. In the
special case when only FSAS file transfers are present, the above expressions can be
interpreted intuitively to give a quick approximate estimate of queucing delays.

First, the time to service an FSAS frame is nearly constant, becususe mast such frames
are a full 256 characters. Secend, the time to serviece an FSAS frame is the major
component of the switeh eyeling time T. These two facts together indicate that the
standard deviation “r is siall compared to the average T. In practiee, it will also be truc
that the probability pr,D that a port other than the FSDPS is idie is very close to 1, because
the average traffic load of cach port is quite smal)l compured to the capacity of the switeh

to concentrator link. Putting these fucts together, it turns out that:

—i
*
/
Nl_,'-i‘
4
ot ~31

These approximations underestimate delays by only a small muargin.  To simplily the
expression for queueing delay further the waiting time Cwr is neglected because it is very
¥

smull due to the low utilization of the switeh to coneentrator line by queue r. Summarizing

these results:
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|
° The utilization ¢ created by the non-FSAS messages is equal to the sum of

products of arrival rates and service times.
) T is equal to the average service time of an FSAS frame divided by (1 -#).

) The probabilities Pp o that a queue is empty are equal to one minus the product
y

of Tand o,

_ .
® The quantities Tr and #/, are computed and then the time T waiting for switeh

attention is evaluated.

_t
) The quantities t
s,

and as' . are computed and the waiting time :‘-w r in the queue
* b

14

is evaluated.

e  The total queueing time fq . is given by:
’
_ _ _*
= + T +
tq,r tw,r pr,() Ir ts,r

\M.3  Delays of FSAS Messages (Fife Transfer Periods)

The FSAS unscheduled messuges (e.g., VFR flight plans from one FSDPS to another)
suffer more delays than other messages in NADIN, because they share the sume output
circuit {at the concentrator) with file messages. Since priorities are not preemptive, an
FSAS message of priority 2 or 3 has to wait for the completion of transmission of any
previously arrived file message.

A message going to an FSDPS that did not originate al the AWP is sutomatically
handled in priority order by the switch. However the priorities of messages coming from the
AWP must be established by the AWP. Messages of the same priority will be served in first-
come-first-served order at the switeh. Sn, unless the AMP interlcaves these short
unscheduled messages between file messages, they will not be sent until the file is
transmitted (i.e., a inessage has to be sent early to be reccived early). Also, the presence or
absence of flow control between an AWP and n NADIN switeh has not effect on the delays

1 of FSAS messages of priorities 2 and 3: in the cuse of flow control they will be sent by the

AWP as soon as possible, and in the absence of {low control their higher priority will be
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recoguizea by the switeh, The delays of non-scheduled FSAS messuges are aisd not alteelod

~hetber the switel service discipline as interpreted from the NADIN speciiiration is

ehanged or aot The modifications affect the servicing of messages gomg (o Miferont

concentrator output cireuits but messages going to the same output circuit still recerve the
same treatment,

The delavs of FSAS unscheduled messages at the times of file transfers wre the sa:ne
arotoose tocwitieh NADRIN [iraliie would be submitted, if the switeh operation as interpooted
Pream the MADIEN speeification was not modified.  Tiercfore. the delny eqguitiag o

Seetion VLT 0 anphes to FSAS messages.

M4 Residual iife of Switeh Cvele

The Mresitual’ d@fe of the switeh eyele is the amount of time o ihessdage aroviny in

quene rohas to wait until the switceh gives it attention. The average of residusl life is net
el o general eaual to audf the uverage eyvele time, (A discussion of this apr srent paracos
Is given on Heterenee 210 pp 163 - 176}, The exact solution of the problem is roven in ke

515 of thet text and reproduced tiere in with uppropriate change of notation:

k= 2

_* !}. (2
T R
' )

VLA Switeh Cyzie Time and Frobabnlity of Concentrator Qutpul Port ldleness

The protability Pr g that the output port r of a concentrator 8 wdic v ¢nleulited, g9
’

well 75 the nvernge tine T the switel takes to serviee all the qgueiue:. of fraines gestined to

. . . . . . th .
various outputl ports. The derivation relates the number of frames in the r= queue in
sueeessive switeh eyeles. At steady state, the number of frames in successive cveles is the

same random variable and thercfore a set of ecqualities from whieh p 0 is obtained 1%
Iy
established, Define:

Pun) - Probability of m {rames in the queue when examined by switceh (m=0, 1, .0

Time sinee the swit*h last exsmined queue ry given thaat (e muenue was

emptly in previous eyele.




t' = Time since the switch last examined queue r, given that the queue was not

empty in previous cycle.

N = A, t = (Average number of arrivals during t).
v = A\, t' = (Average number of arrivals during t')
Qlm) = Probability of m arrivals during t.

R{m)

It

Probebility of m arrivals during t'.

From the definitions of service times in Section M, 1:

o=t

The steady state equilibrium conditions of the queue cun now be set. If the queue was
previously empty the number of frames is equai to the number arrived during time t. If the
queue had one or more frames, then the number in the queue is equal to the number of
frames previously there minus thce one frame serviced plus the number that arrived during

time t'. The state transition equations are (Sec Figure V.1):

[
P(m) = P(0) Q(m) + é:n P (n+1) R(m-n)

The assumption of Poisson arrivals makes it relatively easy to solve this set of
equations (m=0, 1, ...). From the definitions of Q(m) and R(m):
m

Q(m) = X exp (-=x)/m!

ROm) v exp (-v)/m!

M.9




vinluptying the expresszion for P(m) by 2" and adding gives the "generatig fonetion

AN

Nzyo= PO+ 2 PL1) 7.? P2y + ...

=

- x
= 2]-4” PO Q(m) 2™ + E : 2 P(n+1) R{m-n)
' m-=0 -0

Qo) nnd Rin-n are replaced by their values in terms of x and v 'i'o solve this eguatinn ror

sizh The

(Al

Sives oiz) as g funetion of x snd v, Let:

.
{7 bamt (07 2k (1-7)
%
!
vl - ; RO oxg - v (1-2)
et )
NS

It can be stown thut:

oz) - oy 7))

' 7 - t(7)

The 1 1.8, expression is indeterminate for 7 -1.

r{zY ubont 2. s finally gives:

[ ,:.‘-
Py e
(e x-y)
wherao:
x - At
r
- ) \ -
y - 1

trom the definition of t, t' it can be shown that:

—
)

I+ PL) ts,k

M1

It ran be evaluated by expandin

(<2
o

eroot wonmation between noand m ois then inverted i the sceora (ers, o s

HS above. Those opeorations make plz) appear in the R.H.S. Solving ihe eouation hen

alz) and




t -t= t.s,k

Substituting the cxpression for P(0) gives, after simplification:

P(0) = 1-2 T

~ JV _
) (1- pr,(J) ts,r
l‘:
_ m L
= ts,l v /\r t‘,r [
r=2

Solving for T gives:

b1

:]: = --*_‘.SJ..____
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APPENDIX N

QULUE AT NADIN SWITCH DUE TQ FILE TRANSFERS

When large weather files are transferred from an AWP to the FSDPSs, frames arrive
at the NADIN switeh faster than they can be retransmitted to conecentrators. This appendix
calculates: 1) the maximum buffer occupied by frames as they aceumulate at the switeh, 2)
the duration of the busy period created by the file, and 3) the average length of frames
arriving from the AWP (this average length is used in delay calculations in Appendix M),
Numerical values are obtained in the ¢ase of transmission of Surface Observations and Winds
Aloft files. These files arc the largest weather files and they are also transmitted within 3
minutes of each other when both present {twice a day). With a 4.8 Kbits/seconds trunk line
between switches :nd concentrators, Surface Observations arrive to the switeh before the
transinission of Winds Aloft file is completed. The busy period duration in that case is the
sum of busy periods durations of the two files while the maximum buffer occupancy is less

than or equal to the sum of buffer oecupaney of the two files.

Assumptions: The analysis assumes that:
[ there is no flow control between an AWP and a NADIN switch,

. the interf{ace speed between AWP and NADIN is equal to 9.6 Kbits/see. (If
one of the higher speeds permitted by the EIA-RS-449 Standard is used, the
backlog of iranes will be higher and almost equal to the file length. The

busy period duration will remsin the same).

° A frame waiting for the switch attention is not duplicated, even though 1t
Is going to 12 FSDIPSs, because of multiple addressing. If the internal
switch operation requires duplieation, then the size of buffer computed

here should be multiplied by 12.

Definitions: The busy period modet uses the tollowing parameters, some of which have

previously been defined and are relisted for conventence:

il




u!'

I”n(t)

X :
MAX

GonTH S W e st e of o frbe trapenntbed ey e A g e

U NOVIYIN ety

mite at which an AWP transmits unscheduled FSAS framec to « NADIN

switeh,

Ple st owhies sourees other than the AWP transimit frames to an FSDP~ via
CN Ay swater e, acknowledgements Tor IFR flight plane sent by axn

TN

L.

(N

average lensth of unscheduted FSAS frames going from san AWE to an

FSDPS,

average length of unscheduled FSAS frames going to an FSDHPS fromn

sources oither than the AWPE,

number of uns cheduled FSAS frames transmitted by an AWP to the NADIN

switel daring (4, U.

number of ynseneduled FSAS frames transmitted to the switeh by scweds

otbter than on AWP during (0,1,

nember of (e frames arrived at the switeh during (0, Y,

" F(U: totat number of T'SAS frames coming tron the

AWP to the NADIN switeh daring (0,t),

=m0

maximum size of queue at the switeh during busy period (in Kilobits),
time between thie arrivals to the switeh of first and [ast frames of a file.

duration of busy period. {period when there is a backlog of FSAN s es it

the switeh),

S )




C: Capuacity of switel to concentrator link in Kbits/s,
\‘1: Cuapaeity of AWP to switeh link in kbits/s.
H: Throughput in Kbits/sec of all messages transmitted from NADIN switeh to

conccntrater, exeept AWP messages.

(i Chroughput in hbits'see of all messages transmitted from NADIN switeh to

coneentrator, execept AWP file messages.

S(.I,AWP: wverage length of FSAS frames coming from the AWP during busy period.

;1: average tength of FSAS frames going from a NADIN switeh to a NADIN
concentrator during busy period.

;k: average length of o frame from queue k (k=1, 2, ... m)

L: length of a fite trame = maximum length of a frame (2,048 kilokits).

0 average nuwmber of fraine arrivals from queue k (k=2, ... m).

Results: The results of a queueing analvsis of switeh traffie auring file transfers are

given and interpreted. ‘The procfs are given next.

1) Buffer occupaney: The maximum occupancy of the switeh buffer in Kbits during

file transfers is given by:

LI" (1 ——(—J—U—) /(1 - _lil‘,z,b_ ) N.1

X o= <
mnax (1 1

I

The numerator in the R.HL.S. ratio is always less than one, with C-H representing
the switch to conecentrater capacity available to AWP transmissions coneurrently with
other messages of total throughput I Khits/sec. The denominator is nlso less than one

and represents the AWP unscheduled messhges, which a file has to contend with for

transmission,




itthe Anw b to switeh interface has a speed (",‘ Bizhoer than S.6 Kot soe, s ade

possihle by the EIA-NS-319 standard, then Bquation N.1 shows that x Al e

1AX

Dooxt nately equal o the file tength ['F" This is intuitively clear, a< o Tl aill then

vewve very raptdly at the switeh and constitute the bulk of the waiting quear thers,

since few unscheduled messages will have arrived at the same time.

. Dasy perostduration: The duration of the busy perod ereated in "0ATHIN by ¢ Tl

s for s

N,

r

This equation has A straightforward interpretiation:  the time to trap~7 - s ‘il
fron start o end along with other messages is coqued o the length of 1he Tile avicted
athe capacity of the switeh o concentrator line remuining after subtraction of 1
throwthout (3ol other miossnges.,

1) Merare USAS e Tengths The sverage length of all FSAS frames waiting at

the switeh for transinission to an FSEPS s given by:

- ‘ e’y
N E [ ?,_AMM e .
1 (. U . IXe YLD
I LA RTILEAES

Pl rornre dength above is elose to but less than the full length L oof file franes

whieh constitute tae majority of frames waiting nt the switch., and '1‘ are the rates

1
of unscheduled USAS frame wrrivals from the AWEP and other sourees, respectively.

Equation N.1 is proved in two steps: 1) the value of tr (time when (he last frame of
the file arrives at the switch) s obtained and 2) the maximuni lenoth of the queue is

abtained by assuming it equal to the length of the queuc at time lP. The time e i3

ntained by setting an equilibrinm eondition on the munber of bits arriving at the

switehs at time o0 the namber of hits arpived over o line of oo “] reoequal to the

i

oottty e Slns the nuenner of ans<ehedotod Hits arrived jnotpoae b
I

et el s e e




Solving tor tl‘:

L,
t}.‘ = —__._____}v ——— -
(1-- R J/(‘!)

('1 1.L

The nimber x(1) of bits in the switeh queue is cqual to the number of bits

arriving over 2 line of speed l“]. plus bits of frames arriving [rom nll other sourcess

from the AWP minus bits transmitted over a hine of speed C. (It is assumed thut the

size of guoeue at the onscet of & file transmission is negligible):

’__' \ -
O =Ctr 0 x, 2 X -
t , b ‘1\1,L" 1-5\':\')[ t

k #

N

= ((,‘] - C i

Substituting the wvalue of tl-‘ in this cquation gives X Equation N.1 s

obtained after rearranzement of terms.

max’

Proof of N.2 (busy period)

Equation N.2 is obtaincd from a simple equilibrium relation: the number of bits

transmitted over a line of eapacity ¢ during t,, is equal to the length of the

B
transmitted file plus transiitted bits from ol sourees during the same period:

Solving for tB gives Fquation N.2.

Proof ot N.3 (average length of FSAS franwes from all sources)

The average length of IFSAS frames (file, AWP unscheduled, other sources
pascheduled) is equat to the total number of bits requiring transmission in time 1

civided by the number of frames transmitted over the same time, i




”L"""‘_":_':.a"—-.—-.--—- Lo innshetiendies ot - =
U Total shoceo ol FSAN bits reqguiring tratsini=sion over the swalen U
concentrator Boe i tUme Ui egual to the number of bits cotnin, over the 5w o
eed T adus ity of rnmeheduled FSAS miessanes from othier sources, Davic. g o0 L
1
Tt prnber of fraites requicing tranmission gives:
.
\ T+ N t
- i 1 L
\V o - v
Choonrber s Doy U Ueoges sogvine o the AV P Lo the switeh e o v 0 e
ol

nic e s unsencdied frames plus the nainbher of file frames

e nureher of Gpcebeduled Senmes s given by

P aaimiber of i feaises s equuae to the total number of file hits arriving #t the

switedhy oo By the Jengtt T or a (e frenie,

“ ., oy

Substituting the vabies f i ton K{U snd o () in the expression for v, e

N
Prerde

Caletlutions: Two vies e eonsideced:s Winds ATt and Surface Quservations, broa
Aosends O these Ties have denciths of 7RG and 84506 Koits, respectivelv, The fength ot

th

Ples s mereased 1o osccount for link and message overheads.  Table 4.6 gives

vitluos ot 0w e ¥
i N 1

.

e

s e ey



APPENDIX O

DELAY CALCULATIONS

Delav ealeulations are based on the results obtained in Appendices G, I, J, K, M and N.
These ealeulations are ot time quite complex and computer programs were develoned to
perform them. This appendix illustrates some of the calculations done to evaluate NADIN's
performanee #t times of file transfers: average delays, gpll percentile delays, probability
of interframe delays for a message going from a AWP to an FSDPS; the switeh und
concentrator buffer requirements for a 5% probability of overflow. Calculations assume an
overhead of 63 characters in the NADIN message and a 9.6 Kbits/s line speed between
switeh and conecentrator.

The path from AWP to FSDPS consists of tinks D (AWP to switeh), A {switch lo
concentrator) and (i (concentrator to FSDPS). The total average transmission time Y< is the
sum of transmission times over these three links. The transmission time over each link is
equal to the average length of unseheduled AWP inessages (1.501 Kbit) divided by the line
capacities.

fs = 1.501 + {(1/9.6) C1H/9.6) + (1/4.8)} = 0.625 second

The average waiting time {w is the sum of waiting times over the three links (See Tabie

1.1
t, =0.022+ 0033+ 0.123 = 0.178 second
The total transmission delay -{q ts the sum of transmission and waiting time:
t to+t, = 0.625+0.178 = 0.803

To obtain the overall .Qf)l—r—1 pereentile delny, the parameters S, over ecach of the links,

are substituted in the equation in Appendix 1.

-H.414

< B 18 A K3 k




I 2 ky - A.3%
s Ke oot 3017
Pros e o) N O (5)5%) + kyoexp - (s \X) TR exp s ;\)

(

- . . At .
e vatue of » whieh mukes the R.H.8. equal to 0.1 is the yot!! pereentile wiit i, g e

o . . t . L . Lt
an s equal 1o 6790, The 9()3—‘ pereentile total transmission delay is cquil to the i’
percentile waiting deliy plus the average transmission time,

< tyn =~ 0.625 + 0.790

b G

=

g 1,415

The probability of interframce delay for a message going to a low speed teriiingd is,
from Appendix P:
P <exp - (b - Ly t
mo 27O Ui T Ursw) / tysw

Th~ nrobubility of interframe delays is cheeked only for output port line speeds of
1200 bits 2 s case where nterframe debiys are the most dikely to exceed the allow delay
heeause 1200 bits/s is the highest speed for unbuffered terminals. The time lOUT 15 the
trne iU takes to transnut o frame of 256 characters on the output line, and is 4 times the
et takes to teansmit the saime freme op the switeh to concentrator line. With a switeh
o coneentrater line speed of 6 Kbits/s, anea the average waitling tinc

’wqw given in
Tuble P.3 where no file transfers occur:

PP . -7
I exp - (128700330 - 1.1 10

That is, the probabitity of mnterfricne deliey s zero for all practica) purposces.

_'.‘jgl_z_a_';.'f_gt;}’ril‘jtr _I_’r'inl'it} MVessapes: No first priority FSAS messages have been

TEEET

entie L 10 present, they will sutfer some delay beesi-e they ennnot proeempt a

prretollv ransantted messare goinyt to the same concentrator output port (FSDPS) Hut
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have to wuait for the completion of its transmission. (The presence of two phvsical

ports between FSAS and NADIN nodes, one for low priority and the othor for nic
priority inessages, can prevent delays of high priority messages). At anv rate, there -
only @ small probubility on an hourly basis that a first priority inessage ~:. %~
preceded by a full 16 frames message going to the same port.

In the analysis made here, only messages of priority one going to other poris zre
considered.  Their appreximate average delay is obtained. The waiting time <7 s.2h
messages is equal on the average to half the time it takes to transmit a message of
average length over a NADIN link, times the probability that there is a message. This
probability is equa! to the utilization of the line. For instance, on link A (switeh to

concentrator), the average waiting time of a first priority message is:

t (Pro 1)~ (0.033 x G.2768) / 2 = 0.009 second

The average transmission time of the first priority message is added to its
waiting tim~. The average transmission time is assumed to be constant over all
priorities.

t L1y =t (Pr. t Pr.

q(Pr 1) S(rl) tw( 1)

= (150 + 0.00¢ = 0.159 second

Buffer Requirements: The quantities to be determined are the sizes of buffers at the

switeh and concentrator.

At the concentrator, buffer space is needed for both messages coming from the switch
and going to the switeh. The size of the buffer is therefore determined hv the
parameter Se of the Kingman bound for the switeh to concentrator link (See
Appendix 1). The size of the tuffer given in Table 4.5 is such that the probability of
overflow is less than 5% (values other than 5% can he substituted in the equations).
From Appendix 1, the probubility of overflow is bounded by

) .
Pops Ky oxp - (s AX) + kg exp = (s, %)




AR and Sy are the values of So for links A and B, respectively; k’\ and kP Hre

cateulated in the same way as for gpth percentile delays. (Sec Table 1.1)

X = B/C, B = buffer size, C = link capacity.

The value of B wluch makes the R.H.S. of the above cquation equal to 54 i< .52

i{hytes.

The size of the buffer oblained here is based only on the statisties of the queuc's ruild
up at the coneentrator und does not uccount for the previously stated need toh -tore
one extr: fraine, in addition to the frame being trunsmitted on a concentrator output
port. if available. Whenever this requirement results in a need for a buffer size larger
thun the values wiven in Table 4.5, the largest value must be used as a design

constriint.

At the switeh, buffer space is needed for messages going to concentrators, as well s
to the other switen, Afthough one messnge muy be going to multiple destinaiions (e.g.,
AWP to FSDPS traffie) it is safer to assume that each coneentrator creates a need for
output buffer space at the switeh, independently of other concentrators.  The
analvtical solution to obtain the probability of overflow is different than in the casc of
A concentrataor, because the values of the parameter So entering the calculation are all
equal. From Appendix I:
oM exp - (s x)
P B .
of ~ (m-1) (sox-mm

The value of X is the <ame s before, and m is the number of concentrators attached to
a switeh, The maximum value of m is 12 but is taken to be 18, counting the switeh to
qwiteh line as two extra concentrators so far as buffer goes (counted twice, once for
input and onece for output), and counting the concentrator to switeh traffic as 2 extra

eoncentrators, buffer-wise.

The values of m, and 86 fram Table 4.1, are substituted in the R.H.S. of the above

equation to give the required buffer size of 4.62 Kbytes, given in Table 4.5,

In these ealewlations. for hoth switehes and concentrators, a direct addition of all

buffer requirements, i tond of the statistieal analvsis made in Appendix [, would have

rostlted ina sizable overestimate of buffer requirements.




INTERFRAME DELAYS

Unbutfered terminals connecied to NADIN must reccive frames of a single nessage
continuoisiy becut-v thev cannol reassembic a1 miessage and present it in its entirety to the
user. (The presence of delays between frames is undesirable beeause it can distract the user
or lead him to believe the transmission is over). The unbuffered terminals in NADIN are
usually teietypewriters with speeds ranging from 75 baud (Serviee B) to 1200 baud (AFTNI.
The continuity of transmissions s casier to achieve for the low speed terminals because
NADIN has then plenty of thme to bring a new f{raime to the concentrator while the previous
frame is transmittod over the low specd line.  Ax o oworse case approach, then, this study
only calewlates the interf{ruwme delays of 1200 baud lines.

The NADIN specification defines the continuity of transmission to be: the availability
of successive frames of a4 message to 4 terminal with nu mterruption longer than the time it
takes to transmit one character, making the intercuption virtually imperceptible to the user.

This study assumes that the NADIN concentrator has enough buffer spuace to
accommodate one frame in addition to the framce currently transmitted. As a result, the
switch can start the transmission of a frame oven if the preceding frame has not been
totally outputted and an interframe delay will oceur only if it takes longer for a frame to go
from switch to concentrator (ineluding waiting timel than it takes for the preceding frame
to be transmitted over the low speed line (sce TFigure P.1). To cive a meusure of the
likelihood of such an occurrence, consider a 18060 bits/s line bhetween switeh and
concentrator, 1200 bits/s output line at the concentrator and friames of 256 characters, A
frame is transmitted over the output line in 1.7 seconds and over the switch to concentrator
link in 0.43 seconds. Thercfore, an interframe output delay occurs only if waiting at the
switeh exeeeds 1.27 seconds, usually an unlikely oceurrence.

For this reason, the calculation of overall NADIN messare delays does not taxe ints
account the interframe delays. Howaever, the probability of interfrane dejs, . .« obtained,
both as a measure of soandness for this spproximation sand s an indieation of the
aerformanee obtained from NADIN by the low speed terminals. The followinsr is proved

below:




Doooeoility Af mterfmone dolay = Py < exp - - ) ovre
sty of iterfrane delay 1 Sexp - (= L) 7 gy

Lo s the tine to transmit a frame of 256 characters over the outpat s fne.
"_‘\'SW is the averadge waiting time at the switch.
» N -
Lo is the time to transmit a frame of 256 characters over the switel 1o
I Al

coneentrator line,

For instancc, with the above example and an average waiting time of 0.3 second at the

switeh:
Pry 7 exp - 277630
= 1.5 %

Proof: Pip is the probability that the waiting time of a frame exceeds the difference
hetween the time it took to transmit the previous frame over the low spced output line
and the time it takes to transmit the current frame over the switch to concentrator

line. Three observations simplify the caleulation:

° The first frame bas to be a full frame of 256 characters, otherwise it would not

b2 followed by other frames in the same message.

. The next frame inight be cither a full or partially full frame, according to
whether it was an intermediary frame in the message or the last frame.
Assuming that it is a full frame only increases the probability of interframe

delav and is therefore on the conservative side.

» The waiting time is a random variable. Because of the nature of NADIN traffic,
£ it generally has a standard deviation sinaller than its average, i.e., smuller than
} the standard devintion of an exponentiallv distributed random variable having the
same average. Assuming that the waiting time is exponentially distrinuted

therefore makes the probability of interframe delav higher and is on the

conservative side.




With these three observations, the probability that an interframe delay oceurs is equal to

the probability that an exponentiaily distributed random variable with average T’.\'SW

exceeds the deterministie valuc ot~ t’I‘SW and this is given by:

)] — o) N - re
Pip = exe - Uy~ trgw! / tywsw

(The inequalitv sign in the previous formulation aceounts for the conservative assumptions

made).

Caleutation of Interframe Delay Probabilities: The probabilities of interframe delavs

are caleulated for 1200 baud concentrator output circuits. The probabilities are
caleulated twice at times of AWP file transfers, for modified and unmodified switeh

operation, andg onc: at times in between. The eolumns in Tables P.1 to P.3 are:

] line speed tetween switehes and concentrators (4.8 or 9.6 Khits/sec), '
. number of NADIN overhiead characters {20 or 63),
. time to transmit 256 characters on concentrator autput circuit “OUT)' }
[ time to transmit 256 charaeters on the switeh to concentrator circuit !
t . 4
(g |
° waiting time at the ~witches (t ). i
i \NbV\) 1
1
® probability of interframe delavs.

The last column is obtained using the expression for P”). Tables P.1 and P.2 are for ;
periods of file transfers, with unmodified and modified switeh output quieueing 1'
procedures. Table P.3 is for periods between file transfers, d
|
Interpretation of Results: Probabilities of interframe delays are very small, the
maximum being 2.0 for a 1.8 Khiti/see e between switeh and concentrator and ;
saximum NADIN overhead. The exeeption of course is when the switeh output |
:
{

P.3




neucing procedurs is not modified.  The frequent occurrence of interframe delavs in

Uus ease s further evidenee of the undesirability of an uninodified switeh operation

withoconcentrator to switeh line speeds of 4.8 or 9.6 Kbits/see, 4 faet already

astadtished hy the presence of large average imessage delays in NADIN,
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! FIGURE P.1: PREVENTION OF INTERFACE DELAYS BY BUFFERING




Line Speed NADIN Switeh to Output Waiting Ti ne]r Protatility
Switoh to overhead Concentrator | Transmission at Switeh ‘ of Interfryme
Toneerirotor | Transmission Time Delays
Time ]
TR (Crnracters) (Seconds) | (Seconds) {Seconds) | s
i ey
| |
) | . -
1.8 j 63 0.43 1.71 5.09 f Tl
] i
1.8 i 20 0.43 .71 4.70 i 76.2
4.6 i 53 n.21 1.71 2.22 57.7
9.6 ’ 20 0.21 1.71 2.09 ' 54.2

TABLE P.1: |

PROBABILITIES OF INTERFRAME DELAYS

(File Transfers Period - Unmodified Switeh Operation)




Line Speed NADIN Switeh to Output Waiting Time Probability
Switch to overhead Concentrator | Transmission at Switeh of Interrri«
Concentrator Transmission Time Deliaye
Time
{(Kbps) (Charucters) (Seconds) (Seconds) (Seconds) s
1.8 b3 0.43 L H.347 2,50
{
1.8 20) 0.43 1.71 0.316 | 1.74
9.h 6o 0.21 171 0.180 : 0.08&
9.5 20 .21 .71 0.160 ' 0.03

TABLE P.2:

PROBABILITIES OF INTERFRAME DELAYS

(File Transfers Period ~ Vodified Switeh Operation)




" ) _ o ey
T.ine Speed NADIN Switceh to Output Waiting Time Probability
Switeh to overhead Concentrator ;| Transmission at Switeh of Interfras ¢
Concentrator Transmission Time Tielavs
Time
{INips) (Characters) (Seconds) (Seconds) {Seconds) (v
H 63 0.43 1.71 0.216 n.27
1.8 20 0.43 1.71 0.122 0.003
9.5 63 0.21 1.71 0.033 1.4 =17
9.8 20 0.21 1.71 0.022 5.4 E-26

TABLE P.3: PROBABILITIES OF

INTERFRAME DELAYS

(Normal Period)

|




APPENDIN 4

FINED & PRCURRING COST OF NADIN COVMAUNIC AV HONS ALTERNATINGS

Q.1 Sumneary of Caiculations

¢

Table Q.1 rellects the results of 1ne cajedlations nesented in this Appendix. Froure

Q.1 reflects the Seenario P ouprrades and seeves as o building block for Scenarios I oarc 3

upgrades,
.2 Thige dosts

Une fixed cots consist of MADLIN coneentrator end switeh port apgredes ant trune

cer s cneountered in toe implementation of the various NADIN alternativ

Q.2.1 Fixed Port Costs

Port costs, whieh include both huardware and software costs, sre considered one-time

costs and are summarizea on Taele Qo Sincee only one port addition = made at enel

NADIN locetion, recurring  oosts osueh oas additional  msmintenwace, nocsonnel, ete. are

considered negcligible. Tt is assumed that the AWP'S and FSDPSs will format data in a form

] sccept: > to NADING A bortion of the NADIN port costs are at both the phwvsiesnl and Ik
control level.  The physicsl devel cost o that of the actual mcchsnical snd electrieal

interface  components while the link control costs are  firmware /software  instruetion

implement-ition costs. The additional enst of conecentrator/switeh cverhead instruetions

iswoci:ated with ronting tables cten, for g particular port addition, will be combined he e

o<t Tor softwarefirmware  anplementation s based onoa cost per anstruetior
Pipomionee sqined irom review  of  contemporary proposals has shown that S1o6
msteaet s s teapral o amplementation of eaoiouunieation lowie. The ecaet 7 gnet

‘

Leompation o e Tlow eontrol mesheisin bas net Seen resolved, Foroealeonl oo

Wil e issd T Db sevpee I st e tieas, Port costs are e s arteee g
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Function to No. of Cost

Be Implemented Instruetions

Physical Port $500/port

Switeh Message 400 40,000

Processing

Concentrator Message 200 20,000

Processing |
i

NADIN switch to AWP 200 20,000 ?

Flow Control
Port fixed costs for NADIN can be represented by the following general formula:

C = 22C

p pp * Csmp * Comp * CreL

where the coefficient of 22 represents the 20 CONUS ARTCC's and the two AWP

sites, and:

CP = Total Port Costs )
Cpp = Cost of Physical Port

CSMP = Cost of Switch Message Processing

CCMP = Cost of Concentrator Message Processing

CFCL = Cost of Flow Control Logie.

FOR SCENARIO'S 1 and 2 these port costs are:

Cp.si,52 22(500) + 40,000, + 20,000 + 20,000

91,000

Cp.si1,s2




FOR SCENARIO 3 the flow control mechanism is not required and the port costs are:

Cp,s3

1

22(500) + 40,000 + 20,000

C

P,S3 71,000

Q.2.2 Fixed Trunk Costs

There will be zero, small, and moderate fixed trunk cost for SCENARIOS 1, 2, and 35— —-
respectively, as shown on Table 2.1. For SCENARIO 2 the following trunk costs will De

incurred:

] upgrade of modem from 4800 to 9600 bps,

) D1 conditioning.

The original cost of the 4800 bps modem will be accounted for in the upgrade to 9600 bps, as
it is assumed that the NADIN contract would be amended to incorporate this upgrade. D1
conditioning is included because experience at 9600 bps has shown that besides the
guarantees of better signal to noise ratio and less harmonie distortion, the TELCO's usually
test the circuits more often and are more responsive to customer complaints. The fixed

cost to upgrade one line to 9600 bps is then

Cruss =  2(Cyoee~ Cwag * CpunstL
E_ where:
| CLU96 fixed cost of upgrade from 4800 to 9600 bps
CM48 = cost of 3600 bps modem
C\MS = cost of 4800 bps modem
CDlINSTL = cost of D1 conditioning installation
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The individual line upgrade fixed cost is then

CLugs

2 (8500 - 4325) + 163 = 8513

The total fixed cost of a SCENARIO 2 trunk upgrade is

Cp.1,82

22 C| ygg = $187,286

where the coefficient of 22 accounts for the twenty CONUS NADIN concentrator to switch
trunks and two AWP to WMSC trunks and:

CF,T,SZ

total fixed cost of trunk upgrade for Scenario 2

For Scenario 3, the cost of the 19.2 kbps trunk upgrade can be analysed by realizing

that this line is created by two 9.6 kbps lines and diplexors (as shown on Figure Q.2). The

fixed cost of this upgrade is equal to the upgrade from 4.8 to 9.6 kbps plus diplexors, plus

one additional trunk or:

Cr1,83

where
CF,7,83
CF,T,82
c

F,T.

F,T.
j

4

1}

CF,T,sz"fE CF,Ti+Jt CF,TJ.

i=1

fixed cost of trunk upgrade for Scenario 3

fixed cost of trunk upgrade for Scenario 2

th

fixed cost of i 9600 bps trunk from NADIN switch to NADIN

concentrator

fixed cost of the jth 9600 bps trunk from the WMSC to NADIN

switch.




1 Further

2 2
(; CF,Tj * 2; CF,Ti) =44 Cygg + 22 Cpp st * 44 CorainstL * 44 CopLx

where the only previously undefined parameters are

CST—INSTLz cost of service termination installation

CDPLX = cost of diplexor

The total fixed cost of a Scenario 3 trunk upgrade is

C = $600,255

F,T,S3

The total fixed cost of Sceanrio 2 and 3 are given in Table Q.2.

Q.3 Recurring Costs

Recurring costs of each scenario are shown in Table Q.1. For Scenario 1 the recurring
cost is zero while for Scenario 2 the recurring costs is due to a D1 conditioning monthly
charge or:

C 22Cpy = 22(14.65) = 322.30

R,T,S2
where
CR,T,SZ = total monthly recurring cost of trunk upgrade for Scenario 2.
>D1 = recurring monthly cost of N1 conditioning

3 Total recurring trunk costs for Scenario 3 are reflected by:

A

CRIS83 = 22C +0.54 I,

+44 C
L k=1

D ST




where
(‘R.T.SS = total monthly recurring trunk cost of SCENARIO 3
CDl = recurring cost of D1 conditioning
Cor = recurring cost of service termination
- . . th
Lk = length in miles of the k™ trunk.

The link lengths were determined using NAC's software tool, MIND. The monthly

recurring cost is then calculated as

“R,T,83

il

22(14.65) + 44 (43.30) + 0.54(13,366)

it

9445

This cost is also shown in Table Q.1.




4800bps

4800bps

NC T

NADIN UPGRADE
SCENARIO 1

P = Port addition

NS = NADIN Switch

NC = NADIN Concentrator

FSDPS = Flight Service Data Processing System
WMSC = Weather Mcssage Switching Center
AWP = Automated Weather Processor

FIGURE Q.1
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RECURRING COSTS

VOICE GRADE LINE*
SERVICE TERMINATION *
D1 CONDITIONING
MODEM LEASE (9600) bps)
VIODEM LEASE (2400 bps)
*TELPAK

ONE TIME COSTS

SERVICE TERMINATION INSTALLATION

MIODEM INSTALLATION (9600 bps)

MODEM INSTALLATION (2400 bps)

D1 CONDITIONING INSTALLATION

VIODEM PURCHASE (9600 bps)

MODEM PURCHASE (4800 bps)

DIPLENOR PURCHASE

TARBLE Q,1: INDIVIDUAL ITEM COSTS

$0.54 per mile per month

$43.30 per month

$14.65 per month

$249 per month

$59.55 per month

$54.15

$216.00

$81.20

$163.00

$8500

$4325

$5000




SCENARIO #

RECURRING COST

DESCRIPTION FIXED COST (MON ?LY)
!
PORT TRUNK
CoST CosT TOTAL
($) $) ($)
NG TRUNK
SCENARIO 1 CAPACITY UpGRADE | 91,000 0 91,000 0
TRUNK UPGRADE
SCENARIO 2 FROM 4800 to 91,000 | 187,286 {278,286 322.30
9600 bps
TRUNK UPGRADE
SCENARIO 3 FROM 4800 TO 71,000 | 600,255 [671,255 9445

19,200 bps

TABLE Q.2:  NADIN UPGRADE COST SUMMARY




APPENDIX R

FIXED & RECURRING COSTS OF LEASED LINE ALTERNATIVE

R.1  Summary of Caleulations

This appendix presents the detailed cost analysis of an alternative that does not
include NADIN. This leased line alternative, called the communication contingency plan,
has the following cost component summary:

Total Monthly Recurring Cost $57,083

Total Fixed Costs $358,693

R.2 Contingency Plan Background

MITRE working paper WP-79W00812 of December 1979 generated alternatives and
selected an alternative based on technical merit. NAC assumes that the chosen alternative,
referred here as the contingency plan, is capable of meeting the technical requirements of
FSAS. This analysis differs from that in the MITRE working paper in the following respects:

. multidrop lines are optimized for least cost,

° modems are considered leased as opposed to purchased (as the contingency plan

would be used only while waiting for NADIN's implementation). i

¢ format - the cost components will be formatted to facilitate present worth cost

comparison in the next chapter. !

R.2.1 Contingencyv Plan Description

The contingency plan consists of the following major components:

o A

R.1




° multidrop 2400 bps lines from the WMSC to FSDPS's,

° point-to-point 9600 bps lines from each AWP to each FSDPS,
] point-to-point 9600 bps lines from each AWP to the WMSC,
. two point-to-point 9600 bps lines from AWP to AWP.

The remaining portion of this chapter is devoted to determination of the fixed and recurring
costs of this alternative for the twenty CONUS FSDPS and two AWP sites.

R.3  WMSC Multidrop Lines

Fixed and recurring costs are summarized on Table APS2.1. The minimum cost
tupology was determined using NAC's software tool, GRINDER, with the following

constraints:

[ no more than three stations to a line,

[ leased modems,

° no conditioning,

° TELPAK tariff.
The resulting optimized network is shown on Figure R.1. The center of the network is the
WMSC and the Kansas City FSDPS is connected to the WMSC on a line shared by the
Minneopolis FSDPS. The total recurring cost for this network is $6648 per month. This

includes service terminations, 2400 bps modem rental, and line mileage charges. The fixed

one-time costs consist of the following:

o modem installation,

'} service termination installation,
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) synchronous port costs,
'Y WMSC software line handler, i

R.4 Point-To-Point Line Costs

Fixed and recurring costs are summarized on Table R.2. All point-to-point lines are
9600 bps and consist of 19 lines from the Atlanta AWP to each FSDPS, 19 lines from the Salt
Lake AWP to each FSDPS, 1 line from each AWP to the WMSC, and two point-to-point lines
from AWP to AWP. The total is forty-two 9600 bps lines. MIND was used to determine

total linc mileage.

PR




ITEV NUMBER
2400 Modem Installation 27
Service Termination Inst. 27
Synchronous Port Costs 7
WMSC Software Line Iandler 1000 INSTR.

TOTAL FIXED COSTS

TOTAL RECURRING MONTHLY COSTS

COST

81.20

54.15

500.00

100/INSTR.

TOTAL

2,192

1,462

3,500

100,000

TABLE R.1: FIXED AND RECURRING MULTIDROP LINE COSTS

S v




ITEM NO. UNIT COST TOTAL

9600 Modem Installation 84 216.00 18,144
D1 Conditioning Instal. 42 163.00 6,846
Service Term. Instal. 84 54.15 4,549
Synchronous Ports 84 500.00 42,000
AWP-AWP 600 INSTR. 100/INSTR 60,000
AWP-FSDPS 600 INSTR. 100/INSTR 60,000
AWP-WMSC 600 INSTR. 100/INSTR 60,000
TOTAL FIXED COSTS $251,539
9600 bps Modem Lease 84 249.00 20,916
D1 Conditioning 42 14.65 615
Service Termination 84 43.30 3,637
Mileage | 46,791 0.54 25,2617
TOTAL MONTHLY RECURRING $50,435

TABLE R.2: FIXED AND RECURRING COST SUMMARY FOR POINT TO POINT LINES

R.5
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FIGURE R.1: LEAST COST WMSC to FSDPS MULTIDROP LINES
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APPENDIX S

PRESENT VALUE CALCULATIONS OF NADIN
AND NON-NADIN COMMUNICATIONS ALTERNATIVES

S.1  Summary of Calculations

The present value (PV) calculations for each of the alternatives for one, two, and three

year comparisons periods are:

SCENARIO 1 SCENARIO 2 SCENARIO 3 LEASED LINE
ALTERNATIVE

PV1 yr $91,000 $278,286 $778,684 $1,007,967

PV2 yr $91,000 $285,285 $876,348 $1,598,215

PV3 ye $91,000 $288,314 $965,132 $2,134,808

S.2 Discounted Present Value Analysis

The present-value method of comparison consists of reducing all the future differences
between alternatives to a single equivalent present sum. In present value comparisons, we
must determine a comparison period. Generally, this period is for as long as a cost
difference betwen alternatives is expected to exist. The present value after one year is

PV

1yr FC + USPVF,__ (RC)

where

PV

present value after 1 year operation

S.1
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FC = fixed investment cost
RC = recurring cost
USPVFE = uniform series present value factor for payment RC, n times at i

interest rate

Here i is considered to be 10% per year or i/12 per month and n=12 months or

pvlyr = FC + USPVF.1/12-12 (RC)
Further,
PVZyr = Pvlyr + SPPVF_I_1 USPVF‘I/R_12 (RC)
where
SPPVF 1-1 = single payment present value factor brought back 1 year at 10%
interest
and lastly,
PVagrs = PVoyr + SPPVF j_o USPVF ;19 49 (RC)
where
SPPVF 1-2 = single payment present value factor brought back 2 years at 10%

interest

These equations reduce to

PV

aye FC + USPVF

(RC) (1 + SPPVF

1/12-12 -1

I/ .
PV o

i

FC + USPVF (RC) (1 + SPPVF | | + SPPVF | )

1/12-12

S.2
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)
Since USPVF, = {1
i(1+i)"
and SPPVF, = LI ;
(1+)" !
then :
USPVF | 19-12 = 1137421 j
] SPPVF | = 0.90909
SPPVF | , = .82645
resulting in:
ST = FC +11.37421 RC
@) PV, = FC+21.7144 RC
@ ey = FC + 31.11461 RC .

Fixed and recurring costs of each alternative were substituted into equations (1), (2), and (3)

to yield the present value costs for each year.
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A-BDIS

ADCCP

AFOS

ATSS

AFTN

ANSI

ARO

ARTCC

Ascill

ATCSCC

APPENDIX T

GLOSSARY OF TERMS AND ACRONYMS

Automated Serivce B Data Interchange System

Advanced Data Communication Control Procedures. A link level protocol
developed by ANSI, ADCCP has all HDLC features plus extended modes of

address and control.

Automated Field Operation and Services.

Automated Flight Service Station. A flight service station with CRT
consoles for graphic display and interactive data retrieval from an FSDPS.
(See Appendix B).

Aeronautical Fixed Telecommunications Network.

American National Standards Institute.

Airport Reservation Office. Located in Washington, DC.

Air Route Traffic Control Center, an FAA facility which provides en route
control of the air routes over a major portion of the U.S.; each of the 23
ARTCCs contains a NAS 9020 computer and is scheduled to contain a
NADIN concentrator.

American Standard Code for Information Interchange. Used by FSAS.

Air Traffic Control System Command Center. Located in Washington, D.

T.1




AWP

Bit

Byte

CARF

DCE

DTE

DUAT

EFAS

EIA-RS

FDEP

FSAS

FSDPS

Aviation weather processor. Central Processing Unit of the FSAS (<ce

Appendix B).

a binary digit, generally considered to take either the value of 0 or 1.

a unit of digital data, generally made up of a series of 8 bits. Synonyns:

octet, character.

Central Altitude Reservation Facility

Data Terminating Circuit Equipment

Data Terminating Equipment

Direct User Access Terminal. A terminal connected to F3DPSs for pilot

use.

En-route Flight Assistance System

Electronic Industries Association - Request - Send. A group of interface
standards between DCE and DTE. Balanced KS-449 Standard is used for
FSAS-NADIN interface.

Flight Data Entry and Printout, an FAA communications service used to
transmit  flight-plan-related inessages between remote facilities
(TRACONS, towers, ete.) and the NAS 9020 computers.

Flight Service Automation System, an FAA program designed to upgrade

the dissenination of flight service data (see Appendix A).

Flight Service Data Processing System. Colocated with ARTCCs, the

FSDPSs assenble flight related data for general aviation users (see

Appendix B).




Full Duplex

HDLC

Vodein

MTBF

VMTTR

Multipoint

NADIN

NFDC

—————

NMC

NOTAM

Flight Service Station. A facility manned by FAA specialists, it provides

pilots with weather and flight information and accepts their flight plans

(see Appendix A).

telecommunications links that allow simultaneous transmission in two

directions.

A link level protocol developed by the International Standards

Organization. It has many of ADCCP features.

Instrument Flight Rule. A type of flight controlled by NAS-9020

computers (see alsoc VFR).

modulator/demodulator, a piece of teleecommunications equipment that
superimposes intelligence onto a signal (modulates) and extracts
intelligence from a modulated carrier (demodulates).

Mean Time Between Failures.

Mean Time to Repair.

a communications link that connects one termination point to several

others on a single cireuit.

National Airspace DNata Interchange Network, an FAA program to provide a
common backbone network for various current and future FAA data
communications services.

National Flight Data Center

National Meteorological Center (in Suitland, MD).

Notice to Airmen. (ienerated by CARF or NFDC,




NWS

Overhead

pdf

PDF

PIREP

SA

Service A

Service B

TWEB

VFR

National Weather Service

those transmissions or portions of transmissions that are not part of the
basic information being exchanged; generally this includes control signals
or information needed to administer the communications link or direct
message processing.

Probability Density Function (of a random variable).

Probability Distribution Function. The integral of a pdf.

Pilot Report

Surface Observation. A type of weather report.

Network of 75 baud multipoint lines for weather data collection and
dissemination of flight data. Controlled by WMSC.

Network of 75 baud multipoint lines for collection and dissemination of
flight data. Controlled by ABDIS.

Transcribed Weather Broadcast.

Visual Flight Rule. A type of flight where the pilot is responsible for own
guidance. The FSS controlling the destination airport is advised of the
flight.

Winds Aloft. A bi-diurnal weather report.

Weather Message Switching Center. A Phillips DS-714 message switch

which controls Service A multipoint lines.

Weather Radars. Jointly operated by FAA and NWS.
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