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NOTE

This report is intended only to provide an approximate indicaticn
of the capability of the ARTS IIIA to support future processing.
and storage requirements and should not be used to determine the
precise hardware configuration that should be implemented at any
particular site. All processing and memory requirements estimates
contained in this report are based on the New York ARTS IIIA
pro ram architecture.
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1.0 SUMMARY

The analysis approach for this study was designed to provide insight into

the capability of the ARTS IlIA to support anticipated processing demands

at three types of terminal facilities:

e Metroplex configuration (New York TRACON)

a High density dual sensor sites (Chicago and Los Angeles)

* High density single sensor sites (Detroit)

The future processing and storage requirements throughout the year 1990 were

analyzed for the model sites shown in each category above. It is.assumed

that any capacity limitations evident at Chicago and Los Angeles would be

similar in severity and expected time of occurrence to those that should be

expected at other dual sensor sites with high traffic densities. Similarly,

the analysis results for Detroit are assumed representative of those expected

for single sensor sites with high traffic densities. The New York TRACON,

currently in the implementation phase, is the only existing metroplex configur-

ation. The FAA, however, is considering the use of metroplex configurations

at other locations such as San Diego, Oakland and Washington, D.C. The

analysis results for New York provide insight into the ability of the ARTS

IlIA to support the requirements of large metroplex facilities.

The study results indicated that the processing capacity of the ARTS IlIA will

be adequate for dual and single sensor sites throughout the period of the

study. The processing capacity of the New York system, however, appears only

marginally to meet the demands starting in 1984, with strong indications of

an overload if Metering & Spacing (M&S) is installed before the Discrete

Access Beacon System (DABS). The demand for storage is expected to equal or

exceed system capacity at all high traffic density sites, except single sensor

sites. Storage saturation is expected in 1982 at New York with the implementa-

tion of Conflict Alert. At dual sensor sites with high traffic densities,

saturation is expected to occur in 1986, as M&S is introduced.
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Processing and storage requirements at ARTS IlIA facilities are determined

by the peak instantaneous traffic counts, system hardware configurations,

and processing functions perfomed at each site. Thus, in order to estimate

the current and future processing and storage requirements it was first

necessary to identify the environmental and functional characteristics of

the selected model sites.

Estimates of peak instantaneous traffic counts were developed by examining

reported and projected airport operations at facilities within the coverage

area of the ARTS surveillance systems. Busy hour instantaneous traffic

estimates were developed for each model site by establishing a busy/average

hour ratio of airport operations and applying it to forecasts of average

hour operations for the years 1980 to 1990. Instantaneous traffic estimates

were then derived from the busy hour estimates. Computation of the instan-

taneous traffic count was based upon estimates of the average speed, average

altitude and radius of surveillance coverage for each general category of

aircraft, as well as distance from the surveillance system to the airport of

operation for the aircraft.

Determination of the current and future hardware configurations at the four

model sites primarily involved the identification of the number and type of

displays and sensors. The number of control room displays was estimated

to increase in proportion to the projected growth of air traffic. Also it

was assumed that remote tower cab displays will be implemented by 1984 at

airports that have control towers and are within 20 nm of ARTS IlIA facilities.

ARTS IlIA sensors are assumed to be ASR-8 and ATCBI-4 or 5 initially. These

sensors are expected to be replaced with DABS by 1985 at Chicago, Los Angeles,

and Detroit and by 1988 at New York.

The functional capabilities at each model site for 1980 are the standard

ARTS IliA/New York TRACON capabilities currently being implemented. Future

functional growth is expected to include Conflict Alert (CA), Metering and

Spacing (M&S), ARTS/DABS integration, ARTS/Terminal Information Processing

System (TIPS) interface, Full Digital ARTS Displays (FDAD) and Tower Cab
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Digital Displays (TCDD). The assumed implementation dates are:

CA 1982

M&S 1985

DABS 1985 (Chicago, LA, Detroit)

1988 (NY)

TIPS 1983

FDAD 1984

TCDD 1983

Having determined the environmental and functional characteristics of each

model site, processing and storage models were developed in order to determine

the system requirements.

The processing model consisted of three parts: a scheduler model, task timing

models, and lattice descriptions.

The scheduler model is a FORTRAN program which simulates the ARTS IlIA method

of initiating processing activities. Three types of processing activities are

scheduled: planned tasks, popup tasks, and overhead. Planned tasks are
initiated by the scheduler according to a set of precedence relationships

described in a lattice structure and according to availability of processors.

Popup tasks occur asynchronously with the lattices and planned tasks and may

be scheduled periodically or activitated at random intervals.

Task timing models are mathematical equations that relate system load

parameters to the amount of processing time required by individual task.

Models of processing times for existing planned and popup tasks and for

overhead activities are based upon analysis of results of timing measurements

taken at the New York TRACON and the System Simulation Facility at NAFEC.

Live aircraft traffic returns constituted the system load for two of the

measurements runs and simulated traffic returns were used for the remaining

runs. Data collected in all runs consisted of time expended in each planned

and popup task, as well as in overhead, dead time, and idle time. At the
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same time, counts were taken of the quantities of radar and beacon target

reports, associated and unassociated tracks, display symbols of various

types, and other system variables. In addition, the mean variance, maximum,

and minimum time were recorded for each task in each run. The mean lattice

times, and the percentages of time spent by each processor in planned tasks,

popup tasks, overhead, dead time, and idle time were also recorded.

For those tasks exhibiting large mean times or large variances, attempts

were made to characterize the processing times as linear functions of some

of the system variables, using multiple linear regression analysis. Where

linear relationships were established, they became the models for the pro-

cessing times for the tasks for the year 1980. Where regression analysis

failed to establish linear relationships, and where the measured mean times

and variances were small, the process times were modeled by sue of the means

and variances obtained from the system measurements. In some cases, however,

analysis of the design of the software for a particular task led to the

conclusion that the processing time depended on a parameter which did not

vary during the measurement runs. In those cases, the process time models

were adjusted to reflect the dependence.

The lattice model for the New York TRACON for the year 1980 is the one which

existed at New York at the time of the system measurements. Lattice models

for Chicago, Los Angeles and Detroit ARTS IlIA systems in 1980 are modified

versions of the New York lattice.

Storage requirements estimates for 1980 for New York, Chicago, Los Angeles,

and Detroit are generally based upon the storage allocation formulas used

in the New York system in the fall of 1979. The 1980 storage requirement

estimates are given as a range of values for each site. The range is based

upon the assumed range of track capacity requirements.

For the years 1982 and later, storage, lattice, and processing time models

were all modified to account for the impact of the planned implementation

of advanced functions: Terminal Conflict Alert (CA), Terminal Metering

and Spacing (M&S), ARTS/DABS integration, ARTS/TIPS interface, Full Digital
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ARTS Display (FDAD), and Tower Cab Digital Displays (TCDD).

Changes in ARTS IlIA processing and storage utilization in the period 1980

to 1990 are expected to be influenced primarily by the implementation of

new functional capabilities and system interfaces. Large increases in

processor and memory utilization are required for incorporation of Conflict

Alert (CA) and Metering and Spacing (M&S). The implementation of FDAD is

also expected to increase processing and storage requirements. Keyboard

input processing should decrease, but this will be more than offset by the

substantial increase in display processing required to generate all-digital

symbology. The addition of TCDDs to ARTS IIIA's will require the addition of

remote display/keyboard processing tasks at facilities not already having

these programs and will thus increase memory and display processing requirements.

The Terminal Information Processing System is expected to require a substan-

tial amount of memory, but will have little impact on processing. DABS

implementation is assumed to eliminate the need for track corrlation processing

in ARTS. Thus DABS will reduce total processing requirements but will have

little impact on storage demands.

The level of traffic density at each site is a major factor in the determina-

tion of initial resource requirements, and also has a large influence on the

initial impact of the implementation of advanced functions. However, growth

in traffic density is not projected to be great enough at any of the sites

studied to cause significant changes in the requirements for processing time

or memory capacity from 1980 to 1990.

The following tables present the estimated track capacity, memory and

processor requirements for each model site during a busy hour. The tables

present the system requirements based on two levels of assumed traffic load.

"Level C" represents the higher traffic load assumptions and "Level B" repre-

sents the lower. The current system capacity is 7 Input/Output Processors

(lOPs) and 14 Memory Modules (MMs) in a failsafe configuration. In a fail-

soft configuration, there can be up to 8 lOPs and 15 MMs.
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TABLE 1-4'ESTIMATE OF THE NUMBER OF REQUIRED ACTIVE PROCESSORS

LEVEL C TRAFFIC

NY LA CHI DET

1980 7* 3* 3* 3

1982 7 4 4 3

1984 8 4 4 3

1986 9 4 4 4

1988 8 4 4 4

1990 8 4 4 4

LEVEL B TRAFFIC

NY LA CHI DET

1980 7* 3* 3* 2

1982 7* 3* 3* 2

1984 7* 4 3 3

1986 8 4 4 3

1988 7 4 4 3

1990 7 4 4 3

*These numbers represent the planned initial configurations at New York,
Chicago and Los Angeles. No attempt was made to determine if fewer
processors could be used in 1980. For Detroit the assumed initial
configuration included one processor. Therefore, the estimated processing
requirements for Detroit in 1980 represent the minimum requirements for Level
B and Level C traffic assumptions.
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Memory and processing estimates for all model sites are derived by use of

program sizes, processing times, lattice designs and data base designs of

the New York ARTS IlIA system as standards. The New York system represents

a large system configuration which has been optimized for processing effi-

ciency. Thus using the New York system as a basis for determining processing

requirements results in a high degree of confidence in estimates which show

that the available processing capacity will not be exceeded for single and
dual sensor sites. The memory requirements for single and dual sensor sites,

however, may be slightly decreased if the standard ARTS IlIA programs are

assumed instead of the New York program.

Table 1-5 shows the relative impacts of adding new functions to ARTS IIIAs.

The figures shown are for the New York system/Level C traffic.
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TABLE 1-5 ESTIMATE NUMBER OF PROCESSORS REQUIRED FOR NEW FUNCTIONS

LEVEL C, NY TRACON

CA FDAD M&S DABS

1982 0.30

1984 0.31 0.S6

1986 0.34 0.87 0.93

1988 0.37 0.91 0.94 -0.37

1990 0.40 0.92 0.94 -0.37
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2.0 INTRODUCTION

2.1 Background and Purpose

A continuing evolutionary approach is being taken to develop and implement

improvements to the National Airspace System. With this approach, changes

in the basic nature of the operational system are introduced in increments

over successive system generations. The third generation level of capability,

including the computer-based semiautomatic radar air traffic control system

of basic NAS Stage A (en route) and basic ARTS (terminal), is now in operation.

ARTS IlIA is an enhanced version of the ARTS III terminal automation system,

designed to provide automated radar target detection and tracking, expanded

processing and storage capacity, automated failure recovery and reconfiguration,

and minimum safe altitude warning. There are, currently, ARTS IlIA systems

at two TRACONS, New York and Tampa. The Tampa system has been in operational

use since June, 1979. The New York system is itill in the installation phase.

Current FAA plans calls for the upgrade of sixty-three ARTS III TRACONS to

ARTS IlIA capability.

In order to meet the anticipated traffic control demands through the year 2005

at acceptable levels of safety and without introducing intolerable delays to

the system users, a substantial upgrading of the third generation air traffic

control system is in process. The engineering and development work leading to

timely availability of this upgraded capability is the current challenge of the

development programs.

Efforts to achieve the capabilities for upgrading the system are distributed

among a number of Engineering and Development (E&D) programs, including the

Terminal/Tower Control Program. These programs are oriented toward the common

objectives of providing system capacity to meet the expected growth of air

traffic, controlling costs, and maintaining or improving the present level

of safety.

Many of the E&D programs will result in systems which will either be incorporated

into ARTS IlIA or will interface to it.
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The purpose of this study is to examine the capability of ARTS IlIA to support

increasing processing demands imposed on it by anticipated traffic growth

and by the implementation of expanded functional capabilities and interfaces

in the period 1980 to 1990.

2.2 Scope

The scope of the study includes the detailed assessment of capacity require-

ments versus limitations at four sites and use of the results as indicators

for capacity considerations at large metroplex systems, dual sensor sites, and

single sensor sites. To this end, the study approach is to develop estimations

of the processing and storage capabilities of ARTS ILIA, project the system

configurations and traffic loads for each terminal area, characterize the

processing and storage demands imposed by current and future terminal functions,

and compare the capacity at each site to the anticipated capacity requirement.
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3.0 ANALYSIS APPROACH

3.1 ENVIRONMENT ANALYSIS.

Estimates of processing and storage requirements depend upon the config-

uration of the site and upon the volume of data to be processed during a

busy period. Configuration parameters which impact the system load range

from the number and types of sensors to the number of processors and the

number and type of displays. The volume of data to be processed during

a busy period is characterized by the peak instantaneous count of target

reports, associated and unassociated tracks, and sensor noise within the

system.

3.1.1 Site Configurations

Major external interfaces of the ARTS IlIA system are shown in Exhibit 3.1-1.

A typical configuration o ARTS IlIA is shown in Exhibit 3.1-2.

3.1.1.1 Sensor Systems

This study assumes air traffic to be uniformly distributed around the airport

from which they operate. A- a result, estimates of traffic data to be processed

by ARTS IlIA are sensitive to the detection range and scan rate of the radar

at each site. Assumptions of long detection ranges result in high traffic

counts, while assuptions of short ranges result in low traffic counts. Like-

wise, high scan rates result in high traffic coLnts.

Radar sensor systems used at various sites throughout the terminal ATC system

include ASR-4, ASR-7, and ASR-8. However, it is understood that the ASR-4

and ASR-7 sensors will be upgraded to ASR-8 capability in future years. The

schedule for sensor system upgrade has not been determined. As a result,

the ASR-8 has been assumed to be implemented at all sites for this study. There

are two advantages of this assumption. The analysis approach is simplified

through the elimination of the type of radar as a parameter. In addition, the

ASR-8 exhibits higher sensitivity characteristics than the ASR-4 and ASR-7.

Thus, greater confidence can be placed on any study results which shown capacity

limitations are not exceeded for a given site in any particular year.
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The planned configuration for New York includes four radars:

Radar Antenna Beacon

JFK ASR-7 ASR-8 BI-4

EWR ASR-7 ASR-8 BI-4

ISP ASR-8 BI-5

HPN ASR-8 BI-5

There are two radars at Chicago and Los Angeles. For Chicago they are

Radar Antenna Beacon

a ORD ASR-7 ASR-8 BI-4

* CHI-S ASR-7 ASR-8 BI-4

The Los Angeles sensors are

Radar Antenna Beacon

@ LAX-7 ASR-7 ASR-8 BI-4

e LAX-4 ASR-4D ASR-8 BI-4

There is a single radar at Detroit:

Radar Beacon

* DTW ASR-8 BI-5

The number and location of each radar is assumed to remain fixed throughout the

period of the study.

Initially, it is assumed that the 'eacon sensor at each site is either 
the

ATCBI-4 or ATCBI-5. These systems eventually will be replaced by DABS. For

Chicago, Los Angeles and Detroit implementation of DABS is assumed to take

place in 1986. Implementation in 1988 is assumed for New York.

It is generally expected that the maximum detection range of DABS will 
be

approximately 100 miles, in contrast to 60 miles for the ATCBI-4 and ATCBI-5.

The increased range of DABS has the potential of allowing a single DABS to

replace two existing systems. However, it is not yet known how the peculiarities

13-4
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of terrain will influence sheilding and the ability to achieve complete area

coveragg with a single sensor. If a single DABS sensor is used with dual

radars, there may be registration problems which make it more difficult to

correlate beacon replies to radar returns at some locations.

Since the addressing of the above problems is beyond the scope of this study,

the simplifying assumption was made that each existing beacon sensor will be

replaced by one DABS. This led to the further assumption that there would

be no requirement to track or display beacon replies at ranges greater than

60 miles.

Therefore, a DABS cutoff range of 60 miles was assumed for all sites.

It is assumed that DABS will not only transmit beacon replies to ARTS ILIA, but

that the radars will also interface through the DABS processor. All radar and

beacon reports are assumed to be correlated to tracks before transmission. Since

ARTS IlIA is a non-correlating user of DABS data, some software modules (TCRSS and

TPSEC) required for correlation of target reports to tracks can be a eliminated

when DABS is implemented.

3.1.1.2 Tower Cabs

The primary way in which a tower affects ARTS III capacity utilization is through

the quantity and manner of interface of its displays. Initially the tower cab

displays at all sites are assumed to be BANS displays. For each terminal system,

the number of tower cab displays in 1980:

New York 7

Chicago 3

Los Angeles 2

Detroit 1

At New York, six tower cab displays interface to the TRACON processing system

through RDBMs (Remote Display Buffer Memories) via a CMC (Communications

Multiplexer Controller) and modems. LaGuardia Tower has its display connected

through an MDBM (Multiplexed Display Buffer Memory). The Chicago, Los Angeles

and Detroit BANS tower cab displays interface through MDBMs to the processors.
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It is assumed that in 1984 the BANS (Brite Alpha Numeric System) displays

will be replaced by TCDDs (Tower Cab Digital Displays). It is also assumed that,

at that time, TCDDs will also be installed at all towers within 20 miles of

the radars serving the TRACON. This method of estimating results in the follow-

ing complements of remote displays in 1984.

New York 11

Chicago 5

Los Angeles 4

Detroit 5

No growth is assumed in the number of tower cab displays after 1984.

TCDD are assumed to require interface through an RDBM. Thus, it is assumed

that RDBMs will be added to the Chicago, Los Angeles and Detroit systems in

1984. The software modules (RDOP, RTDOP and RKIP) required to interface to

remote displays through RDBMs are currently included in the New York system

and are assumed to remain throughout the time frame of this study. RDOP,

RTDOP and RKIP are assumed not to be included in the Chicago, Los Angeles and

Detroit systems until 1984.

3.1.1.3 Local Displays

The complements of displays for the four TRACONS for the years 1980 to 1990

are shown in Table 3.1-1. The list includes all displays for each TRACON,

including displays at remote towers. It is assumed that DEDS (Data Entry and

Display System) will be the display used at all sites before 1984, and that

DEDS will be replaced by FDAD (Full Digital ARTS Disolay) in 1984.

3.1.1.4 ARTS IlIA Processing System

3.1.1.4.1 Sensor Receiver and Processor (SRAP)

The SRAP performs radar and beacon target detection, radar clutter mapping,
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TABLE 3.1-1 ESTIMATED NUMBER OF TRACON DISPLAYS (LOCAL AND REMOTE)

1980 1982 1984 1986 1988 1990

New York: JFK 19 19 21 21 21 21

EWR 15 15 16 16 17 17

HPN - 7 7 8 8 8 8

ISP 5 5 5 5 6 6

Chicago: ORD 14 14 15 15 15 15

CHI-S 6 6 7 7 7 7

Los Angeles: LAX-4 8 8 9 9 11 11

LAX-i 6 6 7 7 9 9

Detroit: DTW 11 11 15 15 17 17
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and radar/beacon target correlation. It transmits data to the TRACON

consisting of

* Radar only target reports

* Beacon only target reports

* Radar reinforced beacon target reports

% Sector marks

* Alarm messages

Two SRAPs are connected to each sensor system for redundancy.

Target reporting functions will be performed by the DABS processors when DABS

is implemented. At that time, SRAPs will no longer be needed.

3.1.1.4.2 Input - Output Processor B (IOPB)

IOPs perform the basis executive control and data processing functions of

the ARTS lilA system. They are provided with addressing capability for up

to 16 memory modules (16K words per memory module). Each IOP is connected

through a CMA (Central Memory Access) to all memory modules.

In a fail safe configuration, ARTS IliA systems will be configured with one to

seven active on-line IOPs and one spare. The spare provides a fail safe

capability by remaining on standby, fully connected into the system with power

on. In this state, it can automatically be brought on line to replace a failed

processor. Except for New York, ARTS IliA facilities are not scheduled to be

provided with spare IOPs.

In the analysis, it is assumed that the number of on-line processors may be

expanded in any year up to a maximum of seven as required at each site to

process the projected load.

3.1.1.4.3 Memory Module (MEM)

Each memory module provides storage for 16,384 thirty bit words of data

and programs. A maximum of 15 modules may be included in a system configuration.
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3.1.1.4.4 Central Memory Access (CMA)

The CMA is the interface module for memory modules and the RFDU (Reconfiguration

and Fault Detection Unit). Memory modules and the RFDU are connected to the

IOPs through CMAs. Each IOP connected to a CMA can communicate with all memories

connected to the CMA. Each CMA provides interfaces for up to eight memories

or up to seven memories and one RFDU. A system containing eight or more memories

requires two CMAs. The maximum system configuration consists of two CMAs

interfacing seven IOPs to 15 memories and one RFDU.

3.1.1.4.5 Reconfiguration and Fault Detection Unit (RFDU)

The RFDU provides for automatic or manual reconfiguration of up to eight IOPs

and 15 memory modules.

3.1.1.4.6 Multiplexed Display Buffer Memory (MDBM)

An MDBM provides display refresh control, keyboard entry control and display

data storage for one to four DEDS or BANS displays. Starting in 1984, it is

assumed that an MDBM (or similar multiplexing device) will provide the same type

of interface for FDAD. Whether the FDAD's display buffer memory is provided in

the MDBM or is internal to the display has no impact on this study.

3.1.1.4.7 Remote Display Buffer Memory (RDBM)

An RDBM provides display refresh control, keyboard entry control, and data

storage for a remote display. Data tranfers between RDBMs and IOPs take place

through modems and a Communications Multiplexer Controller (CMC).
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3.1.2 IAC Estimates.

3.1.2.1 Introduction.

The expression "IAC" (Instantaneous Airborne Count), as used in this re-

port, refers to the number of aircraft that are instantaneously within

the coverage area of a given surveillance site. Since many of the system's

processing functions are related to aircraft in the airspace under sur-

veillance, the number of such aircraft is an essential part in making any

determination of the processing demands. Further, since the specific

tasks executed are contingent on available data pertaining to the aircraft

being processed, it is additionally necessary that the IAC be broken down

into subsets relevant to the processing required. This breakdown has been

termed "IAC System Load Factors" and is presented in Table 3.1-2.

At the time of this effort, there were no previously developed IAC esti-

mates available that specifically addressed the needs of the study; viz.,

what is the expected IAC and what is its expected composition during peri-

ods of high activity for each of the next ten years at each of the sur-

veillance sites associated with the ARTS IlIA locations included in the

study. Consequently, it was necessary to undertake the development of

these estimates as part of the overall effort.

3.1.2.2 General Approach.

In selecting a general approach, several alternatives were considered.

One was to arbitrarily establish incremental levels for the IAC system

load factors. This approach is useful in determining system sensitivity
to various load factors and was used as part of the efforts to develop
task time equations. It does not, however, address the question of what

load might be expected at a given site at a given time. Another approach

was to make projections from historical data based on forecast increases

or decreases in annual activity. Unfortunately, historical data available

relevant to IACs are sparse and incomplete and it is not known whether the
data were acquired during periods of low, medium or high aerial activity.
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TABLE 3.1-2

IAC SYSTEM LOAD FACTORS
(Each Surveillance Site)

TOTAL TARGET REPORTS

Radar Only

Beacon Only

Discrete
Non-Discrete
Mode C

Radar Reinforced Beacon
Discrete
Non-Discrete
Mode C

ASSOCIATED TRACKS

Radar Only

Beacon Only
Discrete
Non-Discrete
Mode C

Radar Reinforced Beacon

Discrete
Non-Discrete
Mode C

UNASSOCIATED TRACKS

Radar Only

Beacon Only

Discrete
Non-Discrete
Mode C

Radar Reinforced Beacon
Discrete

Non-Discrete
Mode C

Cross-Linked with Associated
Track in another system

UNUSED TARGET REPORTS

Radar
Beacon
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The approach that was adopted is aimed at deriving estimates of the IAC
from terminal area forecasts of annual activity and deriving estimates of
the IAC break down (i.e., IAC system load factors) through the application

of reasoned assumptions. In general, the approach involves the estimation

of busy hour operations from forecasts of annual activity and historical

data relative to busy/average hour relationships, the estimation of instan-
taneous counts from busy hour estimates and a break down of these estimates

into the various categories relevant to processing requirements. The ap-
proach is keyed on several basic assumptions. These are:

" The IAC is related to the number of operations at airports in the

vicinity of the surveillance site of interest. In this regard,
"vicinity" is considered to be within 60 nautical miles (the normal

range limit of current terminal surveillance systems) and "airports"

are limited to those public use or military airports having a paved
runway 1,500 feet or greater in length and, as a practical matter,

for which annual activity forecast and/or historical data are

avail able.

* The higher IACs occur during good weather conditions with the peaks

occurring when conditions are such as to strongly stimulate the urge

to fly on the part of many private and student pilots -- probably on

a weekend or holiday in the spring of the year.

* The higher activity in terms of airborne flights simultaneously re-

ceiving terminal radar services (analogous to associated tracks in
the system) occurs during poor weather conditions.

* The instantaneous count of associated tracks is related to the num-

ber of instrument operations handled by the TRACON.

3.1.2.3 Annual Activity Base Numbers.

The sources of the base (annual activity) numbers used in the estimation

process were:
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" For Public Use Airports: FY1977 activity and FY1979-1990 forecast

values from FAA's terminal area forecast data base.

* For Military Airports: The Military Air Traffic Activity Report

for CY1976, published by the FAA. Forecast activity data for these
airports were not available, however, general forecasts of military

air traffic activity indicate it will remain relatively unchanged

during the 1979-1990 period. Therefore, as was done by the FAA

in their forecasts of military operations at public use airports,

the values for the military airports throughout the period were
assumed to remain the same.

The base numbers available for public use airports are broken down by oper-

ations category (Itinerant, Local and Instrument). Itinerant and Local are

further broken down by aviation category (Air Carrier, Air Taxi and Commuter,

General Aviation and Military). The reporting categories for the military

services differ among the services and with those of the FAA. Total oper-

ations are reported. However, the Air Force and Navy do not break out Itin-
erant and Local operations and none of the services break down civil traf-

fic into Air Carrier, Air Taxi and Commuter, and General Aviation categor-

ies. Consequently, for the military airport base numbers, where Itinerant

and Local operations were not broken out, each were assumed to equal 50% of

the Total operations value. Additionally, civil aircraft were assumed to
all be in the General Aviation category.

Potential overflights (i.e., flights that originate and terminate at air-

ports outside the 60 mile radius) were not considered in the estimation

process for several reasons. First, a means of estimating the number of

such flights simultaneously in the area was not apparent. Second, it is

reasonable to believe that this number would be quite small as compared to

the number of flights operating to/from airports in the vicinity. Finally,

there is some compensation for this omission that results from unavoidable

double-counting of some of the itinerant flights. More specifically, since

the "other" airport to/from which an itinerant flight is proceeding is un-

known, it is assumed that the other airport lies outside the area (i.e., it

is not one of the airports whose itinerant operations forecast is also
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included in the IAC estimation process). Thus, for that portion of the

itinerant traffic that originates at one airport in the area and termin-

ates at another airport in the area, double-counting will result. It is

reasonable to uelieve that this number will also be relatively small.

3.1.2.4 Methodology.

Different processes and assumptions are applied in deriving the estimated
instantaneous airborne counts and the estimated instantaneous associated

track counts. Following these processes, the results are merged to determine

the final set of values for the IAC system load factors, i.e., number of

Target Reports, Associated Tracks, Unassociated Tracks, etc..

IAC estimates were made for two different sets of assumptions related to

general weather conditions (Good and Poor). Additionally, IAC estimates
were made for a period of average activity and for two different assump-

tions concerning busy/average hour ratios during a period of high activ-

ity, the latter providing a range to the high activity estimates used in

assessing the impact on processing.

The instantaneous associated track counts were estimated on the basis of

poor weather conditions. During good weather conditions, the instantaneous

associated track counts were assumed to approximate 75% of the poor weather

values.

The processes and assumptions applied in estimating the instantaneous air-
borne counts, the instantaneous associated track counts, and in the merging

of these estimates to derive the IAC system load factors are described in

Appendix A.
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3.1.2.5 Resulting Estimates.

The IAC system load factors estimated for each of the surveillance sites

included in the analysis effort are contained in Appendices G - J.

Estimates are provided for FY77 (based on reported annual activity data)

and for FY80, FY82, FY84, FY86, FY88 and FY90 (based on forecase annual

activity data).

In the breakdown of categories, the group headed "BASE" represent the

estimated IAC base values and the group headed "ADJUSTED" represent the

estimated target report values. The remaining nomenclatures conform to

those contained in Table 3.1-2.

The columns hedded A, B and C reflect the use of different busy/average

hour ratio assumptions in deriving IAC base value estimates as discussed

in paragraph 1.2, Appendix A. The A column reflects estimates of instantanpnis

counts during an average hour whereas the B and C columns reflect a low

and high range of estimates of the instantaneous counts during a busy hour.

It will be noted that the entries for associated tracks and cross-linked

tracks appear only under column B. This is because differing busy/average

hour ratios were not used in estimating associated tracks (see paragraph 3.2,

Appendix A), thus, the same values appearing under column B also apply to the

A and C columns.
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3.1.3 IAC Estimate Validation.

The IAC estimation methodology has, of necessity, been based on numerous

assumptions. While conscientious efforts were made to apply sound judge-
ments in making these assumptions, it would, of course be highly desirable

to have a means of verifying the accuracy of the estimates produced by the

process. However, a precise and practical method of doing this is not

obvious. For one thing, the process is aimed at converting forecasts of

annual activity into estimates of peak (or near peak) instantaneous counts

during periods of high activity where high activity is in terms of all air-

craft in the airspace of interest, not just those receiving air traffic

control service. It is during such periods that the system will be taxed

most severely. However, it is difficult to predict just when such con-

ditions will occur, thus, it is extremely difficult to mount and time a

special data collection effort that will assure actual IAC data is captured

under these conditions. As was noted earlier in this report, field measure-
ment data relevant to IACs are spdrse and incomplete, and it is not known
whether the counts are representative of low, medium or high levels that

may be encountered during the course of the year.

Notwithstanding the above, some comparisons of the results produced by the

methodology have been made with field data samples provided by the FAA.

In making these comparisons, the objective was to determine if the estimated

totals appeared reasonable bearing in mind that whether the field data

represented low, medium or high values for the year was unknown. The focus

was on totals (rathe~r than composition of the total- ) because these values

have the greatest impact on system loading.

Data were provided by the FAA for each of the nine surveillance sites. The

data for the New York surveillance systems were taken at the New York TPACON

in conjunction with system integration and shakedown efforts and represent

"snapshots" of the instantaneous number of active tracks in each surveil-

lance system at different points in time. The data for the Chicago, Los

Angeles and Detroit surveillance sites were derived from beacon target
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report data recorded at these sites over hourly periods for several

different hours. These data were reduced by ARD-143 to reflect the aver-

age and peak number of beacon target reports per scan during each of the

hours recorded.

The date, day of the week, time of day (local), peak count and,

weather conditions of the field data samples are as shown in Table 3.1-3.
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TABLE 3.1-3

PEAK TRAFFIC COUNT MEASUREMENTS FOR
NEW YORK, CHICAGO, LOS ANGELES, AND eHICAGO

(Provided by FAA)

Day Time Weather Peak
Site Date of Week (Local) Corkiitions Count

New York 6-7-79 Thur 0845- IFR 407
6-8-79 Fri 0903- mar~nal VFR 336 Peak
6-8-79 Fri 1606- Marginal VFR 497 | Total
6-10-79 Sun 1440 Good VFR 527 Track
6-28-79 Thur 1619 Marginal VFR 677 l Counts
6-29-79 Fri 1614 Margial VFR 710 J(4 sensors)

Chicago 8-17-79 Fri 1445-545 VFR 296 48-17-79 Fri 1545-1645 VFR 253 Peak
8-17-79 Fri 1659-1759 VFR 288 Total
8-29-79 Wed 1430-1530 VFR 243 Beacon
8-29-79 Wed 1530-1630 VFR 264 Reports
8-29-79 Wed 1630-1730 VFR 254 (2 sensors)

Los Angeles 8-11-79 Sat 1030-1130 VFR 350
8-11-79 Sat 1130-1230 VFR 327
8-11-79 Sat 1230-1330 VFR 308
8-11-79 Sat 1330-1430 VFR 306
9-13-79 Thur 0500-0930 VFR 277
9-13-79 Thur 1000-1400 VFR 298
9-13-79 Thur 1429-1559 VFR 293
9-13-79 Thur 1600-1830 VFR 327
9-15-79 Sat 0500-0830 VFR 326
9-15-79 Sat 0900-1400 VFR 369
9-15-79 Sat 1439-1539 VFR 315 Peak
9-15-79 Sat 1600-1930 VFR 245 Total
9-20-79 Thur 0500-1000 VFR 277 Beacon
9-20-79 Thur 1030-1430 VFR 306 Reports
9-20-79 Thur 1459-1559 VFR 354 (2 sensors)
9-20-79 Thur 1600-1830 VFR 332
9-22-79 Sat 0500-1000 M1, "na 'FR 301
9-22-79 Sat 1030-1430 Marginal VFR 346
9-22-79 Sat 1459-1559 VFR 316
9-22-79 at 1605-2005 VFR 276
9-27-79 Thur 0500-1000 VFR 306
9-27-79 Thur 1020-1430 VFR 351
9-27-79 Thjr 1450-1550 VFR 356
9-29-79 at 0500-1000 VFR 365
9-29-79 Sat 1030-1500 VFR 298
9-29-79 Sat 1610-2140 (FR 238

Detroit 10-4-79 Thur 0859-1029 IFR 76 1
10-4-79 Thur 1040-1140 IFR 59
10-4-79 Tnur 1205-1435 IFR 70
10-4-79 Thur 1520-1750 IFR 97
10-6-79 at 0920-1150 IFR 66
10-6-79 Sat 1210-1440 IFR 51
10-6-79 Sat 1510-1640 IUR 55
10-6-79 Sat 1650-1750 IFR 49
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TABLE 3.1-3 (Cont'd.)

Day Time Weather Peak

Site Date of Week (Local) Ccunitions co_ t

Detroit 1-10-80 Thur 1600-1700 VFR 92 I Peak(continued) 1-12-40 Sat 0900-1100 VF7 72 Total1-12-40 Sat 1200-1400 VFR 110 Beac1-12-60 Sat 1430-1630 VFR 120 ReDort1-13-80 Sun 0900-1130 VF1 102 (1 uafmor)
1-13-80 Sun 1200-1330 VFR .121-13-80 Sun 1400-1530 VFR 121-13-WO Sun 1600-1730 VFR 1221-14-40 Mon 1130-1500 VFR 75
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Comparisons of the IAC estimates with the field data samples for each of

the surveillance sites are reflected in Exhibits 3.1-3 through 3.1-11.

These exhibits portray the following:

9 The estimated IAC during an average hour. This corresponds to
to the A (average) hour assumption concerning busy/average hour

ratios. (See paragraph 1.2, Appendix A)

* The range of the IAC estimates for a busy hour (i.e., the B and C

busy/average hour ratio assumptions) under both good and poor

weather conditions.

* The range of the peak counts in the field data samples.

It should be noted that since the New York field data samples were with

respect to tracks, the IAC estimates for the New York surveillance sites

are also with respect to tracks. Since the data for the other sites were

with respect to beacon target reports, the IAC estimates portrayed for

these sites are also with respect to beacon target reports.

A review of the exhibits leads to the following observations:

* For the New York systems (JFK, EWR, HPN and ISP), the range of

the field data samples brackets the estimated average IAC, with

the higher counts falling somewhere between the upper poor weather

estimate and the lower good weather estimate. As a matter of

interest, the field data provided for New York did include some

annotations regarding the general weather conditions at the

time the data was taken. One sample was during IFR, one during

VFR and the remaining four during marginal conditions. The high

and low samples both occurred when the weather conditions were
marginal.
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* For Chicago (ORD and CHI-S) the field data samples were all well

above the estimated average IAC. The range of counts extended up

to the lower of the good weather estimates.

* For Los Angeles (LAX4 and LAX7) the field counts were generally

well above the estimated average IAC. The highest counts fall somewhat

below the lower traffic level of the good weather estimates.

* For Detroit (DTW) the field data samples fluctuated about the estimated

average IAC. About half of the 17 field samples were recorded during

IFR weather conditions. For these cases, the measured counts generally

agree with the poor weather estimates. The good weather samples,

however, extend only somewhat above the estimated average IAC. This

could be the result of underestimating the average radar shielding

angle at DTW. (A 00 shielding angle was estimated from an examination

of DTW panoramics taken in 1975). The application of average shieldinq

angles in the IAC estimation methodology has the effect of reducing

the instantaneous count estimates.

Based on the above observations and considering the uncertainties as to

whether the field data samples represent low, medium or high instantaneous

counts for the year, there appears to be no reason to conclude that the

estimated IACs are unreasonable.
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3.2 PROCESSING REQUIREMENTS ANALYSIS

3.2.1 Introduction

The ARTS IlIA software functions have been described in Reference 1 as con-

sisting of eight major areas:

* Multiprocessor Executive (MPE)

e SRAP Input Processing

* Tracking

* Display Output Processing

@ Keyboard Input Processing

* Interfacility Flight Plan Processing

* MSAW

e Continuous Data Recording

The MPE provides overall control of the operational program by scheduling the

processing of functional tasks. There are two types of tasks: planned tasks

and popup tasks. Planned tasks are scheduled in accordance with rules of

precedence of a list structure called a lattice. Popup tasks are scheduled

independently of the lattice precedences for planned tasks. Popup tasks may

be executed at random or periodic intervals. Random popup tasks typically

are interrupt driven and are used for processing of functions with indeterminate

schedules, such as output to peripherals. Periodic popups typically provide

processing for external functions, such as keyboard input or SRAP input, which

can be controlled by polling.

The SRAP Input processing accepts declared targets and passes them to tracking.

The tracking function performs a scan-to-scan correlation of the declared tarqets

to provide aircraft position, ground speed and altitude for display output
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processing. The tracking function operates separately on the data from each

sensor system. It has an automatic track start and acquisition feature for

beacon and radar targets. It maintains track files on all declared tra:'s.

The display output function gathers data from the tracking function, keyboard

input function, MSAW function, and the interracility processing and prepares

it for output to the displays through MDBMs.

The keyboard input processing function accepts data from the keyboards and

performs the desired function.

Interfacility flight plan processif,- communicates with the ARTCC computer.

This function accepts flight plan information and passes this data to the

tracking and display output functions.

MSAW includes altitude tracking and general terrain and approach path warning

logic.

The objective of the analysis of ARTS IlIA processing requirements is to

quantify ARTS IlIA processor utilization as a function of system configuration,

functional capability, lattice structure, and load factors imposed by the external

environment.

The processing analysis has been separated for convenience into three areas:

9 Analysis of the multiprocessor executive scheduler algorithms.

e Analysis of processing time durations for tasks running under control

of the schedulers.

* Analysis of lattice structures for establishment of planned task

precedences.

Scheduler algorithm models have been developed which result in the ability to

predict sequences of task executions. The task sequences depend upon processing

time durations for tasks running under the scheduler, and upon the priorities

imposed on the tasks by the lattices in which they occur. Tasks are represented

by equations for their processing times as functions of the instantaneous pro-
cessing loads produced by the operating environment.
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3.2.2 Task Models

3.2.2.1 General

Task models are represented where feasible by equations of the form

T = K + KIF + K2F +...+ KnF

where: T is the processing time for the task
Fn is the value of an environmental factor (e.g., number of target

reports processed, or number of data blocks displayed)

K is a constant.
n4

In cases where the above form is not suitable, and in cases where the processing

times have small means and small variances, task processing times are given as

means and standard deviations.

The task equations were developed through an iterative process which included

e Analysis of ARTS IlIA design data.

* Development of a list of system load factors which have the potential

of influencing task processing times.

* Development of a data extraction software package to support measure-

ment of task processing times and potential load factors.

* Measurement of processing times and load parameters, using the New York

TRACON and the ARTS IlIA system in the SSF at NAFEC.

* Analysis by linear regression of the measurement results in order to

produce task equations.

s Critique of the regression results based on understanding of the system

design.

* Refinement of equations for 1980 based on the critique.
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9 Modification of the 1980 equations to account for the impact of functions

added in future years.

Data were also collected during this process to be used in characterizing

processing time spent for overhead activities.

Analysis of the software design for each task module focused primarily on input

and output parameters and the logical flow of the processing. Input and output

parameters were analyzed in order to develop an initial list of candidate load

factors for each task. Examination of the logical flow enabled judgments to

be made as to which candidate factors appeared to have important influence on

processing time and which did not. Evidence of major program loops and data

base searches on large arrays were considered guides to judge the significance

of data elements on process time. Computational details were not considered.

The result of the design analysis was a list of data elements to be counteu

along with task processing times while exercising the New York version of

the program. Those data elements are shown in Table 3.2-1.

The list of tasks which were measured is shown in Table 3.2-2.

Three forms of output data were produced: statistical summaries of processing

times; tabulations, for each lattice processed, of the quantities of data

processed and of the task processing times; and histograms of the processing

activities of each active processor.

For each run the statistical summary data show

e For each task

- Number of measurements

- Average time (mils)

- Minimum time

- Maximum time

- Standard deviation

- Variance
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TABLE 3.2-1 DATA EXTRACTION PARAMEERS F9R PROCESSING

LOAD MEASUREMENTS

Task efii ii on

ADO Altitude ,la blocks
AT Associated tracks requiring display change

ATB Associated tracks Nith beacon codes

ATC Associated tracks with mode C

ATD Associated tracks with discrete beacon

ATH Associated tracks in handoff

BOR Beacon only reoorts

CCT Number of chances to CTS threads

OTT Deviation trial tracks

FO Full data blocks requiring display change

LD Limited data blocks requiring display change

MD MSAW data blocks requiring display change

NAT Number of assoc threads updated

NCS Number of changes to sector threads

NOT Number of tracks flagged for delay terminations

NM Number of tracks in the MSAW tab list

NPC Number of tracks in the coast/suspend list

NPS Track- in the store list

NT Number of tracks, total

NTT Tabular lines

ROR Radar only reports

RRR Radar reinforced beacon reports

SEC Sector number )f liven sensor

SNS Sensor number

SS Single sywbools requirinq display update

TA Associated tracks - total

TAA Number of )ssoc threads added

TAD Number i)f issoc tracks displayed

TAF Number )f assoc tracks requiring a FDB update

TL Tabular lines requiring display update

TO Number of threads added/delected

TSL Number of tracks in the store list

TSS Number of tracks requiring single symbol updates

TTT Turning trail racks
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TABLE 3.2-1 DATA EXTRACTION PARAMETERS FOR PROCESSING

LOAD MEASUREMENTS (cont'd)

Task Definition

TU Number of unassociated tracks, total

TUD Unassociated tracks displayed

TUF Number of unassociated tracks required FDB update

TUL Unassociated linked tracks, total

TUU Unassociated unlined tracks, total

U8R Unused beacon reports

URR Unused radar reports

UT Unassociated tracks requiring display update

UTB Unassociated tracks, beacon

UTC Unassociated tracks, mode C

UTD Unassociated tracks, discrete beacon

UTL Unassociated tracks requiring LDB update
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TABLE 3.2-2 TASK DEFINITIONS FOR 1980 ARTS IlIA CONFIGURATIONS

Task Definition

ALTRK Altitude tracker

AUT Automatic offset of display data blocks

CDR Continuous data recording

CDT Console data terminal

CRIT Critical data recording

CTIP Console typewriter input processing

DOP Display output processing

EDISC Disk control

IFI Interfacility input

IFO Interfacility output

KOFA Keyboard operational functions

MAT Flight plan tab list data monitor

MSAW Minimum safe altitude warning

MSP Medium speed printer control

MTP Magentic tape processing

PAUS Track display data output control

POOP Periodic display output processing

PSRAP SRAP input processing

RDOP Remote display output processing

RKIP Remote keyboard input processing

RTDOP Remote tabular display output processing

SCTME Scratch pad display monitor

SLINK Inter-sensor track link

SWABS Software adaption to beacon system

TCRSS Track cross reference

TDOP Tabul-r display output processing

TEDC Track early discrete correlation

TEXEC Tracking executive

TINIT Track initialization

TPRED Track prediction

TPSEC Primary/secondary correlation

TPUR Process unused reports

TROUT Track output

TUDS Sector thre3d update

TUD Thread update
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* For each processor

- Number of planned task measurements

- Average, minimum, maximum, standard deviation and variance of process

times (mils) for planned tasks

- Number of popup task measurements

- Average, minimum, maximum, standard deviation and variance

of process times for popups

- Percent of total processing time used for planned tasks popup

tasks, dead time, inactive time, idle time and overhead.

Appendix K contains the statistical summaries of measurements taken at the

New York TRACOM and at NAFEC in the SSF.

Eight runs were taken at New York. Four methods of data input were used:

e Capacity scenario. Developed by UNIVAC, this scenario generates 500

targets, consisting of a mixture of radar and beacon targets, each

moving in a small circle at 60 knots. The targets are spatially distri-

buted more or less uniformly around the four New York sensors and have

ranges great enough that there was little change in bearing from any

sensor. Approximately 1200 tracks are generated from the targets,
including associated and unassociated tracks.

e Modified capacity scenario. Capacity scenario modified by Sterling

to cause targets to move in a constant direction (900) at a greater

speed (150 knots) to force sector and track thread changes, track

initiation, trial track generation, and variations in spatial distribution

of tracks.

* Live data. Two samples were taken: one with all tracks unassociated,

and one with some tracks manually associated.

* Sterling scenario. A scenario containing a small number of targets

concentrated in a small volume of space, with some targets descending

in altitude. This scenario allowed extreme variation in spatial dis-

tribution and produced a load for MSAW processing.
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Table 3.2-3 lists these data sets Exhibit 3.2-1 shows the data format for

measurement of processing loads and task times. Exhibit 3.2-2 illustrates the

fc-mat for histograms of 1OP processing.

3.2.2.2 Existing Functions

The statistical summaries were used to select tasks which accounted for

major amounts of processing time. These tasks were subjected to analysis

by linear regression in order to develop equations to represent their pro-

cessing times. Tasks analysed by regression are listed in Table 3.2-4 along

with the regression results.

The regression result for PAUS represents the cumulative time for seven logical

copies of the task in one lattice execution. The expression 0.6 (TAF)2 was

ultimately eliminated from the PAUS model because no basis for it could be

found in the design data and because its contribution to the total time is

small. Discussions with UNIVAC personnel resulted in replacement of the

constant term (45.7) with a function which is proportional to the CTS size.

The number of single symbols updated cannot be predicted directly. Estimation

of the number of single symbol updates is based on the following assumptions:

e The number of single symbols updated on any display is equal to 0.25

(unassociated tracks) for the radar to which the display is associated.

* The total number of single symbols for any radar is the sum of the

single symbols on all its displays.

@ The number of single symbols updated during iny lattice

is proportional to the time duration of the previous lattice.

The equation for PAUS which results from this analysis is

P
Zt(p) = 0.0381(CTS) + 0.425(tL)(T1)
p=1

#SNSR 3i2
where T(1) = 1 E U(j,k) Displays (j)

l t-' =1 ksa
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TABLE 3.2-3 ARTS lilA MEASUREMENT DATA TAKEN

AT NY TRACON

RUN i DATE SCENARIO 'IOTFS

1 7/3/79 Capacity

2 7/3/79 Live All Targets Unassociated

3 7/3/79 Live Some Associated Targets

5 7/4/79 Modified All Tracks Unassociated
Capacity No Keyboard EntrIes

6 7/4/79 Modified Some Associated Tracks
Capacity Keyboard Entries Enabled

7 7/5/79 1odi fied
Capacity

8 7/4/79 Sterlinq
Scenario
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TABLE 3.2-4 REGRESSION ANALYSIS RESULTS

PAUS t= 45.7 + O.6(TAF)2 + 1.7(55) [total time for all copies of PAU S]

SLINK t = 8.2 a = 2.7

TCRSS t = 3.7 + TU + O.2(TA)
2

TEDC t = 1.7 + O.55(ATD + UTD) + O.2(TA)(TU)

TPRED t = 3.1 + 1.3(TA + TU)

TPSEC t = 7.8 + 0.5(TU) + O.2(TA)(TU)

TPUR T = 11.9 c = 10.9

TUDS t = 7.9 a = 6.9

TUD = 4.5 a = 5.9
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TU = unassociated tracks

j = sensor ID

k = sector ID

tL = execution time of previous lattice

ts = sensor scan time.

No basis could be found in the system design for the term O.2(TA) 2 in the

equation for TCRSS. This term also appears to have only a small influence

on the process time for TCRSS since the number of associated tracks is

normally small compared to the number of unassociated tracks. The term was,

therefore, eliminated from the TCRSS equation.

The same reasoning led to the elimination of the term O.2(TA)(TU) from the

equation for TPSEC.

No correlation was found between the processing times for SLINK, TPUR, TUDS

or TUD and the processing load. The mean and standard deviations were taken

as the final models for SLINK and TPUR.

Discussions with UNIVAC personnel, however, led to the assumption that the

times for TUDS and TUD are proportional to the CTS size. The final models

for these tasks then became

For TUDS

t = 0.0066(CTS)

For TUD

t = 0.0038(CTS)

Small means and small variances were indicated by the statistical summaries

for the tasks ALTRK, AUT, CDR, CRIT, DOP, MAT, MSAW, MTP, PDOP, RKIP, RTDOP,

SCTME, SWABS, TEXEC, TINIT and TROUT. It was decided that tasks with short,

nearly constant processing times could be adequately modeled by their mean

times and standard deviations. Therefore, to save effort, no regression

analysis was performed on the measurement results for these tasks.
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For some oi these tasks, however, analysis of the software design led to the

conclusion that the processing times depended on hardware configuration para-

meters which did not vary during the measurement runs. In those cases, the

process time models were adjusted to reflect the dependence:

* DOP t = 1.4(#MDBMs)

* PDOP t = O.6(#MDBMs)

* RDOP t = 2.4(#RDBMs)

* RKIP t = 1.3(#RDBMs)

* RTDOP t = 0.6(#RDBMs)

I
* TDOP Et(i) = 2.9(#MDBMs) (I = #executions/lattice)

t=1

e TEXEC t = 0.5(#sensors)

There was insufficient information to develop potential load factors for the

tasks IFI, IFO, KOFA, CDT, CTIP, PSRAP and MSP. These tasks, except for IFI,

were then modeled by their mean times arid standard deviations. IFI was estimated

to have a means time of 5 mils.

The above analysis led to the processing time models for the year 1980 shown

in Table 3.2-5 as processing times for each execution of the tasks.

All planned tasks are initiated in every lattice. Some of them, however,

may be initiated under circumstances in which there is no load to be processed.

In these circumstances, the tasks bypass their normal logical flow and exit

quickly. Tasks of this type include most tracking tasks, as well as PDOP and

MAT. Models for these times are shown in Table 3.2-5 under the column "Process

Time (Mils) When Initiated But Not Executed".

Statistics for overhead processing are also included in Table 3.2-5. They

were obtained by use of the overhead times indicated in the processor utili-

zation histograms.
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Task models for future years are described in Appendix L and are discussed

in Section 3.2.2.3.

There was some concern about the possibility that the task processing times

may be significantly influenced by a change in the number of processors. To

resolve this issue, a set of measurements was conducted at the SSF. These

measurements were conducted with the following combinations of processors and

displays using the modified capacity scenario:

#OPs #Displays

7 46

7 38

7 32

7 20

5 46

5 20

The number of processors was changed from seven to five by reconfiguring the

system to place two lOPs off line.

The actual number of physically connected displays did not vary, since only

a small number of displays (5) was connected. The display variation for the

experiment was affected by modification of the list of logical displays in

the ARTS IlIA data base, causing PAUS to process output data only for those

displays on the list.

Arguments for the possibility of processing time changes resulting from varia-

tions in the number of processors are based on the proposition that contention

for access to memory locations causes increases in processing times as the

number of processors increases. If this proposition is true, then processing

times for measurements using seven processors can be expected to be greater

than for processing times with five processors, with the number of displays

held constant.
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Tables 3.2-6 and 3.2-7 show the mean times and standard deviations,

respectively, for each task for each combination of processors and displays.

Althouoh these data do not provide a canplete and accurate indication of

the effects of memory contention, there appears to be no tendancy for

processinR times to be overwhelmirgly affected by the number of processors.

(Note that the model development process effectively built memory contention

into the task equations, since measurements were performed on a 7 active

lOPs by 14 active NtIs system.)

The CDP function was modified during the measurements to allow recordin. of

prucess times and other parameters related to the tests onto the system disk.

The maQitue of the influence of normal CDR on the task processingy times

cannot he determined since modification of CDR is essential for the system

rneasurenents. However, timinq measurements conducted by UNIVAC on the

Tampa processin7 system indicate that the processing times for several

import-tnt tasks may be influenced by the execution of CDR. The followinq

data represent percent of an IOP used for processing some tasks at Tampa

with four active IOPs and a 480 track scenario.

of ,n lOP

•;ask Without CDR With CDR

PCSI'AlP .68 3.28

I, 14.41 17.00

'['RFD 14.69 20.21

Al TRRR 4.06 7.55

M(TC; 1.86 5.84

,rT( , in processinV times for other tasks were snall - ienerally in the

r;,irv( of 4 1 percent of an TOP. The combined effect for all tisks was in

iricr.i,- ot 10 r)ercent of an lOP when CDR was processed.
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TABLE 3.2-6 MEAN TASK PROCESSING TIMES WITH VARIATIONS

IN THE NUMBER OF PROCESSORS AND DISPLAYS

IOPs 7 5

Displays 46 38 32 20 46 20

ALTRK 2 2 2 2 2 2
AUT 1 1 1 1 1 1
CDR 1 1 1 1
CRIT 3 3 3 2 3 2
DOP 4 4 4 3 4 2
IFI 1 1 1 1 1 1
IFO 8 8 9 9 8 8
KOFA 8 7 4 4 7 4
MAT 3 3 1 1 2 1
MSAW 2 2 2 2 2 1
MTP 1 1 1 1 1 1
PAUS 19 17 17 11 21 12
PAUS I 22 20 20 13 27 14
PAUS 2 20 18 18 12 17 10
PDOP 4 3 4 2 4 3
RDOP 12 12 11 10 13 12
RKIP 4 4 4 4 4 3
RTDOP 4 5 5 4 4 4
SCTME 1 1 1 1 1 1
SLINK 8 9 8 8 9 8
SWABS 1 1 1 1 1 1
TCRSS 6 6 6 5 8 6
TDOP 7 8 8 7 7 7
TDOP 1 7 8 8 7 7 7
TEDC 10 10 9 8 13 10
TEXEC 2 2 2 2 2 2
TINIT 4 4 4 3 4 3
TINIT I 3 3 2 2 3 2
TPRED 8 8 7 7 10 7
TPSEC 6 6 5 5 7 6
TPUR 2 2 2 2 3 2
TROUT 3 3 3 3 3 3
TROU 1 2 2 2 2 3 2
TUDS 7 7 6 5 8 6
TUD 4 3 3 1 3 2
CDT 6 6 2 2 6 5
CTIP 2 1 1 2 1 1
EDISC 4 4 4 4 4 4
KIP 13 11 13 10 12 10
MSP 0 0 3 3 0 0
PSRAP 8 7 7 7 8 6
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TABLE 3.2-7 STANDARD DEVIATIONS OF TASK PROCESSING TIMES

WITH VARIATIONS IN THE NUMBER OF PROCESSORS AND DISPLAYS

IOPs 7 5

Displays 46 38 32 20 46 20

ALTRK 1 1,1 1 1 1
AUT 0 0 0 0 0 0
CDR 0 110 0 0 0
CRIT 9 10 10 8 11 10
DOP 1 11 2 2 1 0
IFI 0 0 1 0 0 0 0
IFO 2 2' 2 1 2 2
KOFA 13 12 0 1 10 0
MAT 6 6 2 1 3 2
MSAW 1 1 1 1 1 1
MTP 0 0 0 0 0 0
PAUS 13 10 12 6 18 11
PAUS I 12 9 12 5 15 10
PAUS 2 11 8 12 5 18 10
PDOP 4 3 4 2 4 2
RDOP 3 3 3 4 1 2
RKIP I 1 1 0 0 0
RTDOP 1 1 1 1 1 1
SCTME 1 2 2 2 2 1
SLINK 4 5 3 4 5 4
SWABS 0 0 0 0 0 0
TCRSS 7 7 6 6 7 6
TDOP 1 2 1 1 1 1
TDOP1 1 2 1 1 1 1
TEDC 13 13 13 12 14 13
TEXEC 1 1 1 1 1 1
TINIT 5 4 4 3 5 3
TINIT 1 3 3 3 3 4 3
TPRED 8 8 8 8 7 7
TPSEC 5 5 5 5 5 5
TPUR 4 4 4 4 4 4
TROUT I 1 1 2 1 1
TROU1 1 1 1I 1 1 1
TUDS 6 6 5 5 6 5
TUD 5 4 3 3 4 3
CDT I 1 0 0 1 1
CTIP 0 0 0 0 0 0
EDISC 5 5 5 5 5 5
KIP 2 2 3 2 1 1
MSP 0 0 1 1 0 0
PSRAP 4 3 3 3 5 3
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The above results cannot be used to quantify the impact of CDR on processing

times estimated in the current study. However, they do imply a possible

increase in processing times of some tasks when CDR is executed.

3.2.2.3 Future Functions Impact

This section presents a set of assumptions which constitute the bases for

estimation of the impact on ARTS IlIA processing requirements of the future

implementation of the following systems:

9 Terminal Conflict Alert (Stage A)

* Terminal Metering and Spacing

e ARTS/DABS integration

e ARTS/TIPS interface

* Tower Automated Ground Surveillance

e Full Digital ARTS Display

e Tower Cab Digital Display.

The sources of information on which these assumptions and estimates are based

are sparse. Therefore, the estimates are very approximate and should only be

interpreted as providing insight into the order of magnitude of ARTS resource

requirements.

3.2.2.3.1 Terminal Conflict Alert (CA)

It is assumed for this study that the CA function will be implemented at all

sites in 1982 to provide service for controlled aircraft which are beacon

equipped and reporting Mode C.
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Various time estimates are available from studies conducted by MITRE and
U!1IVAC [28, 29, 30 at single and dual beacon sites. Although the quanti-
tative results vary widely because of differing assumptions concerning air-
craft densities and overhead processing, the equations used for estimation

are all of the form

t = AN2 + BN + C

where N is the number of aircraft eligible for CA processing, and A depends
strongly on aircraft density. The method of estimation used in this study

follows a similar approach.

As a result of discussions with UNIVAC, the CA function is assumed to be processed
in the following planned tasks.

* TUDX - A single task which performs thread update. This task is
parallel to TUDS and TUD in the lattice structure, is similar to

themin operation and executes each lattice. Discussions with UNIVAC
led to the conclusion that the timing for TUDX will likely be similar
to that of TUDS. As a result, the timing model for TUDS was also
adopted for TUDX.

o CA - One logical copy per sensor will provide conflict detection.
All copies are successors to TEXEC, TUDS and TUDX in the planned
lattice. Each copy executes once per sector for its assigned sensor.
The timing model for this task is assumed, as a result of discussions

with UNIVAC, to be of the form t = AN2 + BN.

o CATRK - One logical copy per sensor will perform CA tracking. Each
copy is a successor to one copy of the CA task. UNIVAC estimates 2
mils per track for processing time.

o CATU - A single task which acts as a data base manager. This task is
executed after all copies of CA which are eligible to execute because
of sector advances. UNIVAC estimates a mean processing time of 2 mils

per execution.
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Following the above analysis, the processing times for CA tasks are estimated

to be described by

Task Process Time Model

TUDX t = 0.0066(CTS)

2 !2 32
CA t(j) = 0.0015 [kICTA(j,k + 0.084 E CTA(j,k)[k=l1 k=

j = sensor ID

k = sector ID

CTA = #associated tracks of Mode C beacon equipped aircraft

plus unassociated linked tracks

CATRK t(j) = 2 [CTA(j,k

CATU t = 2

3.2.2.3.2 Terminal Metering and Spacing (M&S)

4i8&S was initially assumed to be a planned task which takes the following

amount of process time 32 times per scan[adapted from Reference 18]

t = 0.11 + 1.35(N o + Nf) + 2.7N i

where No = Number of active aircraft outside the feeder fix

Ni = Number of active aircraft inside the feeder fix

Nf = Number of flight plans or suspend status tracks

Subsequent discussions with UNIVAC and FAA personnel led to a revision of the

M&S timing equation to

t = 0.11 + 2.2Ni

In the current study, Ni is interpreted to include controlled, arriving aircraft.

Controlled, arriving aircraft are estimated to constitute 75% of the associated

tracks during a busy period.

M&S is modeled in this study as a periodic popup task, MSPOP, which executes 32

times during the period of one radar scan. One logical copy of MSPOP performs
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processing for all sensors in a multisensor system. Its processing time per

execution is related to the number of associated tracks on all sensors by the

following equation

#SNSR 32

t = 0.11 + 1.7 Z z TA(j,k)
j=1 k=1

where j = sensor ID

k = sector ID

An earlier attempt in this study to model the M&S function was based on the

assumption that M&S might be separated into two roughly equal parts, one executed

by a planned task and the other by a popup. The planned task turned out to

cause the lattice processing times to be too long, however, and was abondoned.

M&S is also expected to cause a slight increase in display processing time. It

is assumed that increase in PAUS processing time will occur which is proportional

to the number of M&S data elements displayed, but is independent of the existing

PAUS processing time. The increase in PAUS processing time is assumed equal to

the amount 0.84(TA), where TA is the number of associated tracks processed.

3.2.2.3.3 ARTS/DABS Integration

ARTS/DABS integration will cause major changes to ARTS IlIA lattices. DABS

will perform scan-to-scan correlation at the sensor site, thus allowing ARTS

IlIA to become a noncorrelating system. In addition, unused reports will be

virtually eliminated.

Thus, it is assumed that the followinq planned tasks can be removd from the

lattice

TPUR, TCRSS, TPSEC.

TEDC is assumed to remain in the system aftPr DARS intparAtinn to nPrfnrm

correlation. correction, and oredictinn, TPREn is assunipd tn rpmain to

perform auto drop and coast.
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However, all tracks will be processed by TEDC after DABS integration, whereas

it currently processes discrete beacon tracks only. The processing time per

track for TEDC is expected to increase by about 50% due to replacement
of the TOS tracker with a TABG tracker. This new expanded version of TEDC

has been renamed "DABC" to distinguish it from the current version.

3.2.2.3.4 ARTS/TIPS Interface

Since TIPS will be implemented with its own processing and display, its impact

on ARTS IlIA processing will be minimal. The IFI and IFO tasks are expected to

expand to account for increased message traffic. After implementation of the
ARTS/DABS interface, IFO and IFI are estimated to require 10 mils each per

execution. A neligible increase in processing time will be caused by implementa-

tion of a new popup task to execute for approximately 20 mils only upon depres-

sion of the alternate data switch.

3.2.2.3.5 Tower Automated Ground Surveillance (TAGS)

TAGS is expected to be an independent system employed in busy airports to per-

form ground tracking and conflict alert. Its processing and storage requirements
are expected to be extremely large (on the order of M&S with added tracking).
For these reasons it would seem difficult and unnecessary to merge TAGS process-

ing into the ARTS IlIA system. Therefore, it is assumed that TAGS would employ

its own processors and displays and would have negligible impact on ARTS IlIIA

processing.

3.2.2.3.6 Full Digital ARTS Displays (FDAD)

FDAD will be very similar to a full-digital TI DEDS or TCDD with an internal RDBM

operating over a parallel interface to the lOP instead of a serial interface to a

C!1C. Therefore adding the FDAD to ARTS IlIA is very similar to adding the RDBr1/TCDD

combination.

The new tasks added for the RDBM/TCDD include:

1. RKIP* - Remote Keyboard Input Processing

2. RDOP* - Remote Display Output Processing

3. HOP - Map Output Processing
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4. RTDOP*- Remote Tabular Display Output Processing

5. PUTT - Process Untracked Targets

The microprocessor in the FDAD will cause keyboard input processing to be

more similar to RKIP than to KIP.

Output processing for the FDAD will be more similar to DOP than to RDOP

since the parallel interface of the FDAD is more similar to the parallel

interface to an MDBM than it is to the serial interface to an RDBM. There-

fore, the estimates for DOP and RDOP before the implementation of FDAD should

remain valid.

MOP is a new task which is necessary in a system with digital displays. It

outputs a new map to a display when requested by keyboard entry. Since it is

executed so seldom, its effect on system timing should be negligible.

Because of the microprocesser integrated into the FDAD, tabular display

processing should more resemble RTDOP than TDOP.

PUTT is a new task which displays all untracked target reports in order to

simulate video. This task must execute once per sector per sensor as a post-

task of TPUR. Therefore, PUTT must be added to the lattices as a post-task of

TPUR. One copy of PUTT should be used for each copy of TPUR. PUTT execution

time may be estimated at 1 msec per sector per sensor. It should be noted

that because of this requirement, the sensor (eg., SRAP, DABS) must send all

target reports to the lOP including false target reports.

PAUS will also be significantly affected by the FDAD. The track symbology

required on a full-digital display is much more complicated than that on a

*These tasks are also required for the RDBM/BRITE display

combination and are already present in the New York Tracon system.
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time-shared display. This difference is illustrated below:

Time-Shared Symbology Full Digital Symbology

* Controller symbol displayed * Dash displayed at current scan

at current scan reported reported position

position * Controller symbol displayed 1/16"

above the dash

@ History trails displayed at smoothed

positions of up to the last 5 scans.

The cost of computing this more complicated symbology is estimated at 200

msec per track per display per scan. The time used by PAUS is adjusted

accordingly.

There are also minor impacts on several other programs. For example, TROUT

will have additional duties related to history trail updates. However, these

impacts should be minor and are, therefore, ignored at this time.

3.2.2.3.7 Tower Cab Digital Display (TCOD)

TCDD is expected to be implemented at control towers within 20 miles of ARTS IlIIA

sensor systems. Implementation of TCDD is expected to cause the planned

tasks RDOP, RTDOP and RKIP to be required. Modification of the software to

provide all-digital symbology, maps, and processing of untracked targets are

accounted for in the FDAD implementation impact analysis.

3.2.3 Scheduler Simulation

The ARTS IlIA multiprocessor executive scheduler is simulated by a stand-

alone FORTRAN program (ARTSCD), which accepts operator inputs and provides

printed output. The scheduler simulation produces a detailed record of the

sequence and timing of all pertinent events concerning the runninq of tasks

by an operational ARTS IlIA program. The running (and overhead) times of

such tasks are simulated according to the models of the previous section.

The scheduling procedures are adapted from the New York ARTS system.
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The scheduler simulation outputs provide the raw data and statistics which

allow evaluation of timing loads for an operational ARTS lilA program.

Figure 3.2.3-1 shows a generalized flowchart of the simulation.

3.2.3.1 Simulation Concept and Outline

The scheduler simulation mimics the real-time action of an ARTS liA multi-

processor executive in assigning (deassigning) tasks to processors and

provides a control framework for the execution of these tasks and for

evaluating computer loading.

A period of real-time, typically one radar scan time, is simulated during

which appropriate system states are recorded and statistics are accumulated.

This period is divided by the scheduler into a number of lattice executions.

A current New York type of single lattice is utilized throughout and modified

appropriately for other sites and epochs. The lattice is a list of planned

tasks with precedence relations that determine which tasks are eligible for

execution at any time, given the set of completed tasks at that time. In

addition to planned lattice tasks, popup tasks can occur, which are a separate

category outside of the lattice structure and whose execution is independent

of the lattice restrictions and timing.

Planned tasks are independently classified as high or low priority. The execu-

tive maintains separate queues of elegible tasks for each priority. Tasks

are added to queues when all immediately precedinn tasks of the lattice have

been completed. A task is removed when it is assigned to a processor for

execution. High priority eligible tasks are assigned in preference to low

priority eligible tasks.

Pnopup tasks are made eligible to run according to their assigned periods in

the task models. Popup tasks have assignment priority alternating with

inned tasks in each processor as long as tasks are continuously assigned.

.,,,h a processor is idle for an interval, the alternating pattern is restarted

* , (,(rnw phase.
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FIGURE 3.2.3-1 ARTSCD, SCHEDULER SIMULATION GENERAL FLOW
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When a task is assigned, the executive overhead time is calculated according

to the overhead model, and the task execution time according to the task

timing model. The processor is made busy with this task, but initially

enters the overhead state. Task execution begins when the overhead time

expires.

Some task timing models require traffic load inputs. These are determined

from an aircraft track category table for each sensor which is tabulated in

32 radar sectors. The appropriate sector to be used at any time is found

from a running determination of radar beam direction corrected by the sector

processing lag for each task.

Some task timing models specify a total time for a set of tasks (copies) and

require that each task of the set end at the same time (or nearly so). In

these cases (PAUS, SCTME, TDOP), when the subsequent copies are assigned,

any remaining time of the total is redistributed among all the assigned copies

so that they end together. In the special case of PAUS, PAUS1 is normally

forced to execute 10 mils beyond any other assigned PAUS copies. PAUS execu-

tions are terminated prematurely whenever the lattice runs too long and timeout,

therefore, occurs.

The lattice terminates when all planned tasks have finished executing. A

new lattice then begins immediately. Any popup tasks that have been assigned

continue to execute across the lattice boundary.

The scheduler simulation is based upon an event driven logic. At each point

in time the program maintains a list of next event times which are current

and imminent. The earliest next event is determined, the state of the scheduler,

the time and the event list are updated accordingly and the process continues.

After each such event is processed, the program assigns available tasks by

order of priority and lattice eligibility to idle processors according to

scheduler sequencing logic and determines the overhead and running time of

each new task. This defines new events for the event list.

The event list contains the following events (in the form of a time of next

occurrence):
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a. Executive Lockout Expiration

The scheduler model assumes that when a new task is assigned to an

idle processor, the executive enters a state of lockout for a time

determined from the executive overhead task model of Section 3.2.2.

During lockout, no further tasks may be assigned to any idle

processors. This event is created each time a new task is assigned

and the lockout is cleared upon expiration.

b. Task Expiration (each active processor)

For each active processor a task expiration is calculated at the

time a task is assigned by accounting for both the overhead and the

task execution time determined from the timing models. When the

task expiration occurs, the current task is deassigned and the

processor becomes idle again.

c. Sector Advance (each sensor)

For each sensor in the system a record is kept of the next sector

crossing time. When a sector crossing event occurs, the sensor state

is updated and the next sector crossing time is calculated and inserted

in the list. Sector crossing may modify lattice timeout time.

d. Output Print

In order to conveniently provide a simulation output option which

consists of the state of each processor (tasks being run) at multiples

of a uniform time interval, the simulation maintains an output event.

When this event occurs (and other conditions are met) a printing

of processor states occurs ("snapshot print") and the next output

print time is calculated and inserted as a new event.

e. Lattice Timeout Limit

At the beginning of each lattice, the lattice timeout time is set

here as 145 mils beyond the initial lattice time. Occurrence of a
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lattice timeout results in setting a program flag which allows any

PAUS tasks to be immediately terminated short of their normal end

time.

This nominal 145 mils is shortened to 125, 100, 75, 50 mils if any

sector advances occur which create data backlogs of, respectively,

2, 3, 4, 5 sectors for the worst sensor.

3.2.3.2 Simulation Inputs

The overall simulation is controlled by means of a console dialogue, while

the details of the site case parameters are specified in a data file, which

is read by the program.

The console dialogue allows the operator to make the following selections:

0 The site case parameter file

0 Length of run

0 Snapshot print interval

* The first and last lattice of the block of lattices to be outputted

by the snapshot print

0 The number of processors to be assumed

* Either high or low traffic

6 Optional print of the site case parameter information.

The site case parameter file specifies the following information:

* The site case data file number and title.
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The number of sensors, their 'periods and initial beam direction.

The program assumes a number of track storage slots (CTS) equal to

300 times the number of sensors.

* The following processing and display equipment complements: number

of processors, number of MDBM's, number of RDBM's, number of displays

associated with each sensor. The program calculates the number of

DBM's as the sum of all displays minus the number of RDBM's.

The set of tasks defined for the site case. Each task is identified

by name, is assigned a priority type (high planned, low planned or

popup) and a parameter type. The parameter type is followed by the

coefficients of the timing model for the task and controls the

interpretation of these. In addition, the parameter type defines

the correspondence between the various copies of a tracking task

and their associated sensors.

* The lattice structure. Lattice structure is specified as an ordered

list of all the planned tasks, where each task is accompanied by

an ordered list of its successor tasks.

* Traffic counts for each sensor. Both high and low counts are provided,

the selection to be made at run time. For each sensor the following

traffic category numbers are supplied: total associated tracks,

total unassociated tracks, discrete beacon associated tracks,

discrete beacon unassociated tracks, mode C beacon equipped associated

tracks, mode C cross-linked tracks. These numbers are obtained from

the traffic load models of this study. The sum of the last two

categories constitutes the conflict alert eligible tracks.

The program distributes these sensor track totals at random among 32

sectors in such a way that the counts are consistent (for example,

the number of discrete beacon associated tracks in each sector is

never greater than the total associated tracks for that sector).
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In the special case of the New York validation run, the counts by

sector are directly inputted in detail from the parameter file.

3.2.3.3 Simulation Outputs

The output of a run consists of the lattice snapshot print and the summary

statistics. In addition, timeout and overload conditions are printed when

they occur for any lattice. These outputs are prefaced by run parameter

information.

The lattice snapshot print is an output of the state of each processor in

the system at specific instants of time. These instants are integral multiples

of a selected print time increment which occur during execution of a selected

set of consecutive lattices.

If a processor is busy running a task, the state of the processor is denoted

by printing the task name. If a processor is in executive overhead or is idle

with no assigned task, while some other processor is in overhead, then those

processors are considered to be in the overhead state, and **OVHD** is

printed for each. If a processor is idle (and not in the overhead state)

and all planned tasks for this lattice have been or are being executed, then

that processor is in the inactive state and **INAC** is printed. If a

processor is idle (and not in the overhead state) and is not inactive, then

that processor is in the dead state and **DEAD** is printed. These rules

provide an exhaustive definition of processor states.

The processor states are printed in blocks, each one lattice long. A summary

of execution time, beginning and ending time is given for each lattice.

The summary statistics contain the following information accumulated for

the entire run:

6 The total number of lattices executed and the total run time.

0 The mean and standard deviation of the lattice execution time over

all lattices of the run.
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* The percent average processor utilization time for each processor

(and total, averaged over processors) occupied by:

1) planned tasks, 2) popup tasks, 3) overhead state, 4) dead

state, 5) inactive state.

0 The mean execution time, standard deviation and number of calls

for each defined system task.

Whenever timeout occurs of a given lattice, a message is printed which

contains the following information: 1) the lattice number, execution time,

beginning and ending time, 2) the number of sectors lag in processing and

3) the percentage completion of PAUS processing for this lattice and the total

PAUS time requirement.

If the sector lag becomes 16 or greater, the run is terminated and a special

termination message is printed.

3.2.4 Lattices

The scheduler lattices used in this study are adapted from the current New

York ARTS. A single lattice is defined for each combination of site: New

York, Chicago, Los Angeles, Detroit and year: 1980, 1982, 1984, 1986, 1988,

1990. The validation run is made with the NY 1980 lattice. The years beyond

1980 incorporate new functions in a hypothetical way.

In this section, the term lattice is used in a broad way to include all of

the following:

e An ordered list of planned tasks defined for the system.

& The priority of each planned task, high or low.

* An ordered list of (immediate) successor tasks for each planned

task.

* An ordered list of popup tasks.
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This information allows the scheduler to determine the order of assignment

of tasks to idle processors.

When a lattice is loaded at the start of a scheduler simulation run, the

number of tasks which are predecessors to each planned task are tabulated.

Those tasks having no predecessors are used to initialize the task eliqibility

queues at the beginning of each lattice. High priority tasks are placed

on the high priority queue (FIFO) in the defined order, and low priority tasks

are placed on the low priority queue. When any task complete execution, a

test is made of each of its successors in the defined order. Any successor

task whose predecessors have all completed execution is added to the queue

corresponding to the successor task priority.

Popup tasks are scanned for eligibility in the defined order.

In order to explain the various case lattices, we refer to the representative

New York lattice of 1986 in Table 3.2.4-1. This lattice can be modified by

deletions or substitutions to obtain any other lattice case.

The following general remarks can be made:

* Many of the task names are identical except for a final numerical

digit. This number distinguishes the several available similar

copies of a task that may be individually assigned to different

processors. These copies may execute simultaneously or not; but

all must complete before their successors become eligible or the

lattice can complete (see below for an exception).

0 All lattices define seven PAUS tasks (PAUSI to PAUS7) and three

SCTME tasks (SCTME1 to SCTME3). However, the number of copies

actually active in the scheduler simulation for each is limited to

no more than the number of system processors. The remaining

copies are inhibited and do not execute.

0 The number of copies of certain track related tasks corresponds in

each lattice to the number of system sensors (4 in NY, 2 in Chicago
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TABLE 3.2.4-1 LATTICE STRUCTURE FOR NEW YORK 1986
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TABLE 3.2.4-1 (Cont'd.)
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TABLE 3.2.4-1 (Cont'd.)
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TABLE 3.2.4-1 (Cont'd.)
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and Los Angeles and 1 in Detroit). These tasks are:

TCRSS- TPRED- CA-

TEDC- TPUR- CATRK-

TPSEC- SWABS- PUTT-

MSAW- TINIT- DINIT-

ALTRK- TROUT- DABC-

The execution of such copies is assumed to occur with data from the corre-

sponding sensor.

* The number of TDOP- copies for each site corresponds roughly to the

size of the display requirements (number of displays).

* Conflict alert system capability is introduced by adding TUDX, CA-,

CATRK- and CATU tasks. TUDX is an X-thread update, CA- are the

copies of conflict screening and detection, CATRK- are the corresponding

copies of a special track algorithm for conflict alert and CATU is a

short cleanup task. In order to force CATRK- and CATU to complete

before PAUS, it is necessary to set them to high priority. TUDX and

CA- are low priority.

* The metering and spacing task, MSPOP, is a popup. There is no

planned metering and spacing task. Originally, it was planned to

split this task into a planned and popup task on a 50-50 basis.

However, it became evident that the task was so demanding of time,

that any substantial allocation as a planned task would cause

lattice timeouts. As it is, the MSPOP task runs nearly continuously

in one or another processor for the more demanding cases. Since

the popup executions can continue across lattice boundaries, this

does not disrupt the lattice.

* In order to integrate DABS with ARTS, the TINIT- tasks are replaced

by DINIT-, TEDC- is replaced by DABC- and the following tasks are

deleted: TPUR-, TCRSS-, TPSEC-, PUTT-.

* The implementation of a full digital ARTS display requires the intro-

duction of RTDOP, RKIP and RDOP tasks where they are not already
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provided (as in NY). Further, PUTT- tasks are defined as successors

to the corresponding TPUR- tasks in order to process untracked

targets. PUTT- tasks are given high priority to force completion

before PAUS.

When DABS integration is introduced, PUTT- is deleted.

The introduction of the advanced system enhancements above, as well

as the ARTS/TIPS interface, affects the timing models for individual

tasks, Section 3.2.2, but has no effect on the lattice definition

beyond those mentioned above.

Starting with NY 1986 as a base, the other lattices may be obtained as follows:

New York:

1980 and Validation Delete CA-, CATRK-, CATU, TUDX, PUTT-, MSPOP

1982 Delete PUTT-, MSPOP

1984 Delete MSPOP

1986 ---

1988 and 1990 Delete TPUR-, PUTT-, TCRSS-, TPSEC-

Change TINIT- to DINIT-

TEDC- to DABC-

Chicago: Two copies of all track related tasks.

Three copies of TDOP-.

1980 Delete CA-, CATRK-, CATU, TUDX, PUTT-,

MSPOP, RTDOP, RKIP, RDOP

1982 Delete PUTT-, MSPOP, RTDOP, RKIP, RDOP

1984 Delete MSPOP

1986 to 1990 Delete TPUR-, PUTT-, TCRSS-, TPSEC-

Change TINIT- to DINIT-

TEDC- to DABC-
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Los Angeles: Two copies of all track related tasks.

Two copies of TDOP-.

(The changes for each year are the same as

for Chicago).

Detroit: One copy of all track related tasks.

One copy of TDOP-.

(The changes for each year are the same as

for Chicago).
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3.3 MEMORY REQUIREMENTS ANALYSIS

All program and data base modules for the ARTS IlIA system are stored on-line

in fixed memory space. There is no use of dynamic memory allocation or program

overlays.

As a result, storage utilization estimation for each year of the study is

accomplished through simple summation of space required for all programs and

tables, and addition of an amount to account for memory mapping loss.

The sources of information for space requirements for existing programs and

data bases are ATC 25000 and information provided by UNIVAC describing changes

to program and data base sizes as reflected in the New York System Design Data,

Revision A which was developed in the fall of 1979.

Storage estimates for New York, Los Angeles, Chicago and Detroit are shown in

Table 3.3-1 and 3.3-2. The estimates in Table 3.3-1 are based on level C traffic

estimates, while those in Table 3.3-2 are based on level B traffic.

The storage requirements for each terminal area in the year 1980 are estimated by

separately calculating the requirements for programs and data base.

,For New York, the program storage requirements are taken directly from existing

program sizes provided by UNIVAC (Table 3.3-3). Program storage estimates for

Los Angeles, Chicago and Detroit are based on the sizes of programs existing at

New York, modified to reflect some differences between the New York program and

programs which may be installed elsewhere.

Data base estimates for 1980 for all sites are based on the formulas provided in

ATC 25000 as modified by UNIVAC. These formulas, and the amounts of storage space

allocated for each data base in the existing New York system are shown in Table

3.3-4.

As a convenience, and to simplify the computation of storage estimates, the data

base estimated has been divided into two parts: variable data base storage and

fixed data base storage. The variable portion of the data base includes all
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storage whose estimated size depends upon the total number of tracks files, or

the maximum number of associated tracks, target reports, MDBMs, RDBMs, displays,

keyboards, or sensors in any user. It also includes the BOT, ROT and RAT Tables.

By combining the formulas in Table 3.3-4, the size of the variable portion of

the data base may be estimated by

37.625(T) + 1800(MDBM) + 660 RDBM + 419(DISPL) + 2846 (SNSR)

+ 300 (PROC) + 49(KB) + 1.5(RPTS) + 13(TA) + ROT + BOT + RAT

The fixed portion of the data base store includes those data base elements whose
sizes do not vary. Examples are the selected code table, the airport fix table,

and 900 words of the RDBM buffers.

Estimates of storage requirements for the basic data base (excluding enhancements)

storage requirements for the years 1980 to 1990 are shown in Tables 3.3-5 through

3.3-8 for New York, Los Angeles, Chicago and Detroit. The system parameters which

influence the size of the variable portion of the data base are also shown.

The parameter T includes associated and unassociated tracks obtained from good

weather track estimates in Appendices G, H, I and J, and also includes estimates

of the number of flight plans. The number of flight plans is estimated to be

the same as the number of associated tracks, since flight plans and associated

tracks are estimated to be in the system approximately the same amount of time

(15 to 20 minutes).

The New York program contains one copy of each program module, except the following:

Total Storage Assumed for
Task Copies Storage One Copy

PAUS 3 250 80

TOOP 2 800 400

TINIT 2 3000 1500

TROUT 2 400 200

The programs at Chicago, Los Angeles and Detroit and assumed to require only

one copy of each of the above tasks.
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The New York program also contains one copy of the following tasks:

Task Storage

SLINK 300

ROOP + RTDOP 1600

RKIP 850

SLINK processes inter-sensor track links, and will be implemented only at

multisensor sites. It is not expected to be installed at Detroit, which has

a single sensor. RDOP, RKIP and RTDOP are assumed not to be implemented at

Chicago, Los Angeles or Detroit until the installation of TCDD.

For years after 1980, the storage estimates include the impacts of functional

enhancements.

New functions are assumed to be implemented on the following schedule

NY OTHERS

CA 1982 1982

TIPS 1983 1983

TCDD 1983 1983

FDAD 1984 1984

M&S 1985 1985

DABS 1988 1985

Storage requirement estimates for conflict Alert are shown in Tables 3.3-1 andr '

3.3-2. They are based on the following criteria established in reference 28

Programs 5320
Tables 1537 + 0.02T2 + 13.6T (T = Total Track Capacity)
Total 6857 + O.02T' + 13.6T
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Storage increases for TIPS are estimated by UNIVAC as'follows

KIP 45
SAD 600
Common Subroutine 400
IFI 2400
IFO
IF Buffers, Data 700
KB & Display Data Base 12(TA + TU
Total 4145 + 12(TA + TU)

TIPS storage estimates are shown in Tables 3.3-1 & 3.3-2.

The impact of the implementation of TCDDs is to require allocation of memory

space for RDOP, RKIP and RTDOP at Chicago, Los Angeles and Detroit. No impact

on program storage requirements is assumed at New York. Data base requirements

will increase in proportion to the number of displays added. The amount of data

base increase is reflected in the formula for this basic variable data base

estimates.

The storage impact of FDAD is estimated by UNIVAC to be

3500 + 2200(#sensors) + 7(TA + TU) + 9(#displays).

(See paragraph 3.2.2.3.6 for a discussion of the impact of introducing FDADs).

Tables 3.3-1 and 3.3-2 lists storage estimates for FDAD.

M&S storage estimates are shown in Tables 3.3-1 & 3.3-2 and are based on the

following model (derived from Reference 18 and discussions with UNIVAC)

Programs 17000
Tables 10000 Words for 20 Tracks
Total 17000 + 500(QI&S Track Capacity)

= 17000 + 430(TA in Poor WX)

This model assumes that M&S track capacity must be equal to the estimated number

of associated tracks for arriving aircraft in a busy period. This number of

tracks is estimated to be 86% of all associated tracks during poor weather.

Associated track estimates in poor weather are shown in Table 3.3-9.

The memory requirements impact for ARTS/DABS integration is expected to be minor
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TABLE 3.3-9

ESTIMATE OF ASSOCIATED TRACKS - POOR WEATHER

NY LA CHI DET

1980 96 65 74 57

1982 98 71 75 62

1984 104 73 74 63

1986 108 76 77 65

1988 114 81 76 68

1990 118 86 78 72

39
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compared to the impact of CA, TIPS, FDAD and M&S. Some programs and tables

will be deleted. They include

Programs

TPUR, TCRSS, TPSEC

Tables

BOT, ROT, RAT

Tables associated with TPUR

Tables assoicated with TPSEC (scoring parameters, etc.).

Overall, these programs and tables account for about 5000 words. This reduction

is expected to be more than compensated for by increases in input buffer space,

input processing logic and tracking tables. An increase in memory requirements

of 5000 words is estimated for DABS.
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3.4 PROCESSOR UTILIZATION MODEL VALIDATION

In order to verify the reasonableness of the processor utilization estimates,

a comparison was made between simulated processing times and times measured

during the processing of live data at New York. The live run used for com-

parison was run 2.

The lattice structure task models and hardware configuration used for the

simulation were those assumed to be at New York in 1980. Traffic parameters

used in the simulation consisted of a sample taken from the live run. These

parameters are shown in Exhibits 3.4-1 through 3M-4 .

The traffic sample consisted of tracks processed during one arbitrarily

selected scan of the sensor in run 2. No attempt was made to determine how

representative the data sample might be of conditions existing throughout

the run. However, the duration of the run was short (less than one minute).

It seems unlikely that a large change in the number of tracks in the system

would occur in a one minute interval. However, there is a possibility that

the average processing load during run 2 differed from that of the arbitrary

sample.

The results of the comparison are shown in Tables 3.4-1 and 3.4-2. From these

results, the following observations can be made:

e These is less than 10% difference in the average lattice times

e There is less than 10% difference in the proportion of time devoted

to tasks.

* In general, the mean processing times for individual tasks are compara-

ble to the measured times.

From these observations it may be concluded that the simulation results are

reasonable.
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EXHIBIT 3.4-1

TRAFFIC PARAMETERS USED FOR MODEL VALIDATION
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EXHIBIT 3.4-2

TRAFFIC PARAMETERS USED FOR MODEL VALIDATION
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EXHIBIT 3.4-3

TRAFFIC PARAMETERS USED FOR MODEL VALIDATION

SENSOR 3
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EXHIBIT .4-4

TRAFFIC PARAMETERS USED FOR MODEL VALIDATION
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TABLE 3.4-1

COMPARISON OF PERCENT PROCESSOR UTILIZATION - RUN 2 VS SIMULATION

Processor Utilization (%)

Run 2 (Live) Simulation

Planned tasks 64.6 67.2

Popup tasks 13.1 15.2

Overhead 11.6 10.1

Dead 1.9 0.8

Inactive 9.0 6.8
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TABLE 3.4-2 COMPARISON OF MEAN LATTICE AND TASK TIMES - RUN 2 VS SIMULATION

MEAN TIMES(MILS)

Run 2 (Live) Simulation

lATTICE 87.3 80.3

Planned Tasks ALTRK 2 2.7
AUT 1 0.9
CDR 1 1
CRIT 1 1
DOP 13 14
IFI 1 5
IFO 7 8.1
KOFA. 4 5.6
MAT 1 1.3
MSAW 1 1.7
MTP 1 1
PAUS 15.1 13.4
PDOP 6 3
RDOP 14 14.4
RKIP 7 7.8
RTDOP 2 3.6
SCTME 1 0.4
SLINK 1 8.2
SWABS 1 1
TCRSS 8 5.6
TDOP 3 5.8
TEDC 3 3.2
TEXEC 2 2
TINIT 2.5 3.5
TPRED 6 6.3
TPSEC 7 6.9
TPUR 14 7.4
TROUT 2.5 3.0
TUDS 9 7.9
TUD 7 4.6

Popup Tasks CDT 2 4.9
CTIP 1 1.8
EDISC 3 3
IFI 1 0
KIP 39 39.2
PSRAP 20 20.7
MSP 4 3.3
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4.0 ANALYSIS RESULTS

4.1 Processing Capacity

For each of the four TRACONS, processor utilization estimates were obtained

by simulation, using the ARTS IlIA scheduler simulation program with appropri-

ate inputs to describe the site configuration, busy hour instantaneous traffic,

lattice configuration, and task processing time equation. Simulations were

conducted for New York, Chicago, Los Angeles and Detroit for the years 1980,

1982, 1984, 1986, 1988 and 1990. The initial number of processors assumed at

each site in 1980 was:

Tracon Total lOPs Redundant lOPs Active lOPs

New York 8 1 7

Chicago 3 0 3

Los Angeles 3 0 3

Detroit 1 0 1

Where the simulation results indicated that the capacity of the assumed number

of active processors was exceeded for a given year, the number of processors

was increased until there was adequate capacity or until a maximum of seven

processors was used.

The most common indication of a capacity deficit was incomplete processing

of the display task PAUS. The system scheduling logic is designed to cause
PAUS processing to be curtailed in any lattice in which the lattice processing

time excceds a threshold. When this happens, the unprocessed PAUS data are

held for processing during the next lattice. If a large number of lattices
is unable to complete processing of PAUS, then some display data will never

be output to the displays.

The scheduling logic designed to overcome this kind of difficulty is based

on the theory that sector processing will lag behind the sensor antenna

position in an overload condition. This logic causes target reports to be

erased from memory for the next sector to be processed when sector processing

lags the antenna position by five or more sectors. This is done to cause
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the processing time for the next sector to be short, due to a lack of reports

to be correlated. If sector processing lags by 10 or more sectors, no track-

ing tasks are processed for those sectors in excess of 10.

However, the simulation results indicate that the processing of sectors rarely

falls behind the antenna position with anticipated loads. In only one case,

(Detroit in 1980 with level C traffic and one active processor) did a lag

appear. In this case, processing was nine sectors late at the end of one radar

scan. When the number of processors was increased, and when level B traffic

was assumed, processing did not lag.

In the usual overload case, processing of PAUS data is not completed, but

sector processing remains synchronized with the antenna. This is interpreted

to mean that track processing continues normally, but that some tracks may not

be displayed in a heavy overload condition.

Simulation results for processor utilization at New York are summarized in

Exhibit 4-1 for level C and level B traffic assumptions. Seven active processors

were assumed for each year for both traffic levels. The results indicate

that seven processors will be adequate until 1984 if level C traffic is assumed.

Starting in 1984, one additional processor is required for all years except

1986. In 1986, the results indicated a need for two additional processors with

level C .raffic. When level B traffic is assumed at New York, seven processors

appear to provide adequate capacity, except in 1986, when eight active processors

are required.

Estimation of the number of additional processors required when a seven processor

configuration is overloaded is accomplished by examination of the PAUS process-

ing results. In Tables 4-1 through 4-5, estimates are derived for the total

additional time per scan which would be required if all PAUS processing was

completed. The estimates are:
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EXHIBIT 4-i

PROCESSOR UTILIZATION SIMULATION RESULTS

NEW YORK

LEVEL C TRAFFIC

1980 1982 1984 1986 1988 1990

Number of Processors 7 7 7 7 7 7

Lattices Executed 43 37 34 34 34 34

Lattice Duration: Mean 116.2 133.8 146.8 147.4 148.2 147.6
5.4 7,3 1.7 1.0 3.0 4.6

€ Process Time: Planned
Tasks 74.1 75.7 85.8 73.0 73.6 73.6

Popup
Tasks 14.8 15.3 8.0 21.5 21.6 21.7
Overhd. 6.6 6.0 6.0 5.4 4.8 4.6
Dead 0.3 0.0 0.0 0.0 0.0 0.0
Inact. 4.2 3.0 0.2 0.0 0.0 0.0

Total Process Time
for Tasks 30984 31535 32781 33145 35579 33477

Lattice Timeouts 0 3 33 34 33 33

Additional Process
Time Required
Per Scan* 1625 6341 2857 3258

Time Available
Per Processor 4915 4915 4915 4915

Additional
Processors
Required 0 0 1 2 1 1

New Functions CA TIPS M&S DABS
FDAD
TCDO
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EXHIBIT 4-1
PROCESSOR UILIZATION SIMULATION RESULTS (Cont'd.)

NEW YORK

LEVEL B TRAFFIC

1980 1982 1984 1986 1988 1990

Number of Processors 7 7 7 7 7 7

Lattices Executed 54 47 42 34 41 40

Lattice Duration: Mean 91.9 105.6 119.6 145.4 121.7 125.6
0 5.4 5.2 6.6 3.5 5.8 6.6

% Process Time: Planned
Tasks 70.1 71.8 79.4 72.9 70.5 70.5

Popup
Tasks 15.2 15.2 8.4 21.2 20.9 21.4
Overhd. 8.6 8.0 7.6 5.5 5.9 5.7
Dead 0.6 0.0 0.1 0.0 0.0 0.0
Inact. 5.5 4.9 4.5 0.5 2.7 2.4

Total Process Time
for Tasks ?C628 30226 30802 32563 31924 32319

Lattice Tineouts 0 0 0 29 0 0

Additional Process
Time Required
Per Scan* 344**

Time Available
Per Processor 4915

Additional
Processors
Required 0 0 0 1** 0 0

New Functions CA TIPS M&S DABS
FDAD
TCD0

* This represents the estimated minimum additional processing capacity required.

Capacity requirements may increase due to the use of additional processors.
**Processor capacity is marginally exceeded in simulation results for Level B

Traffic in 1986.
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TABLE 4-1

ESTIMATE OF PROCESSING TIME REQUIREMENTS
IN EXCESS OF TIME AVAILABLE

NY 1984 LEVEL C TRAFFIC

PAUS TIME % PAUS PAUS TIME
LATTICE REQUIRED COMPLETE COMPLETED REMAINDER

1
2 413.1 99.7 411.1 2.0
3 420.4 65.3 274.5 145.9
4 424.0 80.2 340.0 84.0
5 423.4 84.2 356.5 66.9
6 424.7 91.9 390.3 34.4
7 425.2 91.7 389.9 35.3
8 422.4 81.8 345.5 76.9
9 423.2 92.9 393.2 30.0

10 430.3 95.4 410.5 19.8
11 422.0 85.5 360.8 61.2
12 425.4 97.9 416.5 8.9
13 428.2 97.1 415.8 12.4
14 426.3 90.8 387.1 39.2
15 423.0 81.5 344.7 78.3
16 430.0 87.5 376.3 53.7
17 426.6 93.8 400.2 26.4
18 425.7 99.8 424.8 0.9
19 420.4 70.1 294.7 125.7
20 422.7 81.9 346.2 76.5
21 423.6 94.0 398.2 25.4
22 430.0 61.6 264.9 165.1
23 424.4 98.3 417.2 7.2
24 420.4 91.6 385.1 35.3
25 426.4 94.1 401.2 25.2
26 425.6 95.5 406.4 19.2
27 442.0 88.8 392.5 49.5
28 426.2 86.0 366.5 59.7
29 426.1 75.9 323.4 102.7
30 423.9 98.2 416.3 7.6
31 424.2 88.8 376.7 47.5
32 426.3 97.9 417.3 9.0
33 426.0 80.3 342.1 83.9
34 427.0 97.7 417.2 9.8

1625.5 Total Time
for
Unprocessed
PAUS
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TABLE 4-2

ESTIMATE OF PROCESSING TIME REQUIREMENTS
IN EXCESS OF TIME AVAILABLE

NY 1986 LEVEL C TRAFFIC

PAUS TIME % PAUS PAUS TIME
LATTICE REQUIRED COMPLETE COMPLETED REMAINDER

1 311.0 79.8 248.2 62.8
2 433.1 56.6 245.1 188.0
3 434.3 46.6 202.4 231.9
4 437.2 59.1 258.4 178.8
5 438.2 51.0 248.8 188.4
6 432.9 54.0 233.8 199.1
7 436.6 60.1 262.4 174.2
8 438.5 57.4 251.7 186.8
9 435.3 75.3 327.8 107.5

10 435.5 46.3 201.6 233.9
11 436.2 52.3 228.1 208.1
12 441.9 45.0 198.9 243.0
13 432.8 72.8 315.1 117.7
14 434.1 44.1 191.4 242.7
15 435.1 62.6 272.4 162.7
16 437.8 51.0 223.3 214.5
17 433.0 45.9 198.7 234.3
18 436.6 51.1 223.1 213.5
19 441.8 60.5 267.3 174.5
20 441.6 84.2 371.8 69.8
21 437.9 47.4 207.6 230.3
22 434.1 61.5 267.0 167.1
23 435.3 61.4 267.3 168.0
24 438.5 62.9 275.8 162.7
25 441.2 59.7 263.4 177.8
26 439.6 75.7 332.8 106.8
27 439.5 55.7 244.8 194.7
28 435.3 44.7 194.6 240.7
29 438.0 49.4 216.4 221.6
30 434.0 34.8 151.0 283.0
31 435.3 57.9 252.0 183.3
32 438.8 63.5 278.6 160.2
33 435.3 63.0 274.2 161.1
34 432.9 41.8 181.0 251.9

6341.4
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TABLE 4-3

ESTIMATE OF PROCESSING TIME REQUIREMENTS
IN EXCESS OF TIME AVAILABLE

NY 1988 LEVEL C TRAFFIC

PAUS PROCESSING

PAUS TIME % PAUS PAUS TIME
LATTICE REQUIRED COMPLETE COMPLETED REMAINDER

1
2 418.0 98.5 411.7 6.3
3 451.6 82.9 374.4 77.2
4 460.2 72.9 335.5 124.7
5 461.4 88.9 410.2 51.2
6 463.8 79.4 368.3 95.5
7 457.3 69.4 317.4 139.9
8 464.2 74.1 344.0 120.2
9 457.3 89.8 410.7 46.6

10 462.7 85.0 393.3 69.4
11 462.9 90.1 417.1 45.8
12 465.6 79.4 369.7 95.9
13 465.0 86.3 401.3 63.7
14 470.1 86.1 404.8 65.3
15 460.1 84.5 388.8 71.3
16 460.0 68.7 316.0 144.0
17 471.7 74.7 352.4 119.3
18 461.7 81.8 377.7 84.0
19 455.4 83.8 381.6 73.8
20 462.8 77.6 359.1 103.7
21 462.2 73.0 337.4 124.8
22 462.4 92.3 426.8 35.6
23 464.2 88.4 410.4 53.8
24 459.1 90.3 414.6 44.5
25 465.8 84.4 393.1 72.7
26 458.4 73.6 337.4 121.0
27 456.4 75.8 346.0 110.4
28 464.1 67.9 315.1 149.0
29 456.2 82.1 374.5 81.7
30 459.4 76.4 351.0 108.4
31 461.8 79.2 365.7 96.1
32 457.4 77.4 354.0 103.4
33 464.0 81.9 380.0 84.0
34 458.4 83.8 384.1 74.3

1424.3 2857.5
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TABLE 4-4

ESTIMATE OF PROCESSING TIME REQUIREMENTS
IN EXCESS OF TIME AVAILABLE

NY 1990 LEVEL C TRAFFIC

PAUS TIME % PAUS PAUS TIME
LATTICE REQUIRED COMPLETE COMPLETED REMAINDER

1
2 396.1 97.9 387.8 8.3
3 459.6 79.1 363.5 96.1
4 460.8 79.4 365.9 94.9
5 458.7 73.7 338.1 120.6
6 472.9 74.2 350.9 122.0
7 465.3 70.6 328.5 136.8
8 461.4 69.9 322.5 138.9
9 465.4 78.6 365.8 99.6

10 464.7 93.4 434.0 30.7
11 480.3 75.4 362.1 118.2
12 464.5 79.4 368.8 95.7
13 483.7 71.7 346.8 136.9
14 469.2 79.6 373.5 95.7
15 465.4 78.5 365.3 100.1
16 467.1 73.0 341.0 126.1
17 462.2 68.1 314.8 147.4
18 477.3 72.5 346.0 131.3
19 460.9 98.8 455.4 5.5
20 456.7 82.2 375.4 81.3
21 464.1 76.6 355.5 108.6
22 467.8 69.2 323.7 144.1
23 465.1 73.2 340.5 124.6
24 462.6 89.3 413.1 49.5
25 463.5 75.7 350.9 112.6
26 464.6 88.0 408.8 55.8
27 468.7 79.0 370.3 98.4
28 467.5 79.8 373.1 94.4
29 464.8 67.0 311.4 153.4
30 466.6 80.7 376.5 90.1
31 468.0 79.7 373.0 95.0
32 469.1 67.7 317.1 152.0
33 463.7 88.4 409.9 53.8
34 462.2 89.3 412.7 49.5

3257.9
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TABLE 4-5
ESTIMATE OF PROCESSING TIME REQUIREMENTS

IN EXCESS OF TIME AVAILABLE

NY 1986 LEVEL B TRAFFIC

PAUS TIME % PAUS PAUS TIME SUB.
LATTICE REQUIRED COMPLETE COMPLETED REMAINDER CUM.

1
2
3 278.4 96.5 268.7 9.7
4
5 296.1 90.1 266.8 29.3
6 303.0 98.5 298.5 4.5
7 296.1 99.2 293.7 2.4
8 296.1 83.8 248.1 48.0
9 301.2 99.4 299.4 1.8
10 296.1 98.2 290.8 5.3
11 296.1 92.8 274.8 21.3
12 298.2 97.4 290.4 7.8

120.4
13
14 295.8 98.2 290.5 5.3
15 296.1 97.3 288.1 8.0
16 296.2 82.1 243.2 53.0
17 299.9 97.4 292.1 7.8
18 299.6 96.8 290.0 9.6
19 301.1 97.6 293.9 7.2
20 298.9 98.1 293.2 5.7
21 296.1 99.0 293.1 3.0
22 296.1 99.0 293.1 3.0
23 296.1 97.1 287.5 8.6

111.2
24
25 288.6 95.8 276.5 12.1
26 298.2 96.9 289.0 9.2
27 306.2 99.4 304.4 1.8
28 296.1 96.7 286.3 9.8
29 302.7 88.1 266.7 36.0
30 298.6 97.8 292.0 6.6
31 296.1 97.2 287.8 8.3
32 300.2 90.2 270.8 29.4
33 303.8 98.4 298.9 4.9
34 296.1 98.4 296.1 4.7

113.0
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EXHIBIT 4-2

PROCESSOR UTILIZATION SIMULATION RESULTS

CHICAGO

LEVEL C TRAFFIC

No. of
Processors 1980 1982 1984 1986 1988 1990

4 Lattices Executed 55 45 43 42 42

Lattice Duration: Mean 90.9 109.3 115.6 118.9 117.6
1 8.4 7.8 8.3 8.8 8.4

% Process Time: Plnd.

Tasks 72.4 80.5 67.9 68.1 68.7
Popup
Tasks 15.2 8.7 24.3 24.7 24.3
Overhd. 7.6 7.0 5.3 5.5 5.2
Dead 0.0 0.0 0.0 0.0 0.0
Inact. 4.7 3.8 2.0 1.7 1.7

Total Process Time
for Tasks 17517 17547 18424 18540 18381

Lattice Timeouts 0 0 0 0 0

3 Lattices Executed 40 36

Lattice Duration: Mean 125.2 137.4
a 10.0 10.2

X Process Time: Plnd.
Tasks 73.6 74.2

Popuo
Tasks 19.7 19.3

Overhd. 5.5 6.1
Dead 0.0 0.0
Inact. 1.2 0.4

Total Process Time
for Tasks 14013 13873

Lattice Timeouts 2 10

New Functions CA TIPS M&S
FOAD DABS
TCOD
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EXHIBIT 4-2 (Cont'd.)

PROCESSOR UTILIZATION SIMULATION RESULTS (Cont'j.j

CHICAGO

LEVEL 8 TRAFFIC

No. of

Processors 1980 1982 1984 1986 1988 1990

4 Lattices Executed 54 53 51

Lattice Duration: Mean 92.0 93.9 96.8
a 7.2 7.4 7.6

% Process Time: Plnd.
Tasks 65.6 65.4 65.2
Popup
Tasks 24.4 24.5 25.3
Overhd. 6.5 6.7 6.4
Dead 0.0 0.0 0.0
Inact. 3.5 3.4 3.1

Total Process Time
for Tasks 19874 19905 19739

Lattice Timeouts 0 0 0

3 Lattices Executed 48 42 38 34

Lattice Duration: Mean 103.9 118.0 130.4 145.9
a 10.7 9.0 8.1 7.2

" Process Time: Plnd.
Tasks 70.9 71.4 79.8 61.9

Popup
Tasks 19.3 19.6 11.4 32.8
Overhd. 7.0 6.6 6.8 5.3
Dead 0.0 0.0 0.0 0.0
Inact. 2.8 2.4 2.0 0.1

Total Process Time
for Tasks 13497 13530 13561 14092

Lattice Timeouts 0 0 2 28

New Functions CA TIPS M&S
FOAD DABS
TCDD
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EXHIBIT 4-3

PROCESSOR UTILIZATION SIMULATION RESULTS

LOS ANGELES

LEVEL C TRAFFIC

No. of
Processors 1980 1982 1984 1986 1988 1990

Lattice Executed 57 48 46 39 38

Lattice Duration: Mean 87.2 103.7 107.0 127.3 132.2
a 7.4 9.5 7.8 10.0 10.2

% Process Time: Plnd.
Tasks 74.2 30.3 58.3 58.9 68.4

Popup
Tasks 12.4 8.4 23.5 25.1 25.8
Overhd. 7.7 7.2 5.7 4.7 4.6
Dead 0.0 0.0 0.0 0.0 0.0
Inact. 5.7 4.1 2.6 1.3 1.2

Total Process Time
for Tasks 17216 17659 18075 18665 18922

Lattice Timeouts 0 0 0 0 0

3 Lattice Executed 42 37

Lattice Duration: Mean 119.5 135.5
a 13.6 9.1

I Process Time: PInd.
Tasks 75.7 76.1

Popup
Tasks 16.6 16.8
Overhd. 5.6 6.0
Dead 0.0 0.0
Inact. 2.1 2.1

Total Process Time
for Tasks 13099 13970

Lattice Timeouts 0 7

New Functions CA TIPS M&S
FDAO DABS
TCDD

1
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EXHIBIT 4-3 (Cont'd.)

PROCESSOR UTILIZATION SIMULATION RESULTS (Cont'd.)

LOS ANGELES

LEVEL B TRAFFIC

No. of
Processors 1980 1982 1984 1986 1988 1990

4 Lattice Executed 56 55 49 48

Lattice Duration: Mean 88.3 90.3 101.2 104.0
7.8 8.1 7.8 8.4

% Process Time: Plnd.
Tasks 77.6 66.3 66.1 66.0

Popup
Tasks 7.9 23.3 25.3 25.7

Overhd. 8.5 6.8 5.9 5.9
Dead 0.0 0.0 0.1 0.0
Inact. 5.9 3.6 2.7 2.5

Total Process Time
for Tasks 19017 17792 18133 18211

Lattice Timeouts 0 0 0 0

3 Lattice Executed 49 43 36

Lattice Duration: Mean 103.3 115.9 136.7
a 9.4 9.1 9.3

% Process Time: PInd.
Tasks 73.9 74.1 80.8

Popup
Tasks 16.9 16.7 11.6
Overhd. 6.9 6.8 6.1
Dead 0.0 0.0 0.0
Inact. 2.3 2.4 1.5

Total Process Time
for Tasks 13527 13522 13638

Lattice Timeouts 0 0 10

New Functions CA TIPS M&S
FDAD DABS
TCDD
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EXHIBIT 4-4
PROCESSOR UTILIZATION SIMULATION RESULTS

DETROIT

LEVEL C TRAFFIC

No. of
Processors 1980 1982 1984 1986 1988 1990

4 Lattices Executed 63 57 55

Lattice Duration: Mean 78.3 87.0 89.6
a 6.1 7.0 8.6

% Process Time: Plnd.
Tasks 69.4 70.8 70.0

Popup
Tasks 19.7 19.7 20.9

Overhd. 6.3 5.7 5.3
Dead 0.7 0.6 0.8
Inact. 3.9 3.2 3.1

Total Process Time
for Tasks 17572 17943 17913

Lattice Timeouts 0 0 0

3 Lattices Executed 78 69 44 36

Lattice Duration: Mean 63.6 71.2 113.7 138.9
a 10.7 12.5 13.7 13.4

% Process Time: Plnd.
Tasks 71.6 73.6 84.0 70.3

Popup
Tasks 12.9 12.8 7.7 24.9

Overhd. 8.3 8.0 5.8 4.4
Dead 1.8 0.3 0.0 0.0
Inact. 5.4 5.2 2.4 0.4

Total Process Time
for Tasks 12573 12743 13766 14282

Lattice Timeouts 0 0 21

2 Lattices Executed 40

Lattice Duration: Mean 123.9
a 18.0

% Process Time: Plnd.
Tasks 76.6

Popup
Tasks 17.5

Overhd. 5.5
Dead 0.0
Inact. 0.3

Total Process Time
for Tasks 9325

Lattice Timeouts 7

Lattices Executed 23*

Lattice Duration: Mean 213.3
e 24.0

% Process Time: Plnd.
Tasks 60.0
Popup
Tasks 33.4

Overhd. 6.6
Dead 0.0
Inact. 0.0

Total Process Time
for Tasks 4689

Lattice Timeouts 23

New Functions CA TIPS M&S
FOAD DABS
TCDD

*Processing was 9 sectors behind real time at the end of one scan oeriod.

4-14



EXHIBIT 4-4 (Cont'd.)

PROCESSOR UTILIZATION SIMULATION RESULTS

DETROIT

LEVEL B TRAFFIC

No. of

Processors 1980 1982 1984 1986 1988 1990

4 Lattices Executed

Lattice Duration: Mean

% Process Time: Plnd.
Tasks

Popup
Tasks

Overhd.
Dead
Inact.

Total Process Time
for Tasks

Lattice Timeouts

3 Lattices Executed 60 51 45 44

Lattice Duration: Mean 83.2 97.0 109.3 112.9
a 9.7 11.6 12.7 13.5

% Process Time: Pind.
Tasks 79.8 65.9 66.3 65.0

Popup
Tasks 7.6 25.3 26.9 28.1

Overhd. 7.5 5.9 5.0 5.1
Dead 0.2 0.5 0.2 0.4
Inact. 4.9 2.4 1.6 1.3

Total Process Time
for Tasks 14093 13531 13757 13873

Lattice Timeouts 0 0 0 0

2 Lattices Executed 56 48 35

Lattice Duration: Mean 88.6 104.1 144.5
a 14.6 16.5 7.3

% Process Time: Plnd.
Tasks 73.5 73.3 82.4

Popup

Tasks 17.5 18.2 11.7
Overhd. 7.1 7.0 5.9
Dead 0.0 0.0 0.0
Inact. 1.8 1.6 6.0

Total Process Time
for Tasks 9026 9145 8506

Lattice Timeouts 0 0 29

Lattices Executed 26
Lattice Duration: Mean 194.7

C 20.8

% Process Time: Plnd.
Tasks 57.3

Popup
Tasks 35.6

Overhd. 7.1
Dead 0.0
Inact. 0.0

Total Process Time
for Tasks 4663

Lattice Timeouts 26

New Functions CA TIPS MAS
FOAD DABS
TCDD
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Year Additional Time
Level C traffic 1984 1600 mils

1986 6300

1988 2900

1990 3300

Level B traffic 1986 300

It should be noted that the actual increased amount of processing time con-

sumed by additional processors should exceed the amount required for PAUS
processing. The reason is that additional processors will require overhead

processing time and may enable the execution of additional tasks in a free

running lattice design.

However, comparing the additional processing time required for PAUS to 4915
mils, which is the time available for one processor for one scan, the follow-

ing additional active processors are required for New York.

Year Additional IOPs

Level C traffic 1984 1

1986 2

1988 1

1990 1

Level B traffic 1986 1

Exhibits 4-2 through 4-4 summarize the processor utilization results for

Chicago, Los Angeles and Detroit. The results indicate that four active

processors is the maximum number expected to be required at any of these

tracons.

Estimates of the total number of active processors required for New York,

Chicago, Los Angeles and Detroit are given in Table 4-6.

4.2 Storage Capacity

The analysis results indicate that the demand for storage will equal or exceed
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TABLE 4-6
ESTIMATE OF THE NUMBER OF REQUIRED ACTIVE PROCESSORS

LEVEL C TRAFFIC

NY LA CHI DET

1980 7* 3* 3* 3

1982 7 4 4 3

1984 8 4 4 3

1986 9 4 4 4

1988 8 4 4 4

1990 8 4 4 4

LEVEL B TRAFFIC

NY LA CHI DET

1980 7* 3* 3* 2

1982 7* 3* 3* 2

1984 7* 4 3 3

1986 8 4 4 3

1988 7 4 4 3

1990 7 4 4 3

*These numbers represent the planned initial configurations at New York,
Chicago and Los Angeles. No attempt was made to determine if fewer
processors could be used in 1980. For Detroit the assumed initial
configuration included one processor. Therefore, the estimated processing
requirements for Detroit in 1980 represent the minimum requirements for Level
B and Level C traffic assumptions.
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system capacity at all high traffic density sites, except single sensor

sites. Exhibits 4-5 through 4-8 are charts of the storage requirement estimates

for New York, Chicago, Los Angeles and Detroit. They indicate memory capacity

will be exceeded in the following years:

Year Marginally Year Firmly
Tracon Exceeded Exceeded

New York 1982

Chicago 1986

Los Angeles 1986

Detroit 14 to 15 memory modules estimated in 1986. Capacity

not exceeded.
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ESTIMATED NUMBER OF MEMORY MODULES - DETROIT
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4.3 PROCESSING CAPACITY SENSITIVITY ANALYSIS RESULTS

The processing capacity requirements estimates resulting from the above

analysis are based on the assuptions that

* The instantaneous traffic load during a busy hour will be within

the range of the level B and level C estimates of this study

* CA, FDAD, M&S and DABS will be implemented within the time frame

of the study

9 The New York TRACON will automatically acquire tracks on radar and

beacon targets

The sensitivity of the processing requirements to variations in traffic load

from level B to level C may be seen by examination of Table 4-6.

* At New York in the years 1984 through 1990, the number of processors

required for level C traffic is one greater than the number required

for level B traffic.

e The number of processors required at Los Angeles and Chicago is

sensitive to the traffic assumptions only in one year, 1982. In 1982,

level C traffic estimates result in a requirement of four processors

at Los Angeles and Chicago, while only three processors are required

for level B traffic. However, four processors are required after 1982
regardless of whether the traffic is level C or level B.

@ The variation in traffic estimates results in a variation of one processor

at Detroit for all years except 1984. The number of processors at Detroit

in 1984 is insensitive to the difference between level B and level C

traffic.

Since the processing requirements at New York are expected to equal or exceed

available capacity, an analysis was performed to determine the sensitivity of the

capacity requirements to the implementation of future functional enhancements.
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Future functions which are expected to have significant impacts on processing

time are CA, FDAD, M&S and DABS. Exhibit 4-9 shows the estimated number of

processors required for new functions in the years 1982 to 1990. The bases

for the estimates are given in Exhibits 4-10 through 4-13.

The New York TRACON processing and memory requirements estimates were based

on the assumption that New York would be implemented as a track-all system.

If the New York system does not automatically acquire tracks on radar only

targets, the processing and memory requirements can be expected to decrease

slightly. Estimates for the amount of processing capacity attributable to

tracking all targets instead of only beacon equipped targets is shown in

Exhibit 4-14 (Level C traffic is assumed). The reduction in memory require-

ments would be approximately 37.625(R), where R is the number of radar only

targets. For 1980, Level C traffic, the reduction in memory requirements

would then be 37.625(451) = 16,969 words, or about 1 MM.
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EXHIBIT 4-9 ESTIMATED NUMBER OF PROCESSORS REQUIRED FOR NEW FUNCTIONS

LEVEL C, NEW YORK

CA FDAD M&S DABS

1982 0.30

1984 0.31 0.86

1986 0.34 0.87 0.93

1988 0.37 0.91 0.94 -0.37

1990 0.40 0.92 0.94 -0.37

4-25



*cr

Lt, 0) .4 r C)-

U CD C; C

L~J

u- OD 'o r co r

4 1-4 -4 -4 1-4

F-

LJJJ

- '.0 C\ C J r-l '.
LL. C-) 0) Ul C 0 0~

mr m. U.) U.O LO
CD -J
U- i.U

E
C) CD)

-u
CU

< ~ =D C:C C\J C)J CDs

CLa

= U .. -o-
CD F- .

LAJ (
CZ) a). C)r- C

Cy U 4- '0

ZLLJ F- -

V) N. '.0 q~ 00 0 E 4-)

C-) C- 0 ; C6 4 U.) 4-) (Uol F- C~~J "~. C~j r) CV

LL. (Al u

oL u 4
0 c

>4 0N CA 0C 47 .

I-

LU *-4-

4J)

w JC%J 48 0
- ~co C co C10

>..

4' 41

4-26



EXHIBIT 4-11 ESTIMATE OF PROCESSING REQUIREMENT IMPACT DUE TO FDAD

LEVEL C, NEW YORK

Mean Time in Mils

YEAR TPUTT TPAUS TFDAD* TLATTICE #PROCESSORS**

1982

1984 4 421.6 125.9 146.8 0.86

1986 4 432.2 127.7 147.4 0.87

1988 4 456.1 135.3 148.2 0.91

1990 4 459.7 136.5 147.6 0.92

* Computed by summing the contributions due to PUTT and the increase in PAUS
caused by FDAD. The total time for PAUS is

TPAUS = 45.7 + 0.625E (z is a function of the number of tracks and displays)

Without FDAD, the time for PAUS would be

TOPAUS = 45.7 + O.425Z

The impact due to FDAD is, therefore

TPAUS - T'PAUS = O.2E

Since

= (TPAUS -45.7)/0.625

It follows that

TPAUS . TPAUS = 0.32(TPAUS - 45.7)

And

TFDAD = O.32(TPAUS -45.7) + TPUTT

**Mean process time attributable to FDAD divided by mean lattice time
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5.0 CONCLUSIONS

Resource requirement estimates for Chicago and Los Angeles are representative

of requirements for dual sensor sites with high traffic densities. Requirements

for Detroit are representative of single sensor sites with high traffic densities.

5.1 Processing Capacity

TRACONS with single sensor systems or dual sensor systems are expected to require

a maximum of four active processors. This is well below the maximum ARTS IlIIA

configuration of seven active 1OPs (assuming one spare processor).

The processing capacity required at New York during a busy period in 1986 is

expected to be 8 to 9 active processors, exceeding the available capacity by

1 or 2 processors.

In the years 1984, 1988 and 1990, the processing capacity required at New York

is expected to be 7 to 8 active processors, exceeding available capacity by 0

to 1 processor.

In 1980 and 1982 the processing capacity required at New York is expected to be

7 active processors.

5.2 Memory Capacity

Memory requirements are expected to exceed available memory capacity by 1982 at

New York and by 1986 at high traffic density dual sensor sites. Available memory

appears to be adequate for the requirements at single sensor sites through 1990.

Use of standard ARTS IlIA programs at dual and single sensor sites, instead of the

New York ARTS IlIA programs which have been optimized for processing efficiency,

potentially will cause some reduction in memory requirements at these sites.
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6.0 RECOMMENDATIONS

Normal development cycles for major air traffic control automation systems

can be as long as seven to ten years. The problems of storage saturation at

all major sites and processing capacity saturation at New York need to be

addressed in much shorter time frames.

As a result, viable options for near term ARTS IlIA capacity increases should

be examined. This approach is not necessarily an alternative to the develop-

ment of a replacement system, but should be considered independently of plans

for ARTS IIIA replacement.

In addition to development of approaches for increasing ARTS IlIA capacity,

methods of minimizing demand for resources should be investigated. One potential

means of reducing the peak demand for processor capacity at New York is to

install DABS prior to the installation of M&S.
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APPEN4DIX A

PROCESSES AND ASSUMPTIONS APPLIED IN DERIVING IAC SYSTEM LOAD FACTORS
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1 IAC (Good Weather Estimates)

1.1 Determination of Airports in the Vicinity of the Surveillance
Si tes

The determination of airports in the vicinity of the surveillance sites was

accomplished in several steps. Sectional Aeronautical Charts were scrutinized

to identify airports within, or close to within, a 60 mile radius of any of

the surveillance sites of interest. The coordinates of these airports were

then determined from the Airport/Facility Directory (or DOD Flight Information

Publication Supplements for military airports). Having this data and the

coordinates of the surveillance sites (obtained from the Controller Chart

Supplement, Section 9, Air Route and Airport Surveillance Radar Facilities),

the distance from the surveillance site to each of the pertinent airports

was then computed and recorded.

For those airports within 60 miles of the radar sites, a search was made of

the FAA's terminal area forecast data (Military Air Traffic Activity Report

in the case of military airports) to determine if forecast (or activity)

data were available. Where this was the case, the appropriate annual numbers

for each operation and aviation category were extracted for the fiscal years

1977, 1980, 1982, 1984, 1986, 1988 and 1990. These, along with the identifi-

cation of the airport and its distance from the pertinent surveillance site,

were then input as part of the data base used for IAC estimation.

1.2 Estimation of Busy Hour Flights.

The objective of this step is to estimate the number of flights (in each

of the operations and aviation categories) operating to/from each of the

airports in the vicinity of the surveillance site du >ng the course of a

busy hour. These data are subsequently used in estimating the IAC during

a period of nigh activity.
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The average hour values can be determined quite simply by divid-

ing the number of hours in a year into the annual value. However, estiria-

tion of the values during a period of high activity requires the use of

busy/average hour ratios. For this purpose, busy/average hour relationships

as a function of the total annual operations of an airport were developed

from busy hcur and annual activity data reported in FY69, FY72, FY73 and
FY76 for airports where the control towers (source of the counts) were in

operation 24 hours daily. This relationship, as depicted in Exhibit A-i

is represented by the equation
-. 003 5X

Busy/Average Hour Ratio = 8.72e + 1

where x = total annual operations (in thousands)

(Note: Derivation of the equation is described in Appendix B)

It is pertinent to note that the above equation relates to the busy/average

hour relationship at an airport, not an area. Thus, if one were to use

this ratio, per se, to estimate the number of flights in an area during a

period of high activity, it would be tantamount to assuming that all of

the airports in the area experience their busy hour at the same time. This

seems most unlikely. On the other hand, if one were to use the average

hour value for each airport to determine the number of operations in the

area during a high activity period, it would be tantamount to assuming

that for each operation above the average at one or more of the airports,
there is a corresponding number of operations below the average at the

remaining airports. While perhaps somewhat more plausible than assuming

all the airports experience their busy hour at the same time, it is still

considered quite unlikely that this would represent the situation during

the area's busy hour. It is more reasonable to believe that the appropriate
value lies somewhere in between, probably biased more toward the average

than toward the busy/average hour ratio of the individual airports. Accord-
ingly, three sets of values are derived as estimates of the hourly number

of operations at the airports In the area which are subsequently used in

estimating the IACs. The first is simply the average and is carried through

the remaining IAC computations merely as an item of interest that may be
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used as a point of reference. It is not particularly germane to a determination

of whetner the system's capacity is adequate to handle expected future load

conditions. The remaining two are used to represent a low and high range of

estimates.

In line with the foregoing, the busy/average hour ratios applied in deter-

mining each airport's contribution to the area busy hour were:

A (Average Hour) Ratio = l

B (Busy Hour) Ratio = .25(Busy/Average Hr. Ratica - I) + 1

C (Busy Hour) Ratio = .5(Busy/Average Hr. Ratioa - 1) + 1

where a = Busy/Average Hr. Ratio for the airport.

The number of flights of each operations category (Itinerant and Local)

and of each aviation category, i.e., AC (Air Carrier), AT (Air Taxi and

Commuter), GA (General Aviation) and MA (Military Aircraft), are computed

for each airport as described below using each of the ratios (P, B and C)
previously described. The results represent the estimated number of flights

in each category operating to/from that airport during the area's busy hour.

0 Itinerant Flights: (Separate computations are made for AC, AT,

GA and MA)

Forecast Annual Itinerant Operations -Ratio
8760*

(*3760 = Number of hours in a year)

* Local Flights: (Separate computations are made for GA and MA)

.5(Forecast Annual Local Operations)* . Ratio
8760

(*Local operations include both the departure and arrival of flights whose

departure and arrival are at the same airport; hence, local flights are only
50% of local operations.)
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1.3 Estimation of IAC Base Values (Tentative).

The objective of this step is to convert the estimates of the number of

flights operating to/from airports in the area during a busy hour to esti-

mates of the number of flights simultaneously within the coverage area of

the particular surveillance system. Fundamentally, this is a function of

the time each flight spends in the coverage area which, in turn, is a func-

tion of the average speed and distance flown in the coverage area, Since

these are unknown, it is necessary to estimate the required values for each

aviation and operation category and, as relates to surveillance coverage,

for each surveillance site.

The basic assumption is that all flights operating to/from an airport during

the hour (with exception of part of the local flights discussed later), are

uniformly distributed throughout the area surrounding the airport. The

average speed and altitude for each aviation category are weighted averages

resulting from general characteristics and performance assumptions presented

in Appendix C. The radius of surveillance coverage is based on the detect-

ability and shielding angle assumptions presented in Appendix D. The resulting

values used in the computation are contained in Table A-I.

It should be noted that separate computations are required for the radar and

beacon systems as well as for each operation and aviation category for each

airport.

1.3.1 Itinerant Flights.

There are three different cases pertaining to the location of the airport

with respect to the area of surveillance coverage that determine the specific

computation used. These cases and the appropriate computations are as follow:
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* Surveillance Site radius of surveillance coverage

o Airport r 2  r 1 + distance from surveillance

site to airport.

Case 1: Surveillance site located on the airport.

rI  + .i0 .

N = + 10 Busy Hour Flights

rl Av. Speed

Case 2: Distance from surveillance site to airport < r1 .

r, + 10 rl 2

N = Av. Speed Busy Hour Flights * -
r ~Av. Speed2

Case 3: Distance from surveillance site to airport > r1

N r2 Busy Hour Flights • 1nr2

Av,. Speed T, r 2

1.3.2 Local Flights

Local flights include two generally different groups of flight activity.
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Group 1 is comprised of aircraft on sight-seeing flights or operating to,

from or within local practice areas. Group 2 is comprised of aircraft re-

maining in close proximity to the airport (10 mile radius) and executing

touch-and-go landings or full stop landings followed by taxi back and take-

off.

It is assumed that 50% of the local flights, whether GA or MA, are in

Group I and the remaining 50% are in Group 2. Separate computations are

performed for the different aviation categories. Additionally, the method

of computation differs according to Group.

Group 1:

For Group 1 (i.e., 50% of Busy Hour Local Flights), the computation is

identical to the computation for itinerant flights except the results

are multiplied by two. This is because the aircraft are assumed to be

going both out from and back to the airport during the busy hour, while

an itinerant flight travels in one direction only. As a result, Group

I flights travel twice the distance that itinerant aircraft travel within

radar coverage.

GrouP 2:

For Group 2 (i.e., the remaining 50% of Busy Hour Local Flights), speed

is not a factor since the flights are assumed to be equally distributed

within a circle having a 10 mile radius from the airport. It is further

assumed that the flights in this group are airborne 75% of the busy hour

and on the airport surface the remaining 25% and that, while airborne,

their average altitude is 1,000 feet.

Obviously, if the 10 mile radius circle around the airport falls total-

ly outside the radius of surveillance coverage for 1,000 feet, none

of the aircraft in this group would be in the coverage area. Converse-

ly, if the 10 mile radius circle around the airport falls totally with-

in the radius of surveillance coverage at 1,000 feet, all of the air-

borne aircraft in this group are considered to be within the coverage

area. Where the two circles partially overlap, the number of airborne

aircraft in this group in the surveillance coverage area is proportionate

to the area of the overlap region to 1he area of the 10 mile radius circle.
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From the foregoing, it is evident that the ratio of the area of the over-

lap region to the area of the 10 mile radius circle around the airport
(CR) is a function of two values, viz., the distance (d) from the surveil-

lance site to the airport and the radius of surveillance coverage (ROSC)

at the average altitude assumed for the flights. It may be recalled that

the distance (d) was previously determined for each airport in the area

and stored in the data base. The values of ROSC pertinent to this compu-

tation are given for each surveillance site under the column labelled Gp. 2

Local, Radar & Beacon, in Table A-i.

The computatior for the Group 2 Local Flights is as follows:

N - .5(Busy Hour Flights) • .75 * CR

For d < (ROSC - 10), CR - 1

For d > (ROSC + 10), CR - 0

Where (ROSC - 10) < d < (ROSC + 10), CR is determined as follows:

CR [2I00-- 2 (1 siniBcosLB) + ROSC 2  E - sinLAcosZ.A

10 0 18 s10Ss- 1)]

whbre LA - arc cos 2 + ROSC2  102

d 2 & ROSC 2d

and B - arc cos + 10 _

(Note: Derivation of this equation is described in Appendix E)

1.3.3 Fluctuation in IAC During the Hour

After sumnring the individual airport values pertinent to a particular sur-

veillance system, the end result of the processes described thus far is the
estimated average number of aircraft in each aviation category that are

instantaneously within the coverage of that system during a busy hour fcr

Each of the ratio values assumed (i.e., A, B and C). Since the number

A- 10



would obviously fluctuate above and below the average during the course

of the hour and the peak values are the ones of interest, a peaking factor

of 1.2 (i.e. 1.2 • Average IPC during Busy Hour) is applied. The value of

1.2 was based on past observations of peak to average instantaneous tracks
during busy hour operations at the New York CIFRR. The reasonableness of

this value was further substantiated by average and peak beacon target

report counts made for Chicago and Los Angeles in the fall of 1979 by
ARD-IL.3.

1.3.4 Distribution by Radar Only, Beacon Only and Radar Reinforced
Te-ecc n.

The purpose of this step is to break down the tentative IAC base values into

categories relevant to orocessing requirements -- i.e., radar only, beacon

only and radar reinforced beacon with the beacon categories further broken

down as to discrete or non-discrete code and automatic altitude reporting

(Mode C) capability. The term "base values" is used to dencte the estimated

number of targets in each category if the probability of detection were 100%

and there were no false targets. The "tentative" qualification is applied

since it is possible that some adjustments may be required when the IAC
estimates are merged with the instantaneous associated track estimates to

complete the system load factor estimates.

At this point in the process, the number of aircraft in each operation and

aviation category has been summed for all the airports and the peaking

factor has been applied. Converting this set of numbers into categories

such as radar only, beacon only, etc., requires the application of assumptions

regarding beacon equippage and code assignments as well as the consideration

of any differences in the radius of surveillance coverage of the radar system

as compared to the collocated beacon system.

The beacon assumptions made for the good weather conditions are reflected

in Table A-2. The radius of surveillance coverage for each of the radar

and co-located beacon sites for each of the operation and aviation categor-

ies is contained in Table A-I.
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TABLE A-2

BEACON ASSUMPTIONS

(During Good Weather Conditions)

FY-77 FY-80 FY-82 FY-84 FY-86 FY-88 FY-90

AIR CARRIER

Beacon Equipped 100 100 100 100 100 100 100
Mode C 100 100 100 100 100 100 100
Discrete Code 100 100 100 100 100 100 100

AIR TAXI & COMMUTER

Beacon Equipped 100 100 100 100 100 100 100
Mode C 95 97 98 99 100 100 100
Discrete Code 50 54 58 62 66 72 75

MILITARY AIRCRAFT

Beacon Equipped 100 100 100 100 100 100 100
Mode C 95 97 98 99 100 100 100
Discrete Code

Itinerant 60 65 70 75 80 85 90
Local 0 0 0 0 0 0 0

GENERAL AVIATION

Beacon Equipped 65 68 71 73 75 78 80
Mode C 15 21 25 28 32 36 40
Discrete Code

Itinerant 5 5 6 7 8 9 10
Local 0 0 0 0 0 0 0

Values in the table represent the percent of the total aircraft estimated
to be within the beacon surveillance area.

Discrete Code is the estimated percent that will be responding with a
discrete code, not the percent with discrete code capability
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The distribution is determined by applying the following computations to

the numbers for each operations and aviation category (using the apnropriate

values from the beacon assumotion table) and summing the results.

RIAC - Number in radar coverage area as determined from previous

computations.

BIAC - Number in beacon coverage area as determined from previous

computations.

Radar Only = RIAC(I - Percent Beacon Equipped)

Beacon Only - Percent Beacon Equipped(BIAC - RIAC)

Discrete = Percent Discrete Code(BIAC - RIAC)

Non-Discrete = Beacon Only - Discrete

Mode C = Percent Mode C(BIAC - RIAC)

Radar Reinforced Beacon = Percent Beacon Equipped * RIAC

Discrete = Percent Discrete * RXAC

Non-Discrete = Radar Reinforced Beacon -Discrete

Mode C = Percent Mode C & RIAC

1.4 Estimation of Target Reports (Tentative).

Conversion of the IAC base values to estimates of the number of target

reports in each of the radar only, beacon only, etc. categories is based

on probability of detection and false target assumptions. The values

assumed for this purpose are contained in Table A-3.

The "tentative" qualification also applies here since any change in the
IAC base values that may occur in the system load factors finalization
process requires recomputation of the target reoort estimates.

In application of the probability of (letection (or conversely, the proba-

bility of missed detection) to the radar reinforced beacon base values,
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TABLE A-3

PROBABILITY OF DETECTION AND FALSE TARGET ASSUMPTIONS

Radar

Probability of Detection .96

False Targets

Good Wx Conditions 50/scan

Poor Wx Conditions 100/scan

Beacon

Probability of Detection .96*

False Targets .0417 x No. of targets detected **

* Assumes 4% loss of targets due to antenna shielding in turns

and multi-path cancellation effects.

** Number of false targets due to reflections, side-lobes, etc.,
is assumed to approximately equal number of missed detections.
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it is assumed that the radar and beacon misses do not occur at the same

time for the same aircraft. Thus, for each assumed beacon miss of an

aircraft initially in the radar reinforced beacon category, the number

in that category is reduced by one but the number in the radar only

category is increased by one. Similarly, for each assumed radar miss

of an aircraft initially in the radar reinforced beacon category, that

category is also reduced by one but the number in the beacon only category

is increased by one.

The assumed number of radar false targets are added to the radar only

category while the number of beacon false targets resulting from the

beacon false target probability assumption are added to the beacon only

category. The false target report values (radar and beacon) also consti-

tute the estimated values for the "Unused Target Reports" category of the

IAC System Load Factors.

While the above manipulations appear relatively straight forward, the pro-

cess is somewhat complicated by the requirement to maintain a breakdown

of the beacon counts into the discrete, non-discrete and Mode C sub-

categories. The equations used in the process are set forth in Table A-4.

2 IAC (Poor Weather Estimates).

The methodology and computations used in deriving the IAC estimates

for poor weather conditions are identical to those used in deriving the

IAC (Good Weather Estimates). With several exceptions, the assumptions

made are also identical. These exceptions are as follow:

* There are no Local Operations under these conditions.

* The number of GA Itinerant Operations is reduced to 40% of the

good weather values. The number of AC, AT and MA Itinerant

Operations are assumed to remain unaffected, i.e., remain the

same as the good weather values.
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TABLE A-4

ADJUSTMENT OF BASE VALUES TO ACCOUNT FOR

PROBABILITY OF DETECTION AND FALSE TARGETS

- Legend -

RO = Radar Only

BO = Beacon Only

RRB - Radar Reinforced Beacon

Subscript "b" = Base value (i.e., estimated number of targets if the
probability of detection were 100% and there were no
false targets)

Subscript "a" = Adjusted value based on probability of detection and
false target assumptions

Prefix "d" - Discrete code

Prefix "n" = Non discrete code
Prefix "c" = Mode C
RPD = Radar probability of detection (parameter; assumed

value = .96)

BPD = Beacon probability of detection (parameter; assumed
value = .96)

BFTP = Beacon false target probability (parameter; assumed

value = .0417)
BFT = Beacon false targets. BFT = BFTP(BPD(RRBb + BOb))

RFT = Radar false targets (parameterl assumed value for
"good" weather - 50; assumed value for "bad" weather = 100)

- Equations -

Total Target Reportsa = ROa + BOa + RRBa

ROa = RPD - ROb + (RRBb - RRBb - BPD) + RFT

BOa - dBOa + nBOa

dBOa = (1 + BFTP) * ((dBOb * BPD) + (dRRBb - dRRBb - RPL))

+ BFTP(dRRBb - dRRBb ((1 - RPD) + (1 - BPD)))

nBOa - (1 + BFTP) a ((nBOb @ BPD) + (nRRBb - nRRBb , RPD))

+ BFTP(nRRBb - nRRBb((l - RPD) + (1 - BPD)))

cBOa - (1 - BFTP) a ((cBOb * BPD) + (cRRBb - cRRBb - RPD))

+ BFTP(nRRBb - nRRBb((l - RPD) + (1 - BPD)))
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TABLE A-4 (Cont'd.)

Adjustment of Base Values to Account for Probability of Detection
and False Targets (Continued)

RRBa  = dRRBa + nRRBa

dRRBa = dRRBb -dRRBb((l - RPD) + (I - BPD))

nRRBa = dRRBb - dRRBb((l - RPD) + (I - BPD))

cRRBa = cRRBb - cRRBb((l - RPD) + (I - BPD))
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* The number of radar false targets per scan is estimated tc be 100

(instead of 50 as estimated in the good weather case).

* The assumptions regarding beacon equippage and code assignments

differ from the good weather assumptions. The beacon assumptions

applied in the poor weather estimates are presented in Table A-5.

3 Estimation of Instantaneous Associated Tracks.

3.1 Annual Activity Base Numbers.

The method of estimating the instantaneous number of associated tracks at

an ARTS IlIA TRACON differs in a number of respects from that used in esti-

mating the IAC counts. This is due, in part, to the nature of the problem

and the nature of the annual forecast data available. In this regard, it

is pertinent to remember that in the ARTS IlIA system, associated tracks
are analogous to airborne aircraft receiving radar services from the TRACON

(or any of its associated towers that are tied in to the system), whereas

the IAC counts are estimates of the number of aircraft in the surveillance

coverage area, not just those being handled by the facility. Consequently,

it is more appropriate to use the forecasts of annual instrument operations

for these estimates than to use total operations (Itinerant and Local) as

was done for the IAC estimates. There are, however, several aspects of the

annual instrument operations forecasts that make them unsuitable to serve

as the annual base numbers without first applying certain interpretations

and/or assumptions. The basic problems posed by the data available and the

approach taken are outlined below.

Forecast instrument operations are presented in the annual forecast data

base for each airport that had an FAA operated tower in service during the

year preceding the year in which the forecast datd base was established. They

are presented whether or not the tower has approach control authority. These

forecasts represent projections from the annual activity reported by the
facilities during the previous year. Forecasts are not provided for airports
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TABLE A-5

BEACON ASSUMPTIONS

(During Poor Weather Conditions)

FY-77 FY-80 FY-82 FY-84 FY-86 FY-88 FY-90

AIR CARRIER

Beacon Equipped 100 100 100 100, 100 100 100
Mode C 100 100 100 100 100 100 100
Discrete Code 100 100 100 100 100 100 100

AIR TAXI & COMMUTER

Beacon Equipped 100 100 100 100 100 100 100
Mode C 95 97 98 99 100 100 100
Discrete Code 85 87 88 89 90 90 90

MILITARY AIRCRAFT

Beacon Equipped 100 100 100 100 100 100 100

Mode C 95 97 98 99 100 100 100
Discrete Code 95 97 98 99 100 100 100

GENERAL AVIATION

Beacon Equipped 76 80 82 84 86 88 90
Mode C 25 31 35 38 42 46 50
Discrete Code 42 45 46 47 48 49 50

Values in the table represent the percent of the total aircraft estimated
to be within the beacon surveillance area.

Discrete Code is the estimated percent that will be responding with a
discrete code, not the percent with discrete code capability.
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without control towers. As a consequence, an airport related approach is

not feasible. Data are not available for each of the airports involved

and, for the towered airports, double counting would result from flights

counted by the towers not having approach control authority as well as
the one that does. Accordingly, the approach taken uses the total annual

instrument operations forecast for the terminal facility having approach

control jurisdiction for the area. For New York, because of the impending

changeover from the New York CIFRR to the N ew York TRACON and associated

changes in the area of jurisdiction, the annual instrument operations data

for Nq0 were used for FY-77. For subsequent years, the forecast data for

N90 and HPN were combined.

The forecasts of instrument operations are not broken down as to aviation

category (i.e., AC, AT, GA and MA); however, breakdowns of this nature are

reflected in annual activity reports. Therefore, to provide a breakdown

to facilitate estimating average times in associated track status on the

basis of general performance characteristics, the following assumptions

were made:

" The annual instrument operations by MA will remain the same as

the value reported for FY-77.

" The annual instrument operations by AC will increase/decrease with

respect to the FY-77 reported value by an amount proportionate to

changes in the AC itinerant operations forecast.

* The remainder of the total forecast operations represents the annual

instrument operations by AT and GA. A further break out of these

two groups was not undertaken since the data available does not lend

itself to such a breakout and, in the case of instrument operations,

GA is assumed to be made up predominantly of light twin-engine air-

craft similar in performance to AT, thus, the breakout is not essen-

tial in the estimating process.
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3.2 Estimation of Busy Hour Associated Tracks.

Following the same approach used in the IAC estimation process (see par-

agraph 1.2), busy/average hour relationships as a function of

total annual instrument operations were developed from busy hour and

annual instrument operations activity data reported in FY69, FY72, FY73

and FY76 by approach control facilities having 30O,OOO or more annual

instrument operations. The results of this effort are depicted in Exhibit

A-2 and are represented by the equation,

Busy/Average Hour Ratio = 2.51 -

where x = annual instrument operations (in thousands)

Unlike the IAC busy hour estimates, the question of different airports ex-

periencing their busy hour at different times does not arise in this case

since the ratio derived is from the forecast annual value for one facility,

not a combination from different forecast annual values for a number of

airports. Consequently, the instantaneous associated track estimates (for
the poor weather conditions ) are based on the above busy/average hour ratio

equation, i.e., different (A, B and C) ratios, as pursued in the IAC esti-

mates, are not applied in this case. The instantaneous associated track

estimates for good weather conditions are derived simply from the assump-

tion that they are equal to 75% of the poor weather values. This is based

on the notion that in good weather conditions, the delay experienced by in-

dividual aircraft will be less and thus their time in associated track status

will be less.

The composition of busy hour instrument operations by AC, MA and (AT + GA)

is computed as follows:

N = Annual Value AC, MA or AT + GA) Busy/Average Hour Ratio8760
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3.3 Estimation of Instantaneous Associated Tracks in the System.

The conversion of busy hour estimates to estimates of the instantaneous

number of associated tracks in the system is based on estimates of the

average time each flight is in associated track status. This, in turn,

requires estimates of the distance flown and flight profiles (i.e., speed

and altitude) relative to the different aviation categories as well as the
adoption of assumptions regarding radar coverage and arrival/departure

ratios. The estimates/assumptions made for this purpose were as follow:

" AC and MA have the same general performance characteristics and

will average the same time in associated track status.

" AT and GA involved in instrument operations have the same general

performance characteristics and will average the same time in

associated track status.

" The average path length for arrivals in associated track status

during the busy hour is 67,5 miles.*

* The average path length for departures in associated track status
during the busy hour is 33.75 miles.*

" The ratio of arrivals to departures during the busy hour is 3:1.

* The average time overflights are in associated track status is
equal to the weighted arrival/departure average.

" Radar coverage is not a factor (i.e., procedures for handling

instrument operations in a radar control environment are generally
designed to retain controlled aircraft in surveillance coverage

to the maximum extent practical).

The estimated time In associated track status based on the above assunr;tions

and estimated speeds for the different categories are as follow:*
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Weighted
Arrivals Departures Average

AC & MA 19:18 9:43 16:54

AT & GA 23:54 11:53 20:54

where time is expressed in minutes and seconds.

(* The hypothetical geometry and flight profiles assumed in deriving the

estimates are presented in Appendix F.)

Based on the foregoing, computation of the average associated track

count during the busy hour is accomplished as follows:

N = .2817(Busy Hr AC + MA) + .3483(Busy Hr AT + GA)

where .2817 and .3483 represent the average hours (in decimal)
that each of the different categories is in associated

track status.

Since the above results represent the average instantaneous associated

track count during a busy hour and the count will obviously fluctuate above

and below the average during the course of the hour, a peaking factor of

1.2 is subsequently applied to estimate the peak instantaneous associated

track count during i busy hour. The factor of 1.2 is based on past obser-

vations of peak to average instantaneous tracks during busy hour operations

at the New York CIFRR.

3.4 Beacon Assumptions Pertaining to Associated Tracks.

Inasmuch as associated tracks represent controlled flights, it is reasonable
to assume that the vast majority are associated with beacon equipped air-
craft. The specific assumptions made in determining the distribution of
associated tracks by the Radar Only and Beacon categories were as indicated

in the following table:
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- Percent of Total Associated Tracks -

FY77 FY80 FY82 FY84 FY86 FY88 FY90

Beacon Equipped 95 96 97 98 99 99 99

Discrete Code 75 80 83 86 89 92 95

Mode C 75 80 83 86 89 92 95

Radar Only 5 4 3 2 1 1 1

3.5 Distribution of Associated Tracks by Surveillance Site.

Estimates of the instantaneous associated track counts made thus far in

the process relate to the overall system. However, with the ARTS IlIIA

system, associated tracks are correlated in the radar system corresponding

to the one used for display by the controller position having control

jurisdiction over the flight. Therefore, for the locations where sur-

veillance data is provided from more than one surveillance site, it is

necessary to estimate the distribution between the various sites. In

practice, it is probable that the distributions are related to the config-

urations and operating practices applied at the particular facility. Fnm

purposes of estimating, it is a;3umed that thiere is some general relation-

ship between the airports having the bulk of the activity and the surveil-

lance sites closest to those airports. The assumed distributions for the

facilities in this study were as follow:

New York : JFK (35%); EWR (35%); HPN (15%); ISP (15%)

Chicago : ORD (70%); CHI-S (30%)

Los Angeles : LAX4 (55%); LAX 7 (45%)

3.6 Unassociated/Associated Track Cross-Linking.

In ARTS ILIA, unassociated tracks in one surveillance system that correspond

to associated tracks in another surveillance system (i.e., are deduced to

be the same aircraft) are cross-linked for purposes of changing the display
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symbology that would otherwise be presented for the unassociated track.
The occurrance of this condition is a function of the overlap in coverage

of the particular surveillance sites in areas where tracks are in an

associated track status. The general assumptions made relevant to esti-
mating the number of unassociated tracks that are cross-linked with

associated tracks are as follow:

" The average range of an associated track on an arrival when it

first becomes an associated track is 45 miles from the surveil-

lance site with which it is associated.

* The average range of an associated track on departures when it

is handed off and the track becomes an unassociated track is 25

miles from the surveillance site with which it was associated.

* The altitude of the associated arrival/departure flight is such

that detection by the other surveillance system/s is not line-of-

sight limited.

The foregoing assumptions imply that the number of associated tracks in

surveillance system "A" that would be cross-linked with unassociated tracks
in surveillance system "B" is a function of the percent the surveillance
site A's area covering associated tracks is overlapped by surveillance site

B's coverage. For example, surveillance site A's associated track area for
departures is a circle having a radius of 25 miles. Surveillance site B's

assumed coverage is a circle having a 60 mile radius. For arrivals, sur-
veillance site A's associated track area is a circle having a radius of

45 miles while surveillance site B's assumed coverage area remains a circle
having a 60 mile radius. The number of unassociated tracks of surveillance
site B that are cross-linked with associated tracks of surveillance site A

is equal to the percent of surveillance site A's associated tracks on depar-

tures that lie within the area where the 25 mile radius and 60 mile radius

circles overlap plus the percent of surveillance site A's associated tracks

on arrivals that lie within the area where the 45 mile radius and 60 mile
radius circles overlap. In line with the earlier arrival/departure ratio
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assumption, associated tracks on departures are assumed to be 25% of the

total associated tracks and associated tracks on arrivals are assumed to

be 75% of the total associated tracks. The ratio of the overlap area to

the 25 and 45 mile radius circles around surveillance site A is, of course,

dependant on the distance (d) between the two surveillance sites.

Where there is more than one "other" surveillance system, as is the case

with New York, separate computations are made for each of the other systems

and the results are summed to determine the number of unassociated tracks

that are cross-linked with associated tracks in another system.

The computations used to determine the number of unassociated tracks that

are cross-linked are as follow:

N = POd(. 25 (Total Associated Tracks in other system)) +

Poa(.75(Total Associated Tra~ks in other system))

where:

Pod - percent 25 mile radius circle around surveillance

site A is overlapped by 60 mile radius circle

around surveillance site B.

poa = percent 45 mile radius circle around surveillance

site A is overlapped by 60 mile radius circle

around surveillance site B.

The equation used to determine CR in the computation of Group 2, Local

Flights (see paragraph 1.3.2) is also used to determine pod and

Poa by substituting values in the equation as follows:

where: d - distance between surveillance sites.

ROSC - radius of surveillance coverage for site B - 60

atr - associated track radius. For POd, atr - 25; for

POal atr - 45.
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then:

For d < (ROSC - atr), po = 1

For d > (ROSC + atr), po = 0

Where (ROSC -atr) < d < (ROSC + atr), po is determined as follows:

Po 100 atr2(T-B- sinLBcostB) + ROSC2  T - siinAcosLA)

where /A =arc cos ( d2 + ROSC2 - atr 2

2 ROSC , d

and 4B =aru Cos d 2 + atr' - ROSC2

2 • atr d

4 'Ierging and Finalizing the Estimates of IAC System Load Factors.

Application of the preceding processes produce tentative values for all of

the IAC system load factors except the Radar Only, Beacon Only and Radar

Reinforced Beacon values for Unassociated Tracks. The purpose of his step

is to derive these values and to finalize the tentative IAC base values

and the tentative target report values.

In the ARTS IlIA system, the system attempts to automatically initiate and

maintain tracks on all aircraft operating within the coverage area of the

surveillance systems providing it inputs. Tracks for which the controlling

position has been determined (either from flight plan data or keyboard in-

puts) are termed associated tracks. As previously noted, these tracks

equate to airborne aircraft receiving terminal radar services from the

facility served by the system. All other tracks are termed unassociated

tracks. On the premise that the system does not generally track noise

(false targets) and is capable of coasting tracks through momentary target

loss situations, the determination of unassociated tracks would appear to

be simply a matter of subtracting the associated track values from the IAC
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base values. This would indeed be the case if it were not for two compli-

cating factors. One is that the application of probability of detection

assumptions in converting IAC base values to target report values resulted

in some redistribution between the Radar Only, Beacon Only and Radar Rein-

forced Beacon categories. The other is that the IAC base values and the

associated track values were independantly derived and use different assump-

tions regarding beacon equippage and code assignments. It is therefore

possible in merging the data to encounter situations where the number of

unassociated tracks in a particilar category is a negative value. When

this occurs, it is necessary to modify the tentative IAC base values (as

well as the tentative target report values) to rectify the condition.

The equations used to determine tentative values for the unassociated

track breakdown are contained in Table A-6. If no negative values are

produced, then these values along with the tentative IAC base and tentative

target report values represent the final set of values. If, on the other

hand, one or more negative numbers are produced, adjustments are made to

the tentative IAC base and tentative target report values with the amount

of adjustment determined by the absolute value of the negative number.

These modified values then represent the final set of values for the IAC

system load factors.
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TABLE A-6

DETERMINATION OF UNASSOCIATED TRACK VALUES

FROM BASE VALUES AND ASSOCIATED TRACK VALUES

- Legend-

RO = Radar Only

BO - Beacon Only

RR = Radar Reinforced Beacon

Subscript "b" - Base value (i .e., estimated number of targets if the
probability of detection were 100% and there were no
false targets)

Subscript "at" = Associated tracks

Subscript "ut" = Unassociated tracks

Prefix "d" = Discrete code

Prefix "n" = Non discrete code

Prefix "c" = Mode C

RPD = Radar probability of detection (parameter; assumed
value = .96)

BPD = Beacon probability of detection (parameter; assumed

value = .96)

- Equations -

Totalut = ROut + BOut + RRBut

ROut = ROb + RRBb(l - BPD) - Roat

BOut = dBOut 4+ nBOut

dBOut = dBOb + dRRBb(l - RPD) - dBOat

nBOut = nBOb + nRRBb(l - RPD) - nBOat

cBOut - cBOb + cRRBb(l - RPD) - CBOat

RRBut - dRRBut + nRRBut

dRRBut dRRBb - dRRBb((l - RPD) + (1 - BPD)) - dRRBat

nRRBut- nRRBb - nRRBb((l - RPD) + (1 - BPD)) - nRRBat

cRRBut - cRRBb - cRRBb((l - RPD) + (1 - BPD)) - cRRBat
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BUSY HOUR/AVERAGE HOUR RATIOS VS. TOTAL ANNUAL OPERATIONS

(For Airports with 24 Hr/Day Tower Operations)

An analytical expression for the Busy Hour/Average Hour Ratio (y) as a

function of the total annual operations (' 1,000, = x) was derived from

the following assumptions:

(1) As the total annual operations for any airport becomes large,

increases in traffic loads are spread out over more hours of

the day. Any given airport system will operate at maximum

load only by spreading out the traffic load evenly over all

24 hours of the day, with a resulting y = 1. On the other

hand, airports with very low traffic loads will presumably

not be operating at maximum capability. For reasons of con-

venience, peak loads can be expected to occur in such systems,

producing a y > 1.

Assumption: For small x, y > 1; but y asymptotically approaches

1 for large values of x.

(2) As a preliminary approach to this problem, airports were placed

in groups corresponding to specific ranges of x, and the aver-

age y was calculated for each group. When (y, x midpoint of range)

points were compared, they did indicate a monotonically decreasing

function. This function dropped more slowly than x-1 , and there-

fore more slowly than x n , for any integral n. An exponential

fit was then attempted for (y - I), since e-MX will approach zero

asymtotically for large x, and since the initial slope of the

dropoff can be adjusted by adjusting the value of m. The fit

looked good.

Assumption: y - ce + 1, when c and m are constants

In order to evaluate the constants c and m, and to obtain some statistical

verification of these assumptions, it was noted that, if they were true,

one could write

y 1 ce" .
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Then, by taking the natural logarithms of both sides, one obtains

Zn(y - 1) = Zn c - mx.

Since this expression is linear in x, standard linear regression analyses

were performed on the transformed sample points [Zn(y - 1), x].

Data points were available for four separate yearst 1969, 1972, 1973 and

1976. Regressions were performed separately for each particular year,

and for all the years taken together in one combined sample. The results

of these regressions are as follow:

Number of Correlation

Year Airports c Zn c m Coefficient

1969 204 8.37 2.12 -.0031 -.59

1972 212 9.07 2.20 -.0036 -.61

1973 209 9.34 2.23 -.0038 -.67

1976 200 8.10 2.09 -.0034 -.61

Combined 825 8.72 2.17 -.0035 -.62

Note that the calculated values hold relatively constant from year to year,

and that th., correlation coefficient holds steady at the high value of

approximately -0.6. It is therefore reasoned that the result obtained

from the combined sample points provides a valid tool for estimating busy

hour operations at an airport given a forecast of total annual operations

for that airport. In other words, that

Y 8.72e1 00 3 5X + 1
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PERFORMANCE ASSUPTIONS FOR AIRCRAFT CATEGORIES

Aircraft proceed directly to/from the airport except that an
additional 10 miles is flown in the vicinity of the airport
while maneuvering to land or immediately after takeoff.

GA consists predominantly of aircraft with characteristics
similar to Cessna 150's and 172's.

AT consists predominantly of light twins with characteristics
similar to Cessna 310's and Beechcraft 99's.

AC consists predominantly of aircraft with characteristics
similar to Boeing 727's.

MA consists predominantly of aircraft with characteristics
similar to air carriers.

The airport elevation is 0 feet MSL.

The assumed performance of each aviation category lelated to flight
path distance from the runway is as follows:

Flight Path Distance 0 5 10 20 40 70

GA

Av. Alt (MSL) 500' 1,000' 1,000' 3,000' 3,000'

Av. IAS 85 100 100 110 110

Av. TAS 86 101 101 115 115

Time to Fly 3:29 2:58 5:56 10:26 15.39

AT

Av. Alt (MSL) 500' 1,000' 1,000' 4,000' 8,000'

Av. IAS 95 110 150 190 190

Av. TAS 96 112 152 202 214

Time to Fly 3:08 2:41 3:57 5:56 8:24

AC & MA

Av. Alt (MSL) 500' 1,000' 2,000' 9,000' 20,000'

Av. IAS 135 180 210 230 350

Av. TAS 136 183 216 263 479

Time to Fly 2:12 1:38 2:47 4:34 3:45
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APPENDIX D

SURVEILLANCE DETECTABILITY AND

SHIELDING ASSUMPTIONS
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RADAR DETECTABILITY ASSUMPTIONS

Estimates of radar cross section and radar range based on information
contained in "Excerpts from PRIMARY/SECONDARY TERMINAL RADAR SITING
HANDBOOK, Julty 20, 1976, Order 6310.6"

Radar Cross Section* (Unshielded)

Radar Beacon
Aviation Average dB, ret to Range Range
Category Altitude Sq. Meters 2.2 m2  (ASR-8**) (ATCBI-4)

ITINERANT

GA 2500 2.8 +1 51 58 (LOS)

AT 4000 3.5 +2 57 60

AC & MA 8500 12 +7.5 60 60

GROUP 2 LOCALS

GA 1000 2.8 +1 38.5 (LOS) 38.5 (LOS)

MA 1000 12 +7.5 38.5 (LOS) 38.5 (LOS)

* Values for types of aircraft of interest are not given in the cited Hand-
book. Estimated values relate to given values as follow:

Sq. Meters 2.8 Equal to F4 and F86. Greater than T33 and F84 (2.2)
and less than F100 (3.5) and DC-3 (11).

3.5 Equal to F100. Greater than T33, F84, F4 and F86
and less than FI06 (4.4) and DC-3.

12 Not equal to any given value. Greater than DC-3
and less than B707 (13.8) and DC-8 (17.4).

* Assumes ASR-8 operating with linear polarization.

(LOS) Line of sight limitation due to earth curvature effect based on
the following assumptions:

Antenna height w 21 feet (17 foot pedestal + 1/2 eight foot sail)

Aircraft height - Average altitude.

Mean earth radius - 3,440.07 International Nautical Miles

International Nautical Mile - 6076.11549 feet.



b

A Shielding Angle
Ant. Hei t Altitude of interest

Surface

b - Line of Sight Range Limit for

Altitude of Interest where

a sinBb $in-LA and

LA - (Shielding Angle + 900)

LB - 280o - (LA + LC)

L C arc sin zsinLA
a

a - (mean earth radius + alt. of interest)

c - (mean earth radius + antenna height)

Computation of Radius of Surveillance Coverage at Altitudes of Interest
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RADIUS OF SURVEILLANCE COVERAGE

(With Shielding Assumptions Applied)

Av.85 40 25 85 25 85 85 40 25 85 25 85 10
(x 100)

-J
Q RADAR BEACON

Radar &

Gp. 1 GP. 1 Beacon
. --Itinerant--- Local --Itinerant--- Local= Gp. 2

% AC AT GA MA GA MA AC AT GA MA GA MA Local

N91 JFK .33 60 50 37 60 37 60 60 50 37 60 37 60 18.9

EWR .6 60 40 28 60 28 60 60 40 28 60 28 60 13.0

HPN .5 60 44 31 60 31 60 60 44 31 60 31 60 14.8

ISP .3 60 52 38 60 38 60 60 52 38 60 38 60 19.9

ORD ORD .25 60 54 40 60 40 60 60 54 40 60 40 60 21.5

CHI-S .25 60 54 40 60 40 60 60 54 40 60 40 60 21.5

LAX LAX4  * 59 36 26 59 26 59 59 36 26 59 26 59 15."

LAX 7  * 59 36 26 59 26 59 59 36 26 59 26 59 15.9

DTW DTW None 60 57 51 60 51 60 60 60 58 60 58 60 38.5

* LAX Shielding Angle = 10 (all ranges). Average Altitude increased 930'

(the average elevation of airports in data base).
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CALCULATION OF THE RATIO OF THE OVERLAP AREA OF TWO

OVERLAPPING CIRCLES TO THE AREA OF THE SMALLER CIRCLE

This problem arises in estimating the percentage of Group 2 local flights
operating in the immediate vicinity of an airport that fall within the
radius of surveillance coverage (ROSC) of a particular surveillance site.
It also arises in estimating the percentage of associated tracks in one
surveillance system that are cross-linked with unassociated tracks in
another surveillance system.

In the case of the Group 2 local flights, the smaller circle is called
the airport circle and has a radius of 10 miles. The radius of the
larger circle (ROSC) varies depending on shielding angle assumptions
related to the specific surveillance site. The value of "d" is equal
to the distance between the particular surveillance site and the par-
ticular airport.

In the cross-link case, the smaller circle represents the associated
track area. The radius of the associated track area (atr) is either
25 miles or 45 miles depending on whether the associated tracks are
on departures or arrivals. The larger circle, ROSC, represents the
radius of surveillance coverage of the surveillance system with the
unassociated tracks. It is assumed to be 60 miles. The value of "d",
in this case, is equal to the distance between the two surveillance
sites.

For purposes of illustration, the examples that follow are based on
the case of Group 2 local flights with ROSC having an assumed value of
38.5 miles. The same equations are applied to the other cases by
substituting the appropriate values.

Case I: The airport circle is contained Distance from
surveillance

entirely within ROSC. The area of site to airport

overlap is the area of the airport

circle, divided by the area of /
the airport circle which produces N ROSC

/ 1 38.5
1 Airport d

Case I occurs when \Circle

d (38.5 10)-
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Case II: The airport circle lies

completely outside the ROSC.

Here, the area of overlap equals ROSC

zero, which, when divided by the

area of the airport circle yields

Case XI occurs when

d > (38.5 + 10)
irclerd

38.

Case XII: The airport circle lies neither totally within nor totally

outside ROSC.

Case II occurs when 28.5 < d < 48.5

The area of overlap will range all

the way from zero (at d = 48.5),

producing a CR = 0, up to the "

area of the airport circle ROSC

(at d = 28.5), producing a

CR= 1.

d

Airport
circle
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To calculate the area of overlap, consider

the circles illustrated as follows:

The area of over-

lap can be

seen to

equal the

sum of a 4J 4.

segment

from the

airport

circle (called 38.5

(Segment)10 n) and

a segment from the surveillance circle

(called (Segment)

Considering the two circles again, we find a triangle of

sides 10, 38.5, and d. Since for any partic-

ular case d is known, we can compute L-10

(opposite side 10) /

and t38.5

(opposide side

38.5) by the / 10 38.5

Law of Cosines. /1 385 .10

In a triangle

with sides a, /
b, c, the LC

opposite side c

is given by the

Law of Cosines as

1-C =arc cos 2ab

In our own particular case,

L10 = arc cos a.d5 2 i-1 2 )

L 38.5 = arc cos (d2+1021 - 8.52 )
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Now, how do we find the area of a segment? The general case is illustrated
below:

The segment area can be found
N

by subtracting the triangular

area from the area of the sector.

The area of the sector will be

e 
equal to

6 , sinc360 360

represents the proportion of the

circle's area which is subtended

by the sector.

The triangular area can be found by examining the smaller triangles, one
of which is illustrated below:

The height of the triangle = r sinO r

The base of the triangle = r cosa r sin6

So, the area of one of the smaller triangles will be r cosa

r sin8 • r cosa
2

And, since there are two of them, the total triangular area will be

r2 sin6cosO.

Finally, we can carry out the subtraction and write the segment area as

S• 26 2 sin6cose= r2  1T- sinecos6).

Returning to our specific problem, we can then write the area of overlap

as equal to the sum of the segment areas as follows:

i02 1TL38.5 38 3 5 +3. (1LIO )( 180 sin8.5cos.38.5 + 38.1 - - sinLlOcosLlOj

Which, when divided by the area of the airport circle, yields the coverage
ratio.
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Determination of the coverage ratio (CR) may then be stated as

CR = 1 02 (iL3B - sin438.5cosi.38.5 + 38.52 (I20 - sinLlOcosLlO
100r 180 18O

Note -- when the intersection is as illustrated here, 38.5 is obtuse and

the segment from the airport circle (to be added

to the seqment from the surveillance circle to

obtain the area of overlap) is the

larger segment of the airport

circle.
The derived formula, however, 10 38.5

still holds under these d

conditions as illustrated

below. Airport Circle

,/ \ Surveillance Circle

0 The area of the largest sector is

given by r2 , as before.

The triangular area must be added to

area of the sector to obtain the area

of the larger segment.

So we have

Segment area -20 r 2 + sin(180 -e)cos(180 - 6) *
360

But -- sin(180 - 6) = sinO, cos(180 - 6) = -cosO,

So we have

Segment area -z 2  O- sin~cose), and the formula still holds.
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HYPOTRETZCAL GEOMETRY ASSUMED Zrj ESTLZATZNG AVERAGE LIFE OF ASSOC:ATED TRACKS

J 75 Arrival Track Association 60

\65Feeder Fix Departure Track landoff

i/S

/

S30
20 30

/ 55

/I
1S5 20

30 25

20 10) 5 Runwvay 5 10

- Legend -

Arrival FL'ght Path
Departure Fight Path

30 Distance from Runway
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FLIGHT PROFILES ASSUMED IN ESTIMATING AVERAGE LIFE OF ASSOCIATED TRACKS

AC and MA Arrivals

Fit Path 50% of Arrivals 50% of Arrivals
Distance

from Average Average-
Runway Alt IAS TAS TTF Alt IAS TAS TTF

0
5 135 136 2:12 5 135 136 2:12

5
10 156 158 1:54 10 156 158 1:54

10
15 160 164 1:50 15 160 164 1:50

15
20 177 183 1:39 20 177 183 1:39

20
25 180 187 1:36 25 180 187 1:36

25
30 203 212 1:25 30 203 212 1:25

30

35
55 210 228 3:57

40

45 116 210 249 7:13

75 225 252 1:12
50

55 95 250 289 2:05

60
148 227 284 1:03

65

70 150 250 315 1:54

75

TOTAL TTF: 20:46 17:50

Average Associated Track Life (AC and MA Arrivals) 19:18
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FLIGHT PROFILES ASSUMED IN ESTIMATING AVERAGE LIFE OF ASSOCIATED TRACKS

AT and GA Arrivals

Flt Path 50% of Arrivals 50% of Arrivals
Distance
from Average Average-

Runway Alt IAS TAS TTF Alt IAS TAS TTF

0
5 95 96 3:08 5 95 96 3:08

5
10 117 119 2:31 10 117 119 2:31

10
10 120 122 2:28 10 120 122 2:28

15
10 159 161 1:52 10 159 161 1:52

20
15 180 184 1:38 15 180 184 1:38

25
20 189 195 1:32 20 189 195 1:32

30

35

40 
50 190 205 5:52

45
60 190 208 10:06

50

55 
80 190 214 2:48

60

65

70 100 190 221 2:43

75

TOTAL TTFi 25:58 21:49

Average Associated Track Life (AT and GA Arrivals) 23:54
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FLIGHT PROFILES ASSUMED IN ESTIMATING AVERAGE LIFE OF ASSOCIATED TRACKS

AC and MA Departures

Flt Path 25% of Departures 50% of Departures 25% of Departures
D.istance

from ------ Average ------ Average ------ Average ----

Runway Alt lAS TAS TTF Alt IAS TAS TTF Alt IAS TAS TTF

0
10 160 162 1:51 10 160 162 1:51 10 160 162 1:51

5
20 185 191 1:34 20 185 191 1:34 20 185 191 1:34

10
30 210 220 1:22 30 210 220 1:22 30 210 220 1:22

15
30 210 220 1:22 30 210 220 1:22 30 210 220 1:22

20

25 40 210 223 2:42

30

35
80 210 237 8:52

40

45

50

55

TOTAL TTF: 6:09 8:51 15:01

Average Associated Track Life (AC & MA Departures) 9:43
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FLIGHT PROFILES ASSUMED IN ESTIMATING AVERAGE LIFE OF ASSOCIATED TRACKS

AT and GA Departures

Flt Path 25% of Departures 50% of Departures 25% of Departures
DistancefromD.---- -Average ...... ...... Average ------ Average ----

Runway Alt IAS TAS TTF Alt IAS TAS TTF Alt IAS TAS TTF

0

5 110 111 2:42 5 110 111 2:42 5 110 111 2:42
5

15 150 153 1:58 15 150 153 1:58 15 150 153 1:58
10

25 175 182 1:39 25 175 182 1:39 25 175 182 1:39
15

30 190 199 1:30 30 190 199 1:30 30 190 199 1:30
20

25 40 190 202 2:59

30

35
50 190 205 10:16

40

45

50

55

TOTAL TTF: 7:49 10:48 18:05

Average Associated Track Life (AT & GA Departures) 11:53
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APPENDIX G

IAC SYSTEM LOAD FACTORS FOR THE

NEW YORK TRACON SURVEILLANCE SITES
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SYSTIM LOAD VALUES
F OR

NEW YORK JFK

1977

G030 WiATHER BAD WEATHER
A C A 8 C

TOTAL 143.06 296.62 450.19 51.064 98.52 146.67
RADAR ONLY 39.56 8.34 129.1Z 5.19 11.03 16.8?
BEACON ONLY ,00 0.30 O.u,) 0.,0 0.00 0.00

DISCRETE 0.00 0.3" .30 0.00 0.00 0.00
NON DrFCRET= 0.00 0.30 0.00 0.00 0.00 0.00
O1DE C 0.03 0.00 0.03 0.00 0.00 0.03

RADAR RM!FORCCD PEACON 103.51 212.29 321.07 75.85 87.50 129.81
DISCRETE 44.91 50.Z? 73.05 59.88 69.80 102.81
NON DISCRETE 58.59 162.01 24A.11 15.07 17.70 27.00
MOCE C 44.91 90.80 135.08 59.88 59.88 92.68

ADJUSTED GOJD WEATHER BAD WEATHER
A 3 C A 6 C

TOTAL 195.22 351.30 508.3@ L83.78 201.50 250.42
RADAR ONLY 92.0) 139.00 187.C5 L37.03 114.00 121.00
BEACON ONLY 8.Ca 17.30 26.00 4.00 7.00 10.00

DISCRETS 2.03 4.00 6.03 3.00 6.00 8.00
NflN DISCFETE 6.00 13.30 20.03 1.33 1.00 2.00
MCOE C 4.03 7..0 11.00 3.0 5.,JO 7.00

RADAR REIPFORCEC OEACON 95.22 195.10 295.38 69.78 80.50 119.42
DISCRETE 41.3Z 46.25 67.21 55.09 64.21 94.58
NON OISCOET5 53.91 149.05 2Z28.17 1469 16.28 24.84
011E'C 41.32 83.53 124.27 55.J9 55.39 85.26

A55UiAltU .TRACvS 0FOD WEATHER BAO WEATHER
A B C A a C

rUrAL 21 28
FAOAS ONLY 2 2
'kf CON MNLY 1 2

OISCRFTE 1 2
NUN15CX IS T 0 0
"OE C 1 1

NAIDA u 1NFUNRCO eEACUN 1 z4
DISCRETE 14 19
NON DISCPFTF 4 5
MODE C 16 21

UNASSOCIATED TRACKS GOOD WEATHER BAD WEATHER
A 5 C A a ..c

TOTAL 122 275 429 53 71 119
RADAR ONLY 42 91 140 6 13 20
BEACON ONLY 3 7 12 1 -2 3

VI5CPETE 1 1 2 a 1 z
NON DISCRETE 2 6 10 1 1 1
"Ou C 1 3 4 1 1 3

RADAR REINFODCFV BEACON 77 177 277 46 56 96
DISCRETE 27 3? 53 36 45 ?b
NON rISCPETE 53 145 224 10 11 20
14ot C 25 68 108 34 34 64

CROSS-LINKED 38 49

UNUSED TARGET RPFORTS 54 58 63 103 104 109
RADAR 55 50 50 100 l0 I0
BEA0N 4 B 13 3 4 5
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SYSTM LOAO VALUES
;0p

NEW Y3RK JFK
1Q80

BASF GO0O WEATHER IAD WEATHER
A R C A 8 C

_T'JTL 15T.1T 319.58 4B2.Gi 95.41 10 44 155.i6
RADAR ONLY 40,95 84.55 12q.16 5,34 10.42 15.81
VE-ACnN ONLY 0003 0.30 0.03 0.00 0.00 0.00

DISCRETE 0,03 0*03 0.03 J.317 0.00 0.00
NCmNPISCRETS 0.00* 0430 0.03 0.80 0.0c 0.00

MOVE C )C,) 003.00 0.30 0.00
RADAR REINFORCED BEACON 116.ZZ ?35.33 353.84 90.38 94.02 13Q.95

DISCOFTE 56.48 56*4S 75.04 75.31 75.31 109.56
wfN OSCPETE 59.74 178055 278.76 15.06 18.70 30.39
MrOE C 56.48 110.3 164.66 75.31 75.31 100.42

AOJUSTFO GOOD WEATHER BAD WEATHER
A % C A 8 C

TOTAL 209.93 376.23 540.54 194.15 208.50 26,.75
RADAR INLY 94.00 141.00 187.00 107.30 114.00 121.00
BEACON 9.LY 900 19.00 28.00 4.03 8.00 11.00

ofScPETE 2.03 4.30 6.0 3.30 6.00 9.00
NIN CISCRETS 7.00 15,00 22.00 1.00 2.30 2.00
MO0 c 4,00* 9.30 13.00 3.00 5.00 8.00

RADAR EINFCIPCEr REACON 106.93 216.23 325.54 83.15 86.50 128.75
01S4PETE 51.97 51.97 69.08 69.29 69.29 10J.79
NON DISCRETE 94.96 164.26 256.46 13.86 17.21 27.96
NC!0v C 51097 131041 151.49 69.29 69.29 92.39

A55OCIATEV TRACKS GO30 WEATAER SAO WEATHER
A C A 8

2-TOTAL 34
QVIAD OFLY 3

1FriLW 1P LY 2 2
DISCPETE 2 2
mum rISCRETE 0

mnlfE C 1 1
RADAR J AN A Ck ACnN Z? 29

D;SCPETE 18 24
RON VISCRETE 4 5
NODF C 20 26

UNASSOCIATEO TRACKS GOOD wEATHER BAD WEATHER
A 8 C 0 8c

TOTAL 131 293 455 62 70 121
RADAR ONLY 44 92 140 6 11 18

SSAC(1 ONLY 2 7 12 2 3
nl$GFETF I a 1 1 1 2
NCN DISCRETE 2 7 11 1 1 1

mrinE c 1 3 6 2 2 3-

RADAR OEINFOSCED BEACON 8i 194 303 54 57 100
DISCAETE 34 ?4 51 5 45 77
NOW DISCRETE 91 163 252 9 22 3' ut C 32 81 131 43

CROSS-LINVED 47 58

UNUSED TARGET REPORTS 55 59 64 134 104 136
wAOAP 53 50 so 100 100 i00

4ACrN 5 9 14 4 6
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SYSTEM LOAD VALUES

NEW Y JRK JFK

1982

As: 3010 WEATHER 9AD WEATHER
A 8 C A S

CTAL 164.81 33J.79 496.77 130.54 1C8.48 161.55
ADAR ONLY 39.16 79.50 119.84 4.85 9.87 14.90
SACON QkLY O.00 0.30 0.00 0.00 0.00 0.00

0fSCPETF 0.03 0.00 0.00 0.00 0.00 0.00
NON CTSCRETE o.CO 0.00 5.03 0.30 %1.30 0.03
MODE C 0.03 0.30 0.00 0.13 0.00 0.02

AOAR NEINFnPCED PEACON 125.65 ?51.29 376.92 95.69 96.61 146.66
DISCPFTF 61.41 61.41 80.09 81.86 81.88 114.18
NON DISCRETE 64.24 189.58 296.83 13.81 16.73 32.48
PODE C 61.41 124.74 186.16 81.88 81.88 107.19

9JUSTSD ^000 WEATHER BAD WEATHER
A a C A 8 C

3TAL 218.60 387.19 556.77 199.04 211.72 266.93
#,AD INLY 93.00 136.30 180.00 107.30 113o00 120.00
2ACON INLY lo.CO 20.00 30.00 4.30 8.00 12.33

GISCRETE 2.30 4.00 6.00 3.00 b.00 9.00
NCN DISCRETE 8.00 16.00 24.C3 1.30 2.00 3.33
MODE C 5.00 10.00 15.Co 3.00 6.00 9.00

ADAR TEKIFORCED PEACON 115.60 Z31.19 346.77 88.04 90.72 134.93
DISCRETE 56.53 56.50 73.69 75.33 75.33 105.0
N N ZISCRETE 59.13 174.69 273.08 12.71 15.39 29.88
MCDE C 56.53 114.76 171.27 7M.33 75.33 98.62

S lCTTTU TRAC5 GO JD WEATHER BAD WEATHER
A a C A F C

OTAL Z7 34
"AR ONLY 2 2
EACCN O:LY 2 2

nISCRETE 2 2

P10OF C 1 1
-'XDW UisppEu'e B'AGUN 23 30
nSCFETS 20 26
NON DISCRETE 3 4
MODE C 21 29

)VASS(CATEO TRACKS G00 WEATHER SAO WEATHER
A 3 C A F

OTAL 137 304 470 67 74 12*
'ADAR CNLY 42 98 133 7 12 19
4EICD4 ONLY 3 8 13 2 2 4

rl5CRETF 0 0 1 1 1
NON DISCRETE I 8 12 1 1 1
WU0Fc 1 4 6 z 3

IAOAR OEIKFORCED BEACON 9? 208 124 58 60 125
DISCRETE 36 ?6 54 49 49 79
NnN DISCRETE 56 17? 270 9 11 26M
OOL C 35 q4 150 46 46 70

V)SS-Lr VEC 46 60

NUSED TARGET RESORTS 55 63 65 104 104 106
0AD40 50 50 50 10 10 100
8ECON 5 10 15 4 4 6
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SYST9 LOAD VALUES

rODR
NEW YORK JFK

RAS GSr01 WEATHE; BAD WEATHER
A 8 C A 8 C

TMTAL 172.41 341.16 5q.9 0 13.4.35 1i1.61 165.83
RADAR ONLY 38.38 75.54 114.6q 4.54 9.10 13.66
-EACCN ONLY O.U-1 .. )0 0.00 0.30 0.00 0.0,D

DISCRETE 0.00 0.30 0.00 0.00 0.30 0.00
MON DISCRETS 0.00 0.30 O.c0 0.00 0.00 0.00
NODE C 0.00 0.30 0.00 0.0 0.00 0.00

RAOAR PEINFORCED qEACON 134.05 164.53 395.1Z 99.51 10Z.51 152.17
OrSCRETE 65.49 65.49 85.04 87.32 87.32 118.04
NON VISCRETF 68.56 199.14 313.17 12.1.8 15.19 34.13
MODE C 69.Q7 136.84 203.71 87.3? 87.32 112.60

AODJUSTO G0OD WEATHER BAD WEATHER
A 3 C A B C

TOTAL 226.2 3q8.46 571.59 201.55 215.31 271.00
RADAR ONLY 92.;o3 134.30 176.00 106. 0 113.00 119.00
3PACON MNLY 11.00 21.30 32.00 4.00 8.00 12.00

DISCRETE 2.C3 5.30 7.00 3.00 6.00 9.03
NON DISCRETE 9.03 16.00 25.00 1.33 2.00 3.00
"TOE C 6.03 11.00 16.CJ 3.00 6.00 9.00

RAnA REINFOPCEO BEACON 123.32 243.46 363.59 91.55 94.31 140.00
OISCRFTE 60.25 60.25 78.24 80.34 80.34 108.60
NON lISCRETE 63.07 183.21 285.35 11.21 13.97 31.40
MO0E C 64.37 125.8q 187.41 80.34 80.34 103.59

AI3OCIATED TPACYS GJ01 WEATHER SAO WEATHER
A 3 C A a C

-TTAL 23 36
RADAR ONLY ? 2
5FACON ONLY 2 2

OISCPETE 2 2
PN OtSCRETE 3 0
MECDE C I 1

RAI)AR VeINFURrbU BEACON 24 32
DISCRETE 21 28
NON DOSCRETE 3 4
MOOE C 23 31

UMASSOCIATED TRACKS GOOD 4EATHER BAD WEATHER
A B C A 6

TOTAL 145 313 481 67 75 130
RADAR ONLY 42 85 129 7 11 18
BEACON ONLY 4 9 13 1 2 4

DI5CWETE 1-- I I I I
"ON DISCRETE 3 9 12 0 1 1
cuDEC 2 4 7 2 2 4

AOAR REINFORCFD PFArDN 99 219 339 5q 62 108
DISCETF 39 39 57 52 52 81
NON DISCRETE 61 180 282 7 10 27
MODF c 41 103 164 49 49 73

CROSS-LINKFO 49 64

UNUSED TAPGET REPCPTS 55 51 66 134 144 106
RAHAI 5J 50 50 t00 100 104
@EACw 5 it 16 4 6
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.SYSTE4 LOAO VALUES
FOR

NEW YfQK JFK
L986

RAS= G030 WEATHER SAD WEATHER
A q c A a

TOTAL l7.32 349.17 520.03 108.3"9 13.74 168.b7
RADAR INLY 36.96 7Z.76 108.57 4.15 6.20 12.25
&eACoNP- -'Y 0.00 0.30 0.05 030 OOU 0.00

DISCPETE 0.CO 0.00 ..00 0.00 0.00 0.00
NoN ISCPETz U.Ca 0.00 0.00 0.030 0.00 0.30

.OE ^ 0.00 C.00 0.00 0.30 0.00 0.0
-- AN--R-EINFKRCSD PEACON 141.36 Z76.41 411.47 103.94 105.54 156.42

OISCPE7E 70.08 70.30 89.30 93.64 93.44 123.64
NON DISCOETF 71.28 206.33 322.17 10.50 12.10 35.58
MOE C 77.79 151.26 224.73 93.44 93.44 117.92

AIJUSTEO GOOD WEATHER SAD WEATHER
A 8 A a C

TOTAL 232.05 407.30 562.55 205063 217.10 274.91
0ADA 0 NLY 91.00 131.00 171.00 106.00 112.00 118.00

3EACON ONLY 11.33 22.00 33.00 4.00 800 13.00
nISCPFTE 3.00 5.00 7.00 3.00 7.00 ia.J3
N'N DISroFTz 8.00 17.00 26.00 1.00 1.00 3.00
"DE C 6:00 12.30 18.00 3.00 6.00 9.00

QDA PINFORCED BEACON 130.05 254.30 378.55 95.63 97.10 143.91
ltscRtTT 64.48 64.46 82.16 85.97 85.97 111.18
NON rT!CRETE 65.57 189.82 296.39 9.66 11.13 32.73
mnDF C 71.57 139.16 216.76 85.97 85.97 108.48

' A S0C NTE -AkT 'CYS GOOD WEATHER BAD WEATHER
A ac A a c

-T T[29 38
RADAD nNLY 12

jACeN '7NLY 2 3
DISCRETE 3

M2O C 1 1
-AW0AR-INMFUWCL FEACLN Z6 33

DISCRETE 23 30
NON CISrETE 3 3

2CDE C 25 33

UNASSnTATED TRACKS GO-0 WEATHER SAO WEATHER
A T - c A a .c

TUNT&L 150 320 491 70 7 131
9Af)&R INLY 42 83 124 6 IC 17C.ACrm rNlY 4 9 15 1 1 3

NON nI$CPFT= 3 a 13 0 0 1
F-c -- I -- - 5 3 3 4

QAQoA QFINF0PCF0 2EACON 134 229 352 63 64 111
, TSC~rT-r 41 41 59 56 56 at
'11N OISCOSTF 63 Is? 299 ? a ]3
v.... nD r-c- 47 114 182 53 53 '75

-c lS "-t I D 52 66

U4USEn TARGET qE*CQTS 56 b1 66 100# 104 106
-- DAP 53 50 50 too 100 100

IE AC!N 6 11 16 4 4 6
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SYSTEM LOAD VALUES
FOR

NEW Y3RK JFK
1985

8A5 1010 WEATHER SAD WEATHER

a 8 C A B C
TOTAL 183.87 356.35 528.?8 112.90 116.13 171.78
RADAR CMLy 33.65 65.47 97.26 3.70 7.24 10.77
"EACON ONLY 0.00 0.00 0.00 0.00 0.00 0.00

DISCRETE U.C3 0.4 0.00 0.30 0.00 0.00
NON DISCOETF O.CO 0.30 o.ou 0.3O OoG .130
MODE C .03 0.00 0.00 3.33 0.00 0.00

RADAR PETkFnRCFD eEACCN 150.21 90g.6 431.50 109.19 108.93 161.41
DISCRETF 76.10 76.10 94.19 101.47 101.47 123.53
NON DISCRETE 74.11 214.76 337.!1 7.7Z 7.43 37.48
NOF C 85.97 165.98 a45.79 101.47 101.47 1Z3.32

ADJUSTEr GOOD WEATHER BAD WEATHER
A a C A B C

TOTAL 238.20 414.59 592.98 211.46 ZZO.19 278.13
RAOAR ONLY 88.00 124.00 161.00 136.00 111.00 117.00
@EACON ONLY 17.00 23.00 35.01 5.03 9.00 13.;0

DISCRETE 3.00 5.30 8.03 4.03 7.00 10.00
NrN DISCRETE 

9
.o3 18.00 27.00 1.3f Z.00 3.jQ

MODE C 7.0 13.00 20.00 4.00 7.00 10.0
RA"AR REINFrRCSD PEACON 138.20 267.59 396.98 100.46 100.19 148.13

DISCPFTE 70.02 70.32 86.66 93.35 93.35 113.65
NON DISCRETE 68.10 197.57 310.32 7.10 6.83 31.48
MCDE C 79.U9 152.61 226.12 13.35 93.35 113.46

A359CIATED TRACKS GOOD WEATHER &AD WEATHER
A B c A a C

-TUTAL 30 40
RADAR ONLY 1 2
SEACOM CP'LY z 3

OISCPFTE 2 3
NUN U15CRtTc 0 0
MCOF C 1 1

RA)NRtLVPE0M~U OtAC'N 2735
OISCFETE ?5 33
NMN DISCRETE 2 2
MODF C 27 36

UNASSOCIATEF TRACKS GOOD WEATHER BAD WEATHER
e C A e

TOTAL 154 327 499 72 76 131
RADAR ONLY 39 76 114 6 10 15
SEACON ONLY 4 10 15 1 1 3

nISCFETE I1 1 1 2
NON DISCRETS 3 9 13 0 0 1
VnDE C 2 6 9 3 3 4

RADAR REINF07RCED BEACON 111 241 370 65 65 113
ISCRETE '5 45 6Z 63 60 81

4ON DISCRETE 66 196 308 5 5 32
MCDF C 5z 126 199 57 57 77

CRISS-LP?'KED 54 70

UNUSED TAPGFT RE'CRTS 56 62 67 104 104 106
'IDAR 51 5 50 100 100 100
BEACO 6 1z 17 4 4 6
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SYSTEI L3AD VALUES
;10o

_t_ YJPK JFK

%ASE ,G)]D WEATHEP BAD WEATHER
_ C A e C

TOTAL 15Q. 5 362.83 53b. 4 L17.36 120.66 175.03
RAI3AP ONLY 31.54 50.58 89.82 3.22 6.21 9.21
SEACCN O.LY 0.C) 0.30 O.cj D.30 0.00 0.00

DISCRETE 0.00 0.30 0.00 0.00 0.00 0.00
NON DISCrETe o.r0 M.0O 00. 0.30 0.00 0.00
MODE C .,C3 0.30 0.30 3.00 0.00 0.03

RADAR PEINFORCEP 9EACON 157.52 302.1' 446.72 114.64 114.64 165.82
DISCRETE 32.51 92.51 98.59 110.01 110.01 126.32
NON rISCRET 75.02 21?.51 348.12 4.63 4.63 39.50
KODE 4.45 13u.76 267.08 110.01 110.01 128.98

ADJUSTED S070 'EATHER BAD WEATHER
A B C A B C

TOTAL 244.0? 421.95 603.99 215.47 ZZ4.47 280.56
RADAR ONtY 97.01 l7.30 154.00 L05.30 110.00 115.00
SEACO2 MNLY 13.00 24.00 36.03 5.D 9.00 13.03

OISCPETE 3.03 5.33 8.00 4.30 7.00 10.00
NCN DISCRETS .f.,oj 1 .30  2R.0 1.30 2.00 3.00
"DE C 9.d 14.00 21.00 4.00 7.00 10.00

RADAR RETNFCOCED PEACCN 144.92 77.15 410.98 105.47 C5.47 152.56
0ISCrFTE 75.91 75.91 90.71 101.21 101.Z1 116.22
4rN O1SCQFTE ?0 72.3' 320.27 4.26 4.26 36.34
MODE C 6.9) 156.33 245.71 i31.?l 101.21 118.66

TT-OT~Or~r~~Dw 0 WEATHER BAD WEATHER

A 9 C A A C
TUTAL 31 42
RADAR ONLY 1 2
BEACCM CNLY 3

nISCRETE 2 3
0 0

MODE C 1 2
KIA T9rv WWAC3K- 28 3 f

DISCRETE 27 35
VON MICOFTE I I
MODE C ?9 39

UNASSCCIATE TPACxS 5O0O WEATHER BAD WEATHER
A 3 C A B C

TOTAL 159 332 506 76 79 134
RADAT ONLY 37 72 107 6 9 14
BEACON ONLY 4 10 16 1 1 4

PISCRETF 1 1 2 1 1 2
NrN DISCRETE 3 q 14 0 0 2
milOE - 3 6 10 2 2 3

RADAP REINFORCED MEACOl: 117 253 383 69 69 11
OTSCPETE 49 49 64 66 66 8
NON DISCPET= S8 201 319 3 3 35

58 137 217 62 62 80
Cerss-LINVE0 54 72

UNUSED TArGET OFOQTS 55 6Z 68 105 105 107
RAODA 53 53 5C 100 100 i03
EACr)N 1 ?! Is 5 5 7
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SYSTEM LOAD VALUES

NE ORK W
L977

RAS 0 30 WEATHER BAD WEATHER

A C C A 8 C
TlTkL 97.35 236. 316.6J 79.46 83.61 121.84
RADAR ONLY 24.8 54.35 83.72 3.61 7.76 11.91
BEACON OPLY 0.03 0.1m 0.03 0.00 3.00 C.00

DISCPETE O.CO C.30 0.00 0.0 0.00 0.00
NON CISCRETS 0.00 0.30 0.00 OO. 0.00 0.00
mOnF C 0.00 C.00 0.00 0.) 0.30 0.30

RADAR REINFORCED BEACON 72.97 152.93 2?2.89 75.85 75.85 109.93
DISCRETE 44.q1 44.91 67.01 59.88 59.88 9C.30
NON DISCRETE Z8.06 108.32 165.88 15.97 15.97 19.62
P'ODE C 44.91 74.74 111.80 59.88 59.88 83.38

AOJUSTED GOOD WEATHER BAO WEATHER
A C A 8 C

TOTAL 149.13 260.6q 373.26 177.78 185.78 226.13
RADAR ONLY 76.00 108.30 140.00 105.0 110.00 116.0
BEACON ONLY 6.00 12.30 19.00 3.30 6.00 9.00

DISCRETE 2.00 4.00 5.00 3.00 5.00 7.00
NON DISCRFT= 4.03 8.30 14.00 0.00 1.00 Z.00
MCDE C 3.00 6.JO 9.00 2.33 5.00 7.JO

RADAR QEINPORCED BEACON 67.13 140.6Q 214.26 69.78 69.78 101.13 V
orSCOETF 41.32 41.32 61.65 55.09 55.09 83.08
NON rISCRETE 25.81 99.38 152.61 14.69 14.69 18.05
MCOE C 41.32 68.77 102.85 55.39 55.09 76.71

ASSOCIATED TRACKS GOOD WEATHER BAD WEATHER
A a C A B c

--OTAL 21 28
RADAR INLY 2 2
BEACON ONLY 1 2

OI$CPETE 1 2
NON CISCRETE 0 0

rlOf C 1 1
rAnAP REINFORCED BEACON 18 24

DISCIET 14 19
NON D!SCRETE 4 5
MOOE C 16 21

U4ASSOCIATED TRACKS GOO0 WEATHER RAO WEATHER
A B C A B C

TOTAL 76 185 297 52 56 94
RAOAP ONLY 25 58 91 5 9 14
PEACOM ONLY 2 5 9 1 1 3

DISCRETE 1 1 2 0 0
NON DISCRET5 1 4 7 1 1 1
P 1OOE c 1 2 3 1 1 2

RADAR REIAFOPCED BFACON 49 122 197 46 46 77
OISCOETE 27 27 48 36 36 64
NON DISCRETZ 2 q5 149 10 10 13
MODE c 25 53 87 314 34 36

CROSS-LINXK' 36 45

UNUSrO TARCT REVORTS 53 56 59 103 103 1J4
RADAR 55 50 100 100 10.
SEACCN 3 6 9 3 3 4
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SYSTE9 LOAD VALUES

FWF Y3RK E4R
1983

2AS= GOID WEATHER BA0 WEATHER
9 C A 8 C

TmiAL 1L.o.29 223.55 340.82 93.81 97.60 128.97
RDA9 nNLY 25.18 54.47 83.76 3.43 7.22 11.01
!F&CON ONLY 0.03 0.00 0.00 0.31 0.30 0.0

QTSCRETE 3.0) 0.10 0.CO 0.30 0.00 0.00
NON CISCRETE 0.03 0.o 0.00 3.00 0.00 0.00

MCDE C 0.00 0.0O C.0O 0.30 0.00 3.00
RAOAQ DEINFORCFP REACON P1.10 169.38 257.C6 90.38 90.38 117.96

DISCRETE 56.40 56.48 69.51 75.31 75.31 96.15
NON DISCRETE 24.62 112.60 187.55 15.36 15.06 21.81
MODE C 56.48 88.45 133.07 75.31 75.31 90.17

ADJUSTFD GOOD WEATHER BAD WEATHER

A S C A 8 C

TITAL i57.!1 278.55 398.49 191.15 199.15 232.52
RAOAD ONLY 77.03 109.00 141.C0 105.00 110.00 115.00
RSACON ONLY 6.00 14.30 21.00 3.30 6.00 9.00

DISCRETE 2.c0 4.33 6.03 3.00 5.00 8.03
NON DISCRETE 4.30 10.00 15.00 3.30 1.00 1.03

"ODE C 4.00 7.00 11.03 3.03 5.00 7.03
RADAR REINFORCED PEACON 74.61 155.55 236.49 83.15 83.15 108.52

DISCFSTF 51.Q7 51.97 63.95 69.29 69.29 8P.46
w4'N OISCRFTS 2?.65 V03.50 172.55 13.86 13.86 20.06

MODE C 51.97 81.37 122.43 69.29 69.29 82.96

ASSIOCTATED TPACKS GOOD WEATHER .A0 WEATHER
A 8 C E EC

TOTAL 26 34
0A0O4 ONLY 2 3
REACON ONLY ? 2

DTSCRETE 2 2
NON CISCRETE a C
PrO r 1 1

4ToA PEINFGDCFD 8EACON 2z 29
DISCRETE 18 24
NON DISCRETE 4 5
"ODE C 20 26

UNASSOCIATFn TRACKS GOOD WEATHER 3A0 WEATHER
A 8 C 8 ..c

TOTAL 80 198 316 s0 64 95
RADAR ONLY 26 59 92 4 8 13
BEACON rNLY i 5 9 2 2 3

DISCRETE 3 0 1 1 1 2
NN DISCRETE 1 5 8 1 1 1

1* a i 4 ? 2 3
RAOAP RcTNFIRqCED PEACON 53 134 215 54 54 79

DISCRETE 34 34 46 45 45 64
NON DZSCRFTF 19 103 169 9 9 15
MOnD r 3? 61 102 43 43 57

CROSS-LINK ED 43 54

U4USFD TLRGcT REPORTS 53 57 60 104 104 105
OAD 57 5- 50 100 t0 100

qEaC 3 7 4 4 5
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SYSTEM LOAD VALUES

NEW YtJK EWR

RASE :03D WEAT'4S BAO kEATHER
A C A S

TOTAL 111.35 132.3 352.70 98.97 102.5Q 133.53
RADAR ONLY 24.09 51.42 78.75 3.?" 6.81 1i.34

BEACON ONLY 0.00 0.30 0.00 0.00 0.00 0.00
DISCRETC 0.00 0.30 0.00 0.00 0.00 0.00
NnN OTSCRETS 0.00 0.00 0.00 0.30 0.00 0.00
MODE C 0.00 0.00 0.00 3.30 0.uO 0.03

RAOAO PEINFORCEn 9EAC(TN 87.26 180.61 27?.95 95.69 95.69 123.16

DISCRFTE 61.1 61.41 73.79 81.80 81.88 qq.99
NON DISCRETE 25.85 119.19 200.16 13.81 13.81 23.17
MODE C 61.41 98.50 1S..6 81.88 81.88 95.58

ADJUSTED S03D WEATHER BAD WEATHER
A 9 C A B C

TOTAL 164.28 207.16 411.04 16.04 205.04 938.31
RADAR ONLY 77.aJ 137.30 137.00 105.00 110.00 115.00

BEACON ONLY 7.CO 14.00 22.00 3.03 7.03 10.3
OISCPETE 2.03 4.30 6.00 3.30 5.00 8.40
NON DISCRSTE 5.03 10.30 16.00 0.00 2.00 Z.00
PODE C 4.00 8.30 12.00 3.00 5.00 8.00

RADAR REINFORCED REACON 80.28 166.16 252.04 88.34 88.04 113.31

OISCRFTF 56.50 56.50 6 7.89 75.33 75.33 91.99
mnN PrScRETE 23.7q 139.66 184.15 12.71 12.71 21.3Z
M
ODE C 56.50 90.71 136.49 75.33 75.33 87.94

ASSICIATEC TRACMS GOOD WSATHER SAO WEATHER
A 9 C A B

TOTAL 27 34
RADAR ONLY 2 2
REACON CNLY 2 2

DISCRETE 2 2
NON DISCRET5 0 0
OODE C 1 1

7ADAW WEINFOCED 9EACLPN 23 30
DISCRETE 23 26
NnN DISCRETE 3 4

mODE C 21 29

UNASSOCIATED TRACKS GOOD WEATHER BAD WEATHER
A 9 C A a C

TOTAL P4 235 326 65 69 99

RADAR CNLY 26 57 88 5 9 13
BEACON NY 1 5 9 2 2 3

OTSCRETE 0 0 1 1 1 2
NON VISCRETE 1 5 8 1 .1 1
MODE C 1 3 5 z 2 3

RADAR REINFORCED BEACON 57 143 Z29 58 58 83

DISCRETE 36 36 48 49 49 66
NON DISCRETE 21 137 181 9 9 17
MODE C 35 73 115 46 46 59

CROSS-LINKED 43 56

UIUSED TARGET REPOOTS 53 57 61 104 104 105
RADAR 50 53 50 100 100 100
MEACCN 3 7 11 4 5
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SYSTE4 LOAD VALUES
F OR

NEW YOQK EWA
198.

PASE 1010 OFATHEP AD wEATHER
A B C A p

TOTAL 116.29 ?30.43 362.57 132.57 105.77 1 b. b
RADAR nNLY 23.60 49.5s 75.5? 3.16 6.26 9.'6
8EACCI' CKLY 0.01 .30 0.00 0.0 .00 0.30

0I5CRETF 0.0a 0.20 0.00 0.0 c 0.00 .,4
NfIN DI$CQTE 0.00 0.30 (u.00 2.30 0.00 .0
NODE C 0.00 0.30 0.00 0.00 0.00 0.33

RADAR WEINFORCEO PSACON 92.69 189.4 7  287.05 gg.51 99.51 127.50

DISCRETE 65.'9 55.49 78.U1 37.32 37.32 1,3.26
"ON rISCQET= Z7.2J 124.38 209.C4 1?.18 12.18 24.2/t

MrnDF C 65.4.9 107.04 160.83 37.32. 37.32 9q.99

AOJUSTFD GOOD WEATHER 9AD WEATHER
A B C A B

TOTAL 168.28 24.68 421 .08 lQ.55 207.55 Z41.3i
RAoAR ONLY 76.03 35.20 134.00 105.30 109.00 114.00
REACON ONLY 7.00 15.30 ?3.j0 3.33 7.00 10.00

nTSCPFTE 2.03 4.00 6.00 3.0 6.00 .00
NMN DISCVETS 5.33 11.00 17.03 0.33 1.03 2.00
100CE C 4.00 9.30 13.03 3.33 5.00 3.00

RADAR REINFORCED PrACON 85.Z8 174.68 264.04 91.55 91.55 117.30
OISCRETE 60.25 60.25 71.77 80.34 80.34 95.00
NON OISCOETS 25*OZ 114.J3 192.32 11.21 11.2i e,1Q
MODr c 60.?5 78.P 147.97 830.34 80.34 q1.99

ASSOCIATED TR'ACKS GOl WEATHER BAD WEATHER
A q C A C

TOTAL 28 36
RAOAA ONLY 2 2
9EACON ONLY 2 2

OISCPETF ? 2
PCN OSCRETE 3
mooF C 1 1

RADAR PEINFOOCED PEACON ?4 32

DISCRETE 21 28
AnIN OSCOFTE 3 4
MODE C 23 31

UNASSOCIATED TRACKS GOOD WEATHER BAD WEATHER
A 8 C A C

TOTAL 88 211 334 65 68 101
RAoAR ONLY 25 55 95 5 8 13
PEACON 0'LY 2 6 9 1 1 3

NON DISCOETS 1 5 8 3 0 1
MODE C 2 3 5 2

RAOAP QEINFORCED PEACON 61 150 240 59 5q 85

DISCRETE 3Q 3Q 51 52 52 67
NrN DISCRETE 22 111 1eq 7 7 18
"ODE C 37 75 125 49 q 9

CROSS-LIF'ED 45 59

UNUSFO TARGFT REPORTS 54 58 61 134 134 135
RADAr 53 50 50 110 100 100

REAC' 4 8 11 4 4 5
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SYSTE" LJAD VALUES
FOR

kEW YORK EwR
1986

q s GOOD ATHE C iAD R AT -

TJTAL 72. 2 , .5.2q 
' ZJ. ' 1 5.74 10Q,58 3.2

RADAP ONLY 2.76 47.?0 71.65 2.70 .... 5.63 1 . 4
SEACON r"INL 0.00 0.30 030 0.30 0.01 J..3

DISCRETE C.C(0 0.0 0.00 0.30 0.00 .0
NI]N DISCRETE 3.00 0.30 0.00 0.a3 0.00 3
.11F c a.Ca 0.00 C.OO J. 4 )3a

4OAR~E-INFORCED EACO3 97.51 198.09 298.65 133.3'. 103.94 133.71
TjSCRETE 73.09 70.J8 81.64 3.44 93. 4.4 10 5 .i

2N SCRFT 27.45 128.01 217.G0 10.50 10.50 5.16
'CDF C 70.08 116.10 175.42 93'44 93.44 4 C4,43

AOJUSTC GOOD WEATHER 3A0 WEATHER
A B C 4 -

TnTAL 173.73 301.24 429.75 2)?.t3 211.63 '3.31
RA0ARCrNLY 76.03 103.00 131.00 114.00 109.00 113.30

AEACr'N LY 8.00 16.00 24.C3 4.03 7.00 13,0
0ISCOFTF 2.00 4.00 7.03 3.00 6.00 3.1)
*4CN CISCOETc 6..)3 12?.003 17.00 1.3 .0 2_.31
4. 6 i C 5.0 9.00 14.0 3.00 6.030 .30

QA!)AP FINFRCED PEACON 60.73 182.24 274.75 95.b3 95.63 120.31
OISC7QETF 64.43 64.48 75.11 85.37 85.47 -7.16
NN DISCRFT 25.25 117.77 19Q.64 Q.b6 9.o 21.15
"ODE C 64.48 137.55 161.38 15.?7 q.q7 5.eO

SSrA~T--RS GOOD 4EATHER RO WEATHER
A B C __ 8

TOTaL -29 3
RAOAQ ONLY 1 2

-A, -ON 'NLY 7 3
'!SCRFTE 2 3

ON 0TSrpEl' 3 0
"bOE C 1 I

RAQ PTCCFT-f~3- 26 33
D1SCRETE 23 30
VON OISCOETE 3

0 F C 25 33

UNA$SnCTATrO TRACKS GOOD WEATHER BAD wEATHEQ

T9TL 91 i16 34 ?9 72 131
RAO8P rNLY 26 54 d3 5 3
9EACON ONLY 2 6 _ 1 1 2

S ISC 1 . . -i
NON DTSCRETE 1 5 9 0 O i

2 4 3 3 3
OOAR FINF ORCED BFACON 63 156 Z4 53 3 97

AfSCRETE 41 41 52 Sb 56 7
NrN DISCRETE ?Z 115 IQ? 7 7 20
-- noZ 39 83" 136 33 53 53

1 SSS-L-K ED _ 49 6 1

UNUSFFS TIRGET 2ECaTS 54 58 62 124 104 135
QO 5 50 50 1 3 1 G 1 3

OFACON 4 8 12 4 4 5
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SYSTE4 LOAD V&LUES

NE'i YORK( EWR

9ASE GOOD WFATHEP BAD WEATHER

A 9CA 6
TOTAL 124.19 253.57 376.q! L11.69 114.17 141.8aj
RADAR ONLY 20.77 42.54 64.31 2.50 4.98 7.45
BEACON OPLY U.03 0.30 0.00 0.00 0.00 0.00

DISCRETV 00 0.00 0.00 0.00 0.0o 0 0
M nN DISCRETF 0.00 C.a .0O '.33 o0 0030
"ODE C 0.00 0.^3 4.CO 0.30 0.00 0.00

RADAR REINFORCED QEACON 133.43 208.33 312.64 109.19 109.19 134.34
DISCRETF 76.10 76.10 85.82 121.47 101.47 101.47
NON DISCRETE 27.32 131.93 226.82 7.72 7.72 32.87
MOCE C 76.10 126.83 189.87 101.47 101.47 101.47

AOJUSTED GOD WEATHER BA WEATHER

A q C A B C

TOTAL 177.15 307.3q 436.63 Z38.46 215.46 247.60
RA0AD ONLY 74.U3 q.30 124.C3 104.00 108.00 113.00
BEACON ONLY 8.03 17.31 Z5.3 4.33 7.00 11.00

DISCRETE 2.00 5.33 7.00 3.00 6.00 9..;1
HON DISCRETS 6.00 12.30 18.0 1.37 1.00 2.03
MOOE C 5.U0 10.00 15.C3 3.30 6.00 9.O0

RADAR REINFORCED BEACON 95.15 191.39 287.63 100.46 100.46 123.63
DISCROTE 70.02 70.32 78.95 93.35 93.35 93.35
NON OrSCPETE 25.14 121.38 208.64 7.13 7.10 30.24
mODE C 70.02 116.68 174.68 93.35 93.35 93.35

ASSrICIATED TRACKS GOOD WEATHER BAD WEATHER
a B C A B C

TOTAL 3- 40
RADAR ONLY 1 2
BEACON ONLY 2 3

DISCRETE ?3
NON DISCRETE 0 0
MODF C I I

-PAO RET-FORCED BEACON 27 35
DISCPETE 25 33
NON OISCRiTC 1 2
MnfF C 27 36

UNASSOCIATFD TRACKS GOOD WEATHER BAD WEATHER
A B C A S

TOTAL 94 220 347 71 73 101
RADAR ONLY 24 53 7 5 7 11
SEACnN ONLY 2 6 10 1 1 2

DISCRETE 1 1 1 1 1 1
WON DISCOFTE 1 5 9 0 0 1
MODE C 2 4 7 3 3 3

RADAR QEINFf3RCED SEACIN b 164 261 b5 b5 a8
DISCRETE 45 45 54 63 60 60
NON DISCQETF 23 119 2D7 5 5 28
MCOF C 43 90 148 57 57 57

CROSS-LINKED 53 65

UNUSED TARGET REPORTS 54 58 63 1J4 104 105
'AIT 53 s3 50 100 100 100
B4ACON 8 13 4 4 5
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SYSTE4 '5AD VALUES
FOR

P:EW YORK( EW9

ISE VIOD AE4THEP BAD WEATHER
A B C a B

JTAL 128.,.6 ?51.59 383.11 L16.3Z 118.9Z 144.54
DAO ONLY 19. ? 3051 59.49 2.17 4.ZB b,8

*ACON ONLY (,..J :.0 0.03 0.33 0.00 0.00
DISCRETE 1.00 0O30 0.00 0,70 0,j0 0.00
NnN DISCRETE k.0.3 ij3 0.C3 3.30 0.00 0.00
P C 0.03 C.30 0.00 0.00 0.00 0.00

OAR REINFORCEt' BEACON 108.54 116.3 323.61 114.64 114.64 138.16
DISCpETE R2.51 82.51 89.57 110.01 110.01 110.01
NON DISCRETE 26.03 133.57 234.05 4.63 4.63 28.15
WODE C 82.51 137.36 204 63 110.01 110.01 110.31

'JUSTCD 030 WEATHER BAD WEATHER
A B C A 8 C

'TAL 181.86 312.79 443.73 !13.47 220.47 250.11
IOAR tNLY 73.00 97.30 120.00 104.0 1(J8.00 112.00
.ACON CNLY Q.Cj 17.00 26.03 4.0 7.00 11.00

FISCRETF 3.03 5.00 7.00 3.00 6.00 9.0O
NON DISCRETE 6.03 1!.30 19.00 1.33 1.30 Z.00
MADE C 6.00 11.30 16. W 3.30 6.3iu 9.00

10AR 2EINFORCED BEACON 99.86 198.79 297.73 135.47 105.47 127.11
rrSCPcTE 75.91 75.91 82.40 131.21 101.21 121.21
NON CISCRE75 23.95 122.89 215.32 4926 4.26 25.90
mOcE C 75.91 126.1t 188.26 101.ZI 101.21 101.21

,SnCTATSC TRACTS GO0 WEATHER BAD WEATHER
A a C A B

31 41
DACD CNLY 1 2

Z&CON ONLY 2 3
DISCPETc ? 3
V0d LIZSCPETE 3 0
MODE C 1 2

-AOAR PETNFrgCED BEACON 28 36
OISCRETE 27 35
NmN DISCRETE 1 1
MOnE C 29 39

41!SnCIATEO TRACXS GOOD WEATHER BAO WEATHER
A 8 C A C

ITAL 97 224 351 75 77 103
ADAP ONLY 23 47 71 5 7 10
EACON ONLY 2 6 11 1 1 2

OISCFETE 1 1 2 1 1 1
NCN DISCRETE 1 5 q 0 0 L
MODE C 2 4 7 2 2 2

XDAR REINFORCED PcACCN 72 171 269 69 69 91
nIScpETF 49 49 66 66 66
NON DISCRETE 23 122 214 3 3 25
MO0E C 47 97 159 62 62 62

7''SS-LTIKE' 50 67

'ItJED TAVGET QPDOPTS 54 5 63 105 105 136
RADA 53 50 50 100 100 100

4 9 13 5 5 6
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SYSTEM LO4 VALUES

FOR
NEW YORK HPN

1977

ASE GO0 5ATHER BAO WFATHER
A B C a B C

TOTAL 95.8. ZJJ.77 3J5.74 79. 96 84.6 114.25
RADAR ONLY 25.6 55.86 86.07 4.1 8.75 13.39
BEACON nNLY 0.00 0.30 0.03 0.00 0.00 0.00

DISCRETE 0.00 0.30 0.00 0.30 0.00 0.00
NON DISCRETE 0.03 O.O 0.03 0.30 0.00 0.01
WIDE C 0.00 0.00 O.CO 3.33 0.00 0.30

RADAR QEINFORCED PEACON 70.15 144.91 219.67 75.85 75.85 103.86
DISCRETE 44.91 44.91 56.41 59.88 59.88 79.43
NON CISCRETE 25.Z4 130.30 163.26 15.97 15.97 21.46
MODE C 44.91 64.44 95.71 59.88 59.88 71.48

ADJUSTED GO3 WEATHER SAO WEATHER
A B C A B C

TOTAL 147.54 !,.32 361.10 177.78 185.78 217.8j
-ADA CNLY 77.00 109.30 141.00 105.00 111.00 117.00
BEACON ONLY 6.U3 12.03 18.00 3.00 5.00 8.00

DISCRETE 2.00 3.00 5.03 2.30 4.00 6.30
NON DISCRETE 4.03 9.00 13.30 1.03 1.00 2.30
MOFE C 3.3 5.30 8.00 2.00 4.00 6.00

RAOAD REIN;OPCED BEACON 64.54 133.32 202.10 69.78 69.78 92.40
DISCRETE 41.32 41.32 51.90 55.39 55.09 73.05
NON DISCRETE 23.22 92,00 150.20 14.69 14.69 19.75
MODE C 41.32 59.29 88.06 55.39 55.09 65.76

A550CIATED TRACKS GJO QEATHER BAD WEATHER
A C A B C

-T0T L 10 12
RADAR ONLY I I
97ACCN ONLY 1 1

DISCRETE 1 I
NON DISCRETE 0 0
MODE C 0 0

RADAR 2EINFORCFD PFACON 8 10
DISCRETE 6 8
NON DISCRETE 2
MODE C 7 9

UNASSrCIATSD TRACKS GOOD WEATHER RAO WEATHER
A B C A a.c

TOTAL 85 191 296 68 73 102
RADAR ONLY 27 61 94 6 11 16
SEACON ONLY 2 5 8 2 2 3

UI5LRCTy 1 I 1 1
NON DISCRETE 1 4 7 1 1 1

-v" E. C 2 3 4 t 2 3
RADAR REINFORCED !EACON 56 125 194 60 60 83

DISCRET'E 35 35 46 47 47 65
NON OISCRFTE 21 90 148 13 13 le
M0DE C 34 9Z a1 46 46 57

CROSS-LINVED 46 64

UNUSED TARGET REPORTS 53 !6 59 103 103 104
rA AR s0 50 50 100 100 100
*EACON 3 69 3 3 4
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SYSTEM LOAD VALUES
FOR

NEW YORK 49N
1983

130: GO3 W-EATHEr %AD WEATHER

A 8 C A 6 C

TOTAL 1Oa.C7 218.49 33^.92 94.37 98.64 12Z.24
RAnAR ONLY 26.85 56.61 86.3R 4.30 8.2 12.53
REACCN ONLY 0.00 0.30 0.00 0.00 u.i0 I.C3

DISCRETE 0.00 0.30 0.00 0.30 0.00 Q990
NON OTSCCETE 0.00 0.30 U.03 0.00 0.io ).00
mn41 C 0.03 0.30 0.00 0.00 0.00 0.CO

RADAR REINFORCED 0EACON 79.22 161.88 244.53 90.38 90.38 ICQ.72
OfSCPETE 56.48 56.48 56.4R 75.31 75.31 F5.48
NON DISCRETE 22.74 135.39 18.05 15.36 15.06 24.24
mfDs C 56.48 78.30 117.02 75.31 75.31 75.31

AnJUSTED GOOD WEATHER BAD WEATHER
A C A B C

TOTAL 157.89 272.93 387.97 191.15 ?00.15 ?25.94
RADAR ONtY 79.03 111.00 43.CO 105.30 1ll.O 116.03
SEACMN ONLY 6.00 13.30 20.03 3.33 6.00 9.00

DTSCRETF 2.C0 3.;) 5.0O 2.30 5.00 7.00
NON DISCRETE 4.03 10.30 15.00 1.03 1.00 2.30
PODE C 3.0) 6.30 9.Cl 2.30 4.00 6.30

PADAP PEINF17RCEC BEACON 72.89 148.93 224.97 83.15 83.15 ICO.94
DISCRETE 51.97 51.97 51.97 69.29 69.29 78.64
NON D[SCRETF 20.92 96096 173o00 13.86 13.e6 2?.30
nODE C 51.97 72.04 107.66 6Q.29 69.29 69.29

--T $T'ATEC TRACXS GOOD WEATHER BAD wEATHER
A S C A 8 C

TOTAL 12 14
iirAA ONLY 1 1
464CO Y1 1

CfISCRETE 1 1
NON DISCRETE t
MOOE C 0 0

RADAR REIPFnRCEr BEACON 10 12
DISCRETE 9 10
RnN OISCRETE 2 2
MODE C 8 11

UNASSOCIATED TRACKS GOOD WEATHER SAD WEATHER
A9 C A 8 C

TOTIL 94 206 319 S1 85 108
RAD'AR ONLY 29 62 95 7 11 16
4EACON ONLY 2 5 9 3 3 3

DISCRETE 1 1 1 2 2
NON DISCRETE 1 4 8 1 1 1
MOVE C z 3 5 3 3 3

RAOAO REIlNFORCEC EACfN 63 13q 215 71 71 8Q
DISCRETE 44 44 44 5Q 59 69
NON CtSORETE 19 95 171 12 12 20
MODE C 44 64 130 58 58 58

CRISS-LI 'FC 57 73

UNUSED TARGFT REPORTS 53 56 bO 134 104 134
QADAP 33 50 50 130 0cC 103

GEAc7N 6 t0 4 _4
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SYSTE4 L)AO VALUES
COR

NEW YIRK HDN
1982

BASS GOOD . ATHER BAD WEATHER
A B C A B C

TOTAL 112.32 22A.?6 344.23 99.57 13.56 127.33
RADAR ONLY 26.00 53.81 81.62 3.87 7.87 11.86
BEACON ONLY 3o 0.30 0.CO 000 0. D.00

DT CR~TS 0.03 0.00 0.00 000 0.03 0.00
NON VISCRFTE O.CO 0.3u 0.00 0.00 4.00 0.00

"ODE C 0.00 0.30 0.00 0.00 0.00 0.30
RADAR REINCORCEO BEACON 86.32 174.46 262.57 ;5.69 95.69 115.47

DISCRETE 61.41 61.41 61.41 81.89 81.88 89.45
NON DISCPETE 24.91 113.34 231.17 13.81 13.81 Z5.02
MODE C 61.41 88.80 132.67 91.86 81.88 81.88

ADJUSTED GOOD WEATHER BAD WEATHER
A R C A B 1

TOTAL 164.4Z ?83.50 401.58 196.04 205.04 231.23
RADAr ONLY 78.C3 109.30 139.00 105.00 111.00 116.00

BEACON ONLY 7.00 14.00 21.00 3.30 6.00 9.30
DISCPETr 2.00 3.00 5.co 3.00 S.CO 7.03
NON DISCRETS 5.03 11.30 16.03 0.33 - 1.00 Z.30
MODE C 4.CJ 7.00 11.00 Z.00 5.00 7.30

RADAR REINrnRCFD BEACON 79.42 160.50 241.58 88.34 88.04 106.23
DISCRETE 56.53 56.50 56.!0 75.33 75.33 82.30
NON DISC'ETF 22.92 134.03 185.08 12.71 12.71 23.93
DOE C 56.50 81.70 122..5 75.33 75.33 75.33

A5snCIATEO TRACYS GOOD wEATHER SAD WEATHER
A B C A B C

"--TTAL 11 15
RADAR ONLY 1 1
9EACON ONLY 1 1

DISCRETE 1 1
NON DISCRETE 3 0
MOE C a 1

RADAR REINFORCED PEACON 9 13
DISCRETE B 11
NON DISCRETE 1 2
PODE C 9 12

UNASSOCIATED TRACXS ,000 WEATHTP BAD WEATHER
A B c B

TOTAL 100 217 332 A5 8q 112
RADAR ONLY 29 60 91 7 11 15
BEACON ONLY 2 6 9 3 3 4

UISCRETE 1 7 2 3

NON DISCRETE 1 5 8 1 1 1
FloE z 4 5 2 2

RADAR REINFORCE' BEACON 73 151 232 75 75 93
DISCRETE 48 48 48 64 64 71
NON DISCRETE 22 103 184 it 11 22
mOvE C 47 73 113 63 63 63

CROSS-LINKED 58 74

UNUSED TAPC-ST DFPORTS 53 57 61 134 134 105
RADAR 53 50 50 100 lac 103
SEACCN 3 7 11 4 4 5
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SYSTS4 LOAD VALUES

SEE YORK 4PN

BASE GOOD WEATHER dAO WEATHER
A C A 8 C

TOTAL 118.45 !36.80 55.35 103.1b 136.79 131.45 [
RADAR ONLY 25.66 52.1 78.53 3.66 7.29 10.92
BEACCN ONLY 0.00 0.0 000 0.00 Ou0 0.00

DISCRETE J.03 0.00 0.00 0.33 0.00 0.00
NON DISCRFTS 0.00 0.00 0.00 0.3'0 0.0O 0.00
MODE C 0.00 o.O0 0.00 0.00 0.00 0.00RADAR REINFORCED 5EACON 92.54 184.70 276.82 99SL 99.51 120.53
DISCRETE 65.49 65.49 65.49 87.32 37.32 87.32
NON DISCRETE 27.10 119.21 211.33 12.18 12.18 33.21
MODE C 65.49 97.72 145.71 87.32 87.32 87.32

ADJUSTED GOOD WEATHER BAD WEATHER
A 8 C A 8 C

TOTAL 170.14 291.03 '12.6? 199.55 208.55 235.89
MI-AR ONLY 78.00 137.00 136.00 105.00 110.00 115.00
BEACON ONLY 7.Co 15.00 22.00 3.30 7.Ou 10.00

DISCRETE 2.03 4.00 5.00 3.30 5.00 7.00
NON OISCRFTE 5.j] 11.20 17.00 0.32 2.30 3.30
'ODE C 4.00 8.30 12.0) 3.0 5.00 7.30

RADAR REINFOPCD PEACON e5.18 169.93 254.67 91.55 91.55 110.89
OrSCRETE 60.25 60.25 60.25 80.34 80.34 80.34
NON DISCRETE 24.93 109.8 194.42 11.21 11.21 30.56
NOE C 60.25 89.93 134.05 84.34 80.34 80.34

A550CIATEC TRACKS GOD WEATHER BAD WEATHER
A 3 c A 4C

TOTAL 12 16
RADAR ONLY 1 1
BEACON ONLY 1 1

DISCRETE 1 1
NON DISCRETE 0 0
MODE C 3 1

RADAR REINF7RCED BEACON 10 14
DISCRETE 9 12
NON DISCRETE 1 2
MODE C 10 13

UNASSOCIATED TRACKS GOOD WiATHER SAD WEATHER
A C A C

TOTAL 106 225 343 96 89 i15
RADAR ONLY 28 58 8q 7 10 15
BEACON ONLY 3 7 10 2 2 3

D15CFETE ? z2 2 a
NnN DISCRETE 1 5 a 0 0 1
MOVE c 3 4 6 z 2 2

RADAR REINFORCED OEACON 75 160 244 77 77 97
DISCRETE 51 51 51 68 68 68
NON DISCRETE ?4 139 193 9 9 29
pnoe C 53 80 124 67 67 6?

CROSS-LINXED 60 78

UNUSED TARGET REPORTS 54 57 61 134 104 105
MAR 53 53 50 100 100 10
aEAC 4 7 11 4 4 5
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SYSTE4 LOAD VALUES
roR

NEW YORK 14PN

1986

RAS= GOID WEATHER R& WEATEQ

A 9 C A 2- .
-fT AL 123.14 243.53 363. 9 107.31 110. 5 .4.
RADAP ONLY 24.93 4q.81 74.6: 3.37 6.60
BEACON OJLY 0.03 0.10 0.00 0.00 0-O J,66

r)ISCPFTC 1.90 0.30 0.C, 3.3 0
NON DISrPETE 0.00 0.30 0.co 0.00 0.00 34
PCOE C 0.03 0.00 0.00 3.30 0.O.Z . J

RADAR REINFORCEr PEACON 98.ZZ 193.72 209.22 133.44 133.44 2'.3z
MISCOETE 70.08 70.38 70.08 q3.44 93.44 -3.44
NON DISCRETE 28.13 123.64 219.14 10.50 10.5 30.d9
NODE C 70.08 108.04 160.75 93.44 93.44 93...4

ADJUSTED S3OD WEATHER BAD WEATHE&
A 9 C A

TITAL 175.36 330.Z2 422.08 204.63 212.63 ?3 .24
RAnA ONLY 78.C0 106.0 133.03 135.10 110.0 - ! .1
SEACON OPLY 8.03 16.00 23.00 4.O0 7.00 ,

nTSC;ETF 2.co 4.00 6.00 3.33 5.00 .3
N""l DISCRETE 6.uO 12.00 17.00 1.30 2.00 2.03
mlOF C 4.03 9.jo 13,00 3.00 5.G 7.-0

RADAR REINPORCED BEACON q0.36 178.22 266.08 ;5.53 95.53 j14.39
6TCET 4.4A 64.48 64.48 95.97 -F p - 5.97

K!N rISCRrTS 25.88 113.74 201 61 9.55 9.!6 29._4
4.E 64.48 99.40 147.89 8 5.47 5. 7

--lS3~CTI1T0 TRACKS -GOTD 9EArHeR 3AD -wtA-fEk~-
A B C A B

T TAL 13 16
RADAR ONLY 1 1
REACnN CRLY 1 1

OISTCETE 1 1
NON PISCRETE 0 C
P'OF C 0 1

DA6RINFORCEn EACON 11 14
CISCRETE 10 13
NON DISCRETE 1 1
KnrF' C 11 1-4- -

UVASSOCIATF0 TPACKS GOOD WEATHER RAD WE AAP

A B C A - - --
TOTAL 110 231 351 92 9! 29
RADAR CNILY 28 57 85 7 10

REACOM ONLY 3 7 11 3 3 4
OT2T Z 2 2 .3
NON rISCRETS 1 5 9 0 0 1
"n gf -- 3 4 6 3 3 3

RADAR REINFmPCEO PEACOI 79 167 255 q? 82 133
rSCPETE 54 54 54 73 73 73

MnN DISCRETE 25 113 201 Q 9
UE 53 88 137 72 72- "

CRISS-LINED 63 82

UNUSFD TAPGFT QOFORTS 54 58 62 104 10 05
0ACAD a 53 50 130 icc 103-
°rCON 4 8 12 4 4 5
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SYSTE4 LCAD VALUES
COR

NEO Y')R( 4ON

BA Oo '.EATHEP RAO WEATHER
A BC A a C

TOTAL 128. 1 ? !5u..19 372.0i 112.23 115.05 L37.l)
-RADAR 'NtL' ?2.q4 45.15 67.35 3.j3 3.86 8.69
RE-ACON ONLY 0.00 0.00 0.00 0.00 0.00 0.00

OTCPTCc 0 0.00 0.00 0.30 0.00 0.00
NON DISCRETF Q.Ca 0.00 0.Ca 3.00 0.00 0.00
MOCE c 0.00 0.30 0.00 0.30 0.00 0.00

RADAR PETP'FtRCED QEACON 135.18 204.95 304.71 109.19 109.19 128.42
nISCQETF 76.10 76.10 76.10 101.47? 101.47 101.47
NON CISCPETE 29.07 128.84 228.61 7.72 7.72 26.94
"COE c 76. 11 119.75 176614 101.47 101.47 Ir.1.47

ADJUSTED AOD WEATHER BAD WEATHER
A 3 C A 8

TlTaL 180.76 306.55 431.34 239.46 216.46 241.14
Cib 6- rN L Y 76.00 IJZ.30 127*CJ 105.30 109.00 113.00
3A&COIN '";iy 8.00 16.30 24.00 4.33 7.40 10.00j

MISTE Z..)a 4.30 6.03) 3 .0: 5.03 8.30
NrN DISCRETS 6.S3 12.30 18.03 1.33 2.00 Z.31
"cc C 5. ;.j 10.30 14.00 3.00 5.00' 8.00

PADAO C=NF0'E0 BEACON 96.76 188.55 293.34 103.4.6 100.46 118.14
p I T F 70.02 70.22 70.012 01.35 93.35 93.35
'irN DtSCOFTE 26.75 118.54 210.32 7.13 7.10 24.79
"CO2E C 70.02 109.25 162.G4 93.35 q3.35 93.35

A 3n'71TiTE TRACKS5 GOOD WEATHER BRAD WEATHER
A- a A 8 C

-. rTOAL 14 17
RADAR 'NtY 1 1
2 EAC N CNLY 1 1

DI1SCRETE 11 14
N"NCISCRETE I

__il C 11 15

UNAS~r'CIATErt TRACKS GOOD WEATHER BAD WEATHER
A BA 8

TI1'AL 114 236 358 94 97 120
-- ~ri-I 'NLY 26 52 79 6 9 13
31AC-4h -NIY 3 _7 11 3 3

LrM ETE 7 2 3 33
NflN DISCRETS 5 9 0 0 1

C 5 7 3 F -3
4A)A DENF E AC3N 85 177 258 85 as 103

,!SCRElC 59 50 59 79 79 79
-~NrN PISCRETE 26 118 209 6 6 24

-7 C 5q 98 151 78 78 78
C P SS-LINKED 66 86

U~tISFD TARGET RESCRTS 54 5a 62 104 104 105
__ AOAC 53 so 5 102 100 100

IFACON 4 a 12 4 4 5
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SYSTEM LOAD VALUES

NEW Y3RK 4PN
1990

RAS- GOOD WEATHER SAD WEATHER
A S C A 8 C

TOTAL 132.75 256430 379.24 117.33 119.71 L40.12
RADAR ONLY 21.70 42.11 62.52 2.66 5.06 7.47
BEACON ONLY O.0o 0,00 C.03 0.30 0.00 0.0o

DISCRETE 0.03 0.00 0.00 0.00 0.03 0.00
MON DISCRETE 0.i.) 0.20 0.03 0.00 0.30 0.32
MODE C 0.03 0.30 0.00 0.30 0.00 0.03

RADAR REINFORCED PEACON 111.06 Z13.89 316.71 114.64 114.64 132.65
OISCRETF 82.51 82.51 12.51 110.31 110.01 110.31
NON DISCRETE 28.55 131.38 234.23 4.63 4.63 22.64 L
VODE C 82.51 1ZQ.66 191.66 113.01 110.01 110.01

ADJUSTED 0O00 WEATHER MAD WEATHER
A C A a C

TC rAL 106.16 312.70 439.37 !13.47 220.47 245.34
RADAR ONLY 75.03 9q.30 123.00 134.30 108.03 112.;0
BEACON ONLY 9.03 17.30 25.0 4.30 7.00 11.00

DISCPFTF 2.03 4.33 6.00 3.23 5.00 8.03
NON r I ETE 7.00 13.30 19.C3 1.03 2.00 3.03

Own C 5.00 10.30 15.00 3.30 6.00 8.00
RADAR RFINFIRCFP FEACON 102.18 1

96
.7

8  
Zl.37 105.47 135.47 122.04

DISCRETE 75.91 75.91 75.91 101.21 101.21 101.21
NIN 0rSCPETS 26.27 120.87 215.47 4.26 4.26 20.83
MODE C 75.91 119.29 176.33 101.21 101.21 101.21

-ASOCTATEC TrICKS 1000 WEATHER BAD 4EATHER
A a C Aa C

T4AL 13 18
RADAR tLY 1 1

'I)SCPFTE 1 1
NON OISCPFTF 01
MODE C 0 1

-"'JAR REINFOWCiC DEACON 11 16
OrSCPETr 11 15
NON OISCRETF 0 1
NOO c 12 17

UNASSOCIATED TRACXS GOOD WEATHER BAD WEATHER
A 5 C A B

TOTAL 119 Z43 365 98 lql 12Z
PAnfA ONLY 25 50 74 6 9 12
BEACON ONLY 3 7 11 3 3 4

CI52FETt z z 3 3 3 3
NON CISCOETE 1 5 9 3 0 1

E 3 5 8 3 3 3
fAAR REINFORCED SEACON 91 196 280 89 89 106

OTSCOETE 65 65 65 86 86 86
N1N OISCPCTF 26 121 225 3 3 2D
MPCE C 64 107 164 84 84 84

CROSS-LI tEO 67 89

UNUSED TARGET REPORTS 54 59 63 105 105 105
9ADAR 53 50 50 100 10c 103
DFACCN 4 9 13 5 5 5
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I
SYSTEM LIAD VALUES

NEW y 3RK ISP _ _ _
1977

qASC 4^010 WEATHEP BAD WEATH'E;
A ; C & A C _

TOTAL 123.46 !52.69 ?81.92 63.69 85.93 117.33
RAf3AP ONLY 35.91 74.99 113.87 4.84 10.08 15.32
9FACON ONLY 0.30 0.30 0.03 0.00 0.00 ..0

DISCETF l.o0 0.30 0.03 3.33 0.00 0.30
NON VISCRETE 3.0 0.00 0.03 0.0 0.00 3.00
MODE C J.13 0.30 O.03 3.30 0.00 0.00

RADAR REINFOPCED BEAC9N 87.55 177.80 268.C5 75.85 75.85 12.31
OISCRETE 44.91 44.91 52.08 59.88 5q.88 77.67
NON OtSCRET= 42.64 132.8) 215.v7 15.97 15.97 24.34
'OOE C 44.91 7T.37 1u4.25 59.98 59.88 68.49

ADJUSTED o00o WEATHEV BAD WEATHER
A 3 C A 8 C

TITAL 175.55 336.58 437.60 178.78 186.78 223.85
RADiR ONLY 90.(O 129.30 170.30 136.03 112.G 11q.30

sEACr'N NLY 7. ul 14. 3 21.0 3.03 5.00 8.00
oiSCPETE 2.00 3.Jo 4.03 2.00 4.00 6.00
NON VTSCPFT 5.03 11.00 17.03 1.30 1.30, 2.00
n'OE C 3.00 6.30 8.00 2.30 4.0 5.00

AOAP 2EINFORCED BEACON 83.55 163.58 246.t) 69.78 69.78 93.85
1iSCRETE 41.32 41.32 47.92 55.39 55.09 71.46
NON DISCRETC 39.23 12.26 198.69 14.69 14.69 22.39
vOcr C 41.32 64.47 95.91 55.09 55.09 63.01

ASSOCIAT' -TOACKS 30 WEATHER 0 wEATHER
A C A C

TAL 13 12
O ON NLY 1 1

DISCRETE I 1
D-ON DISCRETE 0 0

MO! C 3 C
8Q_)Vl'~ECPRAO 10

VISCRETE 6 8
NM'N DISCRETE 2
MDOE C T _

UNASSOCTATED TRACKS GOlD WEATHER BAD WEATHER
A 8 C A f C

TOTAL 113 242 373 b9 74 104
-A-ApF-7L Y 38 81 124 7 12 18
SEACON ONLY 3 6 10 2 2 3orsurrTE 1 1 1 T T

'ON CISCOETE 2 5 9 1 1 1
Ec?34 2 2 3

PA9AR DEINF0PCED AEACON 7Z 155 239 63 60 83
OISCRETE 35 35 42 47 47 63
NON MISCRETE 37 120 197 13 13 20

-- U-Vrs C 34 57 89 46 46 54
CROSS-LINKED 34 51

UJNUSFD TARGET RF*CPTS 54 57 61 103 103 104
RTO 5 53 51 s03 100 133
! DACON 4 7 11 3 3 4
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SYSTcm LOAD VALUES
FOR

NEW YJRK ISO
980

BAS: G03D W=ATHSR BAD WEATHER
A B C A B

TOTAL 139.63 276.23 412.84 95.15 99.93 1Z6.43
RADAD ONLY 38.C3 75.4 113.65 4'78 9.56 14.33
REACCN ONLY 0.01 0.10 0.00 0.00 0.00 0.00

OISCQETF 1.03 0.30 0.0 0.00 0.00 0.00
NnM DISCRETE 0.C3 0.00 o.CO 0.30 0.00 0.00
MODE C 3.03 0.00 G.00 0.00 0.00 0.00

RADAR REINFOPCEC BEACON 101.59 200.39 299.19 90.38 90.38 112.39
DISCRETE 56.48 56.48 56.48 75.31 75.31 84.50
NON DISCQET= 45.11 143.91 242.71 15.36 15.06 27.59
"MOE C 56.48 88.53 131.55 75.31 75.31 75.31

A 0JUSTED GOOD WEATHER 3AD WEATHER
A B C A B C

TOTAL 19.47 331.36 470.26 192.15 201.15 23U.12
RADAR ONLY 91.00 131.00 171.00 106.33 112.00 118.00
Q :ACDN ONLY 8.00 16.43 24.CO 3.30 6.C0 9.00

DISCRETP 2.03 3.30 4.00 2.00 5.00 7.00
MMN DISCPFTE 6.33 13.33 20.03 1.33 1.30 2.03
RCDE C 4.00 7.30 11.00 Z.00 4.00 6.00

RADAQ DEINFOCCED 9EACON 93.47 184.36 275.26 83.15 83.15 103.1Z
DISCRETE 51.97 51.97 51.97 69.Z9 69.29 77.74
NnN DISCRETE 41.52 L32.40 223.29 13.86 13.86 25.38
MODE C 51.7 31.44 121.03 .29 69.29 69.29

-AS-SMCTKTT-ED--ThpACwS GOOD WEATHER BAD WEATHER
A B C A p C

TOTAL 12 14
RA&AR ONLY 1 1
BEACnN ONLY 1 1

DISCRETE 1 1
NMN DISCRETE 0 0
1OE C 0 0

RADAR WEINWOPCED FEACON 10 12
DTSCRETE 8 10
NDN DISCRETE 2
MODE C 8 11

UNA8SDCIATED TPACKS SOOD WEATHER BAD WEATHER
A a C A e C

TOTAL 128 264 401 R1 86 112
RADAR ONLY 41 83 125 7 12 18
RSACON NLY 3 7 11 3 3 3

DISCRETE 1 1 1 2 2 a
NON DISCRETE 2 6 10 1 1 1

lt z24 3
RADAR REINFOOCED BEACIN 84 174 265 71 71 91

UISCRETE 44 44 14 59 59 68
NON DISCOETE 40 130 221 12 12 23
--0DE C 44 73 113 58 58 58

CR0SS-LINKED 48 62

UNUSED TARGET REPORTS 54 58 62 104 104 IC4
RADAR 50 50 50 100 loC 100
BrACON 4 8 12 4 4 4
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SYSTE4 LOAD VALUES
FOR

NEW YORK IS*
1982

RASS SOlD W4ATMER BAD WEATHER

A C a c- C
TOTAL 147.25 ?8.38 425.53 130.30 lu4.74 131.89
RADAR ONLY 36.49 71.Z6 106.04 4.61 9.05 13.49

BEACON ONLY 0.00 0.00 0.00 0.00 0.00 0.03
DISCRETE 0.03 0.00 0.00 0.30 0.00 0.00
NON DISCPET-: 0.c 0.3 o.C3 0.30 0.Go 0.03MODE C 0.00 0.20 0.00 0.00 O.c0 .00

RADAR PFINFnRpED qEACCN 113.77 Z15.12 319.47 95.69 95.69 118.41
DISCRETE 61.41 61.41 61.41 81.88 81.88 88.86
NrN DISCRETE 49.35 153.71 258.06 13.81 13.81 29.55
PO4E C 61.41 101.74 150.75 31.88 81.88 81.88

ADJUSTIO GOOO WEATHER 8AO WEATHER
A 8 C a 8 C

TOTAL lqq.91 341.91 494.q t97.04 206.i4 Z35.94
RADAR ONLY 89.00 127.00 165.00 106.30 112.00 118.00
BEACON ONLY 9.00 17.00 26.00 3.30 6.00 9.00

DISCFETE 2.00 3.00 5.00 3.00 5.00 7.00
NON PISCRETE 7.00 14.30 21.00 0.00 1.00 2.30
"m'OE C 4.03 8.33 12.O0 2.30 4.00 7.00

RADAR REINFORCED SEACON 101.91 197.91 293.91 88.04 88.04 108.94
DISCRETE 56.50 56.50 56.50 75.33 75.33 81.75
NON TSCRFTS 45.41 141.41 237.41 12.71 12.71 27.18
"nDOE C 56.5J 93.60 138.69 75.33 75.33 75.33

'S' aTED TVACKS GOJD WEATHER BAD WEATHER

A B C A B
-TITAI 11 15
RADAR ONLY 1 1
8EAC V ONLY 1 I

DISCRETE 1 1
NPN DISCRETE 3 0
mnOD C 3 1

RADAR WEINFOFRCED REACON 9 13
DISCRETF 8 11
NON DISCRETE 1 2
OOE C 9 12

UNASSOCIATEP TRACKS GOOD WEATHER AO WEATHER
A B C A B C

TOTAL 135 274 413 95 90 117
RADAR ONLY 43 79 118 7 12 17
BEACON ONLY 3 7 11 3 3 4

DTSTE TE 1 1 1 2 2 3
NON DISCRETq ? 6 10 1 1 1

--- o2E C 2 4 6 2 2 2
RADAR REINFORCED B'AC3N 9' 188 284 75 75 96

DISC'TE 48 48 48 64 64 71
NON PISCRFTE 44 14) 236 11 11 25
-- eDE C 47 85 130 63 63 63

CROSS-LINKED 49 63

UNUSED TARGF' REDORTS 54 59 63 124 104 135
0A0 50 53 50 100 lo 100

PEACOM 4 9 13 4 4 5
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SYSTE4 LOAD VALUES
FOP

NEW YIRK ISP
1984

RASE GO3D WEATHER BAD WEATHER
R C A B C

TOTAL 154..51 295 .' '.j37.31 133.3 1037.84 136.12
RADAR ONLY 35.75 68.52 131.30 4.3l 8.33 12.34
BEACON ONLY 0.Jo 0.30 .00 0,.00 0.00 0.0

DISCRETE O.C3 0.30 0.C0 0.00 0.00 0.00
NON DISCOFTS 0.cO 0.30 0.00 0.30 0.00 0.00
MODF C 0.00 0.00 OC0 0.00 0.00 0.00

RAOAR REINFOPCED 8E&CO 11B.76 127.23 335.71 99.51 99.51 123.78
DISCRETE 65.49 65.49 65.49 87.32 87.32 87.32
NON VISCPETE 53.27 161.74 270.22 12.18 12.18 36.45
MOCE C 65.49 112.84 166.60 87.32 87.32 87.32

ADJUSTED G00 WEATHER BAD WEATHER

A B C A 8 C

TOTAL 208.26 352.35 496.85 201.55 209.55 240.87
RADAR ONLY 89.Ca 125.00 161.00 136.00 111.00 11.G0
BEACON CFWLY 10.00 18.30 27.00 4.00 7.00 10.30

OISCOFT; 2.00 3.10 5.00 3.00 5.00 7.00
NON DISCRETS 8.03 15.30 12.00 1.00 2.00 3.00
0qDEY 5.00 9.30 13.00 3.00 5.00 7.00

RAnAR PFTNFOQCEV PFACnN 13.26 209.15 338.85 91.55 91.55 113.87
60.25 60.Z5 60.25 80.34 80.34 80.34

NON rISCRET: 49.o3 148.30 248.60 11.21 11.21 33.54

MODE C 60.25 113.9! 153.27 93.34 80.34 80.34

-S O-IT-TEF D Im- GOOD WEATHER BAD WEATHER
A 3 C A B C

-TTAL 12 16

PADAR ONLY 1 1
BEACON ONLY D 1 1

DISCRETE 1 1
NVIN V ff-R-U 1 0
MODE c 3 1

--- A-D---TE -D 10 14
DISCQETF 9 12

NON OISr'ETE 1 2
"ODE C 13 13

UNASSOCIATED TPACKS GOOD WEATHER BAD WEATHER
A 8 C A a C

TOTAL 142 284 426 86 90 119
WADAR ONLY 39 77 114 7 11 16

lEACON ONLY 4 8 13 2 2 3
T cWTpt-- 2 2 2 2 2 2

NI)N CISCOCT! 2 6 11 0 0 1
m a ff-- 3 5 7 2 2 2

RA0AR RETNcqPCED OFACON 9 199 299 77 77 100
DISCOETE 51 51 51 68 68 b8
NON DISCRETE 48 148 248 9 9 32
w _CD __-_- _ 3 4 143 67 67 67

CROSS-LIKF0 51 67

UNUSED TAP9FT QF3OTS 55 59 63 134 104 105
QADAF 33 53 50 130 lo 10
RE ACCN 5 9 13 4 4 5
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SYSTEI LOAD VALUES
F ')R

19S6

RAS 030 WEATHER BAD WEATHER
A 9 C A B C

TOTAL 15q.29 331.85 444.41 137.87 111.42 138.65
RAOAR ONLY 34.2? 64.81 95.41 3.93 7.47 11.02
REACON ONLY 0.03 0.30 0.Co o.0 0.00 U.00

DISCRETE C.C3 0.30 0.00 0.03 0.00 0.00
MON VISCPETE 0.00 0.0c 0.00 3.30 0.00 0.00
MODE C 0.03 0.30 0.00 0.00 0.00 0.00

RADAR PEfNFORCED PEACON 125.07 237.33 ?49.00 103.94 103.94 127.63
DISCRETE 70.08 70.38 70.08 93.44 93.44 93,44
NON DISCRETE 64.9c 166.95 278.Q1 10.53 10.50 34.19
MOOF C 70.08 125.56 194.89 93.44 93.44 93.44

ADJUSTED Z000 WEATHER RAD WEATHER
A 3 C A 9 C

TOTAL 213.06 359.07 505.08 205.63 213.63 243.42
RADAR -NLY 88.C3 lz2.30 156.00 106.00 111.00 116.00

BEACCM OuLV 10.00 19.)0 28.00 4.34 7.00 10.00
PTSCCETE 2.00 4.30 5.00 3.30 5.00 8.00
NON CTSCRETE 8.00 15.30 23.00 1.33 2.00 2.00
POVE C 5,o0 10.00 15.C3 3.30 5.00 7.03

RADAR OEINFORCEr eEACON 115.^6 Z18.07 321.08 95.63 95.63 117.42
. T.. i- -T 64.4 64.48 64.48 95.07 85.97 65.97
NON DISCRETE 0.59 153.59 25.60 9.56 9.66 31.46
"OoE C 64.48 115.51 170.10 85.q7 85.97 85.97

ASSUT-Krl TRACKS GOO0 W-ATHE BAD WEATHER
A a C A B C

rTrL 13 16
RADAR ONLY 1 I
BEACON CNLY 1 1

DISCPETE 1 1
MON DISCRETE 0 0
0OOF C 0 1

RADAP REINF'CF. BFACOh 11 14
DSCRETE 1a 13
NN CISCPETE I 1
MI7DE C 11 14

UNASS'OCIATFt rACKS GOOD 4EATHER SAO WEATHER
A q c A 6 C

TOTAL 146 z8q 431 9? 96 122
RADAR ONLY 38 73 loe 7 11 15
REACON ONLY 4 9 13 3 3 4

-ZSCPETF 2 2 2 3 3 3
NON DISCRETE 2 7 11 0 0 I
"mnr- 3 5 7 3 3 a

QAOAP REPFCRCED DEACON 134 237 310 82 82 103

DI5CFETE 5& 54 54 73 73 73
NOM DISCRETE 50 153 Z56 Q 9 30
MrME C 53 105 154 72 72 72

CROSS-LINMED 54 70

UNUSED TAFGET REOCRTS 55 59 64 104 104 105
RADAP 51 53 50 100 100 10
irACf: 4 5 9 14 4 4 5
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SYST4E LOAD VALUES

FCR
NEW YOK tSP

lAS: G03O V4ATHER AD WEATHER
a C P

1,3A .P344 307.36 45.6 9 112. 58 12.5. 75 1.41.64
RADAP fNLY 3j.d9 57.95 85.03 3.48 6. 5 9aZ
I ACON O'LY :.00 0.30 0.00 0.00 0.00 0.01

DISCrETE 0.00 0.30 C.03 3.30 0.00 0.00
NON CISCRETE 0.CO 0.00 0.00 0.00 0.0u 0.00

MICE C 0.31 0.30 .03 3.00 0.00 0.00
RADAR 7EINFCRCEC OEAC3N 132.54 ?49.11 365.68 139.14 109. . 132.06

OISCRETE 76.10 76.10 76.10 101.47 101.47 101.47
;43N DfSfCrTF 56.44 173.01 29.58 7.72 7.72 30.59
ODE C 76.10 138.49 Z33.40 131.47 101.47 101.47

03JUSTF0 GOO WEATHER %AD wEATHER

STOTAL 217.94 365.18 511.43 209.46 217-6 247.49
4DAQ 7ThL 85.00 116.00 14b.Ou 1)5.33 &o0.... 115.0-

9EACCN O3LY 11.00 20.)0 Z9.00 4.00 7.CC ll.co
nSCCFTE 2..J3 4.30 6.00 3.32 5.)o 1.03
NCN DISCQET 9.03 16.30 23.03 1.0) 2.03 3.00

.... F C 6.0 11.30 16.03 3.03 5.03 3.00
RADAR 0cjN'FrPCFC P±CflN 121.04 229.18 336.43 100.46 1O0.4o l22,49

nS.CET FJ.02 70.1? 70.C 93.35 _3 39 5 3.35
flN CISCOETE 51.92 1:,.17 266.41 7.1 7 13 23. 4
?,Orxr C 70.02 127.41 187.13 3.35 3.35 Q3.35

ASVICTAT~r TRAC $;000 WeiTHEP 840 w_9 t 6 -Q
A C A B Z

TITA L 1 4 17
ac 'Vt V. I I

tE CON NLY 1 1
nISCOETE 1 1

DTSC;FTE 11 I
NCN CTSCRETE 1
P'"3nE c __ __ 11

UNWSrTATFO TPACxS $030 WEATHER BAD WEATHER
9 8 C A a c

T3TAL 141 ?93 437 45 98 1 4
A-o 'NLY 35 67 99 7 10 14
F ACrN K'LY 4 9 14 3 3

-1 Sr 2 2 - 1- ... -_ -_ - 3 3
NON OrSCPFT ? 7 12 0 C I
WOO C 3 6 8 y- 3 3

oAoAO PEIpproCEP ohCnN 113 ?17 324 95 85 106
TI 5 9 5Q 59 7Q 79

NON CISCOET - 51 158 265 6 6 27
v-5 0;: C 73 1

cb__ 73

UNUSED TIOGFT PEDP;T 55 62 65 134 10' 105_
OAD69 .0 50 130 100 0.o

5 1_ 14 5

G-?8



SYSTE' LOAD VALUES
:)R

NqW Y)RK ISP
1993

RASF $OJO WEATHER BAD WEATHER
A I C A B C

TOTAL 157.17 
3 1

1.53 456.09 117.S4 120.Z3 144.63

RADAR 'NLY 28.7? 53.41 78.10 3.03 5.59 8.18
4EACON OtY a.Co 030 3.00 0.00 0.00 0.00

)ISCOETF .. 3) 0.31 0.03 0.30 O.00 0.33
NfN CISCPrTE O.v3 O.JO 3.03 0.,o U.00 0.00
!n'fE C 3.33 0.30 .. 03 3.Jo 0.00 0.03

RADAR REP,~'rCD 6SACON 138.46 151.23 377.99 114..54 114.64 136.42
TSCFETF 82.51 8Z.51 82.51 l10.31 110.31 110.01

41N 0I$CRT 55.95 175.72 295.49 4.63 4.63 Z6.41

30E C 82.51 151.42 Z21.83 113.31 110.01 110.01

ADJUSTr' GO10 WEATHER SAO WEATHER
A 8 C A 5 C

T]TtL 221.38 370.57 517.76 Z14.47 221.47 Z49.50
:AOAR 'NLY 83.v3 112.33 143.33 L35.30 129.00 113.00

1EACC4 'NLY 11.00 21.31 30.01 4.00 7.03 11.00
!'TSCZETE 2.cO 4.33 6.OJ 3.00 6.00 8.00

N'N DISCPETF ;. O0 L7.30 24.O 1.00 1.00 3.00

"0D C 6.:) 12.30 19.00 3.30 6.00 8.00

AODAPI C!N:F7CFO ?Eicnp 127.38 ?37.57 347.76 105.47 105.47 125.53
... r ) -q C T 75.91 7 5 .?1 7 75.q - 911.21 IG1.21 L01.21

N-4 rl4rQETr 51.43 151.1,4 271.85 4.26 4.2b 24.29.
A'TDF C 75.1 139.3u 204.06 101.!1 101.Z1 101.Z1

O
-

0 WEATHER SAO WEATHER

A C A F
T TAL 13 1e
0-inAQ '1 L 11

E ACON CKLY I 1
rTSCFFTr I

*AA0QECT--ff~ -AfON1 16
GISCPFTc 11
N2N DISCRETE 0

mr"E C 1? 17

UNASSOCIATED TPACWS GOD WEATHER SAO WEATHER
A 5 C A 6

TOTAL 15; zqg 443 q 101 -126
"J a NLY 33 63 92 7 q 13

3FACOM ONLY 4 Q 14 3 3 4
. .. CnIC T1: F 2 1 3 3
w% DISCRETE 2 7 12 0 G I

3 6 9 3 3 3
oA)P Pe!5ECEO BEAC:N 116 227 337 89 89 lg

..SCOETE 65 65 es A 8o 86

r'cr;rFTE 51 162 ?72 3 3 23
C '--- 4 -- -117 102 84 8 4

L 57 -76 __b __

,j'tsr- TeC"T oErPTS !6 %0 65 135 i0s 10
53 5 50 100 luG lOO

6 10 _G-29 15 5 5 5

jG-29



APPENDIX H

IAC SYSTEM LOAD FACTORS FOR THE

C;ICAGO TRACON SURVEILLANCE SITES

H-i



SYSTEM LOAD VALUES
FOR

CHICAGO CHI-S
1977

3AS arinn UVAYWCD fAf UATa~B
A 8 C A S C

TOTAL 8f. IA 177 - m PI&- 2A41 MQl 112 A....4_
RAOAR ONLY 21.40 51.88 82.36 Z.81 6.54 10.26
BEACONONLY A.fl 0-00 "I Amn A .A .a .D f_..fl

OSCRETE 0-00 0.00 0.00 0.00 0.00 0.00
mnN nTy RPTo nAn An -.n 0 no M-5n A. f A-a
MODE C 0.00 0.00 0.00 0.00 0.00 0.00

RAOARR.EINFltCED BEACON 58.88 t20,92 182.96 66.8U 66.58 &6.38
OISCRETE 39.42 39.42 39.42 52.56 52.56 52.56

___NO .D1S-CRETE l9.*& *I.jf 1' 4 14.52 14.02 4l.nQ2_
MODE C 39.42 46.43 64.78 52.56 52.56 52.56

AOJUSTEO GOOD WEATHER BAD WEATHER
Ag c A a C

TOTAL 132.17 226.?5 319.32 167.26 173.26 178.26
*AVAR ONLY 71.0o 105.00 13_&.00 104.00 lop.oo 1 1

2.Ql
BEACON ONLY 5.00 10.00 15.00 2.30 4.00 5.00

DISCRETE 1.00 2.00 2.00 2.00 1.00 4.00
NN DISCRETE 4.00 8.30 13.00 0.00 1.00 1.00
MDE C 2.00 4.00 5.00 2,a -0 2.00 1.00

RADAR REINFORCED BEACON 54.17 111.25 168.32 61.26 61.26 61.26
DISCRETE A6.27 a6.27 36.27 48.36 48.36 48.36
NON DISCRETE 17.90 74.98 132.05 12.90 12.90 12.90

poF %.27 --42.71 159.AA &8.2h &R,16 4A

ASSOCIATEO TRACKS 0000 WEATHjR BAD WEATHER
B C A 8 C

TOTAL 16 22
RADAR ONLY 1 2
BEACON ONLY

DISCRETE 1 1
MON DISCRET' 0 0
MODE C 01

RADAO REINFORCED BEACON 14 19
OTSCRETE 11 15
NON OIscRFEa
MODE C 12 16

UNASSOCIATED TPACKS GOOD WEATHER SAD WEATHER

A 9 C A B C
TOTAL 65 157 250 47 51 55
RADAR _ONLY 23 56 89 3 7 11
SEACOON NLY 2 4 7 2 2 2

DISCPETE I 1 1 1 1 1
NON OISCRETE 1 3 6 1 1 1
"OOE.c 2 2 3 1 1 1

AOAAR REIKFOtEo BEACON 43 97 154 42 42 42
DISCRETE 25 5 25 33 33 33
NON CSCDETE 15 72 129 9 9 9
MOF C 2_4 10 32 32.

CRtfS -LfNXED 36 48

UNUSED TaRGET RE*ORTS 52 55 57 103 103 103

.A.AR 51 SQ1 j 5 100 100 100..
BEACON 2 5 7 3 3 3

H-2



SYSTEM LOAD VALUES
F n

CHICAGO C'I-S
980

RLAI trnmn uc&YiFp gA wjT 1W411 -
A B C A S C

TODkLL QI. 192.?] 298.19 7M-94 7.25 J-2933
RADAR PNLY 22.44 52.90 83.36 2.66 5.97 9.28
BEACON ONLY _ -n00 0.o 0.00 0.1 000 0,l._

DISCRETE 0.Co 0.00 0.00 0.00 0.00 0.00
NON IISCPFT9 a Won ) _An fl no .30 l. ao
PODE C 0.00 0.30 0.00 0.0 0.00 0.00

RADAR REINFORCED BEACON 69.19 140.51 211.83 68.28 68.28 70.06
DISCRETE 42.67 42.67 42.67 56.90 56.90 56.90
NON DISCRFTe 2. 1 97.83 1&9.15 11.18 11 13.1_
0ODE C 42.67 62.55 89.04 56.90 56.90 56.90

ADJUSTED GOOD WEATHER BAD WEATHER

A g C k a
TOTAL 143.65 246.27 349.88 169.82 174.82 182.45
ROAa ONLY 74.0a 16A.0f 118..0 104.00 108B.00 _ljZj
SEACON OKLY 6.00 11.00 17.00 3.00 4.00 6.30

fT~tSODFTF 20 a 7.10 1.0 n-1 m .a00- i 4.34
NON DISCRETE 4.00 9.0 14.00 1.30 1.00 2.00
"1OE c A.00 S.0 7 2.33 3.00 ofl.

RADAR REINFORCED BEACON 63.65 129.2? 194.88 62.82 62.82 64.4S

011F 1sluf 926 391.6 19.26 5?.35 I..2J
4ON DISCRETE 24.39 90.01 155.62 10.47 10.47 12.10
. ODEC 3.49.2h 57.8S 81.92 %7.18 &2.8s 5213

ASS OCIA&TED _ TRA!CK~S GQ"WEATHE R - SAEAIliR..
A a C A a C

TlTAL 1 zz
RADAR ONLY 1 2
4EACCN CNLY ._ _ _ _ _ _

OSCRETE 1
NN OISCRETF 0
MODE C 1 1

RADAR VEINFORCED SEACON 14 _9

DISCRETE 1! l
NON DISCRETE _
0OF C 13 17

-UNASSOCIjTED TRACKS GOOD WEATHER BAD WEATHER
A a C A 0

TOTAL 75 178 280 47 51 57
RAOAR.LY 24 5 91 3 7 to
91ACON ONLY 2 5 8 1 1 2

DISCRETE 1 1 1 1 _ 1 _

NON DISCRETE 1 4 7 0 0 1
ROOE C !2 3 1 1

RADAR REINFORCED BEACON 49 115 181 43 43 45
TSC'ETE 27 2? 27 36 36 36
NON DISCRETE 22 as 154 ? 7
O 6 45 69 35 3!

CROSS-LINKED 35 49

UNUSED TARGET REPORTS 53 56 58 103 103 103
RADAP 50 5 50 100 100 103
BEACON 3 8 3 3 3
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YSltl LJAD VALUES
F 30

C1ICAGO C41-S
1982

1-LSalnf wrATCR9 BAD hI:ATH;D

8 8 C A B C
TOTAL ... Ia1 31,7 '6.15 7Z.5l 7S. 9._B.2_
RADAR ONLY 21.4. 49.99 78.50 2.53 5.59 8.65
BEACON ONLY - - 0.- ... .0 06 .l 0.na o.nn

DISCRETE 0.CO 0.00 0.CO 0.00 O.OO 0.00
NOR-D-ISC1 PTE Mlflf ft6 - ~ 6 n~6 n -666 m -n
PODF C 0.00 0.00 0.00 0.30 0.00 0.00

RAOAR._RE IMNUCEDIEACah 74.61 1..Z3 227.85 70 a. _ oaO. 73.39
DISCRETE 44.92 44.92 44.92 59.89 59.89 59.89
M- NON DISCPF-TE __9 1a.__LO63 1 2 .9.-L____ 10.10 10. 10,_ _13.59
MODE C 44.92 71.75 103.10 54.89 59.89 59.89

ADJUSTED GOOD WEATHER BAD WEATHER
___________-A B C ______

TOTAL 148.64 155.13 361.63 171.40 175.40 184.52
RADAR ONLY- 74,2O.A .03 -11Ot3 -1 I010LA4D I1A .3_
BEACON ONLY 6.00 12.00 18.CO 3.33 4.00 6.03

OISU F-F 2.0 Z30 3.00 2.Q0 3.00 4.00
NON DISCRETE 4.00 10.00 15.00 1.00 1.00 2.00
MODE C .-_.-_ 3,09 ,0 8,00 2.-----AO__ _ 0_

*AOAR REINFORCED PEACON 68.64 139.13 209.63 64.40 64.40 67.52
DISCRETE 41.3 41,J3 41.33 55.10 5A9,0O 3-l1_
NON DISCRETE 27.31 97.81 168.33 9.29 9.29 12.42
co.Ec 41.13 66.01 94.B5 45.10 55.10 5.

ASSOCIATEDTWACXS .. A 8AD IE ̂ t Ij.
A 8 C A a C

TOTAL 16 -
.

PADAR ONLY 1
-BEAON .NLY I

DISCRETE 1 1
NON rISCRET 00
rODE C 1

RADAR RfINFORCFD BEACON 14 2_
PISCRETE 12 17
NON DISCRETE 2 a
POOE C 13 18

UNASSOCIATED TRACKS GOOD WEATHER SAO WEATHER
A 8 C A 9 C

TOTAL 79 IRS 290 49 52 60
RADAR ONLY Z3 55 87 4 7 11
5EACON ONLY 2 5 8 1 1 2

DISCRETE 1 1 1 1 1 1
NON DISCRETE 1 4 7 0 0 1
MOOF C 1 z 3 1 1I 1

RADAR REINFORCED BEACON 54 125 195 44 44 47
nISCRETE Z9 29 29 38 is 38
PON DISCRETE 25 96 166 6 6 9
.... C 2 6e ) 5 37 37 -37

CROSS-LINKED 37 50

UNUSED TARGET RE5OTS 53 56 59 103 103 103
RADAR 5,) 53 s0 100 100 lop
BEACON 3 6 9 3 3 3

H-4



SYSTEI LOAD VALUES

CHICAGO C4l-S
- 9 -E _l . . . . . . . .. .. .

SASS rnrln WFATHE ....F0£.I

A a C
TOTAL - O. A.,- . U.316. 35 -.. 74.11 7h.87 . .4.62
RADAR NLY 21.03 48.21 75.43 2.36 5.12 7.3p
BEACON ONLY 0 a .50 cco -0___o.0 C,00

DISCRETE 0.00 0.00 0.00 0.31 O.OU 3.D0
.fNn" pSCRFTc a~lf n~rm .n n~n m

4ODE C 0.00 0.30 0.00 0.00 0.00 o.00
_QAOARENFORCED &CON . 6 0 92 -_7-175- 71.75 75.71

DISCRETF 47.22 47.22 672Z 2.16 t,2.96 62.96
- NPN DISCM!I 2-27 11.98 1~ . 7 3.79 13.77

POOE C 47.22 7.73 115.07 S2.96 b2.9b 62.96

ADJUSTED SO0O WEATHER 3AD wEATHER
T T A C -A -5

TOTAL 152.13 Z63.39 372.64 173.31 177.01 197.60
_QA NY71.0 0.3 1 .r- A0.3 107.03~ 111.33

BEACON O.LY .00 13.00 19.00 3.20 4.03 b.3

NtN DISCRETE 4.00 11.00 16.00 1.30 1.0c 1.3
PIF ~& .3M -.-02.200 3.,'Q 4.00

RADAR REINFrRCED BEACON 73.13 147.39 221.64 56.31 66.31 73.60
- .0CRE E 4.4 4bAA 3 AA,4K_3 4 t 5 7 .)3 -57 .93 j7.93

4E'N DISCRETE 29.60 103.94 178.20 3.) 9.08 12., 7
WOOF C411.44 211 s P- 5. - 3.5 . 93 1i.93

ASSICIATED TRACKS GO3O WEATHER ..... AD AFATHER

A a C B
TOTAL 17 21
rACAON ONLY 1

IISCRETE I I

NnN V ISCRFTE 0 0
" 0E C 1 1

RADAR VFTNFORCE0 BEACON 15 19--fSCPiT(- 13 17
N DISCRETE P ____z ---.... .
0ODE C 14 14

UMASSOCIATED TRACKS GOaD WEATHER RAO WEAT14EP

A B C R c
TOTAL 83 192 299 53 56 55
_RAOAk~Lt. 21 54 all 7 - 1Q
REACLN ONLY 2 6 9 ? 3

OISCRETF I _ 1 1 2 2 7
NON 0tSCPETE 1 5 8 0 0 1
"act C 1 2 4 2 ?

RADAR REI1FOPCED BEACON 58 132 206 47 47 52
01$CRETE 10 30 30 41 __. 4I '1
NON DISCRETE 28 102 176 6 6 11
"Oof C 29 59 - 2,__ 39 39 39

CalSS-LIhilED 37 50

UNUSED TARGET 0ElRbTS S j 56 -- 6c 103 1i .31
@ 4AOA2 50 50 132 oc 10
MEACD'd 3 6 10 3 3 3
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C'iEcAG2 C41-S

aS .,I I WFiL THE R R ADLL _ FA T.mr R
A a C A B C

T3 TAL I Ok -41 1 4 '127 .- __321-IA7 7.Q._ 3 B6.68
RAOA ONLY 20.25 45.83 71.40 2.15 4.59 7.02
BEACONONLY _f lm 0 00f l0.0 D

OISCPETE 0.00 0.00 0.00 0.30 0.00 0.00
NnN nltr~qF1r tn n ooo nr Ff n' 1%-V 30 -n It-.)f
MODE C 0.00 O.o0 0.00 0.00 0.00 0.00

EI AA1 I EJBACN 84 a ZL?__ a 2 25'. 14 71 . 73.2 79~6Z
DISCRETE 49.50 49.50 49.50 66.00 66.00 66.00

--. - N?LICP FTr 34 ~ _n _6 J.10 2 . a I -Zi 7 _4 .A26
MODE C 49.50 89.38 129.52 56.30 66.00 66.00

AOJUSTED ;QoD WEATHER BAO WEATHER

TOTAL 157.34 ?68.74 381.15 174.54 179.54 189.29
RADAR 0Yu73,.o__ a -I.c -... .0 a Ia .'017-00U-.10.0.
4EACON FNLY 7.00 13.20 20.00 3.33 5.30 6.00

_- PISCTTF 2.00 - 7. .0 7. .o S. DA
NON DISCRETE 5.03 10.00 17.00 1.00 1.00 1.00
MODE C .4..... . #00 -. 7. .0 --- ,3 . . .. Z 0 0 3 00 5. __ 0 _

RADAR REINFORCED BEACON 77.34 154.74 232.15 67.54 67.54 73.29
DISCRETE -4-,.f4 5.445,56 i ~ ~ 2 0 7
NON DISCRFTE 31.90 109. 0 186.61 6.82 6.82 12.57

D- _-DE. 4 ___iZ__ 1 1 n._ A(%,77

ASSOCIATED TRACVS .... _OJDW ATHER - - - - BAQ WEkTHIE! . ...

s C A B C
TOTAL---------------- 8 . . -3 IS-. ...
RADAR ONLY 1 1

DISCRETE 1 Z
'JDN CICEE- _ - -- -__

W'OE C 1 1
RAD)AR QRENFORCED -E - - -. 0 -

DISCRETE 14 18
-- N_.oIs UF T 2 2

M OE C 15 ZC

UNASSOCIATFD TRACKS G300 WEATHER 8A WEATHER
A _ B . ... . .. . A _ __ _ _ C

TOTAL 97 197 306 53 56 65
PADhSNLY 23 52 8 80 I 7 .3 9
9EACON ONLY 26 9 1 1 2

DISCRETE -----1 1- 1 1 . ... 1 1
NON DISCRETE 1 5 8 0 0 1
MODE C . _ . 4 . . .. 2 .... . 22

RADAR REINFORCED BEACON 62 139 217 48 48 5A
OS C RET F 32 22 32 43 41' 3-

NON rISCRETS 107 185 5 5 11
A-CDE C ------- 31 . 67 10-. _A 1 - 41 -

C3OSS-LINVED 39 51

UNUSED TAFGET REFCRTS 53 57 60 103 - -- 103 103
- ##F 5 5 50 1 g LQ .A00

BEACCN 3 7 10 3 3 3

H-6



SYSTE4 LLA3 VALUES

BASE_ .PIn . F .... .A AT HER
A 3 C A P C

TOTAL - 01.55 i..z 4 32 .?. ..... 5.2 8. 0ZO --- 88.61
RADAR ONLY 18.36 41.33 63.7) 1.91 4.00 6.09
BEACON ONLY . .. _ 3.a0 _. a. Q__ I..oo _ oo__ O.oo_

DISCRETE 0.00 0.3) 0.03 0.30 0.00 0.00
!2OllmSRTF 0. o.fC _l_ -1 1 %of _ n~ -in n -ii?
MODE C 0.03 30 0.30 0.30 O.OC 0.00

RADAR REINEOPCED _PEACON . 9,1.___ 17.7.!2_ 255.22-_______ ZAL_82.5Z_
DISCRETE 51.7? 51.7! 51.72 68.96 68.96 68.96
NON DISCRETE --- . 37.A6 - Z5.49 213.51 ,.. 5_.25_3..57_
MODE C 51.72 98.38 143.62 58.96 68.96 68.96

ADJUSTED 0OlO 4EATHER BAO WEATHER
.. ....... . A_ _ 3 C A - C

TOTAL 160.06 ?73.33 387.01 174.27 179.27 191.92
RAOAR ONLY 71. ;a ?5.33 1 2,00 .... 0 1O6.0...09.00-
JEACnN ONLY 7.00 14.OC 21.0) 3.33 5.00 7.30

.DISCPET _____2._00 -.3 0 , 0.33 4._ _.0
NON DISCRETE 5.00 11.00 17.00 1.30 1.00 Z.00
MODE C _4.00 ,10 11903 2.00 ',00- 5.00

RADAR REINFORCED PEACON 82.06 L6?.03 244.01 68.27 68.27 75.92

DISCRETE .. . . 5.8 47.5P 47.-50_ - 3 . __ 44 - 63.4
NON OTSCRETE 34.48 115.45 196.43 4.83 4.83 1Z.48
"O0EC_ ____ _ 5-0--90.~ * 7 _3~.!___ 61,44 .3-AA 6 3. t

AS$OCIATF TPACKS . .. ........... .. 30--D WEATHE .. ......... .......-BAD WEATHER
A C A 8 C

T.TAL 17 23 . .
RADAR nNLY ..... 1 1

BEACON ONLY -2

DISCRETE 1 2
PEON DISCOFTE . __... .. . 0
MODE C I 1

RADAR 9EINFORCFO REACON 15 _O

O ISCRETE I4 19
NON DISCRETE I
MODE C 1s 21

UNASSOCILTEO-TR CKS G0OD WAT-iE P BAD WEATHER
.. .._A '3 . C_ __ __ A C _

OA - - 9 _ ______B, C_
toTL0 231 31Z 53 55 65
RADAR ONLY zi 47 73 1 1 .5
5EACON ONLY 2 6 10 1 1 2

DISCRETE 1 1 _ 2 1 1 1 __

NON DISCRETE 1 5 0 0 1
M_ODEC .. 1 3 .. 5 2 2 2

RDIAR REINFORCED EACON 57 143 22Q 48 55
DISCRETE _3 _ 3_ _ _ 4 4..

NON DISCRETS 33 114 145 4 4 11
MOE C 32 75 .116 6 _ 42 42 ... 2 _

CROSS-LINKED 39 50

UNUSD _TARGET RPPR-T S - 54 57 -61 13 -163 3
RADAR 50 53 53 . 9_ A_0.

4COP 7 11 3 3 3
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S5TE4 LOAD VALUES
-. -- F tn F_ _ _ __ _ _

CHI1CAGO CHI-S

s As rn .IATWFR EADwELAEIL~~
% C A S C

T TA L .1 .7 22?*1 a6 3.3 i .5-7 18 . 32 - 90.68-
QAD4P 17.14 37.82 58.49 1.66 3.41 5.16
Q5AC'N 2YL~ Y___ - - 033 3 a ____3n.fll., D

ISkT 0.00 0.00 (1.00 0.00 0.00 0.00

; .00 0.00 O.CO 0.00 13.00 0.00
OA ~APQ INFJFCE!D 8EA Cflh 91.58 104.0sj.2.51749 491 85 5

DISCRETE 53.91 53.91 53.91 71.88 71.88 71.88
NCN CISCFETE ~9.67 130-14 0 .0 1,1.0,4
- OE C 59.30 138.41 157.53 71.58 71.88 71.88

A0JUSTcO SOOD WEATHER SAD WEATHER
qA A

TOTAL 163.09 27e.32 391.55 174.91 179.91 193.68
RADAR CNLY 7 J.O3 94 .30 117.00 1~30 11 8n10,a ue8DD

9EC NY7.03 15.30 22.00 3.33 5.00 7.00
BEACC~RE-14Y 7.00 3.0 4.0 -A= .00 4.00 s.a0

MON !CISCPFTE 5.00 12.00 18.00 0.00 1.00 2.00
140E C j0 .. 1C3G .0 4Q o0

Q40AR oEfNop(r!P 4EACIN 86.09 169.32 252.55 68.91 68.91 78.68
OTSCPETE to.~ 49.60 49.60 66,13 .6, 3-X f
NON CISCIE<Tt 36.49 119.72 232.96 2.78 2.78 12.55

- _____ E5 99.74 144,91 Al A1 ~1
ASSI'CTATEr) TPACI(S GOOD____ gWEATHER SADL tWkEA--

A a C ASc
TITA. is
qA'nAR nNIT 11
oEACCN --'LY I_____________________________________

UTSCPFTE 1 2
NnN~ oisr~PF' 0
'ODE C 1I

RAr'AP PE NFflRCEC P.EACrIN 16 21

~CDECF 152

I)NASSOC I ATED TPACKS GOOD WEATHER SAD WEATHER
a SC A S C

TAL93 Z04 31! 53 54 68
P&AP -NLY a 44 68 4 5 8
9EACONINL 3 6 le 1 1 2

') SCQ ;TE 1 i 1 1 11 11
NCR. nISCRETS -2 5 9 0 0 1-

"1FI-. I - 3 52 2 _ __ 2 _
Q41AQ Qc!NFrP CE PEACJN 73 154 237 46 85

nICCE35 35 35 46 46 4
, - DSCOETE 35 119 202 2 2 12

.11E c- 3 9 84 129 44 44 4
CRISI-L P.' EC' 39 51

UNU~crl TAPGET PEIOCTS 54 -- 57 61 1*1 10! 103
-~j so5 so lao ".g o_

A C1 41 3 3 3
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SYSTE4 LCAD VALUES

CHICAGO OHARE

BASE G03D EATHER SAD WEATHER
A B C A B C

TOTAL - 103 l 2 i2 .381 321.66__- 69.)9 74.29 92.35
RADAR ONLY 26.23 61.48 96.72 3.41 7.71 12.01
BEACON ONLY "__-___ _a00. 0.30 AD_ . 00 _00 .

DISCRETE 0.00 0.00 0.00 0.00 0.00 0.00
NON DISCRETE 0.00 0.0 35 n.00 0o 0.00 0.0_
POOE C 0.00 0.00 0.00 0.00 0.00 0.00

RADAR REINFORCECF BEACON T6.8LJ-5.0 j-.92- 2 .4 - 6 8 66.58 80.34
DISCRETE 39.42 3Q.42 43.07 52.56 52.56 61.80
NON DISCRETE . . .37.45 111.4.8 _ 18__.87 _14-02-14.02 18.54
MODE C 39.42 62.56 86.05 52.56 52.56 52.56

ADJUSTED GOOD WEATHER BAD WEATHER
--- --- A B C A 5

TOTAL 154.72 265.83 376.94 169.26 176.26 194.91
RADAR ONLY . . . 78.00-_ 115.0 152.00 105.00 110.00 115.00
SEACON ONLY 6.03 12.30 18.01 3.33 5.00 6.00

DISCRETE 2.00 3.30 3. 00 - 3_3 ± 0Q 5PO
NON DISCRETE 4.00 9.00 15.00 0.30 1.00 1.00
OODE C 3.00 -- 5 00 7.00 -2.0 3,00 4.00

RADAR cTK FR-9CED BEACON -70.72 138.83 206.94 61.26 61.26 73.91
DISCRETE 6. 27 ... 36.2_7 3q.62- - 8,36 48.36 56.85
NON DISCRETE 34.46 132.56 167.32 12.93 12.90 17.06

4 L, 0 E-s-3.2 57,56 7q,16 8,3 486 4A-

ASSOCIATED TRACKS WE 0 wdATNCR IAD WEATHER
B C B C

TITAL 3 51
RAAR 7N-Y 3 4
9EACCN qNiY 3 4

rnISCFETF 2 3
NnN DISCRETE 1 1
pimDE C t 2

RAOAR QEINFORCED QEACON 32 43
DISCRETE 25 34
NON CISCRETq 7 q
MODE C z 37

UNASSOCIATE ToACS G-JO WEATHER BAD WEATHER
- 8 C A B 1_

T-TAI- 64 175 28' 20 24 42
RADAR ONLY 25 65 193 ? t
FACO 'INLY 1 3 6 0 0 0

.ISCRETF . 3 0 0 a0 0 _ 0
NnN DISCRETE 0 3 6 0 0 D
"ODEC . . -1__ 2 0 0

RADAR QEINFrOPCEO REACON 39 137 175 18 18 31
DISCRETE 11 11 15 14 14 23
NON tISrosTE 27 96 160 4 4 8
mOOF C-- 3 _ 1 11 11 11

CROSS-LINKED - 15 21

UNUSED TARGET DEDORTS 53 . 6 . 5 133 103 103
RADAR .3 50 5C 100 100 100
AFACON 3 6 q 3 3 3

H-9



SYSTE4 LOAD VALUES
FOR __._-_--_-- - -

C-1ICAGO O4ARE
1983 _ ___ __

8ASE GOOD WEATHER BAD WEATHER
A 3 C A 8 C

TOTAL 115.41 234.32-352.-63-- 71.42 75.24 _UIl84
RAfnA fNLY 27.00 61.32 96.65 3.14 6.96 10.78
BEACON -NLY - O, . .0 O __ .AO too-_0 ._0

DISCRETE 0.00 0.00 0.00 0.00 0.00 0.00
NON DISCRFTE 0.0 O0 0.0 0 0.00 a.8 0.0 0.1.
MODE C 0.00 0.00 ..C0 0.00 0.00 0.00

RADAR EINFORCEC FEACON 88.41 29Q 559 6.i8 40.
DISCRETF 42.67 42.67 48.57 56.90 56.90 70.58
NON 2ISCRETE 5, 73 129.2 207.42 t1 ._._.. 38 -Z0e4 8
mOD C 48.51 31.03 113.55 56.90 56.90 64.23

ADJUSTED SOOD WEATHER BAD WEATHER
A 3C AB

TO TAL 167.33 ?88..42 408.51 170.82 176.82 204.77
RADAR ONLY 79.0 16,.9_ 153.00 105.0 109.00 1.0
;EACON ONLY 7.00 14.00 Z0.00 3.30 5.00 7.0

DISCRETE 2.00 3.:0 4.00 3.30 4.00 6.00
NON DISCRETE 5.00 11.30 16.00 0.00 1.00 1.00
MnOE C 4.00 6.0 9,00 3.00 4.00 5.00

RADAR REINFCFCEV BEACON 81.33 158.42 235.51 62.82 62.s2 83.77
DISCRETE 39.26 39.26 44.68 52.35 52.35 64.93
NON DISCRETE 42.07 119.16 190.83 13.47 10.47 18.84
MCDE C 44.63 74.55 104.46 52.35 52935 59.09

ASSOCIATED Tr-ACYS GOOD WEATHER SAD WEATHER
A a C A 9 C

TOTAL 37 52
QAnAR ONLY 34
BEACCN rNLY 2 4

DISCRETE 2 3
NON D!SCvETE 0 1
MODE C 1 2

RADAR PEI'rFORC ED _EACON 32 44
n'ISCRTE 27 37
NIIN DTSCRETE 5 7
mODE C 30 40

UNAS OCIATEO TRACKS GOOD WEATHER BAD WEATHER
A _ __4 C A 8 C

TOTAL 79 197 316 20 24 50
RADAR ONLY 29 66 104 6 1
PFACnN TNLY 2 5 8 0 0

DISCRETE 0 0 0 0 0 0
NON DISCRETE 2 5 8 0 0 0
WIDE C 1 2 4 0 0 1

RAIAQ QEINFlPCFO SEACnN 44 12' 204 15 18 40
DTSCRETF 12 1? 18 15 15 28
NON DISCRETE 37 114 186 3 3 12
MODE C 15 45 74 12 12 19

CROSS-LINKED 15 21

UNUSEn TARGET 2EDCRTS . 5 4 - 57 60 103 103 104
RADAR 5 50 53 50 100 100 100
OEAC-J 4 7 10 3 3 4

H- 10



SYSTES LCAD VALUES

CHr:AlO 04ARE

qASE GOOD WEATHER 3AQ._EATHER
I C A 8 C

J'~AL 12D-67 -2 1Z t-6-35 i 72 00--76o 30-15 ,21
RADAR ONLY 25.83 58.37 q0.91 20q9 6.54 1U.09
_35CgO.._ONLY 0.00 0.00 0.00 0. 0-a O. 0___ O ,000

DOSCREE 0.00 0.00 0.00 0.00 0.00 0.00
ON DISCRETE 0.00 0.00 0.c0 0.00 0.00 0.00

MODE C O.G 0.30 0.00 0.00 0.00 0.00
RADAR REINFORCED BEACON 94.85 184.59 274.34 TO0.0 69.76 95.12

DISCRETE 44.92 44.92 51.75 59.89 59.89 73.39
NN OISCRETE 49,93 t3q.98 Z ZI_c _IoJlQ 9.87 Z1L.D._
NODE C 53.7Z 91.76 129.00 5q.89 59.89 68.50

ADJUSTED 0OOD WEATHER BAD WEATHER
A B C A B C

TOTAL 174.26 97.93 422.39 173.40 179.18 208.51
RADAR ONLY 79.C_ 113.30 148.O 105.30 109.00 113_.00_
BEACON ONLY 8.00 15.00 22.00 4.00 6.00 8.00

OISCOETE 2.00 3400 1.00 3.00 4.00 6.00
NON DISCRETE 6.00 12.00 18.0 1.30 2.00 2.00
MODE-c -C 4.0 7 - -,000

RADAR RENFORCED BEACON 87.26 169.83 252.3q 64.40 64.18 87.51
DISCRETE 41___ _ .33 41.33 '-7-61, .5 5 -,-1 ._5 5-s _6.7 _
NON OrSCETs 45.93 128.50 234.78 9.29 9.08 19.99
"ODE C 49.42 84,4' 119.42 55.15 55.10 63.02

ASSOCIATED TRACKS GOOD WEATHER SAD WEATHER
A B C A B C

TOTAL 39 53
OAdR ONLY 3 3
.EACCN.'NLY 2 4

DISCRETE 2 3
NON DISCOETS 0 1
MODE C 1 2

RADAR PEINFCRCEO BEACON 34 46
DISCRETE 29 39
NON DISCRETE 5 7
0ODE C 31 42

UN*SSCCIATED TRACKS GOO WEATHER BAD WEATHER
A B C A B C

TOTAL 82 205 327 21 24 53
RADAR ONLY 27 63 99 3 t 1_
BEACON ONLY 2 6 q a 0 0

DISCRETE 0 0 0 0 0 0
NON DISCRETE 2 6 9 0 0 0
MODE C 1 3 4 0 0 1

RADAR REINFORCED SEACON 53 135 Z19 18 18 42
DISCRETE 12 it 19 16 16 29
NON 0ISCRETC 41 124 200 2 2 13
NODE c is 53 8s 13 13 z1

CROSS-LINKED 1 21

UUSED TARGET REPOR-S 54 57 61 103 103 104
VADAV 53 51 50 100 I0O 100
OEACON 4 7 11 3 3 4

H-11
k . . .. ... . ..



SYStE4 LCAD VALUES
FOR

A i AGO 0 -4ARE .. . . ... . .

BASE .GQJ wEATHER SAD WEATHER
A 8 C A 9

TITAL 125, _ L.35_ 376.27 _7.54 78.69 lC8.37
RADAR nNLY 25.23 56.?0 87.17 2.79 5.99 9.20
BEACON ONLY 1 09 0930___ ___ , 0.00 0.00

DISCRETE 0.00 0.00 0.00 0.30 0.00 0.00
NON DISCRETe 0.03 0.0o 0.o ) - a -0. _
MODE C 0.00 0.00 0.00 0.10 0.00 0.30

-RADAR0 R51NFVPCED__EACON 1-00tl I9AA528,Q9___ ___l7 1ilZa0 99.18
DISCRETE 47.22 47.22 55.27 62.96 62.96 76.36
NON DISCRETE ~-53.39 sfb233,82 .. __ JB79 9.73 22.81
mODE C 58.48 101.05 143.62 6Z.96 62.96 72.59

ADJUSTED GOOD WEATHER BAD WEATHER

TOTAL 178.56 307.26 433.97 175.01 181.88 212.24
RADAR ONLY 157,3 -011 .QQ 1. i1L_ ,00 - 113.00
REACON ONLY 8.00 16.00 23.00 4.00 6.00 8.00

DISCRETF 3.03 3.00 .4 0 0 3.30 5 0 L3
NON DISCRETE 5.00 13.00 19.01 1.00 1.00 2.00
"LDE C 5.00 8.00 11.ok 3.00 4.0 _* 6.00

RADAR-REINFORCED BEACON 92.56 179.26 265.Q7 66.01 66.88 91.24
DISCRETE 43.44 43.44 50.e5 57.93 57.93 70.2.5
NON DISCRETE 49.12 135.82 215.12 8.08 8.96 20.99
MODE C 53.81 92.97 132.13 57.93 57.93 66.78

ASSOCIATED TRACXS GOOD WEATHER SAD WEATHER .
A 8 C A p C

TOTAL 39 53
RADA ONLY %2 3
BEACON CPLY 3 3

DISCRETE 3 3
NON DISCRETE 0 0

-- M0IfE C 1 2
RADAR REINFORCED BEACON 34 47

DISCRETE 30 41
NON DISCRETE 4
MODE C 33 44

UN4ASS0CIATED TRACKS GOOD WEATHER BAD WEATHER - --
A B C A S C

TOTAL 87 213 338 22 26 55
RADAR ONLY 27 62 q7 3 6 -10
4EAfON ONLY 2 6 9 0 0 1

DISCRETE 0 0 0 0 0 0
-NON D1SCRETE 2 6 9 0 0 1
MODE C 1 3 5 1 1 1 _

'RACIR DE NFRCEd -BEACON 58 145 232 19 20 44

DISCRETE 1' 13 21 17 17 29
NON DISCRETE 45 132 211 2 3 15
MODE C 21 60 99 14 14 23

CROSS-LINKED -16 20

UNUSED TARGET REMORTS 54 58 62 103 103 104
RADAR _ 5 0 0 0 100 l0C 100
AEACOK 4 8 12 3 3 4

H-12



SYSTE1 LOAD VALUES

C41AGO 14ARE

A AS~ aoQ .WAHEP RA ... E.AT.ER
A S C A A C

TTAL 1-301t 57.!8 384.37 ____7s97 60.65 A10.81
RADAR ONLY 24.26 53.36 82.45 2.55 5.38 3.z
_iEACGkN L Y 0.00 0.00 o.C O 0.00 0..0 . 00

DISCRETvF C.03 0.3C C.00 0.00 0.00 0.00
NON DTVCPETO 0.00 0.00 0.00 0.0 a .00 r.35
MODE C 0.03 0.00 0.03 0.00 0.00 0.00

RADAR REI'.F(RCED BEACON 105.93 2e3.92 321.q2 73o42 75.27 -12._9
DISCRETE 49.50 49.50 58.65 66.00 66.00 78.86
NON DTSCPSTE 56,43 154.42 243o.27 7.42 9o27, _UcT4
WODE C 64.?0 11Z.15 160.10 66.00 66.00 76.79

ADJUSTED GOOD WEATHER RAO WEATHER
A 8 C -A B C

TOTAL 183.46 312.61 44Z.77 175.54 183.25 214.39
RADAR ONLY 78.C) 109.30 141.00 l04o 1 8..00 11L2&o0
EACON ONLY 8.00 16.00 24.00 4.00 6.oU 8.00

DISCRETE 3.00 4.00 5.00 3.,7 5.00 6.30
NON DISCRETE 5.C0 12.00 19.00 1.00 1.00 2.00
NODE C 5.00 9.10 13.00 3.00 5.Q0 _6O0

RADAR REINFOPED BEACON 97.46 187.61 Z77.77 67.54 69.25 4.39
DISCRETE 45.54 45.54 53.q6 60.72 boo 2 2,5
NHN DISCRETE 51.91 142.07 223.81 6.82 8.53 21.84
NODE C 59.06 133.18 147.29 60.72 60.72 70.64

ASSOCIATED TRACKS GOOD WEATHER BAD WEATHER
a c A S C

TOTAL 41 54
RADAR ONLY 2 2
BEACON ONLY 3 4

DISCRETE 3 4
NON erSCRETc 0 0
MODE C 1 2

RADAR REINFORCED BEACON 36 48
DISCRETE- 32 43
NON DISCRETE 4 5
MODE C 35 46

U4ASsOCIAT5 -TPACKS GOOD WEATHER BAD WEATHER
A 9 C A 8 C

TOTAL 90 218 345 23 28 58
RADAR ONLY 26 60 93 3 6 10
9EACON ONLY 2 6 10 0 0 1

DISCRETE 0 0 0 0 0 __ 0
NON OTSCRETE 2 6 10 0 0 1
MODE C 2 3 5 1 1 1 1

RADAR REIVPFORCED BEACON 62 152 242 23 2 47
- ISCRETE 14 14 22 15 i8 30
NON CISCPETE 48 138 220 2 4 17
MODE C 24 68 ?__ 1 15 15 25

QOSS-LIN'EO 17 22

UNUSED TARGET RE0RTS - 5 58 62 103 103 104
RAOAP 5J 50 50 too 00 100
PEACON 4 a 12 3 3

H-13+9



SYSTESi LCAO '/.LUE

CHJ^CA 0 O-AARE

S .. 031 ATME; ---- A- 3 A __W EAHL_ .
A A F Ac

TOTAL _U3iL9_2_2 2 p64 BZ, 5 _11i3.0b
RAoAP ONLY 2Z.j0 47.79 73.57 2.2? 4.7D 7.14
SE&cOQ~Ntj3_LY --- ~.0 3.0 _ 000 f.oQ 0.00

DISCRETE 0.00 0.30 C.00 0.31 0.00 Q.,CQ
NON O SCpFTF 0.03 '.00 C.00 . 13 0.ca . a
MODE C 0.0 0.30 0.C,) 0.0 0.00 0.00

RA042 4k7NFPE~jEAUN j1199 21.3 L*05,?2
DISCRETE 51.72 51.72 62. 44 68.96 68. qlb l.20
NON DISCPETE _... ... 60 8._ 16o622 24_19 5,25 ... 8 9 2.4,2
MODE C 69.94 1Z3.12 116.24 A.96 68.96 80.92

ADJUSTED SOO WEATHER eLD wEATHER

TOTAL 188.03 318.19 44'q..35 176.27 185.61 -z16.45
RADAR -ONLY 06 _ 04 .00 133.00 ___ jo-.0 --- _.oO0 111.00
REACON ONLY 9.00 17.0 25.00 4.00 6.00 8.0)

DSCRET. 3.0 4 ,0 5.00 3 _ . .. b.3
NGN OISCPFTE 6.00 13.30 20.00 1.03 1.00 2.00
MODEC - 10.00 L'.Qa~ 3.0-- 5.0c 6.00

RADAR REINFORCED REACON 103.03 197.19 291.35 69.27 71.61 g7.45

DISCRETE 4,7.!g 47.5e 57.4Q 63.4. 63._ 4 74.70
NON O!SCRETE 55.45 14.61 Z33.86 4.83 8.16 22.7'
" I0E C 64.39 113.27 162.14 53.4. 63.44 4..

ASSOCIATED TRACKS GOOD W'-ATHER BA0 WEATHER
A 3 C A B

TOTAL _41 53
RADAR ONLY z 2

_SAO CN__Y 3 ______

DISCRETE 3
NON _TSCPET 0
MODE C 1

RAOAR REI?'O 9CED OECCON 36 47
- DISCRETE 33 44NON OTSCRETE 3

OIODE C 36 48

" AsOcIcfAT TRA50100 WEATHER BDNA E
A B C A B C

TOT 23 3 349 . . 30 bl
DAIOAR CNLY 24 54 - 4 3
qEACON ONLY 2 7 10 3 0 1

DISCPETE 0 o 3 0 C 3
NON DISCRETE 21 z C
'"E C 2 6111

RhO REIN O CED AACON 67 162 255 ? 24 51
DISCRETE 15 15 24 14 19 .. 31
NON DISCRETE 52 147 231 2 5 Za
0OOE C 28 77 126 15 15 2t

CROSS- IN _0 16 22

UNUSED T RE? REO0TfS 54 56- _ __- 3-- -- j3 103 1040
fAOAv 5) 51 50 !3 10 o 100
FEACVN 4 9 13 3 3

H-14



fTI4 LUAU VALUhS

C'4!AGO OHAQ=A

~AEGO20 JtAUJE P R-&D-EATMER
A B C A B C

TOTAL 137,_7 Z66#12 _95,17 _7..87.8 .. 114 115.66
RADAR ONLY 20.58 44.15 67.72 1.T 4.02 6.J?
BEACONONLY -- I, i. Q9__ OCO 0f.00 0.0 _00-0-

DISCRETE 0.00 0.00 0.00 0.00 0.00 0.00
N_ D. _tET 03 0.10 0.0co00 0 00 0...

MODE C 0.00 0.30 0.00 0.D0 0.00 0.00
RAAR_ *E IN! FNZC 5Q01 A~oN IA72.1 ----- 21 o C 5- 711A 91_9 Q.1I - 09.5A

DISCRETE 53.91 53.91 66.09 71.88 71.88 83.74
NON OISCPETE__ 633

8
__6 ( 1.Q

6  
309 803 .

ODF C 76.14 134.37 192.60 71.84 71.88 85.29

ADJUSTED GOOD wEATHEF BAD WEATHER
A a B C

TOTAL 190.91 323.86 455.80 L76.91 187.26 219.8Z
RADAR ONLY --. 00i01i0 ____t-00 L4.0.0101.0 , _ 0. _
qFACON ONLY 9.00 18.00 26.00 4.30 6.03 9.00

fJ.SrkETE 3.00 4.30 5.00 3.33 0.0 ?,ca
NON oYSCRETE 6.03 14.00 21.00 1.00 1.00 Z.00

_ ODE C 6____________A____6( 11,00 15.00__ _7 ,
RAD0R REIFO QCED BEACON 107.91 204.R6 301.80 68.91 74.26 100.82

DISCRETE 49.60 49.60 60.80 66 136I3- 77.04
NON DISCRETE 58.31 155.26 241.00 2.78 8.13 23.78
"COE C 7j.05 123.2 177.19 66.13 66.13 78.46

ASSOCIATED TRACXS GO3D WEATHER - _ __tAV_.H f
A B C A c

TOTAL 41 54
RADAR ONLY 2 2
BEACON ONLY 34

DISCRETE 3 4
NnN DISCRETE 0 C
NODE C 2 2

RADAR REINFORCED BEACON 36 48
DISCRETE 35 48
NON DISCRETE 2
MODE c 38 50

UNASSOC-IATE TRACKS GO00 WEATHER BAD WEATHER
A S C A 8 C

-TOTAL 98 227 355 24 31 62
RADAR CNLY 23 51 79 3 5 a
BEACON ONLY 3 7 10 0 0 1

DISCRETE 0 0 0 a c 0
NON DISCRETE 3 7 10 0 0 1
ODE c 1 3 6 1 1 L

RAOA REINFOPCEDO EACON 72 169 288 21 53

DISCRETE 15 15 26 20 20 31
NON DISCRETE 57 154 240 1 6 22
"ODE C 32 B6 J39 1A____ 1 28

C QitS- LI NKE D 17 23

UNUSED TAPGETDPORTS -5_ 55 59 3 103 103 104
RADAR 50 50 00 100 log
BFACON 5 9 13 3 3

H-15



APPENDIX I

IAC SYSTEM LOAD FACTORS FOR THE

LOS ANGELES TRACON SURVEILLANCE SITES
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SYST5A LIAO VAL(FS
-- ca

LrCS ANGELES LAX4
19~77

D a S 9 GCO WCATPcP - PAD WfATHER

T'T AL. - 1 ,L 21 aZ -3 6. L-6(J~ 15 7 6 1 -16 8 7
PADAP 0WlY' 46.C3 80.3co 114.76 5.65 9.68 13.?0

r!SCF!.Tv 0.C0 C.00 C.cll 0.00 0.00 C.00
OrI CJC ~ 4 .. C C.6 -*0- 0 .0.Q0 -

loc'r c cC0 c.oC c .cc 3.Du . 1. r.f.;
P a If1 0cGY .9rFCfr PAC.IN 109.t;).- 19.- -. 7.1- 54.79 -- b .52- --93.17

r3CrF-Z.44 34.1r 4t.P3 43.26 51.24 71.49

M!FC43.35 74.9 lhet 43.26 43.26 62.93

AfJtSTF0GT)D W'EATHEF PAC bJEATMER
~~~-- -___ __ __ _ 0 __ _ -- - c

'rT2L e. 3 325.6c2 '643.?7 160.41 178.19 2W9. 71

PzACrk, rLyV 9. L 15 - c 22?.C. 3.Z)2 5.00 7. 0
PISCCFTr-----------2.C' ?0-) b~ Q-- - ~C 4- o U.0 .

KN rl!C;ETE 7.Zo 17 .30 l8..,0 1.00 1.00 1 .00
'm'r1 _ C ___-C ___ . -w .9 2 .. oi 4 .C0_ __5.00

PA0e DET? FrlrCrr DFACCI 1' .. P3 175.6: 2'.? 50.4.1 e I. I 65.71

*~ C~tF' ~ -- - - - - GCD WEA1T'EO -- ~-- ~ DWAHP
IN C A P C

oF~Arnw rpty 2

rTSCFI T! 2

%,kr rTSrCETS -- - - - - - - - - -

SC 1824

Lija5r-!Tcr TCACgIS GOCC w-0THF 8ZC i ATHER
0 r A

Tn'TIL ?4' 7 2,8 '6 74
CI)AD -fL Be - 12 5 14

M:A r " c't 3 1.C
t eC r

.'. 1' 2'-2-

t F -- L3 r IC p .C .a 5 'e73

7 i-
*C. c 2 i It3

J 1-2



LIS ANGPLES LAY4
1 981

-.-- GOOD wr ATI4E R RAO WEATHER
A 9 C

TIT 61 17f,,7k _ 291 .4 1-17l. '7.20 A4o
RADAP 

1
MNLY 4.6.10 78.70 11203 5.19 8.62 12.04

PFhACC1 CR'Y 0 C1 r ~ .3 C. cJ 0.3n f.0 7~
C IeC RF TF 2.( 3 0.Jfj ).Q0 0.00 0.00 1 o
I 'N rISCFETC fv C- !__ _ C.P C00 . -S C Q__ 0.00

c 0.00 0.00 0~. .30 C.00 0.00
QAfla, DF I AF VFrcP P fA CD 1N 2 4.61_k 212 .34 300.G7 __ 62.0 1 7 3. 94. 102 . o

rICEF38.75 3 8.7 5 5 1. 7A 51 .67 57.35 79.40
P C1SCcET;: 85.e! 173.5q 246.Z9 Iv.33 it.58 23.21
-rrc' C !t..17 96.08 135.5a 51.57 51.67 72.37

AO~~t'STCC ~GOOD W'.ATHER 0WETR
___A A 8 c C

22?.t4 346.35 469 .06 1-8.Z.5 i85.32 218.40
:AA r Pt y 99.c0 134.0-) 16Q.LO 1.17 . 3 111.00 116.00

DACC- rrtY y U.L) 17 .X 24.L; 4 .00 t .0c 8.;uO
rrFc-3.00 4.(o 1 CIO__ 5..I33

h'trh CFCtETc . 8. 00 14 .00 2; .L0 i .30a 2. 30 2.cc
PCCF r ___ 5.03 1 1 ~ 1 _ .30 . 4 .0 6.00,

P1SC;ET 35. t5 35.55 47.e4 47 .54 52 .77 7 3. OL
N~. r!scccie 79.q9 159.7% 228.' ? 9.51 15.26 21.35

rr.F C ___ 52.05 88.39 124.73 -4 47. 54- 47.54 _b6 6.5 8

fiv5lCrATrr TFICwS GOOD W;ATHE~ F~ BAD ATHER
A q c

T- TAL 78 1
Ph~ rkLY 2
0'hfcr- rtt - ____ 2

T:F F7 2 z
IT -t I!C ETFF c

C I f f T ;20 2

tU',A~ r'c!i!ff tSA(cyS s Gn 0 WiAPJE ; SAC ,ATHER
A a AE

T - T f 143 264 ?8 0 3?2 47 7 e
ra-p'94q 6! 121 5 913
ECAr- Cl L y 3. 7

T~ef;TF 0- ____ 1 1 1
-N rT5CrTF 3 7 1(-

41 !7?

I S c.r ____ Ts f ? 2 7 47
Ir75 156 2 ?14

,rC ' __ 7 2~ .3

774 t ct~ r ,cT, t9 t2 .' 13

1-3A



SYSTrm LOILC YALUES

LOS ANGELES LAX.

!E5 GCM- WDEAJI ---------- AD .EATHEk
A 6C A E c

TTAL-1 -UZ__ 1l12A .70 7L- 971.1 I_.b_8-_1_B.7
p~t'AP Dt-Iy 43.24 73.08 102.69 4.91 8.05 2.1.19

0 15C PrT.F GoC~ 0.13.G 0 .:0 0.00 C.00

l',ZCF C (1C0 0.0lv 0 .c0 3.00 0.CC 0.00
9 A f3A 0 E I1' FPC EC eEh02 -1L33. 79- 2ZP .64 -- l7-9 -. '4 -- 7 7 .a3- ;7 . )4
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AB P P
IQTPL - Ot-.2j&~ f - 1)Z - - [28.16
*OAPA CNLY !5.F6 58.37 ao.es 3.64 5.76 7.68

DISrFFTE Q.( 1 C., '..co ..Oo C.00C.0

M~EC C.CC G.)3 c . L3 C .u3 .. co 0.003
2ADROYP'-rCEO--FEACOK 15e.76---59,56 2te.2-- 77.6a a 8.37 120.58

nT~rFErE !4..:4 54.14 7C.'T 77.19 72.19 92.98

r 11L, c 90.71 447.13 2C Q9 72.19 7 2. 1; 9 3. t1

L~A - 5.6 374,.a8 500.tq I o1 .'b 19ri7 .3 Z32.93

EOrSrFrTc ___ O 3-0 IUO . c cC 7.00
-- ;c1 , rE1. 17.)v 23. ) 1.30 2-'; 3.03

prrE C 7.(t i .. 3 e.i _3.3 _ - 5. - 7 .00
P ADiocEi c FocC E 8eEACfl 14 6.16t 2-7 .d 2q .t9 7146 61 .36 110.93

c1~r FTF 49.9 1 '.O*Rl '.7F t A.41 66.41 85.54

___ GC-F -C 83.8 35-. 36 -- k7.6 ~ 46 1 56.4 05.57

&SSC!.oT~r T; ACY'S -- r-' WSATHE~ _ PAC 6kAT44~k
A q C A e C

T :T -,L ?73
-A0CJCN:tY I a

~ccr~'(UY2 2--
I !S CF T~ F 2

. r f11

p A rtL _c j r~. r -L_____A__ 3
r CCT r 2 2 30C

I~C C 24 3

G4~0WEjTI-EP PAC ,jA T He
A p A p

T 0T A t lf7 2Q) '13 45 5e 93
L Y 41 fAc 4 7 1

o~r- CKLY C. 4 3 3

r F, r rT c 4 e 12 01 1
-c3 f 7 2 2...___

r pC F 't ?- F4165

P'rt r rIc; 3 l 2
~ 4~ 3& 23

Cc'S - IP7- 3 41,

0 c5) 0 .. 1.
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SYSTE m 10*0 VtLLEfS
FOR -- -

LOS ANGELES LAX?

8 A -W A 7 HE

-T TA L t__ Z! Z___ Z; 2 .? -46 iI-- L.1 it 7.71 133 ..o6
WAR* CNtY 33. 36 5 3.7 t 74.17 3.12 4.89 6.65

DS C P--TF 4) o j C.qj oc 0. 30 0.00 0.Q (.00
r-I.I P c Tc . - c.Q COC C.oCO____ 0.6o.

-oCC C C.cl) C.Q o C 0.00 C.CC 0.00
-P A CA 0 atrC Er~~f _P EC 0N t o .65 .6. 45 7 Zj- .... I 2.)34--!283 .12.44

D1SCCETE 5q.,4 59.34 7f.fl 76.72 78.72 97.56

mrc c IGO.14 161.92 222?. 70 78.72 78.72 99.79

a)JuTCG'300 wSATI4Fh BAD WEATHEP
A --- -- s_ _- ~ - C

TrfTA L 05.. 341 .89 %F~.2e IR5.46 2C,0.40 237.29
OAflac 8 q BQ.'( 112 ,^,I 3 6. L 105.00 le F .0 k;G 1 CiC

F a1,Cr C t Ly 13.Cj aO c 0.Co 5.03 7..u I Co.C0

__lt C,. 8..~ o.l .0.jO . s QD t

uAr tr-C 1 .C~1 rcC1 15i. 547.10 ?42.28 75.48 i5.4. 116.29
o"6I 4.17 14,A32 7L.47 72.43 72.41 -A,.77

K-r r1 QFTC 99.18 143.57 271.F1 3.05 12.98 26.52
mrof C ____ ~7 .12 14P. 16 2&jfP. 724 2.341

0 BC A e c
7T A L 25 39
cabrjp r~v12

-Fr .?CLy 22

r SC fiT : 24 3 ?
iv__- I rr T I---- - -

0 'CE C27 35

--4emr AF - - --V G:3 vAT)IFP QAC h.EAT9,Eg

TOTA 7 416 45 r, 95
P*C*8*, ........t- . 39_ 1 ~ 4 4 7_

m:.f ~~y4 9 13 2
n!FC f:.Ti - Z __

Sr I T: 4, p .2 011
-_ 1 *. F 3

c A" - .IiFc r PFA'?t 12 0 221 ? 17 4. Si 83
-T~~~r1 _ T_3 F_ L - - j e- -957

C crr 95; 193 2% ~ ? 26
r t. 1 ?1 !7Q 37 .37 - 57

C2 FS-Ll r r ?5 4

L'IL s - T g rr cfCpT, 57 6 3 1.4 1.0
p tc 0- , I1ZI 1. . %

3 r
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APPENDIX J

JAC SYSTEM LOAD FACTORS FOR THE

DETROIT TRACON SURVEILLANCE SITE

J-1



SYSTFP LQAD VALUES
FCR

DETROT MEM! WAYNE
1977

BASE GOOD WEATHER BAD WEATHER
A R A a r

YOTAt 131.44 309.44 407.1'5 5'..7b 74..19 114.85
FADAP ONLY Ift.lr 02-IA 4..16 11ftl.C 17-53
qEACcN flJLY 10.77 25.61 40.45 3.04 7.03 11.03

Ml CDFTv -Q -114A 2-1 I7A I.fA& h-1

NrK rISCPETE 10.18 24.25 38.32 1.28 2.97 4.66
C2.6a 6.14 9.09 1.17 2.AR .2f

PAnAP PEJIFCPCEC PEACON 82.C2 191.68 3G1.34 46.86 55.96 86.29
rTSCPFF 27.74 27-74 -327% 16.99 39.7 sg.32-
VO1N CISCRETE 54.27 163.94 268.60 9.86 17.26 26.97

PomF( 79.97 Sq.5* g7.p1 46-7I- 4-r 4R.12

ADJUSTFC annnf wFATpFR 3An hFATPFR

A 8 C A B C
TITAL 182.45s 161.14 544.24 154.11 l7fi.*8 217.19
PACAP CtNLY 90.00 146.00 202.00 106.00 113.00 120.00
PFAMf MIy 17. .__ 41.0 n 5C a.0 -~0 hs.ED

CISCRETE l.CO 3.00 5.r.0 3.00 7.00 11.00
s__. i ysc:ETE 16C 2.00 S. D0 7.Q"
wCCF C 5.00 11.00 17.C0 2.00 1.00 8.;00

A fliF fI kF C P C Er PEACON 755 176-93-4277, 4 43tl 518 39.
PISCPETE 25.'12 25.52 30.13 34.03 35.60 54.58
Nrt rlcr9FT; 4q.91 l~itfR2A ;47.11 Q.O8 1.5.88 24.a1
MEC C 27.!2 54.79 85.13 37.C3 37.03 44.46

ASSr'C!ATFC TFACYS GOID WEATH~ER BAD %EATIPER
A 5 C A a

TCTAL 39 51
CADAP CP~ty 4
m ACrN CtLV 3 4

CTSCF!TE 2
Krm CrSCr'FTE I

PACA' PEIKFCPCEr PEAc,,, 33 43

fNrs rrSCPFT: 7
P'0C.F C 28

UJAssrcIATEr TPACKS GOOD WEATHEO BAD WfATP
A B C A a C

TOTAL 03 271 44P 4 24 6
DjFAP F~LY 39 Q7 5a 3 9 17
EJACCA' C~ty 11 30 49 ___6

rISC;FTF I
wrK CI!CPETE ll 30 48 1 ?__
orCtC 3 8 13 1 24

CACAP 8IPNFrc'Cr FFAC'FK 43 144 2'.4 0 9 37
rT IS C ; F F 0 4 0 2 21

-. __~ CISC.EFTE 43 ____4_ 16___ ~ i
0rt 27 57 0 C7

LKLSP IAPCT CEPCFTS 54 50 64 102 103 104
1ACA05 50 !C 100 ice loc

TA-CI _______4 142

J-2



zy-TFm i r~Af JVA1JLES-
FOR

nr ----.-~jk A- -____

1Q60

PASE GOOD WEATF-FR SAC WEATHER
g A aC

TOTAL 1510.10 345.98 541.Et 61.26 05.L15 131.20
PAflA.LOrii 1Q 4n Q'-R5 1 4 -- 15 5
PEACCN CNLY 12.65 29.43 46.20 3.59 8.12 12.65

ft T 1 T71 1 - ,a 7 L. 2 1 & L 9.1
NO N DISCRETE 11.94 27.85 43.76 1 .45 3.31 5.16
Pln r 4 -II L A2 A 7 1 6 Al C A A -

Ralto~ pEINFGRcEc PIACUN 98.C5 224.00 34Q.95 53.23 67.49 102.90
n1ra~ '327 11-27 'A9 A 4 - -44-3.-~ 1 Is 9-

KON VISCPETE 64.78 190.73 ?1C.11 8.87 1q.30 29.90
1rFr1015 A? - " I 'A I; L7 :1 sA A

A 8 C p PC
T'IT At I72_21 A 1 --0R ~QQ P. 1P. 2~6.9 .36 67-
GAriAc rNLY 92.(O 148.00 204.C3 106.00 112.0c 119.00
P~rA'N M v 2 n- nf A? nnl 7v. - C n 0 1 1. - c 'i o'0

DISCPFTE 2.C0 4.00 f.CO 4.00 9. 00 13... 0

Pr ~lr F FS .jf 179-47 2pA .5- 3 Q-I Il 17 -706 27 - "

ASSCCYA EE TFAC)IS GOOD WEATPER eAD WEATHER
A 2 C --- -

TOTAL445
parAF rily 4
PFACrON. CKLY 4 4

r'ISCRETF I.....
vr rISCFFE11

___ rrr r . ___V2 . .

PAmA0 2 rAFCPCFC PFACON 37 4Q

NF'N CISCOFTE 6e

J NAISrCTATEr TRACxlz Gf O-WEATHE-P a.. -.. -AIT1 P--
A p C A B C

PACAF 'NLY 43 99 157 3 9 16
MEACCk' CPLY 11 3 ~ . . .12

r!SCFFTE 0 0 1 1 4 7
mrN CDCPETC 14 14- ' -'
", rf c 5 12 10 2 4 6

:Anbc oFINFOPCE 2FACCN !54 1 t9 2c!311 4f
r T!c; FTE f Jt 0 3 26

r fN _!ISCp 11 54 -- 2- 7i~ -- 0 . ~~ 20.

COr !S-LA~ -___ I -. v F -- -

LNtUSco TtAPUT fFDPTS 54 0 t 1C2 101 0
OACAC 51 53 !0 100 1 a 100
sEACON 4- - 6 - - -- 3
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sysumP LnAn VAI 'JFl
FOR

DETROIT MFTRfl WAYNE
1982

PASE *GOOD WEATHER BAL WEATHER
A grA g c

TOTAL 157.28 361.35 565.43 65.10 38.59 135.81
P~tAA rNLY 17,4S 27.44 117.42 & -1 R Q-11 14-111
SEACCW ONLY 13.92 32.33 50.73 3.92 8.84 13.75

nyqrt;t - -01 Pf-A 111 1 -1% i-17 a-9n
NCIN CT!CRETS 13.02 30.31 47.61 1.7 3.56 5.55 1
pcnP c S. Pm 12.01 1A81 .9 4-92 A-71

RADAP FEINF('PCED eEACON 105.q1 241.59 377.27 57.00 70.35 107.43
OISCPFTE 16.58 IA6.58 43.10 48.77 48.77 75-J&
MO'N r'ISCPETE 69.33 205.01 334.17 8.23 21.57 32.07
PrrF C 46.35 in7_si IfiR.A2 %14 -1 :p_ %I) .

A0JLSTtl Cflfl WEATHER AhO IdAIHER
A a C A B C

IICTAL 709.41 4 1 a ';,A f.215C 164,44 1QC.77 PA31A4
RAD&R rNty 9c..CO 144.00 197.00 105.00 112.00 118.00
Mphrrm N 72-rn %P-fO Al(~ R1 fo 7-nn 14i-Mon ,, o

DISCPFTF 2.00 4.00 7.00 4.00 9.00 14.00
NO~N ?TCPFTF 0P 40-10 74.00 I.on 8j.00 8.00
POCCF C 9.(LO 20.00 32.CO 4.00 @.00 12.00

PAII.AP DFPFPCFtD PFACOIN 97.41 272.76 147,C9 52.44 h4-72 98.84
IrTSCPFTE 33.65 33.65 3q.t5 44.87 44.87 69.33
NOW rTCeXTC 0,1 7 a I AllAl A07-16 7_rS7 I0 Q-- 70
PROOF C 42.64 94.38 146.12 48.87 48.87 63.26

ASSrcIATELC TRACKS GOOD WEATHER BAD WEATHER
A 8 c A A

70TAL 46 62
VPAQA 'NIL'V
REACON CLY 3

C..ISCPETF 1 4
KrN CISCUETE 0 1
PI'DF C12

CAOL0P EIt-FC.CEr PEACOK, 40 5
CTSCFETr 24 4r,
POON, CISCRETE 6 a
MOCE C !7 49

iUNASSrCI1TFC TRACWS GOOD WEATHER SAC WEATHER
A B C A 8 C

TOTAL 11 116 S20 9A 74
SAOAP ONLY 39 Q4 1!0 2 8 15
8E CC" CIKLY is 39 _ i I______ 6

rTscFFTF 0 0 2 03 ?
P ,rK rl!CRETE 16 39 63 1
PCCF c 6 15 24 2 4 7

QArOfC OF1 F(ItCEP PFACtOK 58 1 03 3.37 0 12 4b
rTSrFETf 0 0 6 0 C 24
N!rN rISCrPTE 5A 183 ?01 0 12 _2
"rrF C 6 57 109 0 c 14

Cvrs -Lj~w~r -. ___ __ __

LNJUScT TIECFT PFPCPTS 55 61 67 102 1L3 105
AiF50 53 5C 100 1(c, 14,u
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Itsr ~nVII~

FOR
nFTIRCTT ME11 WAYNE~

1984

RASE GOOD WEATHER BAD WEATI1ER

TOAL16.59 37.4 5e.l67.60 1;3.4e 14.2.63
RAflAP fNIY ~A A I .~ R4-7 1 -2A I-0 2 ~ b 11-

BEACCN M~'Y 15.11 34.60 54.09 4.26 9.47 14.67
INrtecoTt 1 -1 -3 1 -. 2 1-7 2-%7 5-A2 R U &

NON rISCPETS l3.~q 32.15 50.32 1.69 3.79 5.89

RAOAR PEIINFtPCEO PEACON 114.82 258.38 401.9 5.4 752.37 114.54

Nri' CISCPFTE 75.70 219.26 353.25 7.28 23.21 33.91
Yor rI I-A 117-42 Igi-20 s&-51 SIAS1 71,- F

AflJ311 TFf rflflfl uFATI4rR SAfl W-AIPFR.
A BC A BC

-JO1AI 219.1.1. 43.71 642,78 I&A.J.P 195-4. 246- 3
PACAV CKLY 90.C0 L41.00 193.CO 105.00 111.00 117.00
pR:Ar- r~ v~I 21-t.0 a. l in Al ' 7t ~ on I q cr ?d 16 _Q

VISCRETF 2.00 5.00 P.oc 5.00 2C.CC 25..00
FrN t~trov~ 2 2 -rn m - el fl, ?P-rn 7 nnf ; Sr
PrOE C 10.00 23.00 36.00 4.00 9.0C 14.00

RADAR 9;IFPCF PFArfnk 109-At.. 717-71 4fA.7P 5

rYSCFETF 35.c,9 35.99 44.79 47.99 47.(;9 74.18
wflPN rTIcvTo 5.0 5 7 772 424-QQ9 A-7fl 21-25 i21 0
'ACtr c 4#9.36 108.0? 166.70 51.99 51.99 b9.72

ASSrCAT~r TRACKS GOOD WEATHER SAC iEATt4ER

tTOTAL 47 63
QAV1AC rkIV I

REAC0CPOtY 3

P'tJN r!SCPETS a 1
5(TE C 2 --

QAnA; CEItNFCFCEC BEACCN 41 55
nV CPFTP IN. 4
kfiN. DISCRETE 5 7

LN4A SCfIlTE 1 TRACKIS GOOLD WEAI14ER - ---- A-kAf.F
AR C A BC

TiTAL I 7a I A1 M41 17 79

OAVA6 CNLY 38 92 145 3 9 15
DEACCM CIJLY 17. 42 67 ___ __ 4

OISCPFTE 0 1 3 1 4
Nrp. CISCPETF 17 41 6.4 - 4 __

or C6 17 27 2 91
PAt)AF gfT FtC~c PUMC" As 197 122a 14.

risripi 0 0 9 cc z
kch rISCOFTF 65 197 32t.i 2s-
MVrCE 10 8c9 12e 0 0 18

LNUSrr TACGOT PFPCPTS 55 62 8.8 103 1C3 I"
PACIF 50 50 5( 100 oCC 100
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y1~F tAVALUES
F OR

____ DfTROTtoTAJAyN
1986

SASE GOOD wEATHEP BAD WEATHEP
A -3cA a

TTL174.4) 389.55 604.70 70.40 97.07 147.31
_ Aoap rKLY 15, 33 80.31 125.29 ;-Sri 7.74. 11.94
BEACCN CPNLY 16.17 36.51 56.84 4.56 9.97 15.38

fT~tFrTF I 1? 2.P A .. 1; 71. AQQ 9-1
PO0N (V15CRETE 14.85 33.65 52.45 1.81 3.98 6.15
rrolF c 7.2 112. 2i 2.54 5.51 8.14A

PADAP PEPKFCPCFC PEACCO. 122.90 272.73 422.57 62.28 79.36 119.99
rrIsc;ETE 41.99 41.99 5380 5.99 55.99 8 ba
k'CN t'IFCPETE ec.q0 230.74 368.77 6.29 23.37 35.31
tprr'F r . 1 1 -4.A0 ?77.8 60 . '4 60.14. 82.4A

AJUSTEC 001) WEATHER BAD WEATHER
A B C A 8 C

TOTAL 228.C6 4462.a---66 ,77 170.30 ZE.1 ? 1--
DA06Q CNIY 89.00 138.00 187.CO 105.00 111.00 116.00
PFACEN C~tY 26.00 9;8.00 Q1,00 es00 16.00. 25.t00

rrSCPETP 3.C0 6.OC q.co 5.00 11.0(, 16.01
N",J rISCRP T E 23 *00 52a0 aZC 3 . CL 8..~ G
f'rCE C 12.CO 27.00 42.CO 5.00 10.oi 15.,o0

PA~tP P F'CCt PEACCN 113 ,Ce L0 ,0 7 l A1,1
nISCFETF 38 .t3 38.63 4q.49 51.51 51.51 77.91
APO~ rDISCPFTF 74.41 ?12.7q -A-9-27 5.79 21.1i' '42,4A

F'rr C 57.16 123.83 19O.111 55.51 115.111 75.88

ASSM*CATEr TFACXS GOOD WEATHED BAC WEATHER

TOITAL 48 6
CA!DhP .'PNtv 7

25ACCII CfL~Y 3 4
n'TSCFETE 3- - ----_ 4

P'mN CISCPFTE 0

RAARa cFINFCPC~r~ PEACON 43 58
rlrF'-9 52

Nrt, CISPFF 4 6
'OOF C 456

UNassc'CIATED TRACK(S jGOD WATHEF 8__ A.__EVTH
8 SC a 8 C

TO)TAL 12 ~ 34? 56 t3, 2 83
c*rjp flNLY 38 89 14C 3 8 14
ftFACrk, CFly 18 45 7 3 9 17

TfS CFT s 3r 2 4 1 4 9
IJCrK CISCPFTE 18 43 67 258m
rrEc 8 20 32 36 .

oacar OEIfnpcFC AFACOT' 70 208 345 0 ill 52
rIccCETF 0 10i 0 0 26
ki'nk crscpFTC - 70 50 33-Z4
wcI7Fc 15 9? 149 0 0 20

C~rrS-t. PfFC .3 0 _

ULJSFD TFD(FT PFOCCTS 6 62 6q 103 IC'. 105

IP A 0 1 103 100 100
PACt 6 - 12- 19 _--3 4 _ _-

J -6



1988

RASF GCO WEATHER BAD WEATHER
SA Ac A A

T ')T A 181.97 4CO.'.5 6 1 e. 94 73.53 IOC.72 152.C0
_.AA rNi y 1?. 1 - 2-1-- 112-11 1.17 &- 79 10 .4.1
8EACrN ONLtY 17.45 38.82 60.19 4.88 10.49 16.11

nT~rPFTF I~ -Si I 1 S-7 2 Ae l 11 -A
NrN CITSCPETE 15.88 35.50 55.12 1.93 4.18 6.44
MflflF C A-4? 1 SA65 .l AS-7-7 A1 -9,-"

PADAR PEiI'-FrpcED PEACON 132.33 289.48 446.64 65.48 83.44 1?5.48
n Ur FF T F 4564 .4 3 . P IO -& . r A n. g - a -49
NON CISCPETE 86.69 243 .84 386*F3 4.63 22.59 36.99
-rnF r 70 8~17 1-1- 4 ?'A271 hA)Q AA 7 QN -7 g ~

AnjllJTVC r - Cflln WFATHFR RAr %,FATPWFR
A B C A B C

TflTAI '25.74 450 01 t'g1ql 17124 217-7 r)4.
PAOAP ON~LY 86.LO 131.00 175.00 105.00 110.00 115.00
R.pACCN C~lV A) A1( Q.r Le 7171 _n7 qh.' )R.

OTSCPETE 3.00 7.00 1c.co 5.00 11.00 17.00
NrK rySCFTF 75, CC-5 o) A~nIn l r. 9.4a
PODE C 14.00 31.00 47.CO 5.00 11.00 17.C0

PAD)AP 2F'tFlvCFl PfACr!' 121 .74 461-32AI. 41 60-274 76-77 1 1544

rISCPETE 41.9q 41.99 55.03 55.98 55.q8 81.41
vntN ryrrPF~c 79-7S 2 ?4.-14 Is s- A 4-?h ?C-7P 14 - CA
PICOF C t-5.20 139.60 214.CO 60.98 60. 98 81.91

ASSCCIATEC TPACXS GOOD 4FATHER SAC WEATHER
__________-- B___________ c A____ A C

TC-TAL 51 68
p~tAo r~t Y2
RFACCN C tY 4 5

FhAA QEIf~l-rCCE EACN 45 60

N cl!CFT 4

t.NAsS CC' 1 TECTA ______ WEATHER AMIjE__
A 8 C A8C

1L.IL 11 '49 5AF Is 221
FACa; rkLY 35 82 128 3 7 12
-E ACCN S±- LY1 _____46- 1 2 9 6

0ICFr 1 3 0 4 8
NC N OC -FT E 145 ____ 5 - -

Ff -rC 9 23 3 f 4 7 11
P&AP cFps'FrcC 3FACn 77 ?2 2t 17 s

r'T!CcFTF o 0 13 0 Q25

,rrFc 19 94 15e 0 (1. 21

LJLScm TAVC.cT cc0COTf 56 63 7 C 103 1C4
0ACA50 5 0 L%10 iC C

ca_____ AC K _ 13 6r . __ ____

J-7



-~ -_ SYSTE.LOAVALUES
FOR

. .. . .EFJRflTT MPTPn I./L {hP

1990

SASE GOOD WEATHER BAD WEATHER
A g r A N r

TOTAL 186.CO 405.47 E24.93 76.46 103.4G 155.7Z
-FACAO CNLY 79.67 6S.R3 101.09 2.64 5.62- a.b_
RFACCN CLY 17.q8 39.76 61.54 4.98 10.67 16.35

rTlrPFTF I .74_ 'AAR -a14-n1 A-4% Q-A7
NON CI!CPETF 16.24 36.08 55.91 1.95 4.21 6.47
'rrE C 9.37 20.64 31.92 3.11 6.60 i~j_

RADAR QIKFCPCFC PFACOb 13P.35 299.88 461.41 68.84 87.12 130.78
PISFETE 49,54 49.54 66.07 66.05 66.09 97 j7
NrN DISCRETE 88.81 250.34 395.34 2.78 21.06 37.91
pr'r C 79.Ci 16F127 ;S7.41 71.49 71.4 Q&.39

ADJUST c GnnD WEATHER RAA UFATHFR
A 8 C A B C

TrTAL 24n.28 464.89 A88.80 175.11 207.1 760.32
RADAR rwLY 84.CO 125.00 166.&0 104.00 109.00 113.00
0FACrN rNLY 29, M3 64.00 QB.c~j a.fin 18.00n 27.r

rT!CFFTE 4.CO 7.00 11.CO 6.00 12.0I1 17.04
NON CT-CQETr 2 .ao 57.00 97.o0 7 .n 7.cr It."-
ITOF C 16.00 34.00 53.0 6.00 12.O 18.00

PAn8 PFr.FFCFr PFACrN 127.28 277.9 424.0 6%.3 P.18 120.3_.
CISC;ETE 45.58 45.58 60.78 60.77 lT..77 85.44
r C1tCQFTC 81.7n 7 in- 11 A,2 PQk I4 a 3
rVCE C 72.69 154.76 236.e4 65.77 65.77 88.68

ASSCCIATFr TRACKS GOOD WEATHER BAD WEATHER
A C c B c

TOTAL 54 72
PArAP CklY 21
0CACCN O LY 4 3

tITSCFFTF 4 5
'(N CTSCRETE 0 0

UrCE C 2 3
DACAP PFT FCPCF9 PEACrf' 48 64

rt'1C;FTF 46 61
NCN CISCPFTE 2 3
"CrCE C 53 66-

UNASSrCItTEC T06WCS GOOD WEATHER BAC WEATHER
A 8 C A a C

TCTAL 133 582 871 5 al 84
QbnA; INLtY 33 76 18 2 6 11
PEACCN CALY 2 48 7 1 9 17-

nT!CFETE 0 2 4 1 4 4
Nr CISCPFTc Z 46 72 2 5 8_
,CF C 11 25 4C 3 6 11

rA"O [FrP FCfr EA COP 80 228 377 0 16 S6
rISCrFTE 0 0 15 0 0 24
krk r ISC FTr s0 228 3t2 2 16 Az_
-,rE C 23 105 187 0 23

r "'.-L I- FF 0 0

vr TrrrT ;FD TS 56 64 71 1C3 1C4 106

50 50 50 100 100 100c r. . 6 14 21 ? _ 4 _

J-8



APPENDIX K

RESULTS OF MEASUREMENTS OF PROCESSING TIMES AT THE

NEW YORK TRACON AND THE SYSTEM SIMULATION FACILITY

NOTE: Results of the following test runs are included
in this Appendix:

NY
SSF

K-i



ARTS IlIA MEASUREMENT DATA TAKEN

AT NY TRACON

RUN # DATE SCENARIO NOTES

1 7/3/79 Capacity

2 7/3/79 Live All Targets Unassociated

3 7/3/79 Live Some Associated Targets

5 7/4/79 Modified All Tracks Unassociated
Capacity No Keyboard Entries

6 7/4/79 Modified Some Associated Tracks
Capacity Keyboard Entries Enabled

7 7/5/79 Modified
Capacity

8 7/4/79 Sterling
Scenario

K-2

"L



ARTS IlIA MEASUREMENT DATA TAKEN

AT SSF

RUN # DATE SCENARIO NOTES

9 9/4/79 Modified 7 Processors, 46 Displays
Capacity

10 9/4/79 Modified 7 Processors, 38 Displays
Capacity

11 9/4/79 Modified 7 Processors, 32 Displays
Capacity

12 9/4/79 Modified 7 Processors, 20 Displays
Capacity

13 9/4/79 Modified 5 Processors, 46 Displays
Capacity

14 9/4/79 Modified 5 Processors, 20 Displays
Capacity
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APPENDIX L

PROCESSOR UTILIZATION MODELS FOR THE YEARS 1982 THROUGH 1990
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APPENDIX M

LATTICE DESCRIPTIONS FOR THE NEW YORK TRACON
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LATTICE STRUCTURE
NEW YORK 1980

TASK SUCCESSORS

TEXEC TINITI TROUTI TINIT3 TROUT3 TINIT2 TROUTZ TINIT4 TROUT4
TPSEC1 TCRSS1 TEOC! TPREDI TPUR1 ALTRKI MSAWI SWASSI
TPSEC2 TCRSS2 TEDC2 TPRED2 TPUR2 ALTRK2 MSAW2 SWABS2
TPSEC3 TCRSS3 TEDC3 TPRED3 TPUR3 ALTRK3 MSAW3 SWABS3
TPSEC4 TCRSS4 TEDC4 TPRED4 TPUR4 ALTRK4 MSAW4 SWABS4

ThO CR17 IFO AUT SLINK TPREDI TPURI SWABSI TPRE02
TPUR2 SWABS2 TPRED3 TPUR3 SWABS3 TPRED4 TPUR4 SWABS4

71305 TINITI TROUTI TINIT3 TROUT3 TINIT2 TROUT2 TINIT4 TROUT4
TPSECI TCRSS1 TEDC1 TPREDI TPUR1 ALTRK1 MSAWI SQABS1
TPSEC2 TCRSS2 TEDC2 TPRED2 TPUR2 ALTRK2 MSAW2 SWABS2
TPSEC3 TCRSS3 TEDC3 TPRED3 TPUR3 ALTRK3 MSAW3 SWABS3
TPSEC4 TCRSS4 TEDC4 TPRED4 TPUR4 ALTRK4 MSAW4 SWABS4

RKIP ROOP

RDOP
DOP
CDR
POOP
CRIT TINITI TROUT1 TINIT3 TROUT3 TINIT2 TROUT2 TINIT4 TROUT4

IFO IF!

TINITI MAT

TTNIT2 MAT

TINIT3 MAT

TINIT4 MAT

TROUTI PAUS1 PAUIS2 PAUS3 PAUS4 PAUS3 PAUS4 PAUS7 SCTMEl
SCTT4E2 SCTME3

TROUT2 PAUS1 PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCTh'EI
SCtME2 SCTME3

TROUT3 PAUS1 PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SC7.MEl
SCTMEZ SCT?4E3

TROUT4 PAUSI PAUS2 PAUS3 PAUS4 PAUSS PAUS6 PAUS7 SCTMEI
SCT?4E2 SCTME3

MAT MTP

MTP KOFA

KOFA IF!

IF! TDOP1 TOOP4 RTDOP TDOP2 TDOP5 TDOP3

TDOPI PAUSI PAUS2 PAUS3 PAUS4 PAUSS PAUS6 PAUS7 SCTMEI

SCT?4E2 SCTI4E3
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LATTICE STRUCTURE

NEW YORK 1980 (Cont'd.)

TASK SUCCESSORS

TDOP2 PAUSi PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCTME1
SCTME2 SCTME3

TDOP3 PAUS1 PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCTME1
SCTME2 SCTME3

TDOP4 PAUS1 PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCTME1
SCTME2 SCThE3

TDOP5 PAUSI PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCTME1
SCTME2 SCTME3

RTDOP PAUSI PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCTME1
SCTME2 SCTME3

TPRED1
SWABS 1
TPUR1
TPRED2
SWABS2
TPUR2
TPRED3
SWABS3
TPUR3
TPRED4
SWABS4
TPUR4
TCRSS1
TEDCI
TPS;7C1
MSAWI
ALTRK1
TCRSS2
TEDC2
TPSEC2
MSAW2
ALTRK2
TCRSS3
TEDC3
TPSEC3
MSAW3
ALTRK3
TCRSS4
TEDC4
TPSEC4
MSAW4
ALTRK4
AUT
SLINK
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LATTICE STRUCTURE
NEW YORK 1980__(Cont'd.)

TAS K SUCCESSORS

PAUS1
PAUS2
PAUS3
PAUS4
PAUS5
PAUS6
PAUS7
SCTME1
SCTME2
SCTMLO
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LATTICE STRUCTURE

NEW YORK 1982

TASK SUCCESSORS

TEXEC TINITi TROUTI TINIT3 TROUT3 TINIT2 TROUT2 TINIT4 TROUT4
CAl CA2 CA3 CA4 TPSECI TCRSS1. TEDC1 TPRED1
TPUR1 ALTRK1 MSAW1 SWABSi TPSEC2 TCRSS2 TEDC2 TPRED2
TPUR2 ALTRK2 MSAW2 SWABS2 TPSEC3 TCRSS3 TEDC3 TPRED3
TPUR4 ALTRK4 MSAW4 SWABS4

TUD CRIT IFO AUT SLINK TPRED1 TPUR1, SWABSi TPRED2
TPUR2 SWABS2 TPRED3 TPUR3 SWABS3 TPRED4 TPUR4 SWABS4

TUDS TINITI. TROUTi TINIT3 TROUT3 TINIT2 TROUT2 TINIT4 TROUT4
CAl CA2 CA3 CA4 TPSEC1. TCRSS1 TEOC1 TPRED1
TPUR1 ALTRK1 MSAW1 SWABS1 TPSEC2 TCRSS2 TEDC2 TPRED2
TPUR2 ALTRK2 MSAW2 SWABS2 TPSEC3 TCRSS3 TEDC3 TPRED3
TPUR3 ALTRK3 MSAW3 SWABS3 TPSEC4 TCRSS4 TEDC4 TPRED4----
TPUR4 ALTRK4 MSAW4 SWABS4

TUDX CAl CA2 CA3 CA4

RKIP RDOP

ROOP
DOP
CDR
PDOP
CRIT TINITI. TROUTI TINIT3 TROUT3 TINIT2 TROUT2 TINIT4 TROUT4

IFO IFI

TINITi MAT

TINIT2 MAT

TINIT3 MAT

TINIT4 MAT

TROUT1 PAUSI, PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCThE1
SCTME2 SCTME3

TROUT2 PAUSi PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCThE1
SCTME2 SCTME3

TROUT3 PAUSi PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCThE1
SCTME2 SCTME3

TROUT4 PAUSi PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCTME1
SCTME2 SCThE3

MAT MTP
MTP KOFA
KOFA IFI

IFI TDOPI, TDOP4 RTDOP TDOP2 TDOP5 TDOP3
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LATTICE STRUCTURE

NEW YORK 1982 (Cont'd.)

TAS K SUCCESSORS

TDOP1 PAUSI PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCTME1
SCThE2 SCTME3

TDOP3 PAUS1 PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCTME1
SCThE2 SCThE3

TDOP4 PAUS1 PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCTME1
SCTME2 SCTME3

TDOP5 PAUSi PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCTME1
SCTME2 SCThE3

- RTDOP __ PAUL -PAUS ?- PA 3-T
- -SCThE2 SCThE3

CAl CATRK1 CATU
CATRKI
CA2 CATRK2 CATU
CATRK2
CA3 CATRK3 CATU
CATRK3
CA4 CATRK4 CATU
CATRK4
TPRED1
SWABS 1
TPUR1
TPRED2
SWABS2
TPUR2
TPRED3
SWABS3
TPUR3
TPRED4
SWABS4

* TPUR4
TCRSS1
TEDC1I
TPSEC1
MSA W1
ALTRK1

TEDC24
TPSEC2
MSAW2
ALTRK2
TCRSS3
TEDC3

M- 8



,LATTICE STRUCTURE

NEW YORK 1982 (Cont'd.)

TASK SUCCESSORS

TPSEC3
MSAW3
ALTRK3
TCRSS4
TEDC4
TPSEC4
MSAW4

AUT
SLINK
CATU
PAUS1
PAUS2
PAUS3
PAUS4
PAUS5
PAUS6
PAUS7
SCTME1
SCTME2
SCTME3
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LATTICE STRUCTURE

NEW YORK 1984

TASK SUCCESSORS

TEXEC TINITi TROUTI TINIT3 TROUT3 TINIT2 TROUT2 TINIT4 TROUT4
CAl CA2 CA3 CA4 TPSEC1 TCRSS1 TEDC1 TPRED1
TPUR1 ALTRK1 MSAW1 SWABSi TPSEC2 TCRSS2 TEDC2 TPRED2
TPUR2 ALTRK2 MSAW2 SWABS2 TPSEC3 TCRSS3 TEDC3 TPRED3
TPUR3 ALTRK3 MSAW3 SWABS3 TPSEC4 TCRSS4 TEDC4 TPRED4
TPUR4 ALTRK4 MSAW4 SWABS4

TUD CRIT IFO AUT SLINK TPRED1 TPUR1 SWABS1 TPRED2
TPUR2 SWABS2 TPRED3 TPUR3 SWABS3 TPRED4 TPLJR4 SWABS4

TIJDS TINITi TROUTi TINIT3 TROUT3 TINIT2 TINIT4 TROUT4
___CAI CA2 CA3 CA4 TPSEC1 TCRSS1 TEDC1 TPRED1

- TPUR1 ALTRK1 MSAW1 SWABSI TPSEC2 TCRSS2 TEDC2 TPRED2
TPUR2 ALTRK2 MSAW2 SWABS2 TPSEC3 TCRSS3 TEDC3 TPRED3
TPUR3 ALTRK3 SMAW3 SWABS3 TPSEC4 TCRSS4 TEDC4 TPRED4
TPUR4 ALTRK4 MSAW4 SWABS4

TUDX CAl CA2 CA3 CA4

RKIP RDOP

RDOP
DOP
CDR
PDOP
CRIT TINITi TROUT1 TINIT3 TROUT3 TINIT2 TROUT2 TINIT4 TROUT4

IFO IFI

TINIT1 MAT

TINIT2 MAT

TINIT3 MAT

TINIT4 MAT

TROUT1 PAUSi PAUS2 PAUS3 PASU4 PAUS5 PAUS6 PAUS7 SCThE1
SCTME2 SCTME3

TROUT2 PAUS1 PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCTME1
SCThE2 SCTME3

TROUT3 PAUSi PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCTME1
SCTME2 SCTME3

TROUT4 PAUS1 PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCTME1
SCTME2 SCTME3

MAT MTP
MTP KOFA
KOFA IFI

IFI TDOP1 TDOP4 RTDOP TDOP2 TDOP5 TDOP3
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LATTICE STRUCTURE,
NEW YORK 1984 (Cont'd.)

TASK SUCCESSORS

TDOP1 PAUSI PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCTME1
SCTME2 SCThE3

TDOP2 PAUSI PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCTMVE1
SCTME2 SCThE3

TDOP3 PAUSi PAUS2 PAUS3 PAUS4 PAUSS PAUS6 PAUS7 SCTME1
SCTME2 SCThE3

TDOP4 PAUSi PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCThEI
SCTME2 SCThE3

TDOP5 PAUS1 PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCTME1
SCTME2 SCThE3

RTDOP PAUS1 PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCTME1
SCTME2 SCTME3

CAl CATRK1 CATU
CATRK1
CA2 CATRK2 CATU
CATRK2
CA3 CATRK3 CATU
CATRK3
CA4 CATRK4 CATU
CATRK4
TPRED1
SWABS 1
TPUR1 PUTM
PUTM
TPRED2
SWABS2
TPUR2 PUTT2
PUTT2
TPRED3
S WA BS3
TPUR3 PUTT3
PUTT3
TPRED4
SWABS4
TPUR4 PUTT4
PUTT4
TCRSS1
TEDC1
TPSEC1
MSAWl
ALTRK1
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LATTICE STRUCTURE

NEW YORK 1984 (Cont'd.)

TASK SUCCESSOR

TCRSS2
TEDC2
TPSEC2
MSAW2
ATLRK2
TCRSS3
TEDC3
TPSEC3
MSAW3
ALTRK3
TCRSS4
TEDC4
TPSEC4
MSAW4
ALTRK4
AUT
SLINK
CATU
PAUSi
PAUS2
PAUS3
PAUS4
PAUS5
PAUS6
PAUS7
SCTME1
SCTMVE2
SCTME3

M- 13



M- 14



LATTICE STRUCTURE

NEW YORK 1986

TASK SUCCESSORS

TEXEC TINIT1 TROUT1 TINIT3 TROUT3 TINIT2 TROUT2 TINIT4 TROUT4
CAl CA2 CA3 CA4 TPSEC1 TCRSS1 TEOC1 TPRED1
TPUR1 ALTRK1 MSAW1 SWABSi TPSEC2 TCRSS2 TEDC2 TPRED2
TPUR2 ALTRK2 MSAW2 SWABS2 TPSEC3 TCRSS3 TEDC3 TPRED3
TPUR3 ALTRK3 MSAW3 SWABS3 TPSEC4 TCRSS4 TEDC4 TPRED4
TPUR4 ALTR(4 MSAW4 SWABS4

TUD CRIT IFO AUT SLINK TPRED1 TPUR1 SWABS1 TPRED2
TPUR2 SWABS2 TPRED3 TPUR3 SWABS3 TPRED4 TPUR4 SWABS4

TUDS TINITi TROUT1 TINIT3 TROUT3 TINIT2 TROUT2 TINIT4 TROUT4
CAl CA2 CA3 CA4 TPSEC1 TCRSS1 TEDC1 TPRED1
TPUR1 ALTRKI MSAW1 SWABS1 TPSEC2 TCRSS2 TEDC2 TPRED2
TPUR2 ALTRK2 MSAW2 SWABS2 TPSEC3 TCRSS3 TEDC3 TPRED3
TPUR3 ALTRK3 MSAW3 SWABS3 TPSEC4 TCRSS4 TEDC4 TPRED4
TPUR4 ALTRK4 MSAW4 SWABS4

TUDX CAl CA2 CA3 CA4

RKIP RDOP

RDOP

CRTTINITi TROUT1 TINIT3 TROUT" TINIT2 TROUT2 TINIT4 TROUT4

TINIT2 MAT

TINIT3 MAT

TINIT4 MAT

TROUT1 PAUSI PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCTME1
SCTME2 SCTME3

TROUT2 PAUSi PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCThE1
SCTME2 SCTME3

TROUT3 PAUSi PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS1 SCTME1
SCTME2 SCTME3

TROUT4 PAUSI PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCTME1
SCThE2 SCTME3

MAT MTP

MTP KOFA

KOFA IFI

IFI TDOP1 TDOP4 RTDOP TDOP2 TDOP5 TDOP3
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LATTICE STRUCTURE

NEW YORK 1986 (Cont'd.)

TASK SUCCESSORS

TDOP1 PAUSi PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCTME1
SCTME2 SCTME3

TDOP2 PAUS1 PAUS2 PAUS3 PAUS4 PAL'S5 PAUS6 PAUS7 SCTME1
SCThE2 SCTME3

TDOP3 PAUSi PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCTME1
SCTME2 SCTME3

TDOP4 PAUSi PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCTME1
SCTME2 SCTME3

TDOP5 PAUSi PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCTME1
SCTME2 SCTME3

RTDOP PAUSI PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCTME1
SCTME2 SCTME3

CAl CATRK1 CATU

CATRK1
CA2 CATRK2 CATU

CATRK2
CA3 CATRK3 CATU

CATRK3
CA4 CATRK4 CATU

CATRK4
TPRED1
SWABS 1
TPUR1 PUTM

PUTM
TPRED2
SWABS 1
TPUR1 PUTM

PUTT
TPRED2
SWABS2
TPUR2PUTT2

PUTT2
TPRED3

TU3 PUTT3
PUUTT3

TPRED4
SWABS4
TPUR4 PUTT4
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LATTICE STRUCTURE

NEW YORK 1986 (Corit'd.)

TASK SUCCESSORS

PUTT4
TCRSSI
TEDC1
TPSECI
MSAW1
ALTRKI,
TCRSS2
TEDC2
TPSEC2
MSAW2
ALTRK2
TCRSS3
TEDC3
TPSEC3
MSAW3
ALTRK3
TCRSS4
TEDC4
TPSEC4
MSAW4
ALTRK4
AUT
SLINK
CATU
PAUSI
PAUS2
PAUS3
PA US54
PAUS5
PAUS6
PAUS7
SCTME1
SCTME2
SCTME3

M- 17
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LATTICE STRUCTURE

NEW YORK 1988

TASK SUCCESSORS

TEXEC DINITi TROUT1 DINIT3 TROUT3 DINIT2 TROUT2 DINIT4 TROUT4
CAl CA2 CA3 CA4 DABC1 TPREDI ALTRK1 MSAW1
SWABS1 DABC2 TPRED2 ALTRK2 MSAW2 SWABS2 DABC3 TPRED3
ALTRK3 MSAW3 SWABS3 DABC4 TPRED4 ALTRK4 MSAW4 SWABS4

TUD CRIT IFO AUT SLINK TPREDI SWABSi TPRED2 SWABS2
TPRED3 SWABS3 TPRED4 SWABS4

TUDS DINITI TROUT1 DINIT3 TROUT3 DINIT2 TROUT2 DINIT4 TROUT4
CAl CA2 CA3 CA4 DABC1 TPRED1 ALTRK1 MSAW1
SWABSi DABC2 TPRED2 ALTRK2 MSAW2 SWABS2 DABC3 TPRED3
ALTRK3 MSAW3 SWABS3 DABC4 TPRED4 ALTRK4 MSAW4 SWABS4

TUDX CAl CA2 C A3 CA4

RKIP RDOP

RDOP
DOP
CDR
PDOP
CRIT DINITI TROUTi DINIT3 TROUT3 DINIT2 TROUT2 DINIT4 TROUT4

IFO IFI

DINITi MAT

DINIT2 MAT

DINIT3 MAT

DINIT4 MAT

TROUT1 PAUSI PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCTME1
SCTME2 SCTME3

TROUT2 PAUSI PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCTME1
sctme2 SCTME3

TROUT3 PAUSI PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCTME1
SCTME2 SCTME3

TROUT4 PAUS1 PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCTME1
SCTME2 SCTME3

MAT MTP

M TP KOFA

KOFA IFI

IFI TDOPI TDOP4 TROOP TDOP2 TDOP5 TDOP3

TDOP1 PAUSI PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCThE1
SCTME2 SCTME3
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LATTICE STRUCTURE
NEW YORK 1988 (Contd)

TAS K SUCCESSORS

TDOP2 PAUSI PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCTME1
SCTME2 SCTME3

TDOP3 PAUS1 PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCTME1
SCTt4E2 SCThE3

TDOP4 PAUS1 PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCTME1
SCTME2 SCThE3

TDOP5 PAUS1 PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCThE1
SCTME2 SCTME3

RTDOP PAUS1 PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCTME1
SCTME2 SCThE3

CAl CATRK1 CATU
CATRK1
CA2 CATRK2 CATU
CATRK2
CA3 CATRK3 CATU
CATRK3
CA4 CATRK4 CATU
CATRK4
TPRED1
SWABS 1
TPRED2
SWABS2
TPRED3
SWABS3
TPRED4
SWABS4
DABC1
MSAW1
ALTRKI
DABC2
MSAW2
ALTRK2
DABC3
MSAW3
ALTRK3
DABC4
MSAW4
ALTRK4
AUT
SLINK
CATU
PAUD1
PAUS2
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LATTICE STRUCTURE
NEW YORK 1988 (Cont'd.)

TASK SUCCESSORS

OAYS3
PAUS4
PAUS5
PAUS6
PAUS7
SCThE1
SCTME2
SCTME3
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LATTICE STRUCTURE

NEW YORK 1990

TASK SUCCESSORS

TEXEC DINITi TROUT1 DINIT3 TROUT3 DINIT2 TROUT2 DINIT4 TROUT4
CAl CA2 CA3 CA4 DABCI TPRED1 ALTRK1 MSAW1
SWABS1 DABC2 TPRED2 ALTRK2 MSAW2 SWABS2 DABC3 TPRED3
ALTRK3 MSAW3 SWABS3 DABC4 TPRED4 ALTRK4 MSAW4 SWABS4

TUD CRIT IFO AUT SLINK TPRED1 SWABS1 TPRED2 SWABS2
TPRED3 SWABS3 TPRED4 SWABS4

TUDS DINITi TROUT1 DINIT3 TROUT3 DINIT2 TROUT2 DINIT4 TROUT4
CAl CA2 CA3 CA4 DABC1 TPRED1 ALTRK1 MSAW1
SWABS1 DABC2 TPRED2 ALTRK2 MSAW2 SWABS2 DABC3 TPRED3
ALTRK3 MSAW3 SWABS3 DABC4 TPRED4 ALTRK4 MSAW4 SWABS4

TUDX CAl CA2 CA3 CA4

RKIP RDOP

RDOP
DOP
CDR
PDOP
CRIT DINITi TROUTi DINIT3 TROUT3 DINIT2 TROUT2 DINIT4 TROUT4

IFO IFI

DINIT1 MAT

DINIT2 MAT

DINIT3 MAT

DINIT4 MAT

TROUT1 PAUS1 PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCTME1
SCTME2 SCTME3

TROUT2 PAUS1 PAUS2 PAUS3 PAUS4 PAUSS PAUS6 PAUS7 SCTME1
SCTME2 SCTME3

TROUT3 PAUSi PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCTME1
SCTME2 SCTME3

TROUT4 PAUSI PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCTME1
SCTME2 SCTME3

MAT MTP

MTP KOFA

KOFA IFI

IFI TDOP1 TDOP4 RTDOP TDOP2 TDOP5 TDOP3

TDOPi PAUSi PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCTMEl
SCThE2 SCTME3
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LATTICE STRUCTURE

NEW YORK 1990 (Cont'd.)

TASK SUCCESSORS

TDOP2 PAUSi PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCTME1
SCTME2 SCTME3

TDOP3 PAUSi PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCTME1
SCThE2 SCTT4E3

TDOP4 PAUSi PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCThE1
SCTME2 SCTME3

TDOP5 PAUSi PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCTME1
SCTME2 SCTT4E3

RTDOP PAUSi PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCTME1
SCThE2 SCTME3

CAI CATRK1 CATU

CATRKI
CA2 CATRK2 CATU
CATRK2
CA3 CATRK3 CATU

CATRK3
CA4 CATRK4 CATU
CATRI(4
TPRED1
SWABS1
TPRED2
SWABS 2
TPRED3
SWABS3
TPRED4
SWABS4
DABC1
MSAW1
ALTRK1
DABC2
MSAW2
ALTRK2
DABC3
MSAW3
ALTRK3
DABC4
MSAW4
ALTRK4
AUT
SLINK
CATU
PAUSI
PAUS2
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LATTICE STRUCTURE

NEW YORK 1990 (Cont'd.)

TASK SUCCESSORS

PAUS3
PAUS4
PAUS5
PAUS6
PAUS7
SCTME1
SCTME2
SCTME3
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APPENDIX N

LATTICE DESCRIPTIONS FOR THE CHICAGO TRACON
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LATTICE STRUCTURE

CHICAGO 1982

TASK SUCCESSORS

TEXEC TINITi TROUT1 TINIT2 TROUT2 CAl CA2 TPSEC1 TCRSS1
TEDC1 TPRED1 TPUR1 ALTRK1 MSAW1 SWABS1 TPSEC2 TCRSS2
TEDC1 TPRED2 TPUR2 ALTRK2 MSAW2 SWABS2

TUD CRIT IFO AUT SLINK TPRED1 TPURI SWABSI TPRED2
TPUR2 SWABS2

TUDS TINITi TROUT1 TINIT2 TROUT2 CAl CA2 TPSEC1 TRSS1
TEDC1 TPRED1 TPURI ALTRK1 MSAW1 SWABSi TPSEC2 TCRSS2
TEDC2 TPRED2 TPUR2 ALTRK2 MSAW2 SWABS2

TUDX CAl CA2

DOP
DCR
PDOP
CRIT TINITi TROUT1 TINIT2 TROUT2

IFO IFI

TINIT1 MAT

TINTI2 MAT

TROUT1 PAUS1 PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCTME1
SCTME2 SCTME3

TROUT2 PAUSi PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCTME1
SCTME2 SCTME3

MAT MIP

MTP KOFA

KOFA IFI

IFI TDOP1 TDOP2 TDOP3

TDOP1 PAUSi PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCIMEl
SCThE2 SCTME3

TDOP2 PAUSi PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCTME1
SCTME2 SCTME3

TDOP3 PAUSi PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCTME1
SCTME2 SCTME3

CAI CATRK1 CATU

CATRK1
CA2 CATRK2 CATU

CATRK1
TPRED1
SWABS 1
TPUR1
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LATTICE STRUCTURE

CHICAGO 1982 (Cont'd.)

TASK SUCCESSORS

TPRED2
SWABS2
TPUR2
TCRSS1
TEDC1
TPSECI
MSAW1
ALTRK1
TCRSS2
TEDC2
TPSEC2
MSAW2
ALTRK2
AUT
SLINK
CATU
PAUS1
PAUS2
PAUS3
PAUS4 *INHIBITED*
PAUS5 *INHIBITED*
PAUS6 *INHIBITED*
PAUS7 *INHIBITED*
SCTME1
SCTME2
SCTME3

N-4
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LATTICE STRUCTURE

CHICAGO 1984.

TASK SUCCESSORS

TEXEC TINITi TROUTI, TINIT2 TROUT2 CAl CA2 TPSEC1, TCRSSI
TEDC1 TPRED1 TPURI, ALTRK1 MSAW1 SWABSi TPSEC2 TCRSS2
TEDC2 TPRED2 TPUR2 ALTRK2 MSAW2 SWABS2

TUD CRIT IFO AUT SLINK TPRED1 TPUR1 SWABSi TPRED2
TPUR2 SWABS2

TUDS TINITI, TROUT1 TINIT2 TROUT2 CAl CA2 TPSEC1. TCRSS1
TEDC1 TPRED1 TPUR1 ALTRK1, MSAW1 SWABSi TPSEC2 TCRSS2
TEDC2 TPRED2 TPUR2 ALTRK2 MSAW2 SWABS2

TUDX CAI CA2

RKIP RDOP

RDOP
DOP
CDR
PDOP
CRIT TINITi TROUT1 TINIT2 TROUT2

IFO IFI

TINIT1 MAT

TINIT2 MAT

TROUT1 PAUS1 PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCTME1
SCTME2 SCTME3

TROUT2 PAUSi PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCTME1
SCTME2 SCTME3

MAT MTP
MTP KOFA
KOFA IFI
IFI TDOP1 RTDOP TDOP2 TDOP3

TDOP1 PAUSI, PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCT?4E1
SCThE2 SCThE3

TDOP2 PAUSi PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCTME1
SCTME2 SCTME3

TDOP3 PAUSi PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCTME1
SCTME2 SCTME3

RTDOP PAUSI PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCTME1
SCTME2 SCThE3

CAI CATRKI CATU
CATRK1
CA2 CATRK2 CATU

N-6 f



LATTICE STRUCTURE

CHICAGO 1984 (Cont'd.)

TASK SUCCESSORS

CATRK2
TPRED1
SWABS1
TPUR1 PUTM

PUTTI,
TPRED2
SWABS 2
TPUR2 PUTT2

PUTT2
TCRSS1
TEDC1
TPSEC1
MSAW1
ALTRKI,
TCRSS2
TEDC2
TPSEC2
MSAW2
ALTRK2
AUT
SLINK
CATU
PAUSi
PAUS2
PAUS3
PAUS4
PAUS5 *INHIBITED*
PAUS6 *INHIBITED*
PAUS7 *INHIBITED*
SCThE 1
SCThE2
SCTME3

N-7
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LATTICE STRUCTURE

CHICAGO 1986

TAS K SUCCESSORS

TEXEC DINITi TROUT1 DINIT2 TROUT2 CAl CA2 DABC1 TPRED1
ALTRK1 MSAW1 SWABS1 DABC2 TPRED2 ALTRK2 MSAW2 SWABS2

TUD CRIT IFO AUT SLINK TPRED1 SWABS1 TPRED2 SWABS2

TUDS DINITI, TROUT1 DINIT2 TROUT2 CAl CA2 DABCI TPREDI
ALTRKI MSAWl SWABSI DABC2 TPRED2 ALTRK2 MSAW2 SWABS2

TUDX CAl CA2

RKIP RDOP

RDOP
DOP
rDR
PDOP
CRIT DINITi TROUT1 DINIT2 TROUT2

IFO IFI

DINITi MAT

DINIT2 MAT

TROUT1 PAUSi PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCTME1
SCTMVE2 SCThE3

TROUT2 PAUSi PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCTME1
SCTME2 SCTME3

MAT MTP

MTP KOFA

KOFA IFI

IFI TDOP1 RTDOP TDOP2 TDOP3

TOOPI PAUSi PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCThE1
SCTME2 SCThE3

TDOP2 PAUSi PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCThE1
SCTME2 SCThE3

TDOP3 PAUSi PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCTHE1
SCThE2 SCTME3

RTDOP PAUSi PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCTME1
SCTME2 SCTME3

CAl CATRK1 CATU

CATRK1
CA2 CATRK2 CATU

CATRK2
TPRED1
SWABS 1

N -9



LATTICE STRUCTURE

CHICAGO 1986 (Cont'd.)

TASK SUCCESSORS

TPRED2
SWABS2
DABC1
MSA W1
ALTRK1
DABC2
MSAW2
ALTRK2
AUT
SLINK
CATU
PAUS1
PAUS2
PAUS3
PAUS4
PAUS5 *INHIBITED*
PAUS6 *INHIBITED*
PAUS7 *INHIBITED*
SCTME1
SCTME2
SCTME3

N- 10



LATTICE STRUCTURE

CHICAGO 1988

TAS K SUCCESSORS

TEXEC DINITI, TROUT1 DINlT2 TROUT2 CAl CA2 DABC1 TPRED1
ALTRK1. MSAW1, SWABSI1 DABC2 TPRED2 ALTRK2 MSAW2 SWABS2

TUD CRIT IFO AUT SLINK TPRED1 SWABSi TPRED2 SWABS2
TUDS DINIT1 TROUT1 DINIT2 TROUT2 CAl CA2 DABC1 TPRED1

ALTRK1 MSAW1 SWABS1 DABC2 TPRED2 ALTRK2 MSAW2 SWABS2
TUDX CAI CA2

RKIP ROOP

RDOP
DOP
CDR
PDOP
CRIT DINITi TROUTI. DINIT2 TROUT2

IFO IFI

DINITi MAT

DINIT2 MAT

TROUTI PAUSi PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCTME1
SCTME2 SCT?4E3

TROUT2 PAUSi PAUS2 PAUS3 PAUS4 PAUSS PAUS6 PAUS7 SCTMEI
SCTME2 SCT?4E3

MAT MTP

MTP KOFA

KOFA IFI

IFI TDOP1. RTDOP TDOP2 TDOP3

TDOPI PAUSI PAUS2 PAUS3 PAUS4 PAUS5 PAIJS6 PAUS7 SCTME1
SCTME2 SCTME3

TDOP2 PAUSi PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCTMEI
SCTME2 SCTME3

TDOP3 PAUSI PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCThE1
SCTME2 SCTME3

RTDOP PAUS1 PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCTME1.
SCTME2 SCTME3

CAI CATRK1. CATU
CAIRKI,
CA2 CATRK2 CATU
CATRK2
TPRED1
SWABS 1

N-l1



LATTICE STRUCTURE

CHICAGO 1988 (Cont'd.)

TASK SUCCESSORS

TPRED2
SWABS2
DABC1
MSAW1
ALTRK1
DABC2
MSAW2
ALTRK2
AUT
SLINK
CATU
PAUS1
PAUS2
PAUS3
PAUS4
PAUS5 *INHIBITED*
PAUS6 *INHIBITED*
PAUS7 *INHIBITED*
SCTME1
SCTME2
SCTME3

N- 12



LATTICE STRUCTURE

CHICAGO 1990

TASK SUCCESSORS

TEXEC DINITi TROUTI DINIT2 TROUT2 CAl CA2 DABC1 TPRED1
ALTRK1 MSAW1 SWABS 1 DABC2 TPRED2 ALTRK2 MSAW2 SWABS2

TUD CRIT IFO AUT SLINK TPRED1 SWABS1 TPREO2 SWABS2

TUDS DINITi TROUT1 DINIT2 TROUT2 CAl CA2 DABC1 TPRED1
ALTRK1 MSAWI SWABS 1 DABC2 TPRED2 ALTRK2 MSAW2 SWABS2

TUDX CAI CA2

RKIP RDOP

RDOP
DOP
CDR
PDQP
CRIT DINITi TROUTi DINIT2 TROUT2

IFO IFI

DINITi MAT

DINIT2 MAT

TROUT1 PAUS1 PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCTt4E1
SCThE2 SCTI4E3

TROUT2 PAUS1 PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCTMEI
SCTME2 SCTME3

MAT MTP
MTP KOFA
KOFA IFI

IFI TDOP1 RTDOP TDOP2 TDOP3

TDOP1 PAUSi PAUS2 PAUS3 PAUS4 PAUSS PAUS6 PAUS7 SCTME1
SCTME2 SCThE3

TDOP2 PAUS1 PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCThE1
SCTME2 SCTME3

TDOP3 PAIJSi PAUS2 PAUS3 PAUS4 PAUSS PAUS6 PAUS7 SCTME1
SCTME2 SCTME3

RTDOP PAUSI PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCTt4E1
SCThE2 SCThE3

CAI CATRK1 CATU
CATRK 1
CA2 CATRK2 CATU
CATRK2
TPRED1
SWABS 1

N-13



LATTICE STRUCTURE

CHICAGO 1990 (Cont'd.)

TASK SUCCESSORS

TPRED2
SWABS2
DABC1
MSAWI
ALTRK1
DABC2
MSAW2
ALTRK2
AUi
SLINK
CATU
PAUS1
PAUS2
PAUS3
PAUS4
PAUS5 *INHIBITED*
PAUS6 *INHIBITED*
PAUS7 *INHIBITED*
SCTME1
SCTME2
SCTME3

N-14
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LATTICE STRUCTURE

LOS ANGELES 1982

TASK SUCCESSORS

TEXEC TINITi TROUTI, TINIT2 TROUT2 CAl CA2 TPSEC1 TCRSS1
TEDC1 TPRED1 TPUR1 ALTRK1 MSAW1 SWABS1 TPSEC2 TCRSS2
TEDC2 TPRED2 TPUR2 ALTRK2 MSAW2 SWABS2

TUD CRIT IFO AUT SLINK TPRED1 TPUR1 SWABS1 TPRED2
TPUR2 SWABS2

TUDS TINITI. TROUT1 TINIT2 TROUT2 CAl CA2 TPSEC1 TCRSS1
TEOCl TPRED1 TPUR1 ALTRK1 MSAWI SWABS1 TPSEC2 TCRSS2
TEDC2 TPRED2 TPUR2 ALTRK2 MSAW2 SWABS2

TUDX CAl CA2

DOP
CDR
PDOP
CRIT TINITI, TROUTI. TINIT2 TROUT2

IFO IFI

TINITI. MAT

TINIT2 MAT

TROUTI, PAUSI PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCTME1
SCTME2 SCTME3

TROUT2 PAUSi PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCTME1
SCTME2 SCTME3

MAT MTP
MTP KOFA
KOFA IFI
IFI TOOPi TDOP2

TDOP1 PAUSi PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCTMEI
SCTME2 SCTME3

TDOP2 PAUSi PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCTME1
SCTt4E2 SCTME3

CAl CATRK1 CATU
CATRKI,
CA2 CATRK2 CATU
CATRK2
TPRED1
SWABS 1
TPUR1,
TPRED2
SWABS2
TPUR2
TCRSS1

0-3



LATTICE STRUCTURE

LOS ANGELES 1982 (Cont'd.)

TASK SUCCESSORS

TEDCI
TPSECI
MSAWl
ALTRK1
TCRSS2
TEDC2
TPSEC2
MSAW2
ALTRK2
AUT
SLINK
CATU
PAUSI
PAUS2
PAUS3
PAUS4 *INHIBITED*
PAUS5 *INHIBITED*
PAUS6 *INHIBITED*
PAUS7 *INHIBITED*
SCTEMI
SCTME2
SCTME3

0-4
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LATTICE STRUCTURE

LOS ANGELES 1984

TASK SUCCESSORS

TEXEC TINITi TROUT1 TINIT2 TROUT2 CAl CA2 TPSEC1 TCRSS1
TEDC1 TPREDI TPUR1 ALTRK1. MSAW1 SWABS 1 TPSEC2 TCRSS2
TEDC2 TPRED2 TPUR2 ALTRK2 MSAW2 SWABS2

TUD CRIT IFO AUT SLINK TPRED1 TPUR1 SWABSi TPRED2
TPUR2 SWABS2

TUDS TINITi TROUTi TINIT2 TROUT2 CAl CA2 TPSEC1 TCRSS1
TEDC1 TPRED1 TPUR1. ALTRK1 MSAW1 SWABSi TPSEC2 TCRSS2
TEDC2 TPRED2 TPUR2 ALTRK2 MSAW2 SWABS2

TUDX CAl CA2

RKIP RDOP

ROOP
flOP
CDR
PDOP
CRIT TINIT1 TROUTI TINIT2 TROUT2

IFO IFI

TINITi MAT

TINIT2- MAT

TROUT1 PAUS1 PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCTME1
SCTME2 SCTME3

TROUT2 PAUSi PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCTME1
SCTME2 SCTME3

MAT MTP
MTP KOFA

KOFA IFI

IFI TDOP1 RTDOP TDOP2

TDOP1 PAUS1 PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCTMEl
SCTME2 SCTME3

TDOP2 PAUSI PAUS2 PAUS3 PAUS4 PAUSS PAUS6 PAUS7 SCTME1
SCTME2 SCTME3

RTDOP PAUSi PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCTME1
SCThE2 SCTME3

CAl CATRK1 CATU

CATRKI
CA2 CATRK2 CATU
CATRK2
TPRED1

0-6



LATTICE STRUCTURE
LOS ANGELES 1984 (Cont'd.)

TASK SUCCESSORS

SWABS 1
TPUR1 PUTT1

PUTT1
TPRED2
SWABS2
TPUR2 PUTT2
PUTT2
TCRSS1
TEDC1
TPSEC1
MSAW1
ALTRK1
TCRSS2
TEDC2
TPSEC2
MSAW2
ALTRK2
AUT
SLINK
CATU
PAUSi
PAUS2
PAUS3
PAUS4
paus5 *INHIBITED*
PAUS6 *INHIBITED*
PAUS7 *INHIBITED*
SCTME1
SCTME2
SCTME3

0-7
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.LATTICE STRUCTURE

LOS ANGELES 1986

TASK SUCCESSORS

TEXEC DINITi TROUT1 DINIT2 TROUT2 CAl CA2 DABC1 TPRED1
ALTRK1 MSAW1 SWABS1 DABC2 TPRED2 ALTRK2 MSAW2 SWABS2

TUD CRIT IFO AUT SLINK TPRED1 SWABS1 TPRED2 SWABS2

TUDS DINITI. TROUTi DINIT2 TROUT2 CAl CA2 DABC1 TPRED1
ALTRKI MSAW1 SWABSI DABC2 TPRED2 ALTRK2 MSAW2 SWABS2

TUDX CAl CA2

RKIP RDOP

ROOP
DOP
CDR
PDOP
CRIT DINITi TROUTi DINIT2 TROUT2

IFO IFI

DINIT1 MAT

DINIT2 MAT

TROUT1 PAUSi PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCTME1
SCTME2 SCTME3

TROUT2 PAUS1 PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCTME1
SCTME2 SCTME3

MAT MTP

MTP KOFA

KOFA I

IFI TDOP1. RTDOP TDOP2

TDOP1 PAUSi PAUS2 PAUS3 PAUS4 PAUS5 PAjS6 PAUS7 SCTME1
SCTME2 SCTME3

TDOP2 PAUSi PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCThE1
SCThE2 SCTME3

RTDOP PAUSI, PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCTME1
SCTME2 SCTME3

CAl CATRK1 CATU
CATRK1
CA2 CATRK2 CATU
CATRK2
TPRED 1
SWABSi
TPRED2
SWABS2
DABC1

0-9



LATTICE STRUCTURE

LOS ANGELES 1986 (Cont'd.)

TAS K SUCCESSORS

MSAW1
ASLTRK1
DABC2
MSAW2
ALTRK2
AUT
SLINK
CATU
PAUSI
PAUS2
PAUS3
PAUS4
PAUS5 *INHIBITED*
PAUS6 *INHIBITED*
PAUS7 *INHIBITED*
SCTME1
SCTME2
SCTME3

0-10



LATTICE STRUCTURE

LOS ANGELES 1988

TASK STRUCTURE

TEXEC DINIT1 TROUT1 DINIT2 TROUT2 CAl CA2 DABC1 TPRED1

ALTRK1 MSAW1 SWABSi DABC2 TPRED2 ALTRK2 MSAW2 SWABS2

TUD CRIT IFO AUT SLINK TPRED1 SWABS1 TPRED2 SWABS2

TUDS DINITI TROUT1 DlNIT2 TROUT2 CAI CA2 DABCI TPRED1
ALIRUi MSAW1 SWABSI DABC2 TPRED2 ALTRK2 MSAW2 SWABS2

TUDX CAI CA2

RKIP RDOP

RDOP4
DOP
CDR
PDOP
CRIT DINITi TROUTi DINIT2 TROUT2

IFO IFI

DINIT1 MAT

DINIT2 MAT

TROUT1 PAUSi PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCThE1
SCTME2 SCThE3

TROUT2 PAUSi PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCTMEl
SCTME2 SCTME3

MAT MTP

MTP KOFA

KOFA IFI

IFI TDOPi RTDOP TDOP2

TDOPI PAUSi PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCTME1
SCTME2 SCThE3

TDOP2 PAUSi PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCThE1
SCTME2 SCTME3

RTDOP PAUSi PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCTME1
SCTME2 SCTME3

CAl CATRK1 CATU
CATRK1
CA2 CATRK2 CATU

CATRK2
TPRED1
SWABS 1
TPRED2
SWABS 2
DABCl 0-11



LATTICE STRUCTURE

LOS ANGELES 1988 (Cont'd.)

TASK SUCCESSORS

MSAW1
ALTRK1
DABC2
MSAW2
ALTRK2
AUT
SLINK
CATU
PAUSl
PAUS2
PAUS3
PAUS4
PAUS5 *INHIBITED*
PAUS6 *INHIBITED*
PAUS7 *INHIBITED*
SCTMEI
SCTME2
SCTME3

0-12



LATTICE STRUCTURE

LOS ANGELES 1990

TASK SUCCESSORS

TEXEC DINITi TROUT1 DINIT2 TROUT2 CAl CA2 DABC1 TPRED1
ALTRK1 MSAW1 SWABSI DABC2 TPRED2 ALTRK2 MSAW2 SWABS2

TUD CRIT IFO AUT SLINK TPRED1 SWABS1 TPRED2 SWABS2

TUDS DINITi TROUTi DINIT2 TROUT2 CAl CA2 DABC1 TPRED1
ALTRK1 MSAW1 SWABS1 DABC2 TPRED2 ALTRK2 MSAW2 SWABS2

TUDX CAI CA2

RKIP ROOP

RDOP
DOP
CDR
PDOP
CRIT DINITI TROUT1 DINIT2 TROUT2

IFO IFI

DINIT1 MAT

DINIT2 MAT

TROUT1 PAUSi PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCTMEI
SCThE2 SCTME3

TROUT2 PAUS1 PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCTME1
SCTME2 SCTME3

MAT MTP

MTP KOFA

KOFA IFI

IFI TDOP1 RTDOP TDOP2

TDOP1 PAUSi PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCTME1
SCTME2 SCThE3

TDOP2 PAUSI, PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCTMEI
SCThE2 SCThE3

RTDOP PAUSi PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCTME1
SCTME2 SCTME3

CAl CATRK1 CATU

CATRK1
CA2 CATRK2 CATU
CATRK2
TPRED1
SWABS1
TPRED2
SWABS2
DABC1

0-13



LATTICE STRUCTURE

LOS ANGELES 1990 (Cont'd.)

TASK SUCCESSORS

MSAW1
ALTRK1
DABC2
MSAW2
ALTRK2
AUT
SLINK
CATU
PAUS1
PAUS2
PAUS3
PAUS4
PAUS5 *INHIBITED*
PAUS6 *INHIBITED*
PAUS7 *INHIBITED*
SCTME1
SCTME2
SCTME3

0-14
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LATTICE DESCRIPTIONS FOR THE DETROIT TRACON
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LATTICE STRUCTURE

DETROIT 1980

TASK SUCCESSORS

TEXEC TiNITi TROUT1 TPSEC1 TCRSS1 TPRED1 TP1JR1 ALTRKI
MSAW1

TUD CRIT IFO AUT TPRED1 TPUR1

TUDS TINITi TROUTi TPSEC1 TCRSS1 TEDCI TPRED1 TPUR1 ALTRK1
MSA WI

DOP
CDR
PDOP
CRIT TINITI TROUTi

IFO IFI

TINITi MAT

TROUT1 PAUSi PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCThE1
SCThE2 SCTME3

MAT MTP

MTP KOFA

KOFA IFI

IFI TDOP1

TDOP1 PAUS1 PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCTME1
SCT?4E2 SCTME3

TPRED1
TPURI
TCRSS1
TEDC1
TPSEC1
MSA WI
ALTRK1
AUT
PAUS 1
PAUS2 *INHIBITED*
PAUS3 *INHIBITED*
PAUS4 *INHIBITED*
PAUS5 *INHIBITED*
PAUS6 *INHIBITED*
PAUS7 *INHIBITED*
SCTME1
SCTJ4E2 *INH.IBITED*
SCTME3 *INHIBITED*
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LATTICE STRUCTURE

DETROIT 1982

TASK SUCCESSORS

TEXEC TINITi TROUT1 CAI TPSECI TCRSS1 TEDCI TPRED1 TPUR1
ALTRK1 MSAW1

TUD CRIT IFO AUT TPRED1 TPUR1

TUDS TINITi TROUT1 CAl TPSEC1 TCRSS1 TEDC1 TPRED1 TPUR1
ALTRK1 MSAW1

TUDX CAl

DOP
CDR
PDOP
CRIT TINITI TROUTI

IFO IFI

TINITi MAT

TROUTI PAUSI PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCTME1
SCTME2 SCTME3

MAT MTP

MTP KOFA

KOFA IFI

IFI TDOPl

TDOPl PAUSi PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAIJS7 SCTME1
SCTME2 SCTME3

CAI CATRK1 CATU

CATRK1
TPRED1
TPUR1
TCRSSI
TEDC1
TPS EC 1
MSA WI
ALTRK1
AUT
CATU
PAUSI
PAUS2
PAUS3
PAUS4 *INHIBITED*
PAUS5 *INHIBITED*
PAUS6 *INHIBITED*
PAUS7 IHBTD
SCTME1
SCTME2
SCTME3P-
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LATTICE STRUCTURE

DETROIT 1984

TASK. SUCCESSORS

TEXEC TINITi TROUT1 CAl TPSEC1 TCRSS1 TEDC1 TPREDI TPUR1
ALTRK1 MSAW1

TUD CRIT IFO AUT TPRED1 TPUR1

TUDS TINITi TROUT1 CAl TPSEC1 TCRSS1 TEDC1 TPRED1 TPUR1
ALTRK1 MSAW1

TUDX CAl

RKIP RDOP

RDOP
DOP
CDR
PDOP
CRIT TINITi TROUT1

IFO IFI

TINIT1 MAT

TROUTi PAUSi PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCTME1
SCThE2 SCTME3

MAT MTP

MTP KOFA

KOFA IFN

IFI TDOP1 RTDOP

TDOPI PAUSI PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCTME1
SCTME2 SCTME3

RTDOP PAUS1 PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCTME1
SCTME2 SCTME3

CAl CATRK1 CATU
CATRK1
TPRED1
TPUR1 PUTM
PUTM
TCRSS1
TEDC2
TPSEC 1
MSA W1
ALTRK1
AUT
CATU
PAUS1
PAUS2
PAUS3

P-7



LATTICE STRUCTURE

DETROIT 1984 (Cont'd.)

TASK SUCCESSORS

PAUS4 *INHIBITED*
PAUS5 *INHIBITED*
PAUS6 *INHIBITED*
PAUS7 *INHIBITED*
SCTME 1
SCTME2
SCTME3

P-8
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LATTICE STRUCTURE

DETROIT 1986

TASK SUCCESSORS

TEXEC DINITi TROUT1 CAl DABC1 TPRED1 ALTRK1 MSAW1
TUD CRIT IFO AUT TPREDI TPUR1
TUDS DINITi TROUTI, CAl DABC1 TPRED1 ALTRK1 MSAW1
TUDX CAl

RKIP RDOP

RDOP
DOP
CDR
PDOP
CRIT DINITi TROUTi

IFO IFI

DINITi MAT
TROUTI PAUS1 PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCThE1

SCTME2 SCTME3

MAT MTP
MTP KOFA

KOFA IFI

IFI TDOP1 RTDOP
TDOP1 PAUSi PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCTME1

SCTME2 SCTME3
RTDOP PAUSI PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCTME1

SCThE2 SCThE3
CAl CATRK1 CATU
CATRKI
TPRED1
DARC 1
MSAW1
ALTRK1
AUT
CATU
PAUS1
PAUS2
PAUS3
PAUS4 *INHIBITED*
PAUSS *INHIBITED*
PAUS6 *INHIBITED*
PAUS7 *INHIBITED*
SCTME1
SCTME2
SCTME3
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LATTICE STRUCTURE

DETROIT 1988

TAS K SUCCESSORS

TEXEC DINITi TROUTi CAI DABC1 TPRED1 ALTRK1 MSAWI

TUD CRIT IFO AUT TPRED1 TPUR1

TUDS DINITi TROUTi CAI DABC1 TPRED1 ALTRK1 MSAW1

TUDX CAI

RKIP RDOP

RDOP
DOP
CDR
POOP
CRIT DINITi TROUT1

IFO IFI

DINITI MAT

TROUTI PAUSI PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCTME1
SCThIE2 SCTME3

MAT MTP

MTP KOFA

KOFA IFI

IFI TDOP1 RTDOP

TDOPi PAUS1 PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCThE1
SCTME2 SCTME3

CAl CATRK1 CATU

CATRK1
TPREDI
DABC1
MSAW1
ALTRK1
AUT
CATU
PAUS1
PAUS2
PAUS3
PAUS4
PAUS5 *INHIBITED*
PAUS6 *INHIBITED*
PAUS7 *INHIBITED*
SCTI4E1
SCT?4E2
SCTME3
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LATTICE STRUCTURE

DETROIT 1990

TAS K SUCCESSORS

TEXEC DINITi TROUT1 CAl DABC1 TPRED1 ALTRK1 MSAW1

TUD CRIT IFO AUT TPRED1 TPUR1

TUDS DINIT1 TROUTI CAI DABC1 TPREDI ALTRKI MSAW1

TUDX CAl

RKIP RDOP

ROOP
DOP
CDR
PDOP
CRIT DINITi TROUT1

IFO IFI

DINITi MAT

TROUT1 PAUS1 PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCThE1
SCTME2 SCTME3

MAT MTP

MTP KOFA

KOFA IFI

IFI TDOP1 RTDOP

TDOP1 PAUSi PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCTME1
SCTME2 SCThE3

RTDOP PAUS1 PAUS2 PAUS3 PAUS4 PAUS5 PAUS6 PAUS7 SCTME1
SCTME2 SCTME3

CAI CATRK1 CATU

CATRK1
TPREDI
DARC1
MSAW1
ALTRK1
AUT
CATU
PAUS1
PAUS2
PAUS3
PAUS4
PAUS5 *INHIBITED*
PAUS6 *INHIBITED*
PAUS7 *INHIBITED*
FiC TME 1
SCThE2
SCThE3
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GLOSSARY OF TERMS

Task Definition

ADB Altitude Data Blocks

ALTRK Altitude Tracker

AT Associated Tracks requiring Display Change

ATB Associated Tracks with Beacon Codes

ATC Associated Tracks with Mode C

ATD Associated Tracks with Discrete Beacon

ATH Associated Tracks in Handoff

AUT Automatic Offset of Display Data Blocks

BANS Brite Alpha Numeric System

BOR Beacon Only Reports

BOT Beacon Only Tracking Table

CA Conflict Alert

CATRK CA Tracking

CATU CA Data Base Manager

CCT Number of Changes to CTS Threads

CDR Continuous Data Recording

CDT Console Data Terminal

CMA Central Memory Access

CMC Communications Multiplexer Controller

CRIT Critical Data Recording

CTA Associated Tracks for Mode C Beacon Equipped

Aircraft, Plus Unassociated Linked Tracks

CTS Central Track Store

DABS Discrete Address Beacon System

DEDS Data Entry and Display System

DOP Display Output Processing

DSPL Quantity of Displays

DTT Deviation Trial Tracks

EDISC Disk Control

FD Full Data Blocks requiring Display Change

FDAD Full Digital ARTS Display

IAC Instantaneous Airborne Count

IFI Interfacility Input
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GLOSSARY OF TERMS (cont'd)

Task Definition

IFO Interfacility Output

lOP Input Output Processor

KOFA Keyboard Operational Functions

LD Limited Data Blocks requiring Display Change

MAT Flight Plan Tab List Data Monitor

MD MSAW Data Blocks requiring Display Change

MDBM Multiplexed Display Buffer Memory

MOP Map Output Processing

MPE Multiprocessor Executive

M&S Terminal Metering and Spacing

MSAW Minimum Safe Altitude Waring

MSP Medium Speed Printer Control

MSPOP Metering and Spacing Popup Task

MTP Magentic Tape Processing

NAT Number of Associated Threads Updated

NCS Number of Changes to Sector Threads

NDT Number of Tracks Flagged for Delay Terminations

NM Number of Tracks in the MSAW Tab List

NPC Number of Tracks in the Coast/Suspend List

NPS Tracks in the Store List

NT Number of Tracks, Total

NTT Tabular Lines

PAUS Track Display Data Output Control

PDOP Periodic Display Output Processing

PSRAP SRAP Input Processing

PUTT Process Untracked Targets

RAT Radar Address Table

RDBM Remote Display Buffer Memory

RDOP Remote Display Output Processing

RFDU Reconfiguration and Fault Detection Unit

RKIP Remote Keyboard Input Processing

ROR Radar Only Reports

ROT Radar Only Tracking Table

RRR Radar Reinforced Beacon Reports
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GLOSSARY OF TERMS (cont'd)

Task Definition

RTDOP Remote Tabular Display Output Processing

SCTME Scratch Pad Display Monitor

SEC Sector Number of given Sensor

SLINK Inter-Sensor Track Link

SNS Sensor Number

SNSR Quantity of Sensors

SRAP Sensor Receiver and Processor

SS Single Symbols requiring Display Update

SWABS Software Adaption to Beacon System

T Total Tracks

TA Associated Tracks - Total

TAA Number of Associated Threads Added

TAD Number of Associated Tracks Displays

TAF Number of Associated Tracks requiring a FDB Update

TCDD Tower Cab Digital Display

TCRSS Track Cross Reference

TDOP Tabular Display Output Processing

TEDC Track Early Discrete Correlation

TEXEC Tracking Executive

TINIT Track Initialization

TIPS Terminal Information Processing System

TL Tabular Lines requiring Display Update

TO Number of Threads Added/Deleted

TPRED Track Prediction

TPSEC Primary/Secondary Correlation

TPUR Process Unused Reports

TROUT Track Output

TSL Number of Tracks in the Store List

TSS Number of Tracks requiring Single Symbol Updates

TTT Turning Trial Tracks

TU Number of Unassociated Tracks, Total

TUD Thread Update

TUDS Sector Thread Update

TUDX Thread Update for Conflict Alert
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GLOSSARY OF TERMS (cont'd)

Task Definition

TUF Number of Unassociated Tracks requiring FDB Update

TUL Unassociated Linked Tracks, Total

TUU Unassociated Unlined Tracks, Total

UBR Unused Beacon Reports

URR Unused Radar Reports

UT Unassociated Tracks, requiring Display Update

UTB Unassociated Tracks, Beacon

UTC Unassociated Tracks, Mode C

UTD Unassociated Tracks, Discrete Beacon

UTL Unassociated Tracks requiring LDB Update
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