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Abstract
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= Three methods are proposed for estimation of the parameters of an autoregressive
process of order p with missing observations. These methods are based on the
maximum likelihood approach and use the EM algorithm, the Newton-Raphson method

and the method of scoring, which are applied to the likelihood equations. Finally,

comparison on those methods 1is also discussed.
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1. Introduction

% - .

An autoregressive process {yt, t =0, +1,...} of order p is defined by

(1.1) 150 Yi yt—i-et’ t "0, _tl’-oo'

where Yo < 1 and {Gt} is a sequence of uncorrelated random variables with mean

0 and common variance 02. We assume that the roots of g A Zi = (J are outside
i1=0

the unit disc. The process (1.1) is completely specified by

$ = (Yl"”’ Y s 02)' when the Gt are assumed to be normally distributed.
_~r

P
Throughout this paper we shall assume normality of Gt.
Usually statistical inference is based on a set of T consecutive observations

-on yt. Let
(1.2) - (g5 Ypoeees Yp)'s

and let P be a permutation matrix such that py = ('s", 2‘)', where s is a
(T-m) x 1 vector and D is an mxl vector, with the ordering in 3 and m preserved.
Suppose only observations in 8 are available and those in}l; are missing. Our

goal here is to obrain maximum likelihood estimates of ¢.
~y

Por any TxT matrix C, let us define C_, C , C and C_ to be the
~ . ~ss8’ ~cm’ ~ms ~Arm

(T-m) x (T-m), (T-m) * m, m x (T-m) and mxm matrices, respectively, satisfying

C C
~88 ~Sm
(1'3) P c ''= .
~ ~
C C
~0s ~Tm

Por the rest of this paper, let f(y|¢) denote the probability density function
. Ay
of A f(£|¢) denote the probability density function of s, f(glz_, ¢) denote the

conditional probability density function of m given’s_. log f(y|¢) denote the log
L and P




L

likelihood function based on )4 and log f (g |£) denote the log likelihood function

based on s. We assume that the maximum likelihood solutions satisfy

(1.4)

3 log £(g|4)

2

2. Some basic results

Assume that y is distributed as multivariate normal with mean 2 and

covariance matrix I, that is, £(y|¢) is given by
4 -~~~y

(2.1)

f(zli) =

1

JeaoT |z

oo -1y s

yl.

-

Then gy_ = (g'. 2')' is distributed as multivariate normal with mean’g and

covariance matrix.lj T 2' .

(2.2)

M
~ms

Since P g' = l’l" where —]-:'1‘ is the TxT identity matrix,

M
~sm

M
A~mm

2 -1
where 0" L © = M, and}l’ss, M ,M and M are as defined by (1.3). Also, by

(1.3), we get

s~sm ~mS




2.3)

Therefore from (2.2) and (2.3), it follows that

1

-1

-1 - 1
A (2.4) [Cov (3'2)] -Ess -02 wsa —Eﬂsm‘ym ..’!ms]’
-1 -1 -1
(2.5) [Cov (EI,?_» ,‘!’_)] - [}v:m —,Ems Les 'gsn]
1
- —= H ?
c,2 ~mm
- (2.6) Efmls, ¢1 =5z _"'s
. ~r "ot - ~MmS ~68 ~
- - M -1 M 8,
and
(2.7) : Ml = [2ME
. -1
= Il‘mnl |'-'ss _Asml‘m —l:!msl

From (2.4) and (2.7), we obtain

l B
1 T-m IL(I 2
f = L
(2.8) (sl9) - E‘:;r
2r o ‘

Ao - -1
exp { 2023 [yss ysmym ![ms] sl

Expressions (2.5) and (2.6) will be used in the following sections. Though (2.8)

gives the expression for the probability density function of 8, we will not use




4
. 3 log f(‘gli) due to the simplicity of
it to obtain the score function ———%-———- ’
3 log £(y!4) - '
R Ve and Lemma 1 in section 3. We will use (2.8) in proving the asymptotic
L 4

properties of the estimates in a subsequent paper. Under suitable conditions,
the estimates of ¢ based on the Newton-Raphson method and the method of scoring
are shown to be /T-m - consistent, asymptotically normal and one-step asymptotically

efficient if the initial estimates are /T-m - consistent.

3. Estimation

Let
(3.1) Y= (vyaeees Yp)'
. and
(3.2) LA ST AP R

Then (see Anderson (1971), sec 6.2, and Box and Jenkins (1976), sec 7.A.5)

T 2 1 1 i
(3.3) log f(),'l,?_) = -3 log (27 o7) + 3 log Igl - 20—22‘ .’.‘.Z ;
I 2y ,1 . S
.-2103(2w0)+210g|§| 221‘“131“,
o
where the elements L of the TxT ma.trix:i’ is given by
(3.4) Pgt ~ l"’1‘-+-l-t, T+l-s
min(szt)-l
= t - 1,-..
j.o Yj Yj+'s-tl’ s’ 14 p’
}
p—}s-tl ,
= max (s,t) > p+l '
' §=0 Yj Yj""a"t" (s,£) 2 pt1,
ain (s,t) < T-p, '
i
|8“t| - 0,1’000. p,
- - 0 » ""t‘ - p+1’ooo,
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and the element d 14 of the (p+l) x (p+l) matrix D 1s given by

(3.5) dyy =1 Ay

with the element a . of the TxT matrix »éij given

by
(3.6) a =1 if (m,n) = (i+s, 3+s),
8 =0,1,..., THl ~ (i+]),
= 0, otherwise,

From (3.3) we obtain

3 log £(y|¢) 3 log |M|
Ga.n e A 'Lz LYy 9441,541°
Yj 'Yj o ie0 ’
j=1..., p

and

5.8 2 log £(y|e) T .1,

3.8 - + Y'Dy.

302 2cx2 20" ~H ~~H
3 log £(s|¢9) 3 log £(y|9)

It is -——T—- that is of interest to us and not TTTSE since
, ~ 5 log f(ﬁlct) -
observations in m are missing. However, ~——3$—~;—- can be derived from

3 log £(y|)

7% as indicated in the following lemma.

LEMMA 1. (Orchard and Woodbury (1972)).

%

3 log £(s|¢) 3 log f(y|e)
(3-9) d a¢ = I 2,2 .




P e

Proof. The result follows immediately from
3 log f(;n‘lg,g)
(3.10) rl o | 5,6]= 0.

It 18 clear from (3.7) - (3.9) that

(3.1 e -
ayj 2 Byj o2

3 log f(s|é) 3 log M -
, LI z Yy B[y g |8 2]

j=1,..., ps

and

. 3 log £(z{4)

(3.12) 5 = - Tz + 14 y'E [D IE, ¢ ] Y .
3o 20 20" ~H -~ ~d4 -~y

The term log [M| is 0(1) (see Hannan (1973), e.g.) while dij is Op(T). The
effect of neglecting log 'El is negligible for moderate or large T, and we shall
neglect log |M| and other negligible terms henceforth. From (3.11) and (3.12),

it follows that the likelihood equations are given by

(3.13) . 850 Yg E[dg"'l,j"'l l 2,2] = 0, j=1,..., p,
and
| (3.14) o* - %I e | s8]y,

When there are no missing observations, E[dg+1,j+1 l :,£]= dg+1,j+1 does not involve
unknovn parameters. Then the equations are linear in Yi’ i=1,..., p, and are

the Yule-Walker equations. When missing observations do occur,

E[hg+1,j+1 [ s, 2] involves unknown parameters and (3.13) and (3.14) are

. highly non-linear in the unknown parameters. In fact, from (2.5) and (2.6),

(3.15) E[dg_ﬂ’jﬂ |88 ]

, 2 _(ég+1,j+1)ss (Ag+1,j+1)sm 5

- K A4 T E @59 )m 5] s .

i + o tr (A Ny w1 )




where K= ymm_l yﬁs’ and the matrices involved are as defimed in (1.3), (3.4)

and (3.6). Therefore solutions of (3.13) and (3.14) are nmot straightforward
and iterative procedures have to be used.
We propose the following three methods of solving (3.13) and (3.14):

the EM algorithm, the Newton-Raphson method and the method of scoring.

¢

a. The EM algorithm. Since ¢ is to be estimated, it is natural that
~
one replace 2[3 l s, @] in (3.13) and (3.14) by E[} ] 8, ’1]’ where ¢i is
gome estimated value of ¢, and obtain ¢i+1 iteratively by solving
(3.16) gzﬂ 4y Eldgry, gun | 5.9,]= 0.
j - 1""’ p’

and

21 '
(3.17) o =7 @Iy E[R s o T,

+
1

Here (v ), and (y ), denote the estimates of y_ and y , respectively, at
8] ~u3 8 ~u
the j-th iteration. As shown in Tan (1979), the above method gives the same

solutions as the EM algorithm proposed by Dempster, Laird and Rubin (1977).

b. The Newton-Raphson Method. From (3.11) and (3.12), we obtain

( , 22 log £(s|¢) L E 3 [ ]
3.18 [3) - S = Y, = E d 8 ¢
k3 aYk 3Yj 0,2 g=0 8 aYk gl i+l ' o ~]

tit

+ Efdgyy g | 58]0

Jy k= 1,..., P,




-

22 log f(3|2)

)

-1
g+1,j+l)m ym

(3.19) 3] Z - - E' Y fi- tr (A
j.ptl an 302 gm0 g 02 '~

1
-3 Bldgir, 341 | 20810

j - 1..-., P

and

2% log £(s]¢)

T 1
) R = -l —+=y'B
p+l,ptl 2taH? [ 200 2inm %]

(3.20)

where the element bij of the (p+l) x (p+l) matrix'g 14 gtven by

.

2 1 -1
(3.21) by = - g E[dij ’ 3',?] PR G141, 340m B

Thus, the Newton-Raphson method leads to the following set of equatioms:

2 log £(s|9)
(3.22) ,‘3'21 Cpon =20 " 55 6 '
3 log £(g]$)

where the element O,, of 6 is asa given by (3.18) - (3.21) and 3%

1}

ia as given by (3.11) (without the first term on the right-hand side) and (3.12).

¢. The Method of Scoring. From (3.15), (3.18) - (3.21), we obtain

= i | _ 3
(3.23) 41y = E[0y] 7 {Tol-D+ 850 Ye By B[dgey, g | 228D
i-' j - 1""! Ps
= e . -1
(3.24) °j L E[Oj,p+1] o2 ggo Yg T (.ég+1,j+1)m Ym

J=~l,.ceh Py

niaiii




. where the elements ¢, of 9 are given by (3.23) - (3.25), and

T .1 E
— +=T Y, v, o(i-1)
20% 6% 4,jm0 13

(3.25)

*pript * Fl%apul 7 -

y. tr (A y M "L

1
ST Yi Yy 141,1+1'om  mm

20 1,j=o

where o(k) = E[y Thus, the method of scoring leads to the following

t+k yt]'
get of equations:

3 log £(s]¢)
(3.26) 2'4,1 @ep1 = 8 = 2 ¢’
3 log f(glg)
ij %

is given by (3.11) (without the first term on the right-hand side) and (3.12).

We have used the fact that E[d = [T - (i+j)] 6(i-j), which can be |

i+1,j+1]

approximated by T o(i-j) for moderate or large T.

4. Comparison of the methods of estimation

The estimates of ¢ based on the Newton-Raphson method, the method of

scoring and the EM algorithm can be'expressed in the following form

3 log £(gl9)
§|¢1 (041 = 8 = ) —¢t ’

- ~

3 log f(§!¢)

where e is given by (3.11) (without the first term on the right-hand

side) and (3.12). In the Newton-Raphson method, we have

H=20,
~ ~

vhere 2’15 given by (3.18) - (3.21). In the method of scoring, we have




| =9,

| where 2 is given by (3.23) - (3.25). In the EM algorithm, we have

where elements W4 of w are given by

w -0

g3 is
1
x =73 Efdg gn l 2 4
- 0’
A - . I
. . . ?
/ 204
j Let
i
o asg-s
B=uw-~0,
h C=w~ ¢,
L ~ -~
2 and
272 loeg 10782
I = - -
L) =E [ Ty

EYSEYS

2% 10g £(y]9)
aE[—- Al

2 log £(s|9)
e [ -

g, = 1,..., P,
g=1,..., p» J = ptl

g = p+l, j =~ ptl.

]

¢ 94’ ] - E[.e,]‘

il




I () 1{a referved to as the losr information matrix in Orchard and Woodbury

~

(1972). 1T+ follows that

E(A) = 0,

«dd also

FA(C) I )
1im e lin T " lim "%Eji— s
Temie T-m>o T-me 2
2 .,
E(g) 1 37 log ty;’?)
since 1lim T = lim - E Tom 3% 30 (see Box and Jenkins (1976)

T T-me -~ o~
I (¢)
~ o~

section 7.A.5). In general, 1lim
T o

T—m 1s not negligible. For exampl:,

when p = 1 in (1.1) and the process {yt} is periodically observed for a time
points and then not observed for two time points, it can be shown that (see

Tan (1979))

I () ’
1im ~¥_;
T-me
’ 2 2 2 4 2
o (1 +2¥1) 3+ Yy - vl) - 71(1 + 2\'1)
12 X
1 }
== ~——-';- g,
ao ' '.f
z
\ - vy W) 1 /
A a”

where A = (1 + Yi + Yi)' It is easy to see tha~ the above matrix is positive

definite.
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