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CHAPTER I -

INTRODUCTION

Software is the most expe nsive component in the
syste ms procurement.

— Dr. Ruth M. Davis [10:19]

Computers and their associated software are an

ever-growing part of our technological society. They are

being marketed for personalized use and are being utilized

in an ever-growing number in our defense systems. As early

as 197 5 , 115 different  defense systems , either operational

or in development at that time, employed embedded computer

s~,istems
1 (30:43). Software for these computers has become

• the largest cost factor in total system cost. It is esti—

mated tha t the software development costs now consume

almost 90 percent of the total acquisition costs of a fully

operational computer system ( 10:18) . This percentage is

significant in that, while total acquisition costs have

risen , the hardware dollars have decreased dramatically.

A microprocessor that can be purchased today for $20 has

the computational power of a $1 million computer of twenty

years ago (15).

1Certain words or phrases have been italicized ,
when first used , throughout this report. This action is
intended to key the reader to the fact that these words
have been defined in a glossary in Appendix C.

1
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There have been many studies , done both by govern-

ment and contractor personnel, that investigated the prob—

lems of various phases of the process used by the Depart-

ment of Defense (DOD) to acquire software. These studies

recommended various solutions to the identified problems

but did not provide one aspect tha t is definitely needed

in this complex arena. The aspect that is lacking was

recognized by the Air Force Systems Command (AFSC ) Director

of the Computer Resource Development Policy and Planning

Office when he stated: “The remaining task is to provide

an overall perspective or architecture to the software

acquisition management discipline in the Air Force Systems

Command (19:36] .”

Most software for embedded computers is purchased

as a part of a given subsystem for a new weapon system or

a major modification to an existing weapon system. The

organization used by the Department of the Air Force (DAF )

for acquisition of these major weapon systems is the sys-

tem program office (SPO). The program manager, appointed

• under AFR 800—2 , has overall responsibility for implementa-

tion of the Program Managemen t Directive (PMD) . The PHD

is the authorization to proceed with the weapon system

acquisition.

The standard SPO organization is shown in Figure 1.

This organization, developed for the acquisition of major

hardware systems, is functionally organized along the

2

a
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lines of major  technical and acquisition milestones to be

accomplished during the development and deployment of a new

weapon system (20). The program control division is the

office with pr ima ry respon s ib i l i ty  for overall coordination

of the various divisions to assure proper information flow

needed by all  sections . The other divisions , as their

titles indicate , are concerned with speci f i c , separate

functions of the acquisition process (15; 20).

As Figure 1 shows, there is no specific of f ice

identified with the development of computers or software.

These are treated as components of the various subsystems.

Software is usually managed by a team made up from the

various divisions as a special project (15).

The basic approach to the development of software

is to divide the development process into separate phases

much l ike the phases of the process for major systems

acquisition . These phases are shown in Figure 2. The com-

parison to the major weapon system life cycle phases is

done only to show a relationship of the functions and is

not intended to infer that they occur at the same time.

In fact, the software cycles may occur many many times

throughout the system life cycle (21:4—6). The Defense

Systems Acquisition Review Council (DSARC) has the final

approval au thori ty for  all phases of ma jor program acquisi-

tions (21:15—20). The software development phases are not

generally controlled by DSARC decisions.

4
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There are a multitude of directives, Figure 3,

that govern , in one way or another, the development of , and

the acquisition of computers and associated software. None

of these directives specifically addresses the problems of

managing embedded computer software acquisition programs

and , while APR 800—14 does give some minimal reference to

management, no real discipline is given . Also, the problem

of the SPO organization using the software life cycle pro-

cess is not addressed in detail (26).

The direction of APR 800—14 is at best minimal. In

Section B of Volume I, the program manager is directed to

provide management and technical emphasis to com-

puter equipment and computer program requirements identi-

fied in the Program Management Directive (34:3] .“ It does

not give real guidance as to how he will accomplish this

task. Volume II of APR 800—14 is more technical in nature

and specifies what levels of visibility the computer hard-

ware and software should receive, but does not list any

management direction to actually accomplish this task

(32:p.8—2)

This lack of a specific management control system

has caused serious problems in software acquisition .

Typically , if the team leader has an engineering back-

ground , engineering principles are applied. If he has a

configuration management background , principles from that

discipline are applied (18). Overruns in both cost and6
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schedule estimates have reached 100 percent. In some

cases, there has been total failure to ever develop the

systems (10:19). This lack of a specified viable manage-

ment discipline, in the face of costs that are estimated

to be in the billions of dollars for command and control

software in the next decade (10:29) , was recognized by

Secretary of Defense Harold Brown in his annual report to

Congress for the FY 1979 budget. He showed that initia-

tives have been taken to improve this and related areas of

management by saying:

The department has taken significant action to —

improve the acquisition , management, and control of
computer resources, particularly software in weapons.

Major initiatives in this area include: improved
management controls of our research efforts . . .
development of a framework for NATO cooperation in
selected aspects of software management techniques and
technology , improvement of the quality and consistency
of DSARC and similar reviews with respect to computer
resources issues, . . . (33:359] .

Thus, personnel from all levels of the Department

of Defense have recognized that there needs to be a better

control system implemented in the area of software acquisi-

tion. Motivated by these concerns, the following problem

statement was developed as the focus of this research.

Problem Statement

The current system used for acquisition of soft—

ware is not being adequately controlled to insure con-

sistent satisfaction of technical performance, schedule ,

and cost objectives. Therefo:e , a requirement exists to

L .. .  - ~~~~~~~~~ .~~~~~~~~~~~~~~~..
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develop a dynamic management system model that is capable

of providing control information to managers of the soft-

ware acquisition process.

Justification of the Research

For most weapon system development programs that
incorporate both hardware and software , the computer
software is a critical component relative to the over-
all operation of the system [17:13].

Figure 4 portrays dramatically the tremendous

growth in system software in the last twelve to fourteen

years. The 1977 estimated cost of software development,

testing, and maintenance for the entire federal government

is $4 billion per year , and these costs are expected to

climb to a figure ten times greater than hardware costs in

the years ahead (23) .

Today, according to Lieutenant Colonel John J.

Marciniak , USAF , Director of Computer Resources Development

Policy and Planning, DSC/Development Plans , Air Force

Systems Command , “The software problem is seen as excessive

costs, schedule slippages, and reduced performance corn—

pared to initial requirements ( 19:32—331.” What is needed

is a clearly defined software management discipline. A

discipline which , according to Lieutenant Colonel Marciniak,

is not adequately described (19:34].” If the sof t—

ware acquisition problem is to be solved it must be brought

under management control. One method of accomplishing this

9
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is to c lear ly  d e f i n e  the r e l a t ionsh ips  of the a c t i v i t i e s

w i t h i n  the sof tware  acquis i t ion  process.

Scope of the Research

The scope of th is  research has been l imited to

iden t i fy ing  a set of var iab les  ( ac t iv i t i e s )  which are

required to adequately control sof tware  acquisi t ion, opera-

tionally defining these variables (activities), and , us~,ing

cybernetic principles , developing a conceptual model of

the softwa re acquisition management process that wi l l  pro-

vide control information to the manager in terms of these

variables (activities) and their interrelationships.

Objectives of the Research

The objectives of this research project w~~ e to:

1,. Investigate the current software acquisition

management process with emphas is on the elemen ts tha t are

creat ing problems in the areas of employment and control .

2. Iden t i fy  and de f ine  the var iab les  ( ac t iv i t i e s )

which must be included in a conc eptual model of the sof t-

ware acquisition management process.

3. Develop a conceptual model of a viable software

acquisition management process which explains the system ’s

behavior in terms of the activities and their interrela-

tionships.

. 5 -
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Resea rch Question s

The fol lowing resea rch questions , compatible with

the problem statement and the research objecti ves , guided

this research e f f o r t:

1. What are the elements within the software -

acquisition management process , as current ly  emp loyed ,

which are contributing to the problems that now ex ist?

2. What are the vari~~iles (activities) that must

be included in a model of the software acquisition manage-

ment process?

3. Can a conceptual model be developed that can

accurately por tray the dynami c behavior of the sof tware

acquisition management process?

Plan of the Repo rt

The following chapters , using the research ques-

tions and the research objectives , presented in Chapter I ,

as a guide , develop a proposed solution to the management

problem that exists within the software acquisition pro-

cess. Chapter II is devoted to a general discussion of

the systems science research rr~ethodology . This discussion

is lit t le more than a summary statement of the techniques

used in systems scienc e research and is presen ted to pro-

vide a background for understanding the results and conclu—

sions of this research project.

12
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Chapter III discusses the methodology that was

applied in this research project  and introduces the concept

of inf luence  diagramming.

Chapter IV is concerned with the development of the

conceptual model of the software acquisition management pro-

cess and Chapter V presents the specific conclusions and

recommendations for further research that resulted from

that model.

13
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CHAPTER II

THE NATURE OF SYSTEMS SCIENCE RESEARC H

Contro l can be obtained only if th e variety of the
controller is a: least as areat as the oa r i e : y  of  the
situation to be controlled.

— A8hb y ’s Law of Requisite Variety 14:53-54]

In order to successfully apply the systems approach

to management , the organization must be viewed as a system .

A system is a “body of interrelated components. ” This

sequence of terms is important because the systems approach

f i rst develops an understanding of the whole (body) , then

analyzes the parts of the whole (components) , and then the

interrelationships among the parts and between the parts

and the whole.

The systems approach discounts simplistic statements
of “principles of organization” and reflects  the search
for patterns of relationships, configurations within
and among subsystems , and a contingency view (16:23].

To develop the required understanding of the whole

one could , and indeed should, start with the universe.

Clearly the universe qualifies as a “whole system;” however,

— a study of the software acquisition management process at

this level is quite cumbersome. To concentrate a systems

study in a specific area of interest without violating the

requirement to study the “body of interrelated components”

14
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the Recursive System Theorem developed by Stafford Beer is

applied . This theorem states , “if  a viable system contains

a viable system , then the organ izational st ructure must be

recursive (4 : 2 8 7 ] .” What this theorem says is that within

a v iable organization there is a viable suborganization- and

within that suborganization there is another suborganiza-

tion , e tc . ,  right down to the individual worker at the low-

est level of the organizat ion who is , himself , a viable

system , and therefore a whole system. By applying this

theorem , a detailed analysis of the software acquisition

mana gement process can be accomplished at the appropriate

organizational level.

The application of this cy bernet ic principle is pre-

sented in Figure 5 which represents a portion of the recur-

sive pattern of material acquisition within the United

States Government. The niveau in level I represents one of

the many f unctional divisions within a system program

office (SPO) within AFSC. The level II niveau represents

one of the project functions which is an element of the

level I functional division. The level III niveau repre-

sents one of the many subproject functions which is an ele—

ment of the level II project function. The level II niveau

(referred to as the Prime Niveau) is the specific level of

recursion within the organizational structure that is

addressed by this research.

- 
- 
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Because of the tremendous amount of va ri~~:y that

exists in the system under study a model must be developed

which represents the real world system, yet reduces the

system variety to a manageable level. “A model is simply

a means by which we attempt to represent some aspect of the

external world , in order to be able to influence , control

or understand it more effectively [9:5]. ”

A scien tifi c riode l developed from insights into the

software acquisition management process and applied through

the use of a computer analysis tool such as -C.~’rt or

Dynamo provides the structure needed to assimilate informa—

tion dealing with control variety which would not otherwise

be possible. It is “when we make our models and classify

our insights in terms of variety, we perceive what manage-

ment is really about——whatever the variety sources may be

[4 :2901 . “

To develop this scientific model a very thorough

understanding of the managerial problems that currently

exist must precede any attempts to diagnose or prescribe a

remedy .

Understanding managerial problems presupposes the
realization that (a) life in an organic system such as
a business enterprise is an ongoing process, (b) that
one gains knowledge about the whole not by observing
the parts but by observing the process of interaction
among the parts and between the parts and the whole ,
and (c) that what is observed is not reality itself
but the observer ’s conception of what is there (29:247].

17 
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Systems Science Paradigm

Once an adequate understanding of the whole r~ le-

vant system is developed the systems science ~~~~~~gri is

used to complete basic milestones in the development of the

softwa re acquisition management discipl ine .

By applying the systems science paradigm in three

phases:

Phase I—-Conceptualization , 
‘
I

Phase Il--Ana lysis and Measurement,

Phase Ill——Computerization (29:254—259)

the perceived overwhelming task of holistically investi-

gating the software acquisition management process, which

exists under constantly changing conditions , is facilitated

through the modelling process ( 2 9 : 2 5 4 ) .  This modelling pro-

cess begins in Phase I with a very rough conceptualization

of the system.

Conceptualization in Phase I means ,

understanding and organizing the interactions
among the elements making up the phenomenon under
scrutiny into a logical network of relationships in
such a way as to reveal the direction of the underlying
structure ( 2 9 : 2 4 9 ] .

In an effort to develop this understanding and

organizing of interactions, a series of modelling activi-

ties is undertaken which is arranged in a thoroughness-

abstraction hierarchy . Stafford Beer calls this hierarchy

of models a “Cone of Resolution.”

18
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Figure 6 graphically illustrates the increase in

detailed information available to the researcher, or mana-

ger, as he or she moves down the cone of resolution .

The first step in applying the concept of “cones

of resolution” to the conceptualization of the software-

acquisition manag ement process begin s at the top of the

cone where the most abstract thinking is applied (Figure 7).

The objective at this level is to develop an understanding

of the acquisition organization , the SPO, and how it relates

to its environment in general.

The second level in the cone of resolution focuses

in greater detail on the software acquisition environment

and how the elements of the software acquisition management

process interrelate to the environment. At this point, the

elements within the SPO which work directly with the soft-

ware acquisition management process become identifiable.

Through observation and data collection at this

level the research effort develops a list of activities

and/or variables that are determined to affect the software

acquisition management process, and then the conceptualiza-

tion effort can move further down the cone of resolution.

At the third level in the cone of resolution

research efforts focus on developing a logical network model

of the control and information channels that exist. At this

H point facts have been collected about the software acquisi—

tion management process and the activities that are required

19
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Fig. 6. Cones of Resolution. Each feature at one
level may represent a tremendous amount of detail when
examined on a larger scale (29:248)
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within  a viable system s tructure have been ident i f ied even

though a complete understanding of these activities is still

not known .

The next step is to explain the interrelationships

of the activities by advancing the conceptual model of the

system into a more detailed ho~ncrnorp hic mode l of the process.

The process of homomorphic modelling is at the
least a heuristic method for i n f e r r i ng  thu existence
of structure of systems of which the complexity defeats
isomorphic modelling [6:125] .

This statement implies that the f i r s t  act in the process

of homomorphic modelling is to reduce the tremendous amount

of var ie ty  in the system , but to reduce it in a way that

wil l  mainta in  enough detail to make it possible to deal with

the s i tuat ion at hand. Also, the mode l must  be constructed

in such a way as to allow some of the lost variety to be

replaced , if needed , at some later time during simulation.

The basic tool used to develop this homomorphic

model was the influence diagram . “The influence diagram

records the way in which the system works (9:63]. ” This

is accomplished by listing all of the variables (activit ies)

that have been identified as elements of the system at the

appropriate level of resolution and then linking each of

these variables (activities) so as to show how each affects,

or is affected by, the other variables (activities) in the

model. To simplify the linking of each of the variables

the list is written out across the page rather than in the

22



usual vertical column. Figure 8 is an example of an influ-

ence diagram of a production-inventory model that was

developed using the hor izonta l  l i s t ing and l ink ing  tech-

nique . What results is a struc tural  mode l which very

clearly portrays the structure of the system and the manner

in which the system functions.

A detailed discussion of the in f luence  diagramming

process is included in Chapter IV where the actual influ-

ence diagram of the software acquisition management process

has been developed .

The modelling process at this point is not a mathe-

matical model , but rather a structural model of the stocha s-

tic processes that have been identified through research of

the software acquisition management process. It is within

this structural model that the capacity to replace reduced

variety has been incorporated. This structural model con-

tains four forms of suppressed variety. First, none of the

variables have any numerical data values assigned to them.

Second , the relationships between variables will differ in

quantity, such as those which represent different activi-

ties yet are all defined by the same quantifier--years of

experience , for example. Relationships which differ in

natural features are the third form of suppressed variety

present in the model. An example of this is the inter-

relationship between the timing of the development of an

operational definition and the accuracy of that definition.

23
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The final form of suppressed variety is the reduction of

certain comp lex structural  enti ties in to more s impl i f ied

structures which still allow an adequate understandi ng of

the system rela tionships yet do not become preoccupied wi th

too much detail.

The reduction of variety that occurs in the develop-

ment of the structural model is not bad as long as the model

has not eliminated any of the information that the manager

will need to insure the system remains viable.

O..ce the structural model is developed , Phase I of

the systems science paradigm is complete . With this con-

ceptualized structural model the software acquisition mana-

ger will have a better understanding of the interrelation-

ships of the activities within the software acquisition

management process and from this understanding should be

better able to control the acquisition of software for  major

weapon systems even though the system science paradigm has

not been completed through to a computerized simulation

model.

Although not addressed in this research effort, the

next step in the systems science paradigm is to quantify

the structural model and conduct Phase Il--Analysis and

Measurement. The languages of mathematics, statistics and

logic must be applied to arrive at meaningful  informat ion

that will allow assignment of values to logical relation-

ships within the software acquisition management process ,

25
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analyze  activities and assess those tha t are cri tical to

system v i ab i l i t y, and determine the accuracy and control

potential of the model .

The ult imate product of Phase II of the system s

science paradigm is a mathematical model that is then tran s-

lated into a computer project ( 2 9 : 2 5 9 ) . This t ranslat ion

comprises Phase Il l--Computerization of the systems science

pa radigm . The computerization , whethe r Dynamo , Q—Gert , or

some other more appropriate method , w i l l  be a s imulation

model of the homomorphic s tructura l model that  was developed

in Phase I.

The advantages gained from simulation modelling are

th ree-fold . First , simulat ion provides an a r t i f i c i a l

experience of the real system much more quickly than could

otherwise be obta ined. Second , there are no r i sks  involved

in gaining this experience. Third , it is possible to make

changes to the present system and project  possible outcomes

under the new system (6 : 2 3 1 ) . Simulation allows determina- ’

tion of what would happen as a result  of certain actions or

policy decisions.

Scien t i f i c  analysis con f i r m s  what common sense
• comprehends , namely that  information cannot be had for

nothing , and a predictive model is onl y as good as the
info rmation fed to it [ 6 : 3 2 6 ] .

The pr incip les and concepts of systems science

research presented in th is  chapter provide a brief intro-

duction to the system s approach of ana lyz ing  and managing

26
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a complex organizat ion. In the chapters that follow , this

systems approach wi l l  be app lied to the ident i f icat ion and

def in i t ion  of the variables (ac t iv i t i e s )  that exist in the

software acquisition management process , and the development

of a structural model through the use of influence diagram—

ming that presents to the manager a clear picture of the

interrelationships that exist in the software acquisition

management system.

27
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CHAPTER III

RE SEARCH METHODOLOGY

For’ t’~e fi rst time in ;he history ~f  man , science
can do whatever can be exactly specified. Then , al so
f~r the first time , we do not have to be scientists ~o
‘~nderstand what can be done. It ~oZlow s that we are nc
longer at the mercy of a te~~

’rznocracy whi ch alone can
tell us what to do. Our job is to start sp ecify in g’.

S’~afford Beer [?:56]

When stated in the very simplest of terms , the two

steps required to develop a conceptual model of any system

are to write down the names of all the activities that

impact that system and connect them with arrows to show

what e f fec ts  they have on one another. A third step,

generally f e l t  to be required of al l  modell ing exercises,

is to , in some manner , val idate  the model to insure that

all the variables are present and that the proper interrela-

tionships have been identified. Unfortunately , the pro-

cedures are much more complicated when applied to a real

world , complex system. In fact, entire research efforts

could be done on only one of these steps when the ultimate

objective is to model an extremely complex system.

In that much of the theory discussed in Chapter II

is an approach to thinking about a problem , it will  not be

reiterated. However , it has been applied rigorously

28
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throughout the three research tasks listed below.

1. Data collection

2. Development of a conceptual model of the soft-

ware acquisi t ion management process

3. Val idat ion

Each of these three tasks , stated so simply in the beg in—

ning,  is discussed in detail in the remaining portions of

this chapter.

Data Collection

Since there is no accepted list of activit ies that

have a direct impact on the costs or schedule of software

acquisition, the f i r s t  step in modelling the process was to

compute a list of all the activities that have an impact on

the successful acquisition of embedded computer software

programs .

In tha t there was no acceptable consolidated list

of these activit ies that could be used as a starting point ,

the data had to be gathered essentially f rom groun d zero.

The only easily accessible place this data is held is in

the minds of those personnel that are , or have been ,

involved in this process during the acquisition of current

weapon systems. Thus, the only course open was to inter-

view personnel in an attempt to identify those activities

which have an impact on the acquisition process.

29
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Initial research into this area provided a list of

several activities which , in the contributors ’ opinions

(18; 26), have had a direct impact on programs in the recent

past.

These activities included determination of central

storage core size, availability of support software to

contractors, availability of government-furnished software ,

early determination of weapon system software requirements ,

level of expertise in the government contract monitoring

office, and the importance of a particular computer

language.

With this list as an initial set of contributing

activities, the interview guide in Appendix B was used to

interview the Commander , Air Force Logistics Command; the

Chief , Software Support Center Branch , WR -ALC /MAIT; the

personnel of the Operational Fl ight  Program software sup-

port office , WR-ALC/MMEC; the Chief , Embedded Computer/

Software Group , AFALD; personnel from the Simulator System

Program Of f i ce  in ASD ; the Chief , Computer Resources Divi-

S sion , AFLC/LOEC; the Avionics Integration Engineering

Advisor, ASD/ENA; and a Software Project Manager in ASD/YYM

in an effort to develop a comprehensive set of contributing

activities. In addition , telephone communication s were

conducted with others involved in software acquisition to

insure a cross—section of those involved in software

30
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acquisition had the opportunity to make inputs to this set

of contributing activit ies.

These interviews were not intended to gather the

same type of data that might be gathered in behavioral

science data assimilation interviews where distinctive areas

of interest have been predetermined. Therefore , only a

small list of questions was compiled to help structure the

interviews . These questions were used to expand the

research questions listed in Chapter I. This group of ques-

tions provided adequate guidance during the interviews to

be able to determine those activities that are significant

to the software acquisition management process.

The interviews were purposely conducted in both Air

Force Systems Command and Air Force Logistics Command in

order to determine activities that impact throughout the

l i fe  cycle of the software acquired . It  does no good to

acquire software at a very low dollar value when it will

cost a small fortune to maintain it over the useful life of

the weapon system. Also , since software problems are begin-

ning to impact all levels of our organizations, these inter-

views attempted to cover various eschelons of the commands

in order to discover all of the activities that lead to

difficulties in Air Force software acquisition programs.

Once the list of activities had been compiled and

reviewed , an operational definition was proposed for each

activity and the interviews were repeated to provide

31
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additional feedback on these definitions. The ultimate

intent of these interviews was to obtain some concensus as

to what the operational definitions were for the activities

identified . Again , by going across commands and levels of

the organizations, these definitions should contain the- ele-

ments important to most offices involved in this process.

Conceptual Model

Once the activities influencing the software acquisi-

tion management process were identified and defined , the

next step was to develop a conceptual model , using influence

diag r amming, to properly display how all the activities

interact and where they make their impacts on the overall

process.

The particular niveau of the organization investi-

gated was art element of the system program of f ice  since

most acquisition programs are controlled from that level.

The corporate paradigm , as proposed by Stafford Beer , was

used to identify just what functions, within that element,

were to be included in the model directly. Therefore, only

a portion of the SPO functions were considered in diagram-

ming the software acquisition management process.

As stated before , the first two steps in construc-

tion of a conceptual model are to- write down all those

activities that impact the system and then connect them by

an arrow or influence link using the influence diagram

32
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technique. In reality , the second step is not any easier

than was collection of data for the first step.

Prior to drawing any influence lines, the activi-

ties are sorted into categories including the model list,

the supplementary list, and the extension lists. Those-

limited activities at which control is aimed , are placed

in the model list. It is good to limit these, even in a

completed model , in order to have a reasonably clear and

coherent purpose for the model. Secondly , those activities

which most immediately affect the model list are placed in

the first extension. Those activities that most immediately

offset those of the first extension are placed in the second

extension and so on. Those activities that simply act as

indicators of system performance and which play no other

part in the system or its control policies are placed in the

supplementary list (9:70—73).

After each list is filled the influence lines are

drawn between activities (Figure 9). The rule is:

If the head variable (activity ] changes in the same
direction as the tail variable (activity], use a +
(plus) sign, but if it changes in the opposite direction ,
use a — (minus] sign; if the result is sometimes in the
same direction and sometimes in the opposite direction
use an asterisk [9:631.

After all of the influence lines are drawn between succes-

sive extension lists, the entire listing must be reviewed

to include those activities which also influence some

others not in an adjoining list, i.e., an activity in the 

.~~~~~~..
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second extension affects one in the first extension and one

in the model list to some degree (Figure  9; va r i ab le

“Developed Reserves”).

Once it is f e l t  that  al l  connection s have been corn—

pleted , the diagram is tested for closure , for if a diagrarn

is really to be a dynamic model, it must possess the

property of closure . This means that  i t  must  have at least

one feedback loop and all act ivi t ies  except those determined

to be exogeneous inputs or supplementary outputs must lie

on a loop (Figure 10) .  The test for  closure is simple:

Sta r ting from any point in the i n f l uence diagram
[e xcept inputs or outputs]  i t  must be possible to return
to tha t point by f ollowing the influence lines in the
direction of causation , in such a way as to not cross
one ’s track [9:70].

Thus , with a given number of variables, one can stop when

closure is achieved . Notice in the example in Figure 10,

f our feedback loops were required to achieve closure . If

closure is not present, all the influencing activities are

not present and they must be determined and added to the

model. Once closure has been attained and an additional

variable must be added because the model is being expanded ,

closure must be retested . If, again , closure is no longer

present, more activities must be identified and added to

the model until closure is reattained.

When closure is attained with a sufficient number

of activities to achieve the desired detail of the model,
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the process is completed . The remaining task, at this

poi n t , is the val idat ion of the completed conceptual model.

Val ida t ion

Validation had to be a cont inuing e f f o r t  throughout

the modelling process. It was accomplished both during and

after Phase I of the system s science paradigm application .

After the initial interviews were conducted , a list

of pertinent activities was compiled , and this list was then

returned to those available from the original group inter-

viewed to get their feedback . Since the identification of

the activities is so critical to the development of an

accurate model , this step was repeated more than once to

ensure that all the activities were adequately identified

and defined .

Once the conceptual model was developed , based on

these activities, it was also reviewed by the interv iewees

to ensure that it adequately showed the interrelationships

of all the activit ies.

By having each step in Phase I critiqued and vali-

dated by outside parties , the final product is a conceptual

model that adequately describes the critical activities tha t

make up the software acquisition management process.

By using this list of critical variables , recom-

mendations for change can be made. The process compares how

the activities are treated today and how they should be
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treated to achieve the maximum management control of the

system. This ~iav lead to s i g n i f i c a n t  changes in current

procedures or may simpl y require tha t a fac tor be mon itored

in the fu ture even thou gh it was neglected in the past.

This chapte r has presented a s teD-by-step app lica-

tion of the systems science research theory to the develop-

men t of a conceptual model tha t will help in improving

management control of the software acquisition process.

The essential impor tance to the mana ger himself of
a cybernetic control system is that  it automatically
f i l te rs  the vast amount of prol ifera ting information
about the world situation that is accessible , and can
present him with that very small proportion which is
of real importance [6:342].

The model that is developed in Chapter IV addresses

this small proportion of important information and provides

the software acquisition manager the control capability

needed to insure consistent satisfaction of technical

performance , schedule and cost objec tives.
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CHAPTER IV

CONCEPTUAL MODEL DEVELOPMENT

The e s se n t is i  i- or ~ ance  to the  manager  h i m s e l f  o f
J y b e r n e t - c  c o n l r o  s~-st~ r? is  th- ~~ i t  au tcma’ ~ic a l l l1

f i l t e r s  the vss’~ amount o f  ~ ii~~e ~inc i n f ~ r rnavio n
about the ‘5-j sr~’d s i t ’~ z : i o r. t~~aj  is  scc~~s s - i~~le , ~~ d can
p r e s e n ’~ h im .si~~’. vh a v  vec~ am~~i i  ~ rc por~~isn  wh i c h  is
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As stated in Chapter I , most software for  embedded

computers is purchased as a part of a given subsystem for

a new weapon system or a major  modif ication to an existing

-
‘ 

weapon system. Seldom is it ever the one and only purpose

of a major contract e f fo r t .  Because of this low level of

visibility that software has received in the past , there

has never been a large push to develop an overall perspec-

tive for management of the software acquisition process

(19:35—36)

Many times in the past, all that was done to manage

- 

. 
the acquisition process was to monitor the progress of the

contractor on each of the seven functional activities that

occur in development of any software program. These seven

functions , conceptualization, requirements definit ion,

design , coding and checkout, testing, integration , and

maintenance, shown previously in Chapter I, Figure 2, are

the mechanical steps a developer goes through to convert
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an idea into lines of code that will operate in some central

process ing unit . Moni toring these func tions only does not

really provide an overall perspective of how the sof tware

development is proceeding except in the area of a deadline

schedule. Problems with cost factors for the life of the

software and accurate specification attainment may well be

lost in this type of management approach.

By looking at any system in its enti re ty , one can

see not only the problems in certain parts of the system ,

but also the ultimate output of the system and how these

outputs will interface with other systems. That is the

purpose of Systems Dynamics and the ultimate goal of the

model presented in this chapter. The variables that were

determined to have a signif icant impact on the system are

not necessarily tied to one specific function , but instead

are generalized activities that can impact across the entire

acquisition process. This approach insures that the entire

j system is looked at whenever a problem arises. Also ,

taking the systems approach to viewing the software acquisi-

tion process allows managers of the process to understand

how policy dictated from above will impact their ability

to get the software development accomplished within their

given constraints of dollars , specifications, and time.

The model presented here , when finally computer-

ized , will encompass the information now collected concern—

irig how well the contractor is meeting the milestone
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schedule for the seven functional steps of the development.

This information will eventually be used as inputs into

the variables of this conceptual model. These variables

were not subdivided further for this conceptual mode l as

too much detail at this point in developmen t would have ’

defeated the purpose of attaining a proper system perspec-

tive of the acquisition process.

Thus , the conceptual model presented here was

developed to give the overall systems perspective needed

by the manager to adequately control the process and to

f i l t e r  information needed by managers at higher levels.

The model , as presented , does not provide f inely detailed

information that might be needed on a daily operating

basis , but instead shows the impacts certain decisions or

policies will have in the long-range stability of the soft-

ware acquisition process.

To completely understand the model as presented , one

must be familiar with the interrelationships of all the

activities that are involved in the process. The next sec-

tions discuss the activities found by this research project ,

the definitions that were used for development of the model,

and an explanation of the interrelationships of the activi-

ties within the conceptual model itself.
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Da ta Collection

Through all of the interviews conducted in thi s

project , twenty—eight activities were determined to have

significant  impacts on the successful acqu isi tion of

embedded computer software. These twenty-eight could have

been broken down into a much larger list but it was felt

that sufficient detail was achieved with these activities

to meet the purpose of the model being developed . Those

activities identified are:

1. Early involvement of AFLC personnel

2. Unique support requirements definition timing

3. The amount of government-furnished software (26)

4. The age of the software being modified (when
applicable)

5. Timing of the operational requirements defini-
ti on

6. Allowed development time*

7. Accuracy of operational requirements definition

8. Standardization of code developed

9. Support software available for development

10. Core size of the processor to be used (26)

11. Timing cycle (26)

12. Other hardware constraints*

13. Difficulty factor*

14. Requirement for transportability

15. Degree of development entropy ( 2 5 )

16. User involvement in development
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17. SPO /APPRO expertise

18. Contractor expertise

19. External influences

20. Planning for reprogramming capability

21. Computed development time*

22. Computer resources required for development

23. Criticality of software being developed (26)

24. Test/verification requirement timing

25. Risk analysis*

26. Timely and comp lete documentation

27. Verification and validation*

28. Formal reviews and audits (15)

The activities above , when appropriate , have been

footnoted to show when one individual originally was respon-

sible for their identification or if they were derived from

the literature review portion of this research project.

Those activities shown with an asterisk were derived by

the authors from experience in software development or by

subdividing an activity, identified during the interviews ,

for purposes of model clarity and closure. The remaining

- - 

activities on the list were contributed and corraborated by

all of those interviewed in AFLC, AFSC , and AFALD . When-

ever a list such as this is compiled, it should contain the

researchers ’ operational definitions of each activity to

ensure that all concerned are in accord as to exactly what

is meant by the titles applied to the activities. Since
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these activit ies must eventually have some vehicle by which

they can be measured or judged , it is encumben t on the

ini t ial  researchers to specify , if at all possible , what the

appropriate vehicles are. The definitions used in this

research , and the measurement vehicles that were possible

to determine, are presented with each phase of the model ’ s

development.

Concept ual Model

The conceptual model of the software acquisition

management process developed as a result of this research

is presented in Figure 11. This model presents a con-

ceptualization of the overall architecture that is required

to bring under control the Software Acquisition Management

Discipline. The purpose of the model is to explain the

variations in software development and to enable the mana-

ger to study the problem of devising improved control

strategies.

The influence diagramming technique builds the com-

plete model in distinct steps starting with the model list,

the supplementary list, and then each required extension

until closure is attained. The explanation of the model

follows this same building block technique.

To aid in understanding why certain influence line

signs were used, arrows have been added to show the desired

directions of activities when the outputs of the model are
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within acceptable limits . These are shown as horizonta l

or vertical arrows in each of the activity boxes. A verti-

cal arrow upward indicates the activity should be increasing

toward a most favorable level when the model outputs are as

desired. A vertical arrow downward indicates the activity

rating scale, or measurement vehicle , should be approaching

zero when the model outputs are within the desired stable

ranges. A horizontal arrow in any activity box associated

with timing indicates that it is most desirable for that

activity to be brought into the acquisition process at the

earliest feasible time to assure stability .

To aid in grasping the extensive interrelationships

of these activities , the model was subdivided into exten-

sion lists for the purpose of discussion and explanation.

The activities in the model list extension are discussed

first.

Model List

The model list contains those activities which the

model is intended to control (9:72). The four activities

that comprise the model list extension and their defini-

tions as used in this research effort are presented below.

Also presented is a brief explanation of the arrows

included within each activity box in the model diagram.

1. Risk Analysis-—uncertainty of management parameters

expressed in terms of manpower , dollars , and schedule.
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( - i- )  indicates tha t the smaller r isk involved in the

system development the grea ter the probability of

complet ing the projec t successful ly .

2. Documentation

Descriptive--the documentation that explains the inputs ,

outputs, and purpose of each module (or subroutine)

being developed .

User--that documentation that will describe the applica-

tion of the software to the eventual user of the com-

puter system. It should explain the specific output

that can be expected from a specific input.

( t )  More complete documentation wil l  improve the

manager ’ s abili ty to control the program , and

fu ture  program usabil i ty wi l l  be increased.

3. Validation/Verification--a review of available docu-

mentation to assess logic and thoroughn ess. After

coding is completed a review is conducted to insure

system specifications have been met and that perform-

ance is satisfactory in the mission environment.

Modules must be validated prior to integration into

the system and any time changes are made.

(
-i- ) As verification and validation efforts increase

the probability of the system performing as desired

will also increase.

4. Formal Reviews/Audits--audits are conducted to verify

compliance with specifications and other appropriate
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contractual guidance. “[It] forces an orderly develop-

ment of contractor software and provides the Air Force

with a visibility of the managerial and technical activi-

ties of the contractors [3:23). ”

(~ ) When reviews and audits become more detailed

and formal in their analysis of contractor activi-

ties, the manager ’s confidence of having a success-

ful program will increase.

Figure 12 has taken the model list out of the com-

plete influence diagram and focuses only on these elements

and their relationships.

The reduction of risk is a required activity if a

manager is to improve hi s or her control over the software

acquisition process. In the model list one sees that the

other elements act in concert with risk analysis in the

development of improved control strategies. Notice the

direct interrelationship of Documentation and Validation

and Verification . The documentation is required to effect

Validation and Verification , yet the Validation and Veri-

fication activities can result in a need for improved docu-

mentation to continue the process.

Supplementary List

Although the supplementary list is not a part of

the system , it is used in the model to indicate system
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performance in an attempt to evaluate various proposed con-

trol policies. The three elements of the supplementary list

are:

1. Life Cycle Costs—- ”Those costs , including direct,

indirect, recurring, and nonrecurring costs associated

wi th a system ’ s research , development , prod uction , and

deployment (operation and support) that are incurred

as the total cost of ownership [12:110].”

(+) A low life cycle cost is most desirable.

2. Specification Attainment-—the extent to which the sys-

tern is able to function in the mission environment and

perform its assigned task. This can be measured as a

percentage of or iginal design capability.

(~ ) The higher the percentage of specification

attainment the better.

3. Schedule--the schedule is a proposed rate of delivery

of modules , subassemblies , and assemblies that is to

occur throughout the life of the development program.

One method used to establish this schedule is to esti-

mate the rate of completion of the components that are

to be delivered . This rate is computed using the

expected development time and the total object code

requirements of the component (27:17).

The extent to which the program is on schedule can

be evaluated by comparing the total object code
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developed to the proposed amount of code that  should

have been developed.

(‘t ) The greater the amount of object code developed ,

especially if it is greater than the proposed amo un t

on a given date , the gr eater the probability that

the program wil l  be comp leted on schedule.

These three variables reflect the ultimate indica-

tion of system performance by evaluating whether the pro-

ject does what it is supposed to do , when it is needed , at

the lowest possible life cycle cost.

Figure 13 shows the supplementary list and the

model list and the manner in which the variables are inter-

related. This figure shows the direct relationship between

Validation and Verification and Specification Attainment.

As the Validation and Verification effort increases the

quality of the product being produced , the probability that

that product will meet the required specifications also

increases. Note that documentation does not directly affect

whether or not a product meets specifications , but rather

through Risk Analysis and Validation and Verification docu-

mentation improves the probability of meeting specifica-

tions.

Documentation , on the other hand, does directly

impact life cycle cost through documentation articles that

reduce maintenance costs later in a system ’s life , and
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schedule through documentation articles that prov ide the

manager with assessment capabilities to jud ge the progress

of the development program .

Risk Analys is  and Forma l Review and Audits a f f ec t

all three supplementary list variables by providing the

vis ibi l i ty  necessary to reduce uncertainty and to evaluate

the activit ies of the contractor .

First Extension

The first extension contains those variables that

directly affect the variables in the model list. The ele-

ments of the f i r s t  extension and their def in i t ions  are :

1. User Involvement in Operations Requirement Definition

( I ) --the point in the DSARC cycle at which the user has

active inputs into the system (and the software sub-

systems) being acquired .

(~~ ) The more active the user is in def in ing  the

operational requirements , the more likely the end

product will do what it was designed to do.

2. SPO /AFPRO Expert ise——the average of the n umber of years ’

experience of the personnel with a software background

assigned to the SPO and/or AFP1-~O.

( - f )  SPO /AFPRO famil iar i ty  with the software develop-

ment process is directly related to quali ty of out-

- 
I put , rel iabil i ty of the system , and operation of

the development pr ogram.
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3. Contractor Expert~.se-— average of the number of years

experience of the programmers in specific applications

areas s imi l a r  to the proposed type of sof tware  develop-

ment p ro jec t .

(~~) It is more desirable to have a contractor with

previous experience in a similar program than a new

contractor with no previous experience.

4. External influences (l)--the extent to which the acquisi-

t ion program is under sc ru t iny  from outside establ ished

acquisition channels . A highly poli t ical  weapon system

may face more changes directed f rom outside sources

than some of the lower pr ior i ty  programs .

( + )  Less involvement of outside sources will lead

to a more stable development program. The ideal

si tuat ion would exist if no external  pressure were

placed on the program manager .

5. P lann ing  for  Repro gramming Capabil i ty ( I ) - -th e  degree

to which it is recognized that the sof tware  module under

development may have to be s ign i f i can t ly  modified at

some time in the fu tu re .

(
~

) Realizat ion early in the development process

that a software module may need the capability to

be reprogrammed at some future time will allow this

capability to be built in, reducing costly follow-cri

redevelopment efforts.
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6.  Development Time-- the  design time (or the time to reach

In i t i a l  Opera t ing  C a p a b i l i t y)  of a large sof tware  pro-

ject .

( * )  Development times are a result of the size of

the system being developed . These times can range

from one or two months to two to f ive years (25 :23).

7. Computer Resources Required for  Development--determina-

tion of the avai labi l i ty  and n umber of CPU/wal l - t ime

hours , by machine type , that wil l  be required to support

the development effort , and the accessibility of the

programmers to the problem center and the services

of fe red .

(4-) It is desired to provide the maximum degree of

accessibility of the peop le to the services offered

in the problem center. This can best be accom-

plished by having the center as close as possible

(28:59)

8. Cri ticality of the Sof tware ~eing Developed (I ) -—recog-

nit ion of the ult imate use of the output of the soft-

ware module and how its relative importance will affect

other factors in the development and operations cycles;

i.e., flight control software will require more test!

verification and development time , and have more hard-

ware constraints than will a software module for mainte-

nance support of a simulator processor .

1

L ‘-. 5-~~~~~~~— - - - -~~~~~~~~~~
- -



—~~~~~~~~~~ 5- ---—~~~~~~~~~~~~~~~~

(~~) The less critical the output of the sof tware ,

the more stable the development process since the

pressure for  perfect ion is reduced. The mana ger

cannot contro l this as it is an exogenous input .

9. Test/Verification Requirement Timing-—early recognition

of the total testing required to ver i fy  the validity

of the sof tware module and ensuring tha t schedules

reflect adequa te time to react to the results of this

process.

(+. ) The earliest possible realization of the need

for specific test is desirable. Early recognition

will hopefully lead to planning for complete test!

verification procedures and for an adequate time

period in which to accomplish these tests.

The “ (I)” following certain variables listed above m di-

cates those activities which are exogenous inputs to the

system.

Figure 14 shows the relationship of the First Exten-

siori activities to those activities in the model list exten-

sion . The input activities are denoted in this figure by

boxes which have the upper right corner cut on a diagonal.

L 

Early  involvement of the using activity in the

development of the operational r~ quirexnents of a proposed

system will greatly reduce the risk of acquiring a system

that is not capable of meeting its intended use. The
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user must be brought into the development process at the

earliest possible time.

The risk of a poorly developed product will be

reduced if the SPO/AFPRO and contractor personnel have

experience with similar types of development projects.
5

(Additionally, greater contractor expertise will reduce

required deve lopment time , all factors  being equal , for

system development.)

External influences may actually cause an increase

in the risk associated with  managing a software develop-

ment project. As more outside pressure is applied to

achieve faster results or alter system functions , the risk

of a poor decision , an increase in cost or a slip in the

schedule will increase because the manager may be forced

to implement actions which are outside the parameters of

stable system development. Conversely , if there is little

or no outside pressure on the program the risk of making a

poor decision based on external influences will be reduced.

The f ina l  variable that directly affects risk

analysis in the first extension is development time. A

project with a long development time, all other factors

being equal, allows the manager more time to reach certain

management decisions which may be more thoroughly analyzed

and therefore will reduce the associated risk of making an

error in judgement.
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A fac tor which a f f e c ts and is affected by develop-

ment time is Computer Resources Required for Development.

As development time increases, the requirement for develop-

ment computer resources also increases to meet the need for

additional programmer development activities. Additionally,

if requirement for computer resources for development

increases but cannot be met, then there ‘~.ill be an associ-

ated increase in development time as programmers are forced

to wait for access to the available resources.

If it is recognized early in the development pro-

cess that a sof tware module may require modification at a

later date , additional documentation will be required dur-

ing the development effort to insure the future capability

to modify the module as needed .

-j The criticality of the software being developed

will  determine the amount of Validation and Ver ification

and the number of Reviews and Audits that are required

during the program. For example , a sof tware module for  a

flight control system will require closer Reviews and more

Validation and Verification than a module that will be used

in a f l ight simulator.

Early recognition of the total amount of time

required to accomplish the Validation and Verification

will impact on development time , the degree of Validation

and Verification to be employed , and the amount of program

~~~~ review that will be implemented . Additionally, the
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estimated development time will impact on the point in the

development program that Validation and Verification activi-

ties must be identified and started. Also , the amount of

Validation and Ver i f ica t ion  that wil l  be required to insure

successful program completion will determine when Valida-

tion and Verification activities must begin if the program

is to be accomplished on schedule.

At this point the first test for closure is accom-

plished to determine if the model is complete. The influ-

ence diagram , as presented so far , does not exhibit closure ,

so attention is moved to the second extension.

Second Extension

The Second Extension contains those variables which

most directly affect the variables that are presented in

the First Extension of the influence diagram . Those eight

variables are presented below along with their respective

definitions.

1. Standardization--the extent to which the module under

development can be designed under “top-down ” structural

programming rules. This can be measured as a percent-

age of the number of modules written following the

guidelines out of the total number of modules in the

software development package .

(
-‘-
) The higher the percentage, the better. Stan-

dardized code is easier , and therefore cheaper, to

L 

maintain .
60
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2. Support Software Available for Development-—determine

if all the required compilers , translators , debugging

aids , assemb lers , generators , etc., are currently avail-

able or if they will  have to be developed along wi th

the operational software module.

() When none of the support software is required

to be developed concurrently wi th the operational

software , all e f fo r t s  can be focused on the object

software. Programmers can begin to debug new code

immediately .

3. Core Size (I)—-the amount of memory available normally

measured in thousands of bytes such as 16K bytes = 12K

bits of information .

(-F ) H ighly sophisticated code , wi th  interwoven

routines is not necessary when core size is not a

constraint to development. Anything that removes

some constraint will lead to a more stable develop-

ment program.

4. Timing——the cycle time of the programs ; i .e . ,  the

length of time, in microseconds , allowed for the entire

program to execute and interface with other system

modules.

( 4 - )  The longer the timing allowed , the better.

Ideally , this number would go high enough to

actually be no constraint at all.
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5. Hardware Constraints to Development--those requirements

placed on the software development effort due to weight

and volume constraints of the hardware and/or schedule

of hardware development.

( 4 . ) When there are no hardware constra in ts , includ-

ing core size and timing , code does no t have to be

written to specifically meet these constraints.

Zero constraints is the best situation possible.

6. Difficulty Factor——a scaled rating of the programming

e f f o r t  required to produce the sof tware .  Scale ranges

from very easy to very hard .

(4.) This factor will never reach zero since all

software requires some logical development. The

more basic the computer function to be performed ,

the lower this factor will be.

7. Requirement for Transportability (I)-—determination of

the requirement that the software module be capable of

executing in more than one CPU in suf f ic ient time to

design this requirement into the module initially .

(4) When it can be assured that the module will

never have to be executed on any other CPU , this

will go to zero. When it may have to execute on

more than one CPU , the design must take that fact

into account. This may indeed complicate the

design .
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8. Degree of Development Entrqpy

Stand Alone Software--software developed for mainframe

(or mini) computers to be used for support functions.

Not normally constrained by any physical space limita-

tions.

Rebuild (Extensive Modifications)--prograras already in

opera tion that are to be used as a basis for  sof tware

wi th a new function . Usual ly reinstalled in the

original machine.

New Software with Interface--software being developed

for new systems that will have to interface with other

processors in the overall major system .

(~~) A factor that influences the amount of develop-

ment time tha t will be required for the program .

The various classes require different development

times. As this factor approaches zero, risk will

decrease as required development time will be

reduced.

Figure 15 displays the interrelationships of the

Validation and Verification activity from the model list ,

the activities of the First Extension , and the activities

of the Second Extension . The validation and verification

activity was included in this figure because a feedback

loop exists between it and the timing activity in the

second extension.
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SECOND EXTENSION FIRST EXTENSION MODEL LIST
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Fig. 15. The Second and First Extensions and an excerpt
from the Model List columns of the conceptual model
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The ability to apply standardized programming rules

in a development projec t will o f f s et, to some de gree, a

lack of expertise on a specific project in both the SPO/

AFPRO organ iza tion and in the contractor ’ s organiza t ion.

Support software availability during development

may reduce the amount of expertise required of a contractor

if he does not have to develop the support software in addi-

tion to the operational software modules.

The core size of the computer mainframe impacts

three areas , standar dization , planning for reprogramming

and development time.

If core size is not critical , a greater degree of

programming standardization may be employed ; whereas if

core size is critical , the software modules may have to be

designed to conform to the s iz ing const ra in ts .  This w i l l

not allow for designs that meet standardized coding struc-

tures.

Secondly,  the availability of extra core space will

enhance efforts to allow for future reprogramming needs.

Finally , if the programmers have adequate core size

to write straightforward code , the developmen t time will  be

reduced sign if ican tly by decreasing the potential for

errors as the complexity of the design can be reduced.

This also reduces the amount of debugging time required

generally.
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Timing interfaces directly with hardware con-

straints to development. If information is required at a

certain rate to operate a piece of hardware , steps must be

taken to insure the software is capable of functioning

properly in the required time to interface w i t h  the associ-

ated hardware.

Validation and Verification reviews system opera-

tion to insure the specif ications have been met and that the

system opera tes sat isfactori ly in the mission environmen t .

Th is review inc ludes an analysis of the timing cr iter ia and

how well it accomplishes the software/hardware interface.

Hardware Constraints to Development , D i f f i c u l t y

Factor , Requirement for Transportability and Degree of

Development Entropy all have a direct impact on required

development time . As any of these factors increase, they

tend to increase development time as well.

Degree of Development Entropy also impacts on stan-

da rdization . As the degree of entropy increases , the abil-

ity to apply standardized programming structures becomes

less and less. For example , a program with the Rebuild

type of Developmen t Entropy may no t be able to apply a

great deal of standardized programming because new func-

tions are required to fit into old equipment. In this

case , core size may be limited or other constraints of the

old hardware may impo se unique programming restrictions on

the software. However , Stand Alone Software can use a
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great  deal more standardized techniques because it is not

normally cons tra ined as are the other types of sof tware

programs .

Again , af ter all the variables have been listed in

the Second Extension , the closure test is applied . Although

one f eedback loop has emerged across extensions, the model

is still not closed and , therefore , the Third Extension is

addressed.

Third Extension

Here again the process repeats itself. Those vari-

ables that directly a f f e ct the variables in the Second

Extension are listed in the Third Extension and the influ-

ence lines are dras~n in. The seven activi ties that make up

the Th ird Extension are :

1. Unique Support Requirements Definition Timing--the

point in the DSARC cycle at which it is rea l ized that

the har dware package under development will  require

totally new dedicated support software , not curren tly

available , once the weapon system becomes opera tional.

(÷) If these requirements can be iden t i f i ed  early

in the program , more time will  be available to

develop these unique requirements. There also

exists the possibility that other programs will  be

able to use the same support equipment or vice

versa.
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2. GFE Software--the number of computer programs supplied

by the government to assist the contractor in his soft-

ware development efforts .

(t- ) It is desirable to utilize as much existing

software as possible to reduce costs and aid stan—

dard iza tion if possible.

3. AGE (I)--the number of years the software being modi-

f ied has been in the f i eld.

(~~) Older software is more d i f f i c u l t  to modify an d

update; therefore, more acceptable results will be

realized c~i newer pieces of software .

4. Timing of Operational Requirements Definition--the

point in the DSARC cycle that it is recognized that

significant software development will be required to

meet the establ ished mission requirements of the sys tem

being acquired.

(
~

) Defin ing  operational requirements as early as

possible in the acquisition cycle wi l l  increase the

probability of successfully completing the develop-

ment project.

5. Allowed Development Time (I)--the time in months

allowed for software module development prior to system

interface testing. Not necessarily equal to Develop-

ment Time .

(-F ) Allowed Development Time needs to be at least

equal to development time and cannot be reduced to
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a level below development time without increasing

the difficulty of the development effort.

6. Accuracy of Operational Requirements Definition—-the

degree to which the established mission requirements

of the system being acquired ref lect , in su f f i c i en t

detail to insure adequate software developmen t, the

actual use to which the weapon system will be employed .

(~~) The more accurate the operational requirements

def inition , the greater the probability the com-

pleted system will perform as the user intended.

7. Early Involvement of AFLC (I)--the point in the DSARC

cycle at which the AFLC personnel who will be respcn-

sible for  maintenance of the sof tware are brought into

the development of the software being acquired.

( - - )  It is desirable to involve AFLC in the acquisi-
4

tion cycle at the earliest possible time to insure

adequate plann ing for  maintenance activities on a

system l i f e  cycle basis .

Figure 16 conta ins the third and second extensions ,

the External Influences Variable from the First Extension

and tl’e Risk Analysis and Vali dation and Verif ication vari-

ables from t1~a model list. The three excerpted variables

are , again , added to c la r i fy  the developing feedback loops

within the model.
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Early determina tion of unique suppor t requirements

will  impact on the number of s tandardized programming rules

that can be employed during development activities. Also ,

any hardware constraints that are placed on the develop-

ment project will determine how early unique support soft-

ware will be required .

If government furnished software modules are avail—

able for the development program , the degree of standardiza-

tion within the project may be increased if the sof tware

modules fit directly into the project. However , if these

modules must be modified in order to work in the projec t,

the degree of standa rdizat ion may actua lly decline.

A lso , if the government can fu rn ish addi tional

support software to the project , the total amount of soft-

ware available will increase. However , if there is an

1 

adequate amount of con tractor supp lied support software then

the amount of GFE software needed will be reduced.

Age places an additional constraint  on this soft-

ware/hardware interface in a development project. The

older a module is , the more there is a chance of inaccurate

or inadequate documentation being available that describes

the module . The module may also have been wri t ten  in an

early version of a language that is no longer widely used ,

or known , and it may no longer have the development support

software available that was around when it was written .
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Early operational requirements definitions reduce

the d i f f i c u l t y  factor  by allowing more time for  comple te

development. By determining early in the acqu isit ion cycle

what the component is to do , r isk of system f a i l u r e  is

reduced because less pressure is f e l t  by all part ies  in

their e f for t s  to comp lete development. This early opera-

tional requirements definition will improve the accuracy

of the definition if the needs of the user are sufficiently

detailed to allow for a real istic assessment of mission

requirements; however, if the timing is too early and all

the mission details have not been worked out, the accuracy

of the def in i tion will suf fe r  as changes will be requ ired

to correct deficiencies and oversights .

The accuracy of the operational requirements defini-

tion will have an impact on the Degree of Development

Entropy insofar as the type of software development pro-

gram will be determined by the operational requirements

imposed by the user. Those modules whose functions do not

change many times , do not suffer from the inefficiency that

the design and redesign cycle can promote .

Allowed development time is most directly affected

by external influences. For examp le , pressure may be

directly applied to get a new weapon system operational by

a specific date. If this allowed development time is less

than the actual development time needed to complete the
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project, the difficulty factor is increased and a ripple

effect rolls through the entire model.

By involving AFLC in the development process very

early , unique support requirements may be addressed f rom a

complete life cycle approach and total system procurement

packages may be developed more ef fec tively. Their inputs

concerning the maintainability of the software model flow

through the First and Second Extensions and hope f u l l y  will

aid in reducing the l i f e  cycle cost of the sof tware .

Af te r  all the variables have been entered and

linked , closure is again attempted. This time , closure is

attained and the influence diagram , wh ich is now also a

model , is complete.

Summary of the Model

There are two basic objectives to a System Dynamics

analysis no matter which dynamic system it is app lied to.

The first objective is to explain the system ’s behavior in

terms of its s t ructure and policies. The second objective

is to suggest changes that wil l  lead to improved behavior

of the system or , alternative ly ,  suggest changes to struc-

ture and policy in a small system which will enable it to

survive, or even take advantage of what the larger system

does to it (9:19).

The model just discussed was the first step in

achieving the f~ rst objective of influence diagramming.
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It shows , not too surpr is ingly, that  the act ivi t ies that

impact the software acquisition management process are

extensively interwoven. It does not show , at this stage

of development , the technical relationships of the f ive

functional steps in development of software as the model

has maintained the systems view of the process. This view-

point cannot be ignored by the manager of a system if he is

to maintain proper control of his process (29:238-243)

To meet the second objective of influence diagram-

ming,  the final computerized model must be developed and

implemented . This facet of the model development is dis-

cussed further in the Recommendation s section of Chapter V.

The final step in developmen t of the conceptual

model is validation. The remaining portion of this chapter

will cover this critical phase.

Validation

Validation of a model, one of the most difficult

tasks in systems science research , is “the process by which

we establish sufficient confidence in a model to be pre-

pared to use it for some particular purpose [9:181].”

The validation effort for the conceptual model of

the software acquisition management process that is pre-

sented in this chapter began with repeated interviews dur-

ing each phase of variable identification and definition ,

and model building. Two principle questions were addressed
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during the va l ida t ion  process to insure the highest degree

of confidence in the validit~’ of the proposed model. The

f i r s t  ques tion asked during model eval uation was , “Does the

model include the necessary elements of the software acquisi-

tion process to enable it to effect the system ’s behavior?”

Initial interviews and liter ature reviews provi ded the

first set of variables that were to be inciuded in the

model. Through the process of return interviews with AFLC,

AFSC and AFALD personnel , reevaluation , more in terv iews ,

and fur ther reevaluation of the variable list, su f f i cien t

confidence was developed in the list containing the final

twenty—eight variables to permit development of the con-

ceptual model itself.

Once the model was developed , the second question

that was asked to further strengthen the validity of the

model was, “Is there a correspondence between the proposed

model of the software acquisition management process and

the system itse l f?”  The f inal test of this question will

come at a time when inpu ts, which have been made to improve

system behavior , have had time to act and their results can

be analyzed . However , until such time as actual data is

available for analysis , “we feel the best test of confidence

[validity] is the knowledge that the model has been care-

fu l ly  built  up in conjunction with management [9:184]. ”

Because of this relationship with the management people

of AFSC , AFLC , and AFALD , the researchers are confident
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tha t there is indeed a correspondence between the model and

the system it represents .

Additional validation questions wi l l  have to be

addressed as the conceptual model is further developed into

the recommended computerized simulation model. -

The conceptual model that is presented in this

research effort was developed in order for the manager to

know what management changes to make to the software acquisi-

tion process to improve its behavior , and for  tha t manager

to gain an understanding of the complex in terrelationships

that exist throughout the software acquisition system .

This mode l meets these purposes and toward these purposes

the model is valid.
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CHAPTER V

SUMMARY , CONCLUSIONS AND RECO MN END A TIONS
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This chapter summarizes the research objectives

and the research questions , and presents the concl usions

and recommendations of this research e f fo r t .

Research Objectives

The research objectives established for this

research project  were to:

1. Investigate the current software acquisition

management process with emphasis on the elements that are

creating problems in the area s of employment and control.

2. Identify and define the variables (activities)

which must be included in a conceptual model of the software

acquisition management process.

3. Develop a conceptual model of a viable software

acquisition management process which explains the system ’s

behavior in terms of the activities and their interrela-

tionships .
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Research Ob jective One

As a result of this research effort , this research

team now has a much better appreciation for  the complex ity

of the current Air Force software acquisition process .

This research object ive was establ ished to analyze tha t

complexity through an in-depth l i te ra ture  review and a

series of personal interviews with the people in AFSC ,

AFLC , and AFALD tha t are directly involved in the sof tware

acquisition management process. This research objective

provided the base from which the remainder of the research

project was built.

Research Objective Two

The intention of research objective two was to

use the information collected as a result of the literature

reviews and interviews to identify and define the variables

that were to be included in the final conceptual model of

the s~ ftware acquisition management process. The final

list of variables and their definitions are a culmination

of the information gathered , the researchers ’ own inputs

and numerous return trips to those interviewed for addi-

tional feedback as the list was being developed. This

research objective was accomplished in Chapter Iv under

the heading Conceptual Model.
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Research Objec t ive  Three

The results of objectives one and two were combined

and applied to research objective three. Once an under-

standing of the current software acquisition management

process was developed and the necessary variables needed

for  the conceptual model were identif ied and defined, the

research team felt confident that a conceptual model--the

first step toward a computerized simulation model--of the

process could be developed . This objective was achieved

in Chapter IV-—Development of a Conceptual Model of the

Software Acquisition Management Process.

Research Questions

This research e f f o r t  was conducted to apply the

princip les of management cybernetics to the software acquisi-

tion management process. The research was initiated with

the awareness that these principles are not being applied

either conceptually or practically . It is hoped tha t by

presen ting a working example of these pr inc iples , they will

be applied to managemen t problems to a great extent in the

future.

The research questions that guided this research

effort were:

1. What are the elements within the software

acquisition management process , as currently employed ,

which are contributing to the problems that now exist?
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2. What are the variables (activities) that must

be included in a model of the software acquisition manage-

men t process?

3. Can a conceptual model be developed that can

accura tely por tray the dynamic behav ior of the sof tware

acquisition management process?

Research Question One

One of the key elements within the software acquisi-

tion management process that is contributing to the current

problems is the shar ing of information among the var ious

sections of the acquisition system . This element was

found repeatedly in literature and personal interviews .

One ESD technical report summarized the problem this way :

Management “lessons learned” are not captured and
disseminated regularly enough to benefit many new soft-
ware acquisi tions . . . , so that innovation for a ne-~program may really be a repeat of the mistakes of a
prior program [11:10] .

Another element tha t is con tributing to the curren t

problems is the fact that AFLC is not brought into the

acquisition cycle early enough to have an impact on reducing

the l i f e  cycle cost of a system ( 2 6 ) .  The software acquisi-

tion manager in the SPO needs to know what resources the

AFLC units wil l need to suppor t the sof tware once it is put

in the f ield. “~hese needs must be addressed and planned

for early even though adequate funds may not be immediately

available for their acquisition .
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A third element that is contributing to the current

problems is a lack of carefu l  planning for future reprogram-

ming needs. If the future need for reprogramming is not

addressed , inadequate core s ize ,  i n s u f f i c i e n t  documenta-

tion and excess l i f e  cycle costs wi l l  resul t  which wi l l

grea tly increase the problems of reprogramming in the

f uture when the need occurs.

Research Ques tion Two

The variables that were included in the conceptual

model in response to the second research question are iden-

tif ied in Chapter IV under the heading Conceptua l Model ,

and will not be reiterated here. These variables were

selected as a result of the combined efforts of this

research team , the personal interviews that were conducted ,

and the many volumes of literature that were reviewed in

the early stages of this research effort.

The final list of elements was not the result of

setting a goal to identify and define a predetermined

number of -;ariables , but rather was the resul t of a grea t

deal of in-depth analysis and study of the software acquisi-

tion management process. The initial list contained twenty

elements , some of which were combined into a single ele-

ment; one was eliminated as being irrelevant and four

others were added for the first time. Additional reviews

were conducted before the list was finalized .
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The importance of this method of building the list

of elements to be included in the conceptual model is that

a synergism took p lace between numerous people each wi th  a

special insight into the process.

Research Question Three

The answer to the th ird research question is , “Yes ,

a conceptual model ran be developed that accurately por-

trays the dynamic behavior of the sof tware  acquisi t ion

management process . ” This mode l was developed in Chapter

IV under the heading Conceptual Model.

This conceptual model portrays the relationships

that exist within the software acquisition management pro-

cess . It provides the manager with a tool to develop an

understanding of the nature of the system and ways to

develop stability within the process. This model can , and

-,  should be , applied during all phases of a system ’s life

cycle.

The relationships por tray ed in the model provide

a mechanism that the manager can use to evaluate actual

achievements and relate to the overall acquisition strategy .

The importance of this research is that it presents

a conceptual model of the relationships of those elements

that are necessary to achieve management control of the

software acquisition management process , and it provides

the conceptual base that is fundamental to the development

of a mathematical control model of the process.
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Conclusions

The conclusions reached by this research are:

1. That the principles of management cybernetics

can be applied to a complex process such as software acquisi-

tion management within the United States Air Force.

2. That the application of management cybernetics

is a significant step toward the development of an overall

perspective or architecture to the software acquisition

management discipline.

3. That life cycle cost technology is not being

adequately applied to software acquisition. Many instances

were discovered, in discussions with AFLC and AFALD per-

sonnel, that affirmed this conclusion. Their general feel-

ing is that if a program is fairly easily maintained during

its operational life, it is more in the nature of luck

than detailed planning.

Granted, life cycle cost techniques, as used in

the acquisition of aircraft tires, do not directly transfer

to embedded computer software. However, the theory and

main objectives of life cycle costing could be applied more

than they are now. The conceptual model presented here has

purposely included those activities that should help to

reduce, or at least identify , areas where costs can be

reduced for the life of a software program.
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4. That the existing mathematical knowledge and

computer technology is adequate to develop the mathematical

model necessary for complete program implementation .

5. That the final computerized model must possess

the capability to produce specific outputs dependent upon

the type of software being acquired . This does not mean

that there needs to be a model for each of the five basic

types of embedded computer software (i.e., Automatic Test

Equipment (ATE), Operational Flight Programs (OFP), Air-

crew Training Devices (ATD), Electronic Warfare (EW), and

Communication , Electronics, and Meteorology (CEM)) (26).

Rather the basic model, conceptually presented here, must

be able to be modified very easily to present the output

required by those managers involved in acquisition of any

of the five categories. This is foreseen, at this time,

as possibly involving changing the scaling factors of cer-

tain variables to relate to their importance to a specific

category. It also may entail breaking these activities

down further into their contributing variables in order

to accurately represent their relationship to one of the

five categories .

In any case, one model will not accurately reflect

the variations found in the acquisition of the various types

of embedded computer sof tware programs, nor are five

separate models necessary since the acquisition processes
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are not significantly different enough to require five

separate models.

6. That the inclusion of AFLC software personnel

earlier in the acquisition cycle will help to reduce total

life cycle costs. The personnel at WR-ALC concluded that

this could be accomplished by as little as one systems

analyst for each Air Logistics Center that will eventually

be involved in maintenance of the software acquired.

Life cycle costs will be reduced even if the soft-

ware is not developed with maintainability as a priority

since problem solving and implementing changes is easier

when some person in the maintenance operation is aware of

the logic involved in the design of the program. It ~.s also

very helpful to have someone familiar with the modifica-

tions a program has gone through when a new change is

required. It will be incumbent upon AFLC to adequately

compensate these personnel to insure they remain with the

program as long as feasibly possible.

Recommendations

The recommendations of this research study are:

1. That a study be conducted to establish quanti-

tative parameters for the variables that were identified

and defined. This effort should be applied toward the

goal of developing a mathematical model based on the con-

ceptualization developed in this research study.
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2. That a study be conducted to develop and vali-

date the computer programs necessary to implement a control

model of the software acquisition management process. This

model must, however, be easy to use, be credible within

the management discipline, and be able to produce useful,

timely information.

3. That any efforts to develop a mathematical con-

trol model involve the inputs of the AFSC/AFLC/AFALD per-

sonnel who will use the model once it has been developed.

4. That a study be conducted to investigate the

approval process of the Data Automation Requests (DARs).

One of the problems discussed by many of those

interviewed was the trouble they have in getting approval

of a DAB. Although the DAB is generally used for hardware

acquisition approval, it can have an eventual impact on

software development in that the hardware to be used will

dictate the software requirements. Besides the specific

technical requirements the hardware generates, the delay

in its acquisition, brought on by the lengthy DAB process,

can delay development of the software (15).

This also should be investigated from the stand-

point of an overall view of data processing within the Air

Force and DOD. One example was found in AFLC that points

out the overall problem. The managers of the automated

test equipment at Warner-Robins ALC can purchase exotic

electronics equipment without any external approval. But

86

__ —-~~- -



- ~~~~~~~—,.--

to replace or add a microprocessor , which costs as little

as 25 percent of some other equipment in the same test bed,

they must submit a DAR that has to be approved by the AFLC

Comptroller organization. This approval route does not

make sense. In other cases outside of AFLC, the General

Accounting Office and the General Services Administration

can get involved and even have the power to veto. Since

the cost of hardware is becoming less and less of the total

program cost for data processing, this type of approval

route needs to be researched thoroughly to determine its

impact on the costs of software development.

The conclusions and recommendations, and the entire

research effort represented by this thesis can be summed up

by this quote from Stafford Beer,

The identification of mechanisms led to concepts
of law; and we have just seen how the laws of cyber-
netics govern our view of modelling. But models are
useless unless they are applied; we go into action in
a managerial situation armed with a model which--
hopefully--embodies the laws and applies the mechanisms
[8:115—116).
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APPENDIX A

INTRODUCING THE CORPORATE PARADIGM
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The Five-Tier Hierarchy of Control

The cybernetic paradigm , as proposed by Stafford

Beer, is shown in Figure A-i. This figure is for the

entire firm or organization and does not show that this

firm is also a division of a higher niveau such as the

industry to which it belongs. Each one of the divisions

shown in this figure is equivalent to the board level of

the firm , but for the systems below (4:199—212). This is

the law of recursiveness that is discussed in Chapter II.

In that each niveau of an organization is cyberneticaily

the same as those above and below, the niveau that contains

the specific problem at hand can be identified and modeled

or researched fairly easily. The paradigm in Figure A-i

was derived by Beer through an analogy of the control func-

tions of any viable organization and the control physiology

of the human nervous system.

Through the process of homomorphic modelling, as

discussed in Chapter II, Beer used the five levels of con—

trol in the human nervous system to map onto the control

funct~ans needed in managing an organization (4:117—134).

S By studying the information flow to and from the brain , S

through these five physiological levels, the five systems

of the corporate paradigm were developed .
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Figure A-2 shows an exploded view of the brain and

how it can be divided into five control echelons. Although

five echelons is an arbitrary choice, that number of levels

identifies the major functional differences involved and

still keeps the classifications from being too complex

(4:129). The horizontal axis from the nerve endings

through to the spinal vertebral level is the same as the

horizontal axis shown in Figure A-i . Here is where the pro-

duction of an organization is done and is where each organ

in the body performs its unique function. The information

flow through the synapse and the spinal vertebral levels is

collected in the spinal column . System II of the corporate

paradigm performs the same function. This information is

sent to the lowest portion of the brain , shown in Figure A— 2

as Control Echelon III, which regulates the autonomous

internal functions of the body and yet it acts as an infor-

mation source to the rest of the brain as well. System III

serves the same dual function within the corporation. The

portion of the brain in Control Echelon IV is connected

directly to the environment through the sensors of the eyes

and ears. System IV, the staff level function of the

corporation, performs the same functions in that organiza-

tion. Finally , in the human body there is the cerebral

cortex , the portion of the brain that handles foresight,

recall, pattern-making, the powers of association, and the

thinking process in general. The cerebral cortex is not
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directly connected to the outside world. The same type of

functions within the corporation are performed by the board

of directors at the System V level. While they are not

physically separated from the world , as is the cortex of

the brain , they do provide the insight and intellect for

the rest of the organization (4:117-134).

System I: Divisional Control

Figure A—3 shows the basic elements of the division

level components. The relevant external world (REW) has an

impact on the business Operation (0) which uses a System

One controller to maintain control (5:36). This level of

the organization is looked on as almost totally autonomous

by the firm ’s upper level management, but it is a complex

day—to-day operation for the people involved .

This operation is normally where the output of the

firm is produced . The System I manager is concerned with

allocation of various resources among a range of required

tasks and the calculation of the risk of some event happen-

ing. What is critical is the determination of what informa-

tion is needed by the controller , which many times happens

to be a computer , to effectively solve the problems of his

division (5:34—36; 4:201—203) .

System II: Integral Control

The division of Figure A-3 was shown to have inputs

from its environment and its controller. Figure A-4 shows
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that the business operation (0) also is concerned with

inputs from other divisions (A & Z). In that each business

operation is in itself trying to optimize the solutions to

its own problems, there is a conflict in what is perceived

to be done from the basic inputs of the controller and REW ,

and the inputs from the other divisions. Every division

cannot optimize its own problem solutions without some

impact on the other divisions. These impacts tend to cause

the other divisions to compensate and change their solutions

and soon the system is out of balance in trying to cope

with the constantly changing solutions.

S Clearly , a higher level control function is needed

to integrate the solutions for all divisions to return the

divisions to stability . That function is System II, shown

in Figure A—5 (5:36—38; 4:203—204).

Along with the intradivisional control function ,

System II also has a regulatory center for use as a manage-

ment tool. This center functions to monitor and filter

information for use in both upward and downward directions

of data flow. These regulatory centers are shown as tri-

angles in Figure A-5.

System III: Internal Homeostasis

The title for the System III position or function

is that of operations directorate. This is the first level

that is really involved with all levels of the. firm.
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System III has the job of maintaining stability in the

lower divisions while attempting to attain the overall

S objectives of the f irm as specified by Systems IV and V.

This system has the task of allocating total resources

throughout the divisions, not to maintain balance because

that is a System II function, but to meet the higher objec-

tives of the f irm as a whole. System III also is the level

where information is collected from all the divisions to

be forwarded to the higher systems and where directions

from above are translated into objectives that have mean-

ing and substance to the lower divisions (5:38-40; 4:

204—212).

At this level, the techniques required are those

related to solving sets of relevant equations to obtain ,

from the large number of possible solutions, those solu-

tions which best meet the organization’s overall goals

(5:39). From these solutions, a strategy should emerge

that is capable of adapting to unexpected perturbations.

This relates the internal homeostat to the organization ’s

environment, through its distinctive policies (5:39).

S Figure A-6 shows how System III interrelates with Systems

I and II below and the connection upwards toward Systems

IV and V.
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System IV: Development Directorate

System IV , normally thought of as the advisory

staff function in most organizations , sits squarely on the

control command axis of the firm (5:42). It is much more S

than advisory in almost every case, since it acts as one

large filter of information between the board level (Sys-

tem V) and the corporate operations (4:230-252). System

IV also has the important role of interfacing between the

corporate environment and the institution . Here again , it

acts as a filter between the f i rm and the world for both

input and output data.

In that System IV is the link between the corporate

levels of System III and System V, as shown in Figure A-7 ,

it also acts as the coordinator and implementor of organi-

zational policy and long-range planning. It also, in many

cases, actually develops and implements policies and pro-

cedures, based on general guidance from System V, without

direct orders from above (5:40—43; 4:230—252) .

System V: The Board Level

If there is one word for System V , it is “fore-

sight.” For it is at this level that future strategies are

mapped out. The Board must consider policies which are

almost philosophies , or at leas t superior to the practical

strategies that are considered by System IV (5:43). To

accomplish this consideration , System V has direct inputs
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fran System IV and some inputs from System III. It also

must have some sort of total model of the corporation.

This model must include the cost-effectiveness models of

System III, and the corporate marketing and finance models

of System IV with every other feature of the company in its

environment that appears relevant to a possible sequence S

of events in the future. It must be capable of reflecting

on totally new departures in policy. The purpose is not to

foresee events, but to map out viable strategies to use in

the future, no matter what the situation may be (5:43).

The Total System S

The Corporate Paradigm presented here is in actu-

ality a real-time model of the organization , much as the

nervous system of the human body. Normally, operations

research uses synthetic or historical data to activate its

models (those mentioned in System V), but in this cyber-

rietic firm , the information flow is continuous and real-

time, so that the model is constantly updating the latest

information. That is the purpose of the paradigm (5:44—46;

4:199—252). 
S

An analogy to the human body m ay make the structure

of the paradigm more clear. System I’s are the major

organs of the body with their respective control glands.

System II is the spinal cord. System III located in the

rear , lower portion of the brain is the autonomic nervous
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system with its associated input and output systems of

responses. System IV is the central portion of the brain

that consolidates all the information from the rest of the 
S

body. System V is the cerebral cortex, the thinking center

of the brain (5:44).

The argument, as stated by Stafford Beer, is then

that, “Viable systems are organized like this whether they

are physical, social, or economic [5:44-45].”
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1. Do you agree that the spiraling cost of ECS is a major 
S

acquisition problem?

2. Which of the following would you say is the most S

pressing, urgent and significant when considering ECS

acquisitions? S

a. Contracting methods

b. Management techniques S

c. The state of the technical art

d. Accurate statement of software requirements S
3. When considering management techniques and methodolo- 

- S

gies, which of the following are problematic?

a. Tracking the system’s progress S

b. Defining the hardware and software requirements

c. Understanding the hardware and software relation-

ships at each phase of the system’s acquisition

cycle

d. Defining the software product

e. Validating and verifying the final product

f Defining and then implementing milestones for the

ECS acquisition

4. Do you agree that if the problem of cost and manage-

ment of ECS are to be solved a good place to start is

with a clear understanding of the ECS acquisition pro-

cess?
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5. Would you characterize the preparation and training for

ECS acquisition managers as extensive , or is it more of

a learn-while-doing process? ~

6. Do you believe that life cycle considerations are

normally included in the process of defining software

requirements?

7. Meaningful management information is often unavailable

when needed , because of a lack of Consistent practices

for feedback of software management information. Do

you feel we could do better in this area if we required

more exact reporting by the contractors?

8. Is hardware development and construction initiated so

early in the program -that software is often forced to

accept changes (because of hardware problems) without S

appropriate engineering and design?

9. Do you believe that, in most cases, since software is

uniquely different from hardware, the management

schemes and procedures set up for hardware will not

work for software?

10. It has been asserted that software as opposed to hard-

ware lies on the critical path of most Embedded Com-

puter Systems procurements. Do you believe it would

be desirable to have the software analysis and design

start earlier i~ the acquisition process than it does

now ?
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11. Do you see the acquisition of an embedded computer

system using a total system approach or is it generally

treated separately?

12. Are the specifications normally drawn up so that a

software package can be maintained organically without

the help of a senior systems analyst intimately familiar

with the program?

13. What variables do you see impacting on the costs and

schedules of embedded computer software?
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BIT——binary digits (BITs), the smallest unit of information
understood by the computer , are the elements that
reflect the states of the binary number system. Bits
are organized into groups to represent symbols in the
same fashion as dots and dashes in Morse Code (14:4).

CPU Time--the amount of time the Central Processing Unit
(CPU) uses to complete each set of instructions . For
example, it may take the machine only two seconds to
execute a program , but , due to other operations the com-
puter may be accomplishing at the same time, it takes
it one minute to go from an input until the operator
gets the required output (see Wall Time).

Cybernetics—— ”the science of communication and control in
the animal and the machine. That is to say that cyber-
netics studies the flow of information round a system ,
and the way in which the information is used by the sys-
tem as a means of controlling itself; it does this for
animate and inanimate systems differently [6:2541.”

Embedded Computer System-- “An embedded computer system is a
computer system that is integral to an electro-mechanical
system such as a combat weapons system , aircraft, . .
and the like. Embedded computer systems are considered
different than ~utomatic Data Processing Systems (ADPS)primarily in the context of how they are developed ,
acquired and operated in a using system [22:4-8].”

Entropy--”the measure of a system ’s inexorable tendency to
move from a less to a more probable state [4:306].” For S

S living organisms entropy equates to death; for organiza-
tions maximum entropy equates to total disorder and a

S 
lack of all required information.

Homomorphic Model--a scientific model which involves a many-
to-one correspondence onto which two different situa-

S tions are mapped which defines the extent of structural
identity within the situation without destroying neces-
sary operational characteristics of the component ele-
ments.

Module--the smallest computer program unit that can be com-
piled or assembled (12:58).
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Niveau--the term used to distinguish between levels of
recursion within the organization structure in order to
avoid possible confusion with the particular concept of
“level” within a given niveau (5:82).

S 

Paradigm—— ”An exemplar or pattern ; a basic way of doing some-
thing recognizable beneath many superficial variations
(4:307].”

PMRT--Program Management Responsibility Transfer . “The
transfer of program management responsibility for a
system (by series), or equipment (by designation) from
the implementing command to the supporting command
[13:581. ”

Q-GERT---a method for graphically modelling systems in a
manner that permits computer analysis. G-GERT augments
GERT (Graphical Evaluation and Review Technique) with

S the addition of queueing and decision capabilities
(24:vii)

Scientific Model-- “a homomorphism onto which two different
situations are mapped , and which actually defines the
extent to which they are structurally identical [6:113].”

S Software-—”Software is the sum total of all programs, data,
and routines. Frequently, software is defined to also
include associated documentation , such as specifica-
tions, ICDs, manuals, etc. (2:1051. ” For the purposes
of this research, the definition does include the
development of associated documentation as well as the
executable program instructions.

Support Software--”Support Sofware is any software designated
to support the development and testing of other software.
Thus , it is comprised of developmental software and test

S 
software (3:82). ”

S 

Top-Down Development--this development methodology starts at
the level of the whole program to be developed and,

S through a series of decompositions of available speci-
S fications, ultimately arrives at the machine or pro-

gramming language that will be employed.

Variety--”the total number of possible states of a system,
or of an element of a system [4:307].”

Viable System--a viable system or discipline is one that has
the capability to survive and grow harmonically in a
dynamic environment (6:84).
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Wall Time——the number of hours that the computer resources
will be required to complete the software development
effort. It is measured as the sum total from input torequired output for all runs required .
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