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ABSTRACT

This Users'/Analysts' Manual provides information in sufficient detail
to permit installation and application of the VENTURE EVALUATION AND REVIEW
TECHNIQUE (VERT). VERT is a computerized, mathematical oriented simulation
network technique designed to model decision environments under risk. His-
torically, VERT has been used principally to assess the risks involved in
the undertaking of a new venture, as well as in the estimation of future
capital requirements, control monitoring, and overall evaluation of on-going
projects, programs, and systems. Modeling is accomplished with a small set
of easily comprehended operators which readily facilitates the structuring
of a symbolic pictorial network layout of the system under study. VERT is
an adaptive tool, thereby allowing the scope and level of abstraction to
rest almost entirely in the hands of the analyst. Thus, modeling can be
accomplished on a one-for-one basis, whereby one real world event and activ-
ity is correspondingly represented symbolically as one event and activity in
the VERT network; or, modeling can also be accomplished on a compressive
basis whereby a multitude of real world events and activities are compressed
into the symbolic representation of a few events and activities in the VERT
network.



FOREWORD

This report provides a description and instructions in sufficient
detail to permit installation and use of the Venture Evaluation
and Review Technique (VERT). The technique and this documentation
were developed by the Joint Conventional Ammunition Program
Coordinating Group Decision Models Directorate. This directorate
is now the Decision Models Directorate of the US Army Armament
Materiel Readiness Command.

Configuration management of VERT will be retained by the Decision
Models Directorate. Proposals for modification and inquiries
with respect to application should be addressed to the Commander,
US Army Armament Materiel Readiness Command, ATTN: DRSAR-Di4,
Rock Island, IL 61299. Telephone inquiries should be addressed
to Mr. Albert J. Patsche, AUTOVON 793-5292.



TABLE OF CONTENTS

CHAPTER Page
1 Introduction ]
1-1 Management Overview of VERT 1
1-2 VERT History 2
2 The VERT System 5
2-1 Description of the VERT Process 5
2-2 Operands 8
3 Input for the Computer Program 16
3-1 Overview 16
3-2 Layouts 16
A Control and Problem Option Cards 16
Al Control Card 16
A2 Problem Identification Option Card 21
A3 Full Print Trip Option Card 21
A4 Correlation Computation and Plot Option Card 22
A5 Cost-Performance Time Intervals Option Card(s) 22
A6 Composite Terminal Node Minimums and Maximums
Option Card 24
B Master Arc Card and Accompanying Satellite Arc Cards 24
B1 Master Arc Card 24
B2 Time Statistical Distribution Satellite Arc Card 25
B3 Cost Statistical Distribution Satellite Arc Card 27
B4 Performance Statistical Distribution Satellite Arc Card 27
BS Time Histogram Satellite Arc Card(s) 27
B6 Cost Histogram Satellite Arc Card(s) 28
B7 Performance Histogram Satellite Arc Card(s) 28
B8 Time Mathematically Related Satellite Arc Cardgs) 28
B9 Cost Mathematically Related Satellite Arc Card(s) 32
B10 Performance Mathematically Related Satellite Arc Card(s) 33
B11 Filter Number 1 Satellite Arc Card 34
B12 Filter Number 2 Satellite Arc Card 35
B13 Filter Number 3 Satellite Arc Card 35
B14 Monte Carlo Satellite Arc Card 36
B15 Monte Carlo Time Conditioned Satellite Arc Card 37
B16 Monte Carlo Cost Conditioned Satellite Arc Card 37
B17 Monte Carlo Performance Conditioned Satellite Arc Card 37
B18 Slack Histogram Satellite Arc Card 38
C End of Arc Data Signaler 38
D Master Node Card and Accompanying Satellite Node Cards 38
D1 Master Node Card 38
D2 Histogram Satellite Node Card 41
D3 Subtract Satellite Node Card 42
D4 Slack Histogram Satellite Node Card 42
E End of Node Data Signaler 43



Error and Warning Messages

'Examp1e Problem - Future Electric Power Generating Methods 59

Auxiliary Program Used to Aid VERT 85
DIMEN the Core Storage Dimensioning Program 85
Definition of Inputs 85

Example Output 85

i



CHAPTER 1 INTRODUCTION

1-1. Management Overview of VERT

One of the most pervasive and recurring situations encountered by management
is the requirement to make decisions with incomplete or inadequate information
about the alternatives. These DECISIONS UNDER RISK usually relate to the three
general categories of cost, schedule and performance (production levels, returns
on investments, etc.)

To assist the manager in making decisions under risk, many techniques have
been developed and used over the past years. Linear programming, game theory
and various modeling techniques are some examples. One of the most popular
modeling approaches in recent years for modeling complex problems has been the
technique called SIMULATION. The easy accessibility to large scale general
purpose computers has made this technique a valuable tool for the manager.

VERT, an acronym for VENTURE EVALUATION AND REVIEW TECHNIQUE, is a computer-
ized, mathematical oriented simulation networking technique designed to sys-
tematically assess the risks involved in the undertaking of a new venture and
in the resource planning, control monitoring and overall evaluation of on-going
projects, programs and systems. The features structured in VERT enable expedi-
tious modeling of extremely complex decisions which heretofore had defied anal-
ysis. Modeling is accomplished with a small set of easily comprehensible oper-
ators which readily facilitates the structuring of a symbolic pictorial network
layout of the system under study. VERT is an adaptive tool, thereby allowing
the scope and level of abstraction to rest almost entirely in the hands of the
analyst. Thus, modeling can be accomplished on a one-for-one basis, whereby
one real world event and activity is correspondingly represented symbolically
as one event and activity in the VERT network; or, modeling can also be accom-
plished on a compressive basis whereby a multitude of real world events and
activities are compressed into the symbolic representation of a few events and
activities in the VERT network. However, a compressive model frequently omits
important considerations, causing it to be afflicted with TUNNEL VISION.

The real power afforded by VERT which is not found in other tools lies in
its ability to handle with complete unrestricted generality the large scale
management decision problems which are typically vested with imprecision and
uncertainty in the data as well as uncertainty in the possible outcomes.

Two basic symbols, with minor variations in each, are used to symbolically
structure the network model: (1) Nodes (squares) are used to represent mile-
stones or decision points and, (2) arcs (lines) are used to represent activ-
ities. Fourteen different node logics are available for modeling events.
Activities can be related to nodes and other activities via combinations of
the thirty-seven embedded mathematical relationships. Activities can also be
modeled as random variates via the fourteen embedded standard statistical dis-
tributions or via a user developed histogram. Network, in the VERT context,
denotes a pictorial schematic flow type device in which the nodes (decision
points) channel or gate the flow into arcs (activities) which carry the flow
from an input node to an output node. These nodes and arcs are formed and
coupled together in a working pictorial drawing to symbolically model the sys-
tem under analysis. Flow in the network represents the actual completion of



the portion of the system the flow has traversed. While a network is being
graphically formed, numerical values for each activity's time, cost and per-
formance should be assigned in terms of (1) one of the standard statistical
distributions (including a constant) embedded in VERT or (2) a histogram or
(3) a numerical relationship with the time and/or cost and/or performance of
other nodes and/or arcs which will be processed prior to this arc. These val-
ues must be entered in a consistent manner throughout the network. Perform-
ance can be modeled in terms of any meaningful unit of measure, such as levels
of quantities produced, return on investment or a dimensionless index that
combines the many required diverse characteristics needed to fully define the
resultant output of the capital expenditure. Decisions can be made and mod-
eled within the network via time and/or cost and/or performance considerations.
The logic structured in VERT enables local optimization at critical decision
points or milestones as well as overall network optimization.

VERT also has the facility to determine the critical path as well as its
opposite, the optimal path. Since time, cost and performance share the same
status level, these critical and optimal paths can be found as a function of
the time and/or cost and/or performance generated in the network. The auto-
mated data base feature of VERT greatly facilitates performing sensitivity
analyses, so that WHAT IF strategy questions can readily be answered.

A final characteristic which makes VERT a desirable tool is the output
options available. The program provides distributions depicting the frequency
at which certain paths through the network were followed. It also provides
distributions showing the times, costs and performances involved in traversing
the different paths.

You don't have to be a computer programmer or systems analyst to effectively
utilize VERT. An individual familiar with basic mathematics and statistics
can productively use VERT after several hours of study. Complete mastery of
all the model's capabilities probably would require a week of continuous effort.
However, such proficiency would only be required in simulating very complex or
unique situations. Actually, even in the most complex situations, the modeling
can be simplified to a great degree by breaking down the network into subnet-
works. The results of these subnetworks can then be used as inputs to a higher
level, more general network which ties all the subnetworks together. This
approach usually saves time and reduces the number of errors made.

1-2. VERT History

With the advent of the large cost overruns and schedule slippages experienced
on many major development projects in the defense sector of the U.S. economy
in the late sixties and early seventies, military managers realized a need.for
RISK ANALYSIS. In view of the lack of generalized tools and the heavy emphasis
of Defense Secretary Packard on risk analysis, the logistics training activity
of the Army Materiel Command, the U.S. Army Logistics Management and Training
Center (ALMC) let a contract to Mathematica of Princeton, New Jersey to develop
a course on RISK ANALYSIS. While developing this course, Mathematica pioneered
what proved to be a significant change in network analysis by developing a com-
puter program named MATHNET. It initially was intended to be used as a teaching
aid. However, since it was the only viable tool available for RISK ANALYSIS,
its use soon spread army wide. Because MATHNET was structured rather hurriedly,



and thus not thoroughly debugged and tested on real problems, it proved to have
some computational mistakes. Thus, a number of computer programs which were
corrected and expanded versions of MATHNET evolved within the Army. RISCA

(Risk Information System and Cost Analysis) was developed at ALMC. STATNET was
developed at the U.S. Army Management Engineering Training Agency (AMETA)

located on the Rock Island Arsenal at Rock Island, I11inois. Stephen Percy of
the U.S. Army Armaments Command at Picatinny Arsenal, Dover, New Jersey developed
the most sophisticated and novel expansion of the three called SOLVNET.

These three simulation networking tools presented a real significant addition
of capability available to the development manager. These tools have AND and

OR input logic teamed-up with ALL and PROBABILITY output logic. Also, they

have some nodes with unit logic which tied a specific input arc to a specific
output arc. These nodes selectively transfer flow from the input arcs to the
output arcs via time or preference considerations. These logic combinations
enable modeling much closer to the real world. Additionally, activity pro-
cessing times could be entered as a normal, uniform or triangular distribution.
Activity times can also be entered in histogram form in STATNET and SOLVNET.
Also these two network tools have critical path capabilities. SOLVNET addition-
ally has the capability to structure some time dependencies. The expanded ]ogic
capabilities coupled with the stochastic input capabilities and the simulation
treatment given the network enabled the development of total risk profiles with
a minimum amount of abstraction required when MATHNET and its three off-shoots
came into being.

In early 1971, AMETA was tasked with the Job of building a library of com-
puter models that would be useful to the army project manager. One part of
this effort determined that while MATHNET and its three off-shoots presented
a significant advancement in network analysis, there were additional features
they didn't have which were highly desirable. For instance, the MATHNET group
is time centered 1ike PERT. Cost is given a bookkeeping, second-class, tag-
along, non-decision status. Additionally, performance is omitted from any
direct numeric analysis. It is only considered in gross alternatives through
the network, moreover, there weren't enough node logics available, especially
one enabling invoking the time, cost and performance constraints imposed by
management on all development ventures. These and other deficiencies culminated
in the development of VERT.

VERT gave the analyst the capability to model decisions within the network
in terms of time and/or cost and/or performance considerations rather than
being constrained to time alone. At last, performance could be entered in the
network in numeric terms rather than as gross alternatives. VERT thus gave
the usual three dimensions used universally to discuss a project (i.e., time,
cost and performance) the same status and treatment level. In a large part,
the ability to represent the real world within a network lies in the flexi-
bility of its nodes. VERT made a quantum jump in this area by the introduc-
tion of new types of node logics. But, perhaps, the most significant inno-
vation was the introduction of its mathematical relationships. VERT has the
capability of being able to establish a mathematical relationship between any
given arc's time and/or cost and/or performance and any other arc and/or node's
time and/or cost and/or performance. Thus, any two points within the network
could be tied together by a mathematical relationship selected by the user out
of the array of mathematical relationships available in VERT. Additionally,



these same mathematical relationships can be used to establish relationships
among tie time, cost and performance variables of a given arc. VERT is
designed to be very open-ended and comprehensive when establishing rela-
tionships among network parameters.



CHAPTER 2 THE VERT SYSTEM
2-1. Description of the VERT Process

VERT is a network tool used to develop deterministic and/or stochastic models
of decision environments. It has a comprehensive array of logical, statistical
and mathematical features which makes it possible to model and analyze a system
in a more direct and less inductive manner than traditionally possible.

VERT has two parts. Part one consists of the construction of a symbolic net-
work model of the system in question. Two basic symbols with minor variations
in each are used to structure the model: (1) nodes (squares) are used to repre-
sent milestones or decision points and (2) arcs (1ines) are used to represent
activities. An activity generally consumes resources while producing an output.

Network in the VERT context denotes a pictorial schematic flow device in which
the nodes channel or gate the flow into arc(s) which carry the flow from an in-
put node to an output node. These nodes and arcs are structured and coupled
together in a working drawing to symbolically model the development of a system.
Flow through the network represents the completion or execution of the portion
of the system that the flow has traversed. These flows are usually character-
ized by the three most universally accepted parameters used to discuss a
project, namely time, cost and performance. However, these flows can also be
carrying just one parameter 1ike direct cost, indirect cost or performance fac-
tors like weight, speed or return on investment. As will become apparent upon
mastering VERT,the mathematical relationships capability enables creating and
isolating many separate flows which allows modeling well beyond the basic three
dimensions. However, going beyond three dimensions generally proves to be dif-
ficult for the manager to cope with.

While graphically forming a network, numerical values for activity's time,
cost and performance should be assigned. These values must be measured in con-
sistent units throughout the network. For example, time cannot be entered in
terms of weeks in one section of the network and in terms of years elsewhere.
Likewise, cost must be measured in identical units of ten, hundred or thousand
dollars, etc. throughout the network. Performance can be entered in terms of
any meaningful unit of measure. For example, it can be expressed as a dimen-
sjonless index which combines the many required baseline characteristics such
as horsepower, weight, speed, reliability, availability, range, maintainability,
mobility, etc. A method of accomplishing this task consists of using the val-
ues derived in the design requirements document as a base for normalizing the
current estimates of these base line performance characteristics. The require-
ment values (R1, R2, ---RN) are divided into the current estimates (E1, E2 ---
EN). Further, to give more emphasis to specific performance characteristics,
weights (W1, W2, --- WN where W1 + W2 + --- + WN = 1) may be assigned to each
performance characteristic. These weights are then multiplied by the normal-
jzed estimates and entered into the network - ((W1)(E1)/R1, (W2)(E2)/R2, ---
(WN)(EN)/RN). If these estimates were exactly equal to the requirements, the
value generated for the overall networks performance would be unity.

The degree or extent to which a project needs to be segmented into activities
and events is determined by the available data and the results desired. Some
managers prefer to estimate parameters for entire modules or high level work



packages, rather than estimating parameters for the smaller elemental items in

those larger units. Problem size sometimes has a bearing on the way the net-

work is structured. If a problem is large, it is advisable to construct lower

Tevel networks (subnetworks) of major modules. The histogram input capability s
structured in VERT expedites stochastic substitution of results from lower

level subnetworks into a higher level network. However, the main task in con-
structing a VERT model is to structure as much realism in the model as possible
with a minimum of abstraction. This realism should be achieved by structuring
in the network all the activities (arcs) required to be processed (having a

flow through them) before a given activity can be processed (having a network
flow through this given arc). But, most important, the given activity should

be a unit of work or task that can be estimated (in terms of the time required
for completion, the cost incurred and the performance developed) with reasonable
accuracy. The precision afforded by the VERT approach will be entirely lost if
the unit activities are gross aggregations of units of work or tasks, or if the
unit activities are such abstractions of the real world that the estimation of
the time, cost and performance parameters for these unit activities becomes a
guessing game.

t

Part two of VERT consists of analyzing the symbolic model with the aid of a
computer program designed to simulate VERT networks. VERT simulation is the
creation of a network flow which traverses the network from initial node(s) to
terminal node(s) thus creating one trial solution of the problem being modeled.
This simulation process is repeated as many times as the user requests in order
to create a sufficiently large sample of possible outcomes. Node completion
time, cost and performance values may be obtained as follows:

Relative frequency distribution.

Cumulative frequency distribution (Ogive).

Mean observation.

Standard error (standard deviation of the sample).
Coefficient of variation.

Mode,

Beta 2 measure of kurtosis.

Pearsonian measure of skewness.

CO~NOYOYV B W~

This information is displayed for those requested internal nodes and intervals

between internal nodes and for all terminal nodes. Additionally, all terminal

node's time, cost and performance data are combined to give a composite ter-

minal node time, cost and performance printout. Two sets of cost data are

generated for each of the preceding node printouts. The first set labeled

'‘path cost', consists of the total cost accumulated in processing all the

activities on the path(s) through which the network flow(s) had to come in

order to process the node requesting the printout information. The second set,

labeled 'overall cost', consists of the path cost plus the cost of all the

other activities processed during and prior to the time this node was processed. -
Also, slack time on each arc and node per user-request is exhibited in the above

form. Slack time is the excess time available for processing an arc or is the
additional amount of time that a decision can be delayed before the node appears .
on the critical path. The overall network cost incurred and the overall network
performance gained between selected time intervals (for example, yearly time

intervals) as requested by the user is also exhibited in the above form. Infor-

mation of this type is very useful for constructing budgets for future periods



of expenditure or for comparing investment alternatives.

The relative frequency distribution provides a picture of the range and con-
centration of the time, cost and performance values observed at a given node.
The probability of exceeding certain value levels can be obtained from the cumu-
lative frequency distribution, which results in the ability to infer confidence
levels. The mean is the average of all the observations. The sum of the squares
of the differences between the observations and the mean value, divided by the
number of observations, is known as the variance, or the mean square. The square
root of the variance is the standard deviation, also known as the root mean
square. The standard deviation, being in original units, is an absolute measure
of dispersion and does not permit comparisons to be made between the dispersion
of various distributions that are on different scales or in different units.

The coefficient of variation has been designed for such comparative purposes.
Since it is the ratio of the standard deviation to the mean, the coefficient
of variation is an abstract measure of dispersion. The greater the dispersion
of a distribution, the higher the value of the standard deviation relative to
the mean. Hence, the relative dispersion of a number of distributions may be
determined by simply comparing the values of their coefficients of variation.
That value in a series of observations occurring with the greatest frequency
is known as the mode. It is the most meaningful measure of central tendency
in the case of strongly skewed or nonsymetric distributions, since it provides
the best indication of the point of heaviest concentration. Though a distri-
bution has only one mean and one median (mid point), it may have several modes,
depending upon the number of peaks of concentration. The mode is not affected
by extreme values while the mean is influenced by such values. In a symmetrical
distribution, these two measures of central tendency are equal. But if the
distribution is skewed, the value of the mean will be strongly influenced in
the direction of the skew, while the mode will remain stationary. Hence, the
difference between these two measures of central tendency is a measure of the
skewness of a distribution. This measure of skew can be converted into rela-
tive terms by dividing it by the standard deviation. As a general rule, a
distribution is not considered to be markedly skewed as long as the aforede-
scribed Pearsonian formula yields an absolute value less than one. Kurtosis
is a Greek word referring to the relative height of a distribution, i.e., its
peakedness. A distribution is said to be mesokurtic if it has so-called
'normal' kurtosis, platykurtic, if its peak is abnormally flat, and lepti-
kurtic, if its peak is abnormally sharp. The beta 2 measure of kurtosis is
defined as the fourth moment about the mean divided by the standard deviation
raised to the fourth power. Beta 2 is a relative measure of kurtosis based

on the principle that as the relative height of a distribution increases, the
value of the standard deviation decreases relative to its fourth moment. 1In
other words, the more peaked a distribution is, the greater the value of

beta 2. For the standard normal distribution, beta 2 is equal to 3. Since
the normal distribution plays such a large role in statistical theory, this
value is taken as the norm. The more platykurtic a distribution is, the further
will beta 2 decrease below 3, and the more leptokurtic a distribution is, the
more beta 2 will exceed 3.

VERT prints out a bar graph of the optimum terminal node index. It is
through using this printout that the project risk can be ascertained. A
decision risk analysis network takes the usual form of having one or several
terminal nodes collect successful project completions, and having one or



several terminal nodes collect unsuccessful project completions. Realization
of these various terminal nodes compared to the total number of iterations gives
an indication of project success or failure. In the event more than one termi-
nal node can be realized at the same time, the optimum terminal node is chosen
as the one with the lowest completion time, lowest cost or highest performance,
or the best weighted combination of these factors, per user developed weights.

Entering negative terminal node selection weights will produce an opposite
effect.

The program next prints out the critical-optimum path index for nodes and
arcs. The critical path is chosen as the path through the network with the
longest completion time, highest cost, lowest performance or the least desir-
able weighted combination of these factors as per user-developed weights.
Entering negative critical-optimum path weights will cause the optimum path to
be chosen. The optimal path is chosen as the path through the network with the
shortest completion time, Towest cost, highest performance or the most desir-
able weighted combination of these factors as per user-developed weights (i.e.,
the optimum path is just the opposite of the critical path). VERT allows
optional supression of critical-optimum paths terminating .in wuser-selected
terminal nodes. This feature facilitates the finding of trouble-producing
activities. Since different stochastic paths can be realized in the process
of simulating the network, the critical-optimum path tends to change from iter-
ation to iteration. The program computes the portion of time each arc and node
is on the critical-optimum path and lists this information in a bar chart dis-
play. Time, cost and performance correlations and plots are printed, upon re-
quest, for each terminal node, enabling determining if there is a possible
relationship among these variables.

2-2. OQperands

Arcs and nodes are the basic symbolic operators used to express the unique
aspects of the system being modeled. Arcs perform a primary function of repre-
senting project activities by using four basic parameters which characterizes
every activity modeled. These parameters are: (1) the probability of success-
fully completing this activity, (2) the time consumed, (3) the cost incurred,
and (4) the performance generated in completing this activity. Arcs have a
secondary function of carrying the network flow from its input node to its out-
put node. When an arc is used in this latter capacity only, it is sometimes
referred to as a transportation arc. For some network problems, it is desirable
to enter some time and/or cost and/or performance data in the network without
this data going directly into the network flow. This special data input task
is accomplished by what is known as a FREE ARC. Free arcs are not wired into
the network with input and output nodes like the conventional arc previously
defined. Free arcs do not have input and output nodes, nor do they have a
probability of being successfully completed. They are always assumed to be
successfully completed. However, the rest of the input data capabilities
associated with the conventional arcs is resident in the free arcs. Conven-
tional arcs within the network flow and other free arcs external to the net-
work flow can reference free arcs when structuring mathematical relationships.
Free arcs are very useful for entering the many diverse characteristics used
to describe performance. After entering these performance characteristics,
mathematical relationships can be used to pull these many diverse character-
istics together in one or several meaningful indexes or performance flows for



data collection in the network.

Nodes gate or channel the network flow they receive from input arc(s) to
specific output arc(s) based on the embedded node Togic. Nodes generally repre-
sent decision points. However, they sometimes do not represent any particular
decision point, but rather they aid in structuring the model Togic by accumu-
lating or dispersing network flows.

Nodes and arcs are similar in that both have time, cost and performance
attributes. Arcs have a primary and cumulative set of time, cost and perfor-
mance values associated with them while nodes have only the cumulative set.
The primary set represents the time expended, the cost incurred and the per-
formance generated to complete the specific activity this arc represents. The
cumulative set represents the total time expended, cost incurred and perfor-
mance generated to process all the arcs encountered along the path the network
flow came through in order to complete the processing of a given arc or node.

An activity's primary time, cost and performance can be jointly or singularly
modeled as a mathematical relationship (a detevministic equation) with other
arcs or nodes in the network and as a random variable. This dual capability
enables modeling the residual along with the mathematical relationship portion
of a regression equation. VERT has thirty-seven transformations (see 3-2,B8)
to aid in the task of structuring mathematical relationships. An arc's primary
T+/C+/P (time and/or cost and/or performance) can be modeled as a function of
any previously processed T+/C+/P of any node or arc, including the arc being
processed. This means that an arc's cost can be made a function of the time
expended on this activity. Fourteen statistical distributions have been em-
bedded in VERT to facilitate the modeling of random variables. Other distri-
butions may be entered as histograms.

VERT has two types of nodes which either start, stop, gate or channel the
network flow. The most commonly used type is the one having split node Togic.
It has separate input and output logic which invokes specific types of input
and output operations. The other node type has a single unit logic which
covers both input and output operations simultaneously. There are four basic
input logics available for the split logic nodes. They are defined below.

A. Initial Input Logic

.........

i S INITIAL input logic serves as a starting point for the net-
. N, fmm——— work flow. Multiple initial nodes may be used. ATl initial
. L S - nodes are assigned the same time, cost and performance val-
T pmm—— ues by the user.

Before defining the three remaining input logics, it should be noted that when
the input arcs have a probability of successful completion of less than 1.0,
one or more of these input arcs may be failures. When these failure conditions
prevail, it may be necessary, as specifically defined for each input logic be-
low, to short circuit the node's output logic and to send the flow out on the
escape arc. Utilization of the escape arc is regarded as a failure state for
the node. The escape arc acts as a relief path for the flows into the node to



escape on when a failure condition arises rather than letting these flows hang
up on the node.

B. And Input Logic

......... AND input logic requires all the input arcs to be success-
----- . A. .==-=-- fully completed before the combined input network flow is
----- . N. .==--- transferred over to the output logic for the appropriate
----- . D. .----- distribution among the output arcs. If at least one of the

----- . . .=----- input arcs is a failure, the network flow will be sent out
......... the escape arc. The time computed for the nodes bearing
AND input logic is computed as the maximum cumulative time
of all the input arcs. Cost and performance are computed as the sum of all the
cumulative cost and performance values of all input arcs. However, if the node
is a failure (escape arc is used), performance for the node is set to 0.0 while
the time and cost computation remain as previously defined.

C. Partial And Input Logic

......... PARTIAL AND input logic is nearly the same as AND input
----- . P . .-----logic except that it requires a minimum of one input arc
----- . A. .-==-=-- to be successfully completed before allowing flow to con-
----- . N. .===== tinue on through this node. However, this logic will wait
----- . D. .=-=-=-- for all the input arcs to come in or be eliminated from the

......... network before processing. If all the active input arcs
are failures, the network flow will be sent out the escape
arc. The same computations are used for calculating the node time, cost and
performance values for this input logic as are used for the AND logic even
when the node is a failure (escape arc used). :

D. Or Input Logic

......... OR input logic is quite similar to the PARTIAL AND logic.
----- . . .=---- It also requires just a minimum of one input arc to be
----- 0 .----- successfully completed before allowing the flow to con-
----- . R. .----- tinue on through this node. This logic, however, will not
----- . . .-=---wait for all the input arcs to come in or be eliminated

......... from the network before the flow is processed. As soon

as an input arc is successfully completed, the flow will
be sent on to the output logic for processing. If all the active input arcs
are failures, the network flow will be sent out the escape arc. The time and
performance assigned to this node are the cumulative time and performance value
carried by this first successful input arc to processed. Cost is computed as
the sum of all the cumulative costs of all the active input arcs. If the node
is a failure (escape arc used), then the performance for the node is set equal
to 0.0 while the time and cost computations remain as previously described.
Arcs flowing directly and indirectly into a node having OR input logic may, at
the user's discretion, be pruned from the network, providing that an arc's input
node has a larger completion time than the node bearing the OR logic.

Arcs emanating from nodes having split node lTogic will be eliminated from
further consideration as network flow carriers when the input logic can not be
executed. This will occur for the PAND and OR input logics when.a11 the in-
put arcs are not carrying a flow (these input arcs have been logically elim-
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inated). However, whenever any of the input arcs for the AND input logic are
not carrying flows, all of this node's output arcs will be logically eliminated
from further consideration as network flow carriers. It should be readily
observed that AND input logic will impede a flow within the network whenever
some of its input arcs are carrying flows and the rest are not carrying flows.
A11 other node logics in VERT are passive in the sense that they will not impede
the flow; they will always pass it on.

The following split node output logics' task is to distribute the network flow
out to the appropriate output arc(s?. However, if some of the input arcs have
the potential of failing (a probability of successful completion of less than
1.0) then, the last output arc entered in the computer will be assumed to be
the escape arc which is used as described above in the input logic definitions.
The output logic will ignore the escape arc except for the filter output logics
described below. The escape arc used for the filters is assumed to be the same
one required of the input logic. The output logics are defined below.

A. Terminal Output Logic

......... TERMINAL output logic serves as an end point of the network.
----- s g It is a sink for network flow(s). Terminal nodes can be
----- a Bl given a class designation (chapter 3, D1) which allows for
----- d SR optimization within a class as a function of the time and/or
----- o . cost and/or performance values carried by the active terminal

......... nodes. However, nodes within a class are excluded from com-

peting for being the optimal terminal node when a terminal
node of a higher (more important) class is active.

B. All Output Logic

---------

..... e
----- ; « L .===-= ALL output Togic simultaneously initiates the processing of
----- . . L .====-al1 the output arcs.

____________

|||||||||

C. Monte Carlo Output Logic

......... MONTE CARLQ output Tlogic initiates the processing of one
----- ‘ ; -=====and only one output arc per simulation iteration by the use
----- 2 . M ,=-=-- of the monte carlo method. This means that the output arcs
----- " . € .===-- are initiated randomly by user-developed probability weights
----- & % .===== that are placed on these output arcs. The sum of these

......... weights must be equal to 1.0. As an added feature, multiple
sets of probability weights may be entered for the purpose of conditionally
randomly initiating the output arc. These sets must be separated by T/C/P (time
or cost or performance) boundaries. N separate sets of probability weights are
separated by N-1 non-decreasing T/C/P boundaries. These boundaries create T/C/P
regions where each of these sets apply. Region selection is based on the T/C/P
computed for this node. For example, if the T/C/P computed for this node is
less than T/C/P boundary number one, then region number one is applicable and,
therefore, probability set number one is used. Likewise, if this node's T/C/P
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lies between T/C/P boundaries 1 and 2, probability set number two will be
used. This continues on until lastly, if this node's T/C/P lies beyond the
(N - 1)st T/C/P boundary, the probability set residing in the Nth region will
be used. If T/C/P conditioning is not required, T/C/P boundaries are not
needed and only probability set number one needs to be entered.

D. Filter 1 Qutput Logic

......... FILTER 1 output logic initiates one or a multiple number
----- & . F .-=-== of output arcs depending on the joint or singular satis- g
----- . . L .----- faction of the T+/C+/P (time and/or cost and/or performance)
----- . . T .--=== constraints placed on this node's output arcs. These con-
----- : . 1 .=-==== straints consist of upper and lower T+/C+/P boundaries. .
......... If this node's T+/C+/P lies within the T+/C+/P constraint

boundaries placed on a given output arc, that arc will be
processed. Otherwise, the arc will be eliminated from further consideration
for this iteration. N-1 of the N output arcs must have constraints placed on
them. The Nth output arc must be free of constraints. It will be processed
only when none of the constrained arcs can be processed. FILTER 1 has an
optional feature called the subtraction feature. This feature enables tem-
porarily altering this node's T+/C+/P prior to reviewing the output arcs con-
straints. This alteration consists of temporarily subtracting, by absolute
arithmetic, the T+/C+/P of a designated previously processed node from this
node's T+/C+/P. After reviewing the constraints this node's original T+/C+/P
values are restored.

Boundaries for the constrained output arcs can be overlapping, continuous,
or non-continuous (i.e., having gaps). Also, the constraints need not be
uniformly applied (i.e., a cost and performance constraint may be used on out-
put arc number one with only a time constraint on output arc number two, and

a time and performance constraint on output arc number three).

E. Filter 2 Qutput Logic

......... FILTER 2 output logic is the same as FILTER 1 except for
----- .P.F .--=-- the following three factors: (1) only one constraint
----- . A.L .----- rather than one to three constraints can be placed on
----- . N. T .----- the constraint bearing output arcs; this constraint con-
----- .D.2 .----- sists of an upper and a lower bound on the number of input
......... arcs successfully processed, (2) only PAND input logic may

be used with FILTER 2 output logic, and (3) FILTER 2 does
not have the subtraction feature.

F. Filter 3 Qutput Logic

......... FILTER 3 output logic has the same N-1 constrained and 1 ’

----- . . F .----- unconstrained output arc configuration as the other FILTER

----- ] . L .----- logics. The constraints for FILTER 3 are not boundaries.

----- : . T .----- Rather, they consist of the name(s) of other previously 3

----- . . 3 .----- processed arcs. These constraining arcs are prefixed with
......... a plus (+) or minus (~) sign. If a plus sign is attached

to the constraining arc name, this arc must have been
successfully processed before the output arc being constrained can be initiated.
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If a minus sign is attached to the constraining arc's name, this arc must have
failed to have been successfully processed or eliminated from the network be-
fore the output arc being constrained can be initiated for processing. Each
output arc may have up to the total number of arcs in the network minus one
(the given arc carrying the constraints) constraining arcs attached to it.

The cumulative time, cost and performance values assigned to initiated out-
put arcs emanating from a split logic node consist of the sum of the time,
cost and performance values derived for those activities plus the time, cost
and performance values computed for the arc's input node.

Two nodes have unit logic rather than the separate input and output logic of
the preceding nodes. These nodes have N input arcs each mating with one of

N output arcs to enable direct transmission of the network flow from a given
input arc to a given output arc. Additionally, there must be one uncoupled
output arc. This arc will be initiated when input arc processing conditions
are such that the node Togic prevents initiating any of the mated output arcs.
The number of output arcs requested to be processed is indicated in the sym-
bolic network drawing where the asterisk appears in the small pictorials ac-
companying the node descriptions. This number is preceded by a plus (+) or
minus (-) sign to indicate whether the processing state is a demand (+) or
desired (-) condition. The demand condition requires that the output arc pro-
cessing requests be completely filled. Otherwise, the escape arc will be pro-
cessed. For instance, if a demand request for the processing of 3 output arcs
has been made, at least 3 input arcs must be successfully processed to prevent
the escape output arc from being the only output arc processed. The desired
condition will allow processing from one to all of the output arcs requested
for processing, or any subset thereof--down to one output arc, depending on
the number of input arcs successfully processed. When processing by the de-
sired condition, the escape output arc will be processed only when none of the
input arcs have been successfully processed. The escape arc may be omitted
when all the input arcs have a probability of successful completion of 1.0
and when the desired condition is used or when the demand condition is used
with only one output arc requested for processing. Output arcs not selected
for processing are eliminated from the network for the present iteration. 1In
the event there are more successfully processed input arcs than there are out-
put arc processing requests under either the demand or desired condition, the
following logic embedded in each node will be used to select the optimal set
of output arcs.

A. Compare Node Logic

COMPARE * COMPARE Togic selects the optimal output arc set for pro-

......... cessing by weights entered for time, cost and performance.
----- s=======.----- [f positive weights are entered, the optimal set consists
----- o======-_----- of those output arcs whose corresponding input arcs have
————— e e the best weighted combination of minimum cumulative time

g R and cost and maximum cumulative performance. If negative

......... weights are entered, the opposite effect will occur.

. Negative and positive weights cannot be used in the same
application. The time value assigned to this node is the maximum cumulative
time required by the most time-consuming arc in the optimum input arc set if
time is used as the only decision criterion. If another criterion is used,
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the node time is computed as the maximum cumulative time of all the processed
input arcs. The cost for this node is computed as the sum of the cumulative
costs carried by all the processed input arcs. Performance is computed as the
average of the cumulative performance carried by all the successfully processed
input arcs.

B. Preferred Node Logic

PREFERRED * PREFERRED logic gives preference to the first input-output
......... arc combination over the second and the second is given
----- .-=-----,----- preference over the third, etc. Thus, the criterion for
----- .==-----.----- selection is preference. The only thing that will prevent
----- .m======,--=-- output arc number one from being initialized when operating
. S under the desired condition is that its corresponding
......... input arc was not successfully completed. Cost and perfor-
mance calculation are the same as the calculations used
for COMPARE logic. Time is computed as the maximum cumulative time carried by
the most time consuming arc in the preferred input arc set.

For the preceding two nodes, the cumulative cost and performance values
assigned to the output arcs are computed as the sum of the primary cost and
performance values derived for those arcs plus the cumulative cost and perfor-
mance values generated for the linked input arcs. The cumulative time value
assigned to the output arcs processed under the demand condition is calculated
as the sum of the node time and the primary time generated on these arcs.

When processing under the desired condition, the cumulative time value assigned
to a 1inked output arc is generally computed as the sum of the cumulative time
generated for the corresponding 1inked input arc and the primary time generated
for this output arc. Exceptions to this rule occur when using cost and/or
performance weights while using the COMPARE logic and when using PREFERRED
processing output arcs further down the preferred 1ist than the initial
candidates. In these instances, some output arcs may have to wait on the
processing of other input arcs. The escape arc's cumulative time and cost
values are computed as the sum of the time and cost values derived for the
input node while the value for cumulative performance is set equal to the
primary performance generated for this arc.

Two other nodes also have unit logic. They are similar to the COMPARE and
PREFERRED logics in structure, but are quite different in the way they
operate on the network flow. Their names, which are indicative of the flow
operations they perform, are QUEUE and SORT. They are defined below.

A. Queue Node Logic

QUEUE * QUEUE node has the same physical layout as the COMPARE and

......... PREFERRED nodes having N input arcs coupled with N output
----- s=======,-==-- arcs plus an additional uncoupled output arc. This arc
----- s-—=----,--=== will be initiated only in the event that all the active
----- .=====-=,-=--- input arcs are unsuccessfully processed. The primary

. R function of this node is to transfer network flows in a

......... queueing manner from an input arc to its mating output

arc. As the network flows in the 1ive input arcs arrive,

14



they are queued up and sequentially processed by the server(s). The number of
servers is indicated on the symbolic network drawing where the asterisk
appears. The program assumes that the output arcs carry the time required, the
cost incurred and the performance rendered by the server in processing the

flow carried by the mating input arc. The cumulative time computed for a

given output arc is calculated as the sum of the following: (1) the cumulative
time carried on this arc's mating input arc, (2) the time the flow had to

wait in the queue before being served, and (3) the time required by the server
to process this flow (the primary time generated on this arc). The cumulative
cost and performance for this same output arc are computed in the same way as
the cumulative time except that there is no factor no. 2 (i.e., there is no cost
or performance generated for waiting in the queue). The time calculated for
this node is computed as the maximum cumulative time observed over all the
output arcs. The cost calculated for this node is computed as the sum of all
the cumulative costs carried by the output arcs. This node's performance is
computed in the same manner as the cost except that the total cumulative per-
formance summed over the active output arcs is divided by the number of

active output arcs, thus yielding an average performance value. Since the
escape arc is used in a failure situation, the primary time, cost and perfor-
mance generated on 1t does not relate to the server processing inbound net-
work flows as it does on the other output arcs. Rather, this arc should be
viewed as a point from which to proceed in a new program direction. Thus,

the computations used to derive the cumulative time, cost and performance
values reflect this point of view as follows: (1) cumulative time = maximum
time observed over all the active input arcs + the primary time generated on
this arc, (2) cumulative cost = the sum of the cumulative cost over all the
active input arcs + the primary cost generated on this arc, (3) cumulative
performance = the primary performance generated on this arc.

B. Sort Node Logic

SORT SORT node has the same physical layout as the COMPARE,

......... PREFERRED and QUEUE nodes having N input arcs paired with
----- . .----- N output arcs plus an additional output arc. This arc
----- ; .==--= Will be initiated only in the event that all the active
----- . .~-=---- input arcs are unsuccessfully processed. The purpose of

. .----- this node is to transfer flows from input arcs to output

......... arcs by sorting using time and/or cost and/or performance

sort we¥ghts. If time is given a weight of 1.0 while

cost and performance are given weights of 0.0, the flow from the input arc
arriving at this node first would be sent out on output arc number one, etc.
If the cost weight was set equal to 1.0 while the time and performance weights
were given the value of 0.0, then the flow coming in on the input arc having
the smallest cost would be sent out on output arc number one, etc. If the
performance weight was set equal to 1.0 while the time and cost weights were
given the value of 0.0, then the flow coming in on the input arc having the
largest performance value would be sent out on output arc number one, etc. If
a mixture of positive weights occurs (for example, SORT time weight = 0.4,
cost = 0.3 and performance = 0.3), the flow of the input arc with the best
weighted combination of the minimum cumulative time and cost and maximum per-
formance will be sent out on output arc number one. The flow of the input
arc having the next best weighted combination will be sent out on output arc
number two, etc. Entering negative weights will produce the opposite effect.
Negative and positive weights can not be used in the same application.
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CHAPTER 3 INPUT FOR THE COMPUTER PROGRAM

3-1. Overview

Entering a network problem into the VERT computer program requires the
following data modules which must be sequenced in the order that they are
listed below.

A. Control and Problem Options Cards. These initial cards define the
options used to analyze the problem under study.

B. Master and Accompanying Satellite Arc Cards. All arc data for a
given network probTem are entered in this sequential position.
Each arc requires a master arc card and may require additional
satellite arc cards to input the arc data. These different
types of satellite arc cards may be entered in the input data
stream in any order, but they, as a group, must follow their
parent master arc card. Therefore, all data items for a given
arc must be entered as a group with the master arc card leading
the group.

C. End of Arc Data Signaler. This one card marks the end of the
input stream of arc data.

D. Master and Accompanying Satellite Node Cards. Same as B above
except, replace the word ARC with the word NODE.

E. End of Node Data Signaler. This one card marks the end of the
input stream of node data.

3-2. Layouts
The above data modules are defined as follows:

A. Control and Problem Options Cards.

Al. Control Card

Col. 1, Format I1. Problem identification card option. Entering
a "1" in this column requires a problem identification card to be
inserted after this control card. When a zero is entered or this
field is left blank, the problem identification card must be
omitted.

Col. 2, Format I1. Type of input option. This program has three

input options. Option one requires entering a blank or zero in -
this field. Under this option, the program assumes that a com-

plete, stand alone, problem is being read which will be placed on

the master file as the new master problem. This new master

problem will replace an old master problem if one was previously

held on this file (IWF1 is the name for the master file in the

FORTRAN program). Items A, B, C, D and E, above under overview,
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are required when using this option. Option two requires a "1"
to be entered in this field. Under this option, the program
assumes that a few temporary changes to the master problem are
desired. These changes are temporarily merged into the master
problem and simulated in that state. After simulation, these
changes are abandoned and the problem on the master file remains
as it was prior to simulating the problem with the changes.
Items A, C, and E, above under overview, are required and items
B and D are optional. Option three requires a "2" to be entered
in this field. Under this option, the program assumes that a few
permanent changes to the master problem are desired. These
changes are permanently merged in the master problem and sim-
ulated in that state. Prior to the simulation, this changed
problem is loaded on the master file as the new master problem,
replacing the old master problem. Items A, C and E, above under
overview, are required while items B and D are optional.

Note: When utilizing either options two or three, making a change in either
an arc's or a node's input data requires resubmitting all the input cards
needed to define that arc or node. Any arc or node not already on the
master file may be submitted as a change. Arcs or nodes currently on the
master file may be deleted by submitting a card with the arc or node name

in columns 1-8 and "----" (four minus signs) in columns 9-12.

Col. 3, Format I1. Type of output option. The following optional
l1sts are available from VERT in addition to a special 1isting of
the control and identification cards and an 80/80 1isting of all
the remaining input cards. This special 1isting is automatically
produced every time a problem is processed.

1. A Tisting of the two major storage arrays ASTORE and NSTORE.

2. A listing after each iteration of all the flow-carrying arcs
and nodes.

3. A core storage utilization report which shows how well each
of the internal storage arrays have been used.

4. A one line summary listing of the results obtained after each
iteration.

5. A Tlisting of the optimum terminal node index and an accompany-
ing arcs and nodes critical-optimum path index.

The following output options apply to 1. Node and arc slack times,
2. Cost performance time intervals, (time, path cost, overall cost
and performance for the following), 3. Internal nodes, 4. Intervals
between nodes, 5. Terminal nodes and 6. The composite terminal node.

6. A one line listing of the minimum, mean and maximum values of
the preceding.
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7. A one page listing carrying A. The relative frequency
distribution, B. The cumulative frequency distribution
gogive), C. The mean observation, D. The standard error

standard deviation of the sample), E. The coefficient
of variation, F. The mode, G. The beta 2 measure of
kurtosis, H. The pearsonian measure of skewness and I.
The median-(for terminal and composite terminal nodes only).

8. Same as number 7 above except the relative frequency dis-
tribution is omitted.

9. Inclusion of the median in the preceding 1ist for A. Internal
nodes, B. Intervals between internal nodes, C. Node and arc
slack times and D. Cost-performance time intervals. This
inclusion requires a significant increase in computer pro-
cessing time and is the reason for this setup.

These optional Tists are grouped together in what is believed
to be optimal output sets which are as follows:

Option No. Field Entry Preceding Lists Used

1. 0 or blank 5and 6

2 1 5 and 8

3 2 4, 5 and 7

4 3 1, 2 and 3

5. 4 5, 8 and 9

6. 5 4, 5, 7 and 9

Since option number four produces a large amount of output,

it is Timited to 100 iterations. This option is designed for
debugging. The remaining options are designed to provide a
diversified informational capability for analyzing the various
types of problems solved by VERT.

Col. 4, Format I1. Cost-performance valuing and pruning options.
This field is a multi-purpose field which carries the options
available in VERT for assigning cost and performance values to
arcs placed in one of the following situations: 1. Arcs flowing
into a node having OR logic. 2. Arcs flowing into a node having
COMPARE Togic when the compare time selection weight is set equal
to 100%. 3. Arcs not in the stream of the network flow going into
the optimum terminal node when the time weight for selecting the
optimum terminal node is set equal to 100%. VERT is structured to
fully value or partially value the cost and performance generated
on these arcs which are partially completed and to prune or include
the cost and performance values of those activities which have not

started processing. The various combinations: of options available
are as follows:
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1. Full value the partially completed activities.

2. Partial value the partially completed activities.
3. Pruning the uninitiated activities.

4. Full value the uninitiated activities.

Option No. Field Entry Preceding Computations Used

S 0 or blank 1 and 3
2. 1 2 and 3
3k 2 1 and 4

Col. 5, Format I1. Full print trip option. Entering a "1" in
this column requires a card to be entered following the problem
identification card which carries the names of arcs and/or nodes.
When any of these arcs or nodes are active, the program will list
all the arcs or nodes which were active for the given iteration.

Col. 6, Format Il. Correlation computation and plot option.
Entering a "1" in this column requires a card to be entered

following the full print trip option card, which carries the
correlation and plot combinations wanted for terminal nodes.

Col. 7, Format I1. Cost-performance time interval option.
Entering a "1", "2" or "3" in this column requires entering cards
following the correlation computation and plot option card which
carries the time intervals and possible upper and lower boundaries
for the histograms used to plot the cost incurred and/or perform-
ance gained during these time intervals. Entering a "1" in this
column indicates that cost only is desired, while entering a "2"
indicates that performance only is desired. If both cost and
performance are desired, a "3" should be entered in this column.

Col. 8, Format II. Composite terminal node minimums and maximums
option. Entering a "1" in this column requires a card to be
entered following the time interval costing option cards which
carries the minimums and maximums used to print the time, path
cost, overall cost and performance for the composite terminal node.

Col. 9-19, Format I1l. Enter the value initially assigned to the
seed of the uniform (0.0 to 1.0) random number generator. The
ending value of the seed is printed out at the end of each problem.
If this field is left blank or has a "0" entered in it, the seed
will be loaded with the value of 435459, Further, when running a
series of problems via a single computer run, the program will carry
the seed forward to subsequent problems providing this field is left
blank in those subsequent problems. There is provision in VERT for
embedding two generators, rather than Just one uniform random number
generator. If the seed is prefixed with a minus (-) sign, the sign
will be stripped off the seed and generator number two will be used
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for the given problem. If the seed is prefixed with a plus (+)
sign or no sign, the seed will be used as is and the generator
number one will be employed for the given problem.

Cols. 20-24, Format I5. Enter the number of iterations desired
for this problem.

Cols. 25-28, Format F4.2. Enter the yearly interest rate used
for inflating cost and/or performance values for specific arcs
as called out by the user. This number should be entered in
percentage form. For example, 7.5 percent should be entered
in columns 25-28 as 7.5. If none of the cost and/or perform-
ance values of the arcs in the network being processed require
discounting, leave this field blank.

Cols. 29-32, Format F4.2. Enter the yearly interest rate used
to discount cost and/or performance values for specific arcs

as called out by the user. This number should be entered in
percentage form similar to the preceding field. If none of the
cost and/or performance values of the arcs in the network being
processed require discounting, leave this field blank.

Note: The inflation and discounting calculations are made immediately
after generating the time, cost and performance values for a given arc.
These values are then stored in place of the original values and then
used in all future mathematical relationships. However, when the time,
cost and performance values for a given arc are interrelated, then the
original unadjusted cost and/or performance values are used in the math-
ematical relationships to calculate values for the dependent variables.

Cols. 33-35, Format F3.2. Enter the time factor which converts
the program time to a yearly basis. This program computes
interest calculations on a yearly basis. This field carries
the number of time units existing in the network time domain

in one year. For example, if the network time is in months,

a 12. should be entered in columns 33-35. Leave this field
blank if the preceding. two fields are blank.

Note: Values assigned to the following three fields must all lie within
either the closed interval of -1.0 and 0.0 or the closed interval of 0.0
and +1.0. These fields must not jointly carry positive and negative
values (i.e., field 1 cannot have a positive entry while fields 2 and/or
3 have negative entries). Entering positive values in these fields will
give rise to choosing the terminal node with the least time and cost and
the most performance combination as the optimum terminal node. Entering
negative values in these fields will cause the terminal node with the
largest time and cost and the least performance to be chosen as the
optimum terminal node. For further information regarding winning terminal

node selection, see the description of the terminal output logic (cols.
10-12 of section D1).

Cols. 36-38, Format F3.2. Enter the weight assigned to time
when determining the optimum terminal node.
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Cols. 39-41, Format F3.2. Enter the weight assigned to cost when
determining the optimum terminal node.

Cols. 42-44, Format F3.2. Enter the weight assigned to performance
when determining the optimum terminal node.

Note: Values assigned to the following three fields must all lie within
either the closed interval of -1.0 and 0.0 or the closed interval of 0.0
and +1.0. These fields must not jointly carry positive and negative
values (i.e., field 1 cannot have a positive entry while fields 2 and/or
3 have negative entries). Entering positive values in these fields will
give rise to choosing the critical path as the path with the largest
time and cost and the smallest performance. Entering negative values

in these fields will cause the optimum path to be chosen as the path
with the smallest time and cost and the largest performance.

Cols. 45-47, Format F3.2. Enter the weight assigned to time
when determining the critical-optimum path.

Cols. 48-50, Format F3.2. Enter the weight assigned to cost
when determining the critical-optimum path.

Cols. 51-53, Format F3.2. Enter the weight assigned to perform-
ance when determining the critical-optimum path.

Cols. 54-62, Format F9.0. Enter the time assigned to all the
initial nodes (network start-up time).

Cols. 63-71, Format F9.0. Enter the cost assigned to all the
initial nodes (project money spent prior to the start of the
network).

Cols. 72-80, Format F9.0. Enter the performance assigned to
all the initial nodes (performance generated prior to network
start-up).

A2. Problem Identification Option Card.

Cols. 1-80, Format 20A4. Enter a card carrying any alpha-
numeric Tntormation deemed helpful in identifying this problem.

Note: The preceding card may be used only when a "1" has been entered
in column 1 of the control card.

A3. Full Print Trip Option Card.

Cols. 1-8, Format 2A4. Enter the name of the first node or
arc which, when active, will yield a full printout of all the
arcs and nodes which were active during this iteration. Con-
tinue entering arc and node names in fields of 8 columns until
all the arcs and/or nodes-desired to cause this full print
option to occur have been listed or a maximum of 10 has been
reached, which will use up the whole card.
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‘Note: The preceding card may be used only when a "1" has been entered
in column 5 of the control card.

A4. Correlation Computation and Plot Option Card.

The following codes must be used to request plotting and com-
puting the correlation coefficient between the following
terminal node variables.

Code Number Variable

1 Time

2 Path Cost

3 Overall Cost
4 Performance

Cols. 1-2, Format 2I1. Enter the code numbers for any 2 of
the above variables for which a correlation coefficient is
desired. A plot will be made of these variables in order to
observe any possible mathematical relationship between these
two variables. Continue on in fields of 2, requesting plot
and correlation combination until all the desired combinations
have been requested or until a maximum of 12 such combinations
have been requested.

Note: The preceding card may be used only when a "1" has been entered
in column 6 of the control card.

A5. Cost-performance time intervals option card(s). (The program
considers only positive cost and/or performance observation
within the designated time interval. Negative observations or
observations having a value of zero are ignored.)

Cols. 1-10, Format F10.0. Enter the lower boundary of the time
interval. The Tast card in this series of cards must have
ENDCTPR in columns 1-7 of this field with the rest of the card
being left blank.

Cols. 11-20, Format F10.0. Enter the upper boundary of the
time interval.

Cols. 21-30, Format F10.0. Enter the lower value used to
structure the cost histogram.

Cols. 31-40, Format F10.0. Enter the upper value used to
structure the cost historgram. If this field and the preceding
field are left blank or have zeros entered in them, the program
will use the minimum and the maximum cost values observed during
the simulation to construct this histogram.

Cols. 41-50. Same as cols. 21-30 except substitute the word
E for the word COST.
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Cols. 51-60. Same as cols. 31-40 except substitute the word
for the word COST.

Input in the following two fields will activate calculations
which will aid management in the budgeting process. VERT
assists in ascertaining the funds made available for critical
budgeting periods of a development and for the entire 1life
of the development have a very high chance of being adequate.
For these calculations, VERT assumes the first N-1 cost-
performance time interval request covers the entire planning
horizon in N-1 ascending unique non-overlapping units of time.
The last request of the series being entered, the Nth request,
covers the entire planning horizon also; but in just one unit
of time. An example of this situation would be that of enter-
ing eleven cost-performance time interval request, the first
covering year one, the second covering year two, the third
covering year three, etc. The eleventh request would cover
the entire ten years.

To assist in this confidence level budgeting process, VERT
requires the assignment of a desired confidence level to each
cost-performance time interval request. The assignment of a
unit step for each of the first N-1 cost-performance time
interval requests is also required. The unit step will be
used to incrementally adjust either upward or downward all of
the confidence levels of the first N-1 periods to attain the
assigned confidence level of the overall period (the Nth
period). Entry of each of the unit steps enables holding the
critical periods at a relatively fixed confidence level, while
the confidence level of the remaining periods can vary more.
The values assigned to the unit steps should be relatively
small because VERT solves this problem by an iterative method.
VERT will incrementally adjust each period's confidence level
by its assigned unit step, compute the resultant sum of each
period's cost and compare this sum to the cost associated with
the overall period's confidence level. Once the cost associated
with the overall period's confidence level has been crossed
over, VERT will print the adjusted confidence levels of the
previous iteration. Hence, the exactness of the solution de-
pends upon the unit step size and the number of periods (cost-
performance time intervals) requested.

Cols. 61-70, Format F10.0. Enter the confidence level described
in the preceding two paragraphs. If this field and the follow-
ing field are left blank or have zeros entered in them, VERT
will not attempt any budget confidence computations.

Cols. 71-80, Format F10.0. Enter the unit step size described
above.

Note: The preceding card(s) may be used only when a "1", "2" or "3"
has been entered in column 7 of the control card.
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A6. Composite terminal node minimums and maximums option card.

Note:

Cols. 1-10, Format F10.0. Enter the lower boundary value
desired for the time histogram.

Cols. 11-20, Format F10.0. Enter the upper boundary value
desired for the time histogram. If this field and the pre-
ceding field are left blank or have zeros entered in them, the
program will use the minimum and maximum time value observed
for this histogram during the simulation to construct this
histogram.

Cols, 21-30. Same as cols. 1-10 except substitute the words
PATH COST for the word TIME.

Cols. 31-40. Same as cols. 11-20 except substitute the words
or the word TIME.

Cols. 41-50. Same as cols. 1-10 except substitute the words
OVERALL COST for the word TIME.

Cols. 51-60. Same as cols. 11-20 except substitute the words
for the word TIME.

Cols. 61-70. Same as cols. 1-10 except substitute the word
PERFORMANCE for the word TIME.

Cols. 71-80. Same as cols. 11-20 except substitute the word
PERFORMANCE for the word TIME.

The preceding card may be used only when a "1" has been entered

Tn column 8 of the control card.

B.
B1.

Master and Accompanying Satellite Arc Cards

Master Arc Card.

Cols. 1-8, Format 2A4. Enter the name of the arc being modeled.

Cols. 9-16, Format 2A4. Enter the arc's input node name. If

this arc s a FREE ARC enter NOFLOW in columns 9-14.

Cols. 17-24, Format 2A4. Enter the arc's output node name.

If this arc is a FREE ARC, enter DATAGEN in cols. 17-23.

Cols. 25-28, Format F4.2. Enter the probability of successfully
completing this arc ({activity). Acceptable entries are 1.0 and
all the values between 0.0 and 1.0. If this arc is a FREE ARC,
the program ignores any entry and puts a 1.0 in this field.

Col. 29, Format Al. Enter the letter S in this column to re-
quest a histogram of the slack time present on this arc,
otherwise, leave this field blank. This histogram will be
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structured only when a time critical path (1.0 weight on the
critical path time) is requested. Further, a satellite arc
card (see B18) may be entered which will input a scale for

this histogram. If this satellite card is omitted, the program
will use the observed minimum and maximum slack time to struc-
ture its own scale. If this arc is a FREE ARC, the program
ignores any entry and puts a blank in this field.

Cols. 30-80, Format A3, 12A4. Enter the description of the
activity this arc represents.

Note: The following nine satellite arc cards (B2 - B10) are the basic
vehicles used to input time, cost and performance data for each arc in
the network. These cards carry the data needed to define an arc's time,
cost and performance values.

B2. Time Statistical Distribution Satellite Arc Card.
This card carries the input parameters needed to define in part

or in total the time value generated for this arc via the use
of one of the following statistical distributions.

Distribution No. 1 No. 2 No. 3 No. 4 No. 5 No. 6
Constant 1 Constant

Uniform 2 Min 0BS Max 0BS

Trianguiar 8 Min 0BS Max OBS Most Likely OBS

Normal 4 Min OBS Max OBS Mean Std.Dev.
Lognormal 5 Min OBS Max OBS Mean Std.Dev.

Gamma 6 Min 0BS Max 0OBS Mean Std.Dev.
*Weibull 7 Min OBS Max OBS Scale Parameter Shape Parameter
Erlang 8 Min OBS Max OBS Mean # of Exp.Dev..

(Exponential) 8 Min OBS Max OBS Mean 1
Chi Square 9 Min OBS Max OBS No. Degrees Freedom
#Beta 10 Min 0BS Max OBS A B
$Poisson 1 Min 0BS Max OBS L
% Pascal 12 Min OBS Max OBS P K
(Geometric) 12 Min OBS Max OBS P 1
&Binomial 13 Min OBS Max OBS P N
+Hypergeometricl4 Min OBS Max OBS P M
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* The minimum observation is the location parameter.

A-1 B-1 A Greater than zero
#F(X) = ;1A+B)X (1-X) B Greater than zero
G(A)G(B) G = gamma function
=L X L Greater than zero
$F(X) = E L X=0,1,2... E = natural log base -
X¢ { = factorial
KX
%F(X) = (K+X-1)P Q X=0,1,2..
P Q=1-P
X N-X
&F(X) = (N)P Q X=0,1,2...N
X Q=1-P
NPY{NQ
+F(X) = WX _JiM-X X=0,1,2...N
N M-X=0,1,2...NQ
M Q=1-pP

Cols. 1-8, Format 2A4. Enter the name of the arc this satellite card
is carrying information for.

Cols. 9-13, Format A4, Al. Enter the satellite type identifier - DTIME.

Cols. 14-15, Format I2. Enter the card sequence number. Only one card
is needed to carry all the possible distribution data needed to

define time in terms of one of the above statistical distributions.
Therefore, enter a 1 in column 15.

Cols. 16-25, Format F10.0. Enter the data for field 1 as defined
above.

Cols. 26-35, Format F10.0. Enter the data for field 2 as defined
above.

Cols. 36-45, Format F10.0. Enter the data for field 3 as defined
above.

Cols. 46-55, Format F10.0. Enter the data for field 4 as defined
above.

ngs. 56-65, Format F10.0. Enter the data for field 5 as defined .
above.

Cols. 66-75, Format F10.0. Enter the data for field 6 as defined
above.




B3,

B4.

B5.

Cost Statistical Distribution Satellite Arc Card.

This card carries the input data needed to define in part or

in total the cost value generated for this arc via the use of
one of the previously defined statistical distributions. This
card is the same as B2 except enter DCOST in columns 9-13 and
enter the appropriate cost data. Further, if it is desired to
inflate and/or discount the cost generated for this arc, in
place of entering DCOST in columns 9-13, enter DCOSI to inflate
the cost, enter DCOSD to discount the cost or enter DCOSB to
both inflate and discount the cost by the appropriate interest
rates entered in the control card.

Performance Statistical Distribution Satellite Arc Card.

This card carries the input parameters needed to define in

part or in total the performance value generated for this arc

in columns 9-13 and enter the appropriate performance data.
Further, if it is desired to inflate and/or discount the
performance generated for this arc, in place of entering DPERF
in columns 9-13, enter DPERI to inflate the performance, enter
DPERD to discount the performance or enter DPERB to both inflate
and discount the performance by the appropriate interest rates
entered in the control card.

Time Histogram Satellite Arc Card(s)

This card carries histogram data used to generate in part or
in total the time value for this arc.

Cols. 1-8, Format 2A4. Enter the name of the arc this satellite
card is carrying information for.

Cols. 9-13, Format A4, Al. Enter the satellite type identifier -
HTIME,

Cols. 14-15, Format I2. Enter the card sequence number. The

cards required to accomplish this task must be sequentially
numbered. The maximum number of cards allowed equals the
current maximum number of arcs allowed (value of the check var-
iable MARC) divided by 6 or a total number of 99, whichever is
the smaller.

Cols. 16-25, Format E10.0. Enter the left-hand time boundary
of cell no. 1.

Cols. 26-35, Format E10.0. Enter the probability density of
cell no. 1.

Cols. 36-45, Format E10.0. Enter the time boundary separating
probability cells 1 and 2.

Cols. 46-55, Format E10.0. Enter the probability density of
cell no. 2.

27



B6.

B7.

B8.

Cols. 56-65, Format F10.0. Enter the time boundary separating
probability cells 2 and 3.

Cols. 66-75, Format F10.0. Enter the probability density of
cell no. 3.

This completes the first card. Repeat the above sequence of
steps for additional cards. The maximum number of cards al-
lowed have been previously defined in columns 14-15.

Cost Histogram Satellite Arc Card(s).

This card carries histogram data used to generate in part or

in total the value for the cost carried by this arc. This

card is the same as B5 except enter HCOST in columns 9-13 and
enter the appropriate cost data. Further, if it is desired to
inflate and/or discount the cost generated for this arc, in
place of entering HCOST in columns 9-13, enter HCOSI to inflate
the cost, enter HCOSD to discount the cost or enter HCOSB to
both inflate and discount the cost by the appropriate interest
rates entered in the control card.

Performance Histogram Satellite Arc Card(s).

This card carries histogram data used to generate in part or

in total the value for the performance carried by this arc.
This card is the same as B5 except enter HPERE in columns 9-13
and enter the appropriate performance data. Further, if it is
desired to inflate and/or discount the performance generated
for this arc, in place of entering HPERF in columns 9-13, enter
HPERI to inflate the performance, enter HPERD to discount the
performance or enter HPERB to both inflate and discount the
performance by the appropriate interest rates entered in the
control card.

Time Mathematically Related Satellite Arc Card(s).

This card carries the mathematical relationship(s) used to
create in part or in total the time value for the arc under
consideration. Entering mathematical relationship{s) re-
quires using one or more of the following unit transformations.

Code Number$ Transformation Restrictions Notes
1 or 51 X*Y*Z = R (* Means Multiply)
2 G 152 (X*Y)/z = R 2 NP 050 (NE Means Not Equal To)
3 or 53 X/{Y*Z) = R Y*Z NE 0.0
4 or 54 1/{X*Y*Z) = R X*Y*Z NE 0.0
5 or 55 X+Y+Z = [R
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12
13
14
15
16
17
18
19

20
&l
22

23
24
25
26
27
28
29

or

or

or

or

or

or

or

or

or

or

or

or

or

or

or

or

or

or

or

or

or

or

or

or

56
57
58
59
60
61
62
63
64
65
66
67
68
69

70

71

72

73
74
5
76
oy
78
79

X+Y-7

X-Y-Z

-X-Y-7
X*(Y42)
X*(Y-2)
X/ (Y+2)
X/(Y-2)
x*(Y)?
X*(LOGE

X*(LOG10(Y*Z))

X*(SIN(
X*(COS(

X*(ARCTAN(Y*Z))

(X*Y)+Z
(X*Y)-2Z
(X/Y)+Z
(X/Y)-2
(X+Y)*2
(x+Y)/Z
(X-Y)*Z

(Y*Z))

V*Z))
Y*Z))

nn nn nn 1] n
=

o 0 o O X

= X = X

Y+Z NE 0.0
Y-Z NE 0.0
Y GT 0.0 (GT Means Greater Than)
Y*Z GT 0.0 (E - Natural log base)
Y*Z GT 0.0
(GE Means Greater Than
Or Equal To)
(LT Means Less Than)
Y NE 0.0
Y NE 0.0
Z NE 0.0
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30
31
g
33
34
35
36
37

or 80 (X-Y)/z = R Z NE 0.0

o &l X+(Y*Z) = R

or 82 X-(Y*Z) = R

or 83 X+(Y/Z) = R Z NE 0.0

or 84 X-(Y/7) = R Z NE 0.0

or 85 -X-Y+Z = R

or 86 -X+Y+Z = R

or 87 X/Y/Z = R Y NE 0.0
Z NE 0.0

$Trans formation numbers 1-37 and 51-87 use floating point computations to
initially derive a value for R. However, transformations51-87 truncate R to

an

integer value while transformations 1-37 retain R in its floating point

form.

Structuring a mathematical relationship within a VERT network consists of
essentially the following three phases:

1.

Long or complicated mathematical relationships need to be broken down in-
to a series of three-variable unit transformations shown above.

Values for each of the three variables (X, Y and Z) in each single unit
transformation must be defined. These values can be retrieved from (A)
previously processed arcs or nodes, (B) constants entered in these sat-
ellite arc cards, or (C) one of the previously processed transformations
computed in the current series of transformations used to generate a

time value for the current arc under consideration. Values calculated

for each unit time transformation are consecutively, temporarily stored

in a one dimensional array. This enables retrieving the value calculated
for a prior transformation for use in the current unit transformation.
Upon the completion of all the unit time transformations for a given arc,
this temporary storage array is cleared. Thus, only the values calculated
for previously derived unit time transformations developed for the current
arc under consideration can be referenced. When retrieving numerical
values from a previously processed arc or node, the time, or cost, or
performance value calculated for the referenced node or the primary (not
cumulative) time, or cost, or performance value generated for the re-
ferenced arc is retrieved.

Results of each of the unit transformations needed to develop a value for
an arc's time can be either summed into the overall time value generated
for the arc under consideration or it can be omitted. When the resulting
value of a unit transformation is omitted, this transformation is generally
being used as an intermediate step for calculating the value of a long or
complicated mathematical relationship. An example mathematical relation-
ship follows the complete description of all three types of mathematical
relationships.
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Cols.1-8, Format 2A4. FEnter the name of the arc thic <atellite card
1s carrying information for.

go1s. 9-13, Format A4, Al. Enter the satellite type identifier -
TIME.

Cols. 14-15, Format I2. Enter the card sequence number. The cards
required to accompTish this task must be sequentially numbered.

The maximum number of cards allowed equals the current maximum
number of arcs allowed (value of check variable MARC) or the current
maximum number of nodes allowed (value of check variable MNODE) or

a total number of 99, whichever is the smallest.

Cols. 16-17, Format I2. This field aids phase 1 of the transform-
ation process. In this field, enter the code number of the
transformation desired to be used.

Col. 18, Format Al. This field is concerned with phase 3 of the
transformation process. Enter the letter 'S' to sum the resulting
value of this transformation into the time value generated for this
arc. Otherwise, enter the letter '0' to omit it. 1In the event an
arc or a node used in a given transformation is logically eliminated
or is a failure, backup or alternate transformations may be entered.
This task is accomplished by entering, directly after an initial
transformation, additional backup transformation(s) carrying the
Tetter 'B' in column 18 (or column 48.) An unlimited number of .
backup transformations may then follow a given initial transform-
ation. The program will sequentially try processing each one of
these backup transformations until it finds one that can be computed.
It will then ignore the rest of the backup transformations. However,
if the initial transformation plus all of its backups are infeasible,
an error number will be 1isted and the simulation will then be termin-
ated. The program assumes that the sum or omit disposition which
applies to the initial transformation should apply to the backup
transformations.

The following three groups of two fields per group are concerned with
phase 2 of the transformation process, the retrieval phase. Groups
1, 2 and 3 structure the retrieval of numerical information for the
transformation variables X, Y and Z respectively. The specific lay-
out for the X group and similar layouts for the Y and Z groups are

as follows.

Col. 19, Format Al. Acceptable entries in this field are the
letters 'TT, "CT, 'P', 'K' or a blank.

Cols. 20-27, Format 2A4 or F8.0. If a 'T' is entered in column 19,
the time value carried by the node entered in this field or the
primary time value carried by the arc entered in this field will

be loaded into the transformation variable X when this transformation
is executed. Also, entering a 'C' or 'P' in column 19 will promuigate
the Toading of the cost or performance values carried by the arc or
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node whose name is entered in this field, into the transformation
variable X prior to executing this transformation. If a 'K' is
entered in column 19, then a numerical constant must be entered in
this field. This constant will be loaded into the transformation
variable prior to executing this transformation. If column 19 is
left blank, it is assumed that the value calculated for a previous
transformation in the current series of time transformations be
entered in variable X prior to executing this transformation. The
series number of that previous transformation must be entered in
this field. For example, if it is desired to load the resulting
value of the 2nd unit time transformation into the variable X in
the 3rd unit time transformation, a '2.0' should be entered in this
data field when structuring the 3rd unit time transformation.

~

Col. 28. Same as column 19.

— e

Cols. 29-36. Same as columns 20-27 except substitute Y for X.
Col. 37. Same as column 19.
Cols. 38-45. Same as columns 20-27 except substitute Z for X.

This card is structured to carry two unit time transformations. The
fields in the second part of this card equate to the fields just
defined in the first part of this card as follows:

Cols. 46-47. Are equivalent to columns 16-17.

Col. 48. 1Is equivalent to column 18.

Col. 49. 1Is equivalent to column 19.

s e

Cols. 50-57. Are equivalent to columns 20-27.

Col. 58. Is equivalent to column 28.

Pt LR i

Cols. 59-66. Are equivalent to columns 29-36.

Col. 67. 1Is equivalent to column 37.

e

Cols. 68-75. Are equivalent to columns 38-45.

Note: The second part of this card may optionally be left blank when loading a
series of unit time transformations. However, the first part of this card must
always be used.

B9. Cost mathematically related satellite arc card(s).

This card(s) carries the mathematical relationship(s) used to
create in part or in total the cost value for the arc under
consideration. The description of this card is the same as B8
except enter RCOST in columns 9-13 and substitute the word COST
for the word TIME. Further, if it is desired to inflate and/or
discount the cost generated for this arc, in place of entering
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B10.

RCOST in columns 9-13, enter BCOSI to inflate the cost, enter

RCOSD to discount the cost or enter RCOSB to both inflate and

discount the cost by the appropriate interest rates entered in
the control card.

Performance mathematically related satellite arc card(s).

This card carries the mathematical relationship(s) used to create
in part or in total the performance value for the arc under
consideration. The description of this card is the same as B8
except, enter RPERF in columns 9-13 and substitute the word
PERFORMANCE for the word TIME. Further, if it is desired to
inflate and/or discount the performance generated for this arc,
in place of entering RPERF in columns 9-13, enter RPERI to in-
flate the performance, enter RPERD to discount the performance or
enter RPERB to both inflate and discount the

performance by the appropriate interest rates entered in the
control card.

Transformation Example. Suppose the value for the performance of

a given arc is related to the time, cost and performance values
generated on this arc and other previously processed arcs and nodes
as follows: :

PA10 = (PAl1 +
*

where:

TNT = the time value for the node named NI.

TAT = the time value for the arc named Al.

TA10 = the time value for the arc named A10.

CAl = the cost value for the arc named Al.

CA2 = the cost value for the arc named AZ.

CA10 = the cost value for the arc named Al0.

PA1 = the performance value for the arc named Al.
PA2 = the performance value for the arc named A2.
PA3 = the performance value for the arc named A3.
PA4 = the performance value for the arc named A4.
PA5 = the performance value for the arc named AS5.
PA6 = the performance value for the arc named A6.
PA7 = the performance value for the arc named A7.
PA8 = the performance value for the arc named AS8.
PA9 = the performance value for the arc named A9,
PAT0 = the performance value for the arc named Al0.

The following dimensioned card layouts illustrates how the pre-
ceding equation is put into card form.

A10 RPERF 1 50PA1 PA2 PA3 trans. no. 1
A10 RPERF 2 40PA4 PAS PAG6 trans. no. 2
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A10 RPERF 3140TA1 CAl CA2 trans. no. 3
A10 RPERF 4 1§ 1.0 2.0 30 trans. no. 4
Al10 RPERF 5 2SK188.6 TAl10 CAl0 trans. no. 5
Al0 RPERF 6 1SK15.8 ™ K1.0 trans. no. 6

FhFKFKKK e IR gk ph TR Rk Kk phkkdkk ko pok kkok ko ko
FedehdehhhK ook gk gddoddkok hekok ok dkkkkkok Lhkokokhh ok kok
Cols T1-8+++++**+4%+ 20-27 + 29-36 + 38-45
R n S NN N + +
9-13**4+4*19 28 37
**++*
14-15++18
++
++
16-17

The preceding layout 1llustrates that the above equation can be
modeled by using six sequential transformations. The first three
transformations compute the values for (PA1 + PA2 + PA3), (1/(PA4 *
PA5 * PA6)) and ((TA1)* (LOG-(CA1 * CA2)) respectively. The letter
'0' in column 18 of these trgnsformations indicates that the re-
sultant value of each of these transformations is not summed in
the performance value for arc A10. However, transformation number
four is summed into the resulting performance value of arc Al0.

It pulls these three previously derived values together to derive

a composite value for the first major term of the equation. Trans-
formations five and six compute the values for the second and third
termsof the equation. These values are summed directly into the
resulting performance value calculated for arc AlO0.

Note: The following seven satellite arc cards (B11 - B17) assist an arc's
input node in its logic function. These satellites carry information used in
conducting output logic functions.

B11. Filter number 1 satellite arc card (this arc's input node must
have filter number 1 output logic).

Cols. 1-8, Format 2A4. Enter the name of the arc this satellite
card is carrying information for.

Cols. 9-12, Format A4, Al. Enter the satellite type identifier -
2

Cols.14-15, Format I2. Enter the card sequence number. Only one
card per arc is required to carry all the information needed for
this task. Therefore, enter a '1' in column 15.

Cols. 16-25, Format F10.0. Enter the lower boundary of the time
constraint placed on this arc.

Cols. 26-35, Format F10.0. Enter the upper boundary of the time
constraint p]aced on this arc.
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Bil'Z,

B13.

Cols. 36-45, Format F10.0. Enter the lower boundary of the cost
constraint placed on this arc.

Cols. 46-55, Format F10.0. Enter the upper boundary of the cost
constraint placed on this arc.

Cols. 56-65, Format F10.0. Enter the Tower boundary of the per-
formance constraint placed on this arc.

Cols. 66-75, Format F10.0. Enter the upper boundary of the per-
formance constraint placed on this arc.

Filter number 2 satellite arc card (this arc's input node must have
filter number 2 output logic.)

Cols. 1-8, Format 2A4. Enter the name of the arc this satellite
card is carrying information for.

Cols. 9-13, Format A4, Al. Enter the satellite type identifier -
i T2

Cols. 14-15, Format I2. Enter the card sequence number. Only one
card per arc is required to carry all the information needed for
this task. Therefore, enter a '1' in column 15.

Cols. 16-25, Format F10.0. Enter the lower boundary of the number
of successfulTy completed input arcs constraint(s) placed on this
arc.

Cols. 26-35, Format F10.0. Enter the upper boundary of the number
of successfulTy compTeted input arcs constraint(s) placed on this
arc.

Filter Number 3 sateilite arc card (this arc's input node must
have filter number 3 output Togic).

Cols. 1-8, Format 2A4. Enter the name of the arc this satellite
card is carrying information for.

EO]i' 9-13, Format A4, Al. Enter the satellite type identifier -
ILT3.

Cols. 14-15, Format I2. Enter the card sequence number. The cards

required to accomplish this task must be sequentially numbered.
The maximum number of cards allowed equals the current maximum
number of arcs allowed (value of the check variabie MARC) divided
by 6 or a total number of 99, whichever is the smaller.

Col. 16, Format 1X. Leave blank.

Col. 17, FORMAT Al. Enter a plus (+) sign if the following con-

straining arc must have been successfully completed before the
output arc being constrained can be initiated. Otherwise, enter a
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minus (-) sign if the constraining arc must have been unsuccessfully
processed or eliminated from the network before the output arc
being constrained can be initiated.

Cols. 18-25, Format 2A4. Enter the name of the first constraining
arc.

Col. 26. Same as column 16; leave blank.

Col. 27. Same as column 17 (if another constraining arc is needed).

Cols. 28-35, Format 2A4. Enter the name of the second constraining
arc.

Continue this process until the constraint 1ist has been exhausted
or until the maximum number of these cards has been entered as
previously defined in the card sequencer field.

B14. Monte Carlo satellite arc card (this arc's input node must have monte
carlo output logic).

Cols. 1-8, Format 2A4. Enter the name of the arc this satellite
card 1s carrying information for.

Cols. 9-13, Format A4, Al. Enter the satellite type identifier -
M in column 9 and leave columns 10-13 blank.

Cols. 14-15, Format I2. Enter the card sequence number. Only one
card is required to carry all the information needed for this task
per arc. Therefore, enter a 1 in column 15.

Cols. 16-25, Format F10.0. Enter this arc's probability of being
monte carlo initiated.

Note: The follewing 3 satellite arc cards are an addendum to B14. These

cards will enable the construction of conditional probability situations where
the probability of arc initiation is a function of either the time, cost or per-
formance accumulated on this arc's input node. The layout of these card types
consists of a probability element in the first data field, followed by either

a time, cost or performance boundary in the second data field, followed by a
probability element in the third data field, followed by another boundary in

the fourth data field, etc. through the last element which must be a probability
element. The boundaries must be identical in numerical value and field place-
ment over all the output arcs of this arc's input node. The probability
elements within a given field must have a value greater than zero or less than
or equal to one. The sum of the probability elements in each of the pro-
bability element data fields must sum to one when summing these items over all
the output arcs of this arc's input node. The probability field selected

when processing the network will be the one whose left hand time, cost or per-
formance boundary is less than or equal to the value generated for this arc's
input node's time, cost or performance, and whose right hand time, cost or
performance boundary is greater than the value generated for this arc's input
node's time, cost or performance.
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B15. Monte Carlo time conditioned satellite arc card (this arc's input
node must have monte carlo output logic).

Cols. 1-8, Format 2A4. Enter the name of the arc this satellite
card 1s carrying information for.

Cols. 9-13, Format A4, Al. Enter the satellite type identifier -
MTIME.

Cols. 14-15, Format I2. Enter the card sequence number. The cards
required to accompiish this task must be sequentially numbered.

The maximum number of cards allowed equals ‘the current maximum
number of arcs allowed (value of the check variable MARC) divided
by 6 or a total number of 99, whichever is the smaller.

Cols. 16-25, Format F10.0. Enter this arc's element to distribution
number 1.

Cols. 26-35, Format F10.0. Enter time boundary number 1.

Cols. 36-45, Format F10.0. Enter this arc's element to distribution
number 2.

Cols. 46-55, Format F10.0. Enter time boundary number 29.

Cols. 56-65, Format F10.0. Enter this arc's element to distribution
number 3.

Cols. 66-75, Format F10.0. Enter time boundary number 3.

This completes the first card. Repeat the above sequence of steps
for additional cards as necessary. The maximum number of cards
allowed has been previously defined in the card sequence field,
cols. 14-15.

B16. Monte Carlo cost conditioned satellite arc card (this arc's input
node must have Monte Carlo output logic).

This description is the same as B15 except, enter MCOST in columns
9-13 and substitute the word COST for the word TIME in the
narrative.

B17. Monte Carlo performance conditioned satellite arc card (this arc's
input node must have monte carlo output logic).

This description is the same as B15 except enter MPERE in columns
9-13 and substitute the word PERFORMANCE for the word TIME in the
narrative.

Note: The following satellite arc card is used to report arc slack information
only.
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B18. Slack histogram satellite arc card.

This card is used to input the minimum and maximum slack time value
used to construct arc slack time histograms. This feature is
optional. If this card is omitted, the program will use the minimu
and maximum values observed during the simulation to construct the
histogram cells. If the values generated during the simulation lie
outside the minimum and maximum boundaries entered, the program
accumulates these values in minimum and/or maximum overflow cells.
Thus, outliers are accumulated in these peripheral cells while
pictorializing the interi~y contents of the histogram.

3

Cols. 1-8, Format 2A4. Enter the name of the arc this satellite
card is carrying information for.

CoAs. 9-13, Format A4, Al. Enter the satellite type identifier -
SLAK .

Cols. 14-15, Format I2. Enter the card sequence number. Only one
card per arc is required to carry all the information needed for
this task. Therefore, enter a '1' in column 15.

Cols. 16-25, Format F10.0. Enter the minimum slack time desired
for constructing the sliack time histogram.

Cols. 26-35, Format F10.0. Enter the maximum slack time desired
tfor constructing the slack time histogram.

Cols. 36-80, Leave blank.

C. End of Arc Data Signaler.

Cols. 1-8, Format 2A4. Enter ENDARC in columns 1-6.

Cols. 9-80. Leave blank.

D. Master and Accompanying Satellite Node Cards.

D1. Master Node card.

Cols. 1-8, Format 2A4. Enter the name of the node being modeled.

Col. 9, Format I1. Enter the input logic code number (defined as
follows).

Input Logic Code Number Type of Input Logic

Initial

And

Partial and
Or

PHwrn —
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Note: The order in which the arc cards are entered in the computer is critical
for proper functioning of the following logics. The first input arc read in
will be linked or mated with the first output arc read in; likewise, the second
input arc read in will be linked or mated with the second output arc read in,
etc. It does not matter if the output arcs are read in first or vice versa or
if the input and output arc cards are intermixed while being read in. The

relative order in which the input arcs and output arcs by themselves are read
in is the important factor.

5 Compare

6 Preferred
7 Queue

8 Sort

Cols. 10-12, Format I13. Enter the output logic code number (defined
below) or enter the number of servers if QUEUE Togic is used or enter
the number of output arcs desired to be initiated if COMPARE or PRE-
FERRED input logic was requested. Under this latter option, a minus
sign (-) should prefix this number if utilization of the desired
condition is wanted. Otherwise, this number will be picked up as a
positive number and thus the demand condition will be invoked.

Qutput Logic Code Number Type of Output Logic
Terminal*

All

Monte Carlo
Filter 1

Filter 2

Filter 3

[« )&, I ST IV N, Jr

*If the 1 in column 12 is prefixed with a 1, 2, 3 --- 99 to give a
total field entry of 11, 21, 31 --- 991, the terminal node is given
a 2nd, 3rd, 4th --- 100th class designation. The 1st class design-
ation is given by leaving columns 10 and 11 blank. The higher the
prefix number, the lower the class. When choosing the winning ter-
minal node as described in section Al (see the note before columns
33-35 description), the first class terminal nodes take precedence
over the second class terminal nodes, the second class terminal
nodes take precedence over the third class terminal nodes, etc.
Competition is first conducted among the first class terminal nodes,
providing there is at least one active 1st class terminal node for
the given iteration. However, if there are not any active first
class terminal nodes, then competition is conducted at the 2nd
class level or the 3rd class level, or at the highest class level
where active terminal nodes exist. There are no class size limi-
tations; however, there cannot be more class levels than the number
of nodes read in minus 1 or a grand total of 100 (including the
zero - first class level) whichever is the smaller.

Cols. 13-14, Format 12.' Enter the numeric code given below for the
type of output desired from the next field.
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Numeric Code Time Path Cost Overall Cost Performance

Blank or zero Yes Yes Yes Yes
1 Yes No No No
2 No Yes No No
3 No No Yes No
4 No No No Yes
5 Yes Yes No No
6 Yes No Yes No
7 Yes No No Yes
8 No Yes Yes No
9 Mo Yes No Yes

10 No No Yes Yes
11 Yes Yes Yes No
12 Yes Yes No Yes
13 Yes No Yes Yes
14 No Yes Yes Yes
s No No No No

Cols. 15-16, Format 12. This program has the facility for printing
time, cost and performance histograms for a Timited number of internal
nodes. This 1imit is set by the programs embedded check variable
MHIST. Internal nodes can be designated as candidates for statistical
printouts by sequentially numbering these nodes in this field up to
and including the value of MHIST. If it is desired to construct

time, cost and performance histograms for an interval between 2 nodes,
enter the same number in this field for the two nodes bridging the
interval. Only two nodes at a time can be used to develop interval
histograms.

Terminal node histograms will be listed automatically. Therefore,
this field should be left blank when desiring the normal histogram
1istings for the terminal nodes. However, the previous field

(cols. 13-14) should have an entry when this node is a terminal
node. If a -1 is entered in this field when this node is a terminal
node, all critical-optimum paths terminating in this node will be
suppressed from the critical-optimum path analysis. Entering a

-2 in this field will cause punching HTIME, HCOST and HPERF stochastic
histogram satellite arc cards carrying the histograms. This will
facilitate the substitution of the results obtained from a lower
lTevel network into a higher summary level network. Generally a
terminal node in the lower level network becomes an arc in the
higher Tevel network.

Note: Values assigned to the following 3 fields must all 1ie within either the
closed interval of -1 to 0 or the closed interval of 0 to +1. These fields
must not jointly carry positive and negative values (field 1 cannot have a
positive entry while fields 2 and/or 3 have negative entries, etc.). Entering
positive values in these fields will cause the optimum input arc set to be
chosen as the one with the least time and cost and the most performance. Enter-
ing negative values in these fields will cause the optimum input arc set to be
chosen as the one with the largest time and cost and the least performance.
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D2.

Cols. 17-20, Format F4.3. Enter the weight assigned to time when
choosing the optimum Tnput arc set via the COMPARE logic or when
sorting input flows via the SORT logic.

Cols. 21-24, Format F4.3. Enter the weight assigned to cost when
choosing the optimum Tnput arc set via the COMPARE logic or when
sorting input flows via the SORT logic.

Cols. 25-28, Format F4.3. Enter the weight assigned to performance
when choosing the optimum input arc set via the COMPARE logic or
when sorting input flows via the SORT logic.

Col. 29, Format Al. Enter the letter 'S' in this column to request

a histogram of the slack time available at this node. Otherwise,
leave this field blank. This histogram will be structured only when

a time critical path (1.0 weight on the critical path time) is re-
quested. Further, a satellite node card (see D4) may be entered

which will input a scale for this histogram. If this satellite

card is omitted, the program will use the observed minimum and maximum
slack time to structure its own scale.

Cols. 30-80, Format A3, 12A4. Enter the description of the event
this node represents.

Histogram Satellite Node Card.

This card is used to input the minimum and maximum times, path cost,
overall cost and performance values used to construct histograms
generated for this node. Therefore, this node must be either a
terminal node, or it must be an internal node used to gather
statistics. This card is optional. If it is omitted, the program
will use the minimum and maximum values observed during the simulation
for constructing the histogram cells. However, if this card is

used and values are generated which exceeds the minimum and/or
maximum boundaries entered, the program accumulates these values in
minimum and/or maximum overflow cells. Thus outliers can be
accumulated in these peripheral cells while pictorializing the
interior content of the data.

Cols. 1-8, Format 2A4. Enter the name of the node this satellite
node card {s carrying information for.

Cols. 9-12, Format A4. Satellite type identifier - enter HIST
(abbreviation Tor histogram).

Cols. 13-20, Format F8.0. Enter the lower boundary value desired

for the time histogram.

Cols. 21-28, Format F8.0. Enter the upper boundary value desired

for the time histogram. If this field and the preceding field are

left blank or have zergs entered in them, the program will use the
minimum and maximum time values observed for this histogram during

the simulation for its construction.
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D3.

D4.

Cols. 29-36. Same as cols. 13-20 except substitute the words PATH
or the word TIME,

Cols. 37-44. Same as cols. 21-28 except substitute the words PATH
COST for the word TIME.

Cols. 45-52. Same as cols. 13-20 except substitute the words OVERALL
COST for the word TIME.

Cols. 53-60. Same as cols. 21-28 except substitute the words
OVERALL COST for the word TIME.

Cols. 61-68. Same as cols. 13-20 except substitute the word
PERFORMANCE for the word TIME.

Cols. 69-76. Same as cols. 21-28 except substitute the word
PERFORMANCE for the word TIME.

Subtract Satellite Node Card.

This card is used to input the subtract node. This node must have
FILTER NUMBER 1 output logic. If this card is omitted the sub-
traction feature (chapter 2-2) will not be utilized when using
FILTER NUMBER 1 logic.

Cols. 1-8, Format 2A4. Enter the name of the node this satellite
node card is carrying information for.

Cols. 9-12, Format A4. Satellite type identifier - enter SUBT
(abbreviation for subtract).

Cols. 13-20, Format 2A4. Enter the subtract node name.

Slack Histogram Satellite Node Card.

This card is used to input the minimum and maximum slack time values

used to construct slack time histograms for this node. This card is

?ptionag in the same sense as the histogram satellite node card is
see D2).

Cols. 1-8, Format 2A4. Enter the name of the node this satellite
node card is carrying information for.

Cols. 9-12, Format A4. Satellite type identifier - enter SLAK
(abbreviation for sTack). -

Cols. 13-20, Format F8.0. Enter the minimum slack time desired for
the slack time histogram.

Cols. 21-28, Format F8.0. Enter the maximum slack time desired for

the slack time histogram. If this field and the preceding field are
left blank or have zeros entered in them, the program will use the
minimum and maximum time values observed for this histogram during
the simulation for its construction.
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Cols. 29-80. Leave blank.

End of Node Data Signaler.

Cols. 1-7, Format 2A4. Enter ENDNODE.

Cols. 8-80. Leave blank
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CHAPTER 4 ERROR AND WARNING MESSAGES

Many of the major storage arrays in this program have a temporary task of
storing input data. These tasks require a certain minimum size. The following
check variables are required to have the following minimum sizes listed. If
this minimum size is not achieved, the error number to the left of the check
variable 1isted below will be printed. The user must expand these arrays along
with the check variables 1isted below. This expansion can be accomplished by
using the DIMEN program.

Error Check Size

Number  Variable

1300 MITER Greater than or equal to 150.
1311 MARC Greater than or equal to 120.
1322 LARC Greater than or equal to 200.
1333 MNODE Greater than or equal to 75.
1344 LNODE Greater than or equal to 200.
1355 MTAG Greater than or equal to 200.
1366 MHIST Greater than or equal to 1.
1,377 MTERM Greater than or equal to 1.
1388 MSLACK Greater than or equal to 1.
1399 MCPGAP Greater than or equal to 1.
1400 MCPGAP Less than or equal to MARC/Z2.

1444 The run identification card option (column one of the control card) must
have a (Blank), (0) or (1) punched in it.

1500 The trip indicator (column five of the control card) must have a (Blank),
(0) or (1) punched in it.

1511 The correlation indicator (column six of the control card) must have a
(Blank), (0) or (1) punched in it.

1522 The cost-performance time intervals option (column seven of the control
card) must have a (Blank), (0), (1), (2) or (3) punched in it.

1533 The entry of minimums and maximums for the composite terminal node in-
dicator (column eight of the control card) must have a (0), (Blank) or
(1) punched in it.

1622 There are too many cost-performance time interval cards being entered.
Either the number of these cards must be reduced or the storage arrays
in the common block/CPGAP/ must be expanded along with the check variable
MCPGAP. This expansion can best be accomplished by using the DIMEN pro-
gram.

1633 A key punching mistake (Alpha in a numeric field, two decimal points in
one field, a gap within a number or between the number and its sign) has
been sensed when examining the cost-performance time interval input data.

1677 The cost-performance time interval data has one or more of the following
types of errors: (1) the lower time boundary is greater than or equal to
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1733

1777

1844

1877

2011

the upper time boundary, (2) the upper time boundary is less than the time
value given the initial node(s), (38 the lTower value given to the cost
histogram is greater than or equal to the upper value, (4) the lower value
gi¥en to the performance histogram is greater than or equal to the upper
value.

A key punching mistake (Alpha in a numeric field, two decimal points in
one field, a gap within a number or between the number and its sign) has
been sensed when examining the minimums for the composite terminal node.

The type of run parameter (column two of the control card) was incorrectly
specified. Acceptable entries are (Blank) or (0) (Data will be auto-
matically loaded and stored on the master file as a new problem), (1)
(Changes mode run where the master file is retained as it was prior to
this run) and (2) (changes mode run where the master file is augmented
with the changes).

The ENDARC card was omitted or incorrectly punched. ENDARC must reside
in columns 1-6.

One of the changes-run options is currently being used. The variables in
common blocks /ARCS/ and /NODES/ are being used as temporary storage
arrays for holding changes. These arrays are now being exceeded and must
be expanded by increasing either or both check variables MARC and MNODE
and all the arrays mnemonically dimensioned in terms of these variables.
This expansion can be accomplished by using the DIMEN program. An
alternative is that of incorporating the change cards in the master card
deck and reloading as a new master problem.

The variables in the common blocks /ARCS/ and /NODES/ are being used to
hold the master arc card along with its satellites. These storage arrays
are now being exceeded and must be expanded by increasing either or both
check variables MARC and MNODE and all the arrays mnemonically dimensioned

- in terms of these variables. This expansion can be accomplished by using

2077

2111

2144

2266

the DIMEN program. An alternative is that of breaking up the functions
being performed by the arc or node causing the overflow.

The arc listed has a satellite arc card which does not have an acceptable
satellite arc card identifier.

The arc name listed has already been used as an arc name. All arc and
node names must be unique.

There are too many arcs. Either the size of the network must be cut down
by possibly making subnetworks or the arc storage arrays must be expanded
by increasing the value of the check variable MARC and the arrays mnemon-
ically dimensioned in terms of this variable. This expansion can be
accomplished by using the DIMEN program.

The node listed has a satellite card which does not have an acceptable
identifier (must have HIST, SUBT or SLAK in columns 9-12).




2300

2333

2511

2599

2644

2677

2766

2800

2866

2900

3000
3033
3077

The node name listed has already been used as a node name. All arc and
node names must be unique.

There are too many nodes. Either the size of the network must be cut

down by possibly making subnetworks or the node storage arrays must be
expanded by increasing the value of the check variable MNODE and all the
arrays mnemonically dimensioned in terms of this variable. This expansion
can be accomplished by using the DIMEN program.

The arc listed has more than one satellite M s IFHET ; FIUTES SEAK »
DTIME, DCOST or DPERF arc card. One card is all that 1s necessary to

carry all the information required by any of these satellites.

The arc listed has alpha information in a numeric field, The number list-
ed to the right of the error number is the number of times this violation
has occurred after the master arc card and all its accompanying satellite
arc cards were reviewed. This scan also assumes that any blank between
digits of a number or between a number and its sign is a mistake.

The node listed has more than one satellite HIST, SUBT or SLAK card. One
card is all that is necessary to carry all the information required by
any of these satellites.

The node listed has Alpha information in a numeric field. The number
listed to the right of the error number indicates the number of times
this violation has occurred after the master node card and all its sat-
ellite node cards were reviewed. This scan also assumes that any blank
between digits of a number or between a number and its sign is a mistake.

The full-print, each-iteration, output option number four has been selected.
This option will 1ist all active arcs and nodes each iteration. Some
designated arcs and nodes have been requested to invoke this option when
they are active, which is unnecessary when the full-print option is se-
lected. °

An arc or node was designated to invoke the full-print option for each
iteration in which it is active; however, the arc or node listed in this
error message does not match any of the arcs or nodes read in.

The correlation combinations input card has an unacceptable combination
punched in it.

While reading the input card data, the computer prematurely encountered
the end of the input card file.

The arc listed does not have an acceptable input node.
The arc listed does not have an acceptable output node.
The arc listed appears to be tasked with the job of carrying more than

one set of MONTE CARLO data and/or more than one set of FILTER data.
This arc's input node can have only one type of output logic which re-
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3099

3100

3144

3166

3199

3238

3244

3277

Seee

3333

quires at most one set of MONTE CARLO or FILTER data.

While reading in arc data, it was observed that more slack histograms had
been entered than there were spaces available. The number of requests
must be reduced or the slack storage arrays must be expanded by increasing
the value of the check variable MSLACK and the arrays mnemonically dimen-
sioned in terms of this variable. This expansion can be accomplished by
using the DIMEN program. However, this is only a warning message. Since
output option number four was requested, the storage will not be needed.
If another output option is requested, the space will be needed.

Same as the preceding message except, output option number four was not
selected, and, thus it is a fatal error this time.

There is too much variable arc data. The variable arc storage array
ASTORE is overflowing with data. Either the size of the network must be
cut down by possibly making subnetworks, or ASTORE and the check variable
LARC must be expanded. This expansion can be accomplished by using the
DIMEN program.

The arc listed has too many M » MTIME, MCOST, MPERF, FILT1, or FILTZ
satellite arc cards. The maximum number of M s FILT1 or FILT2 satel-
lite arc cards allowed per arc is one. The maximum number of MTIME,
MCOST or MPERF satellite arc cards allowed per arc is the value of the

check variable MARC divided by six. Either the number of these satel-
lites must be reduced or the value of the check variable MARC and all

the arrays mnemonically dimensioned in terms of this variable must be
expanded. This expansion can be accomplished by using the DIMEN program.

The arc listed has too many FILT3 satellite arc cards. The maximum number
of FILT3 satellite arc cards allowed per arc is the value of the check
variable MARC divided by six. Either the number of these satellites must
be reduced or the value of the check variable MARC and all the arrays
mnemonically dimensioned in terms of this variable must be expanded.

This expansion can be accomplished by using the DIMEN program.

The arc listed has FILT3 satellite arc card(s). The card sequence number
in at least one of these cards is out of sequence.

The arc listed has FILT3 satellite arc card(s). The plus (+) or minus (-)
jdentifier is missing on one or more of the constraining arcs.

The arc listed has FILT3 satellite arc card(s). A constraining arc does
not match any of the arcs defined in this problem.

The arc listed has a SLAK histogram satellite arc card entered, but a
slack histogram was not requested for this arc (no 'S' was entered in
column number 29 of the master arc card).

The arc listed has more than one SLAK histogram satellite arc card
entered for it. One of these cards s all that is necessary per arc.
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3366

3366

3377

3388

3399

3411

3499

3522

3544

3566

The arc listed has stochastic data being entered via one of the canned
distributions (DTIME, DCOST or DPERF satellite arc cards) and also via
histograms (HTIME, HCOST or HPERF satellite arc cards). Only one of the
two options 1is allowed per random variable entry.

The arc listed has too many DTIME, DCOST or DPERF satellite arc cards.
The maximum number of DTIME, DCOST or DPERF satellite arc cards allowed
per arc is one.

The arc listed has too many HTIME, HCOST or HPERF satellite arc cards.

The maximum number of HTIME, HCOST or HPERF satellite arc cards allowed
per arc is the value of the check variable MARC divided by six. Either
the number of these satellites must be reduced or the value of the check
variable MARC and all the arrays mnemonically dimensioned in terms of this
variable must be expanded. This expansion can best be accomplished by
using the DIMEN program.

The arc listed has too many RTIME, RCOST or RPERF satellite arc cards.
The maximum number of RTIME, RCOST or RPERF satellite arc cards allowed
per arc is equal to the value of the check variables MARC or MNODE
whichever one is the smallest. The number of these satellites must be
reduced or the value of the check variable MARC and/or MNODE and all of
these arrays mnemonically dimensioned in terms of one or both of these
variables must be expanded. This expansion can best be accomplished by
using the DIMEN program.

The arc listed has at least one satellite distribution arc card (DTIME,
DCOST or DPERF satellite arc card). The distribution indicator in one

of these cards lies outside the acceptable range of 1 to 14. The number
listed in the error message is the distribution indicator.

The arc listed has at least one satellite distribution arc card (DTIME,
DCOST or DPERF satellite arc card). The content of information carried
on this card 1s not consistent with the distribution requested. The
number listed in the error message is the distribution indicator.

The arc listed has a satellite distribution arc card (DTIME, DCOST,'or .
DPERF satellite arc card) requesting the use of the lognormal distribution.
Only positive non-zero parameters can be entered in this distribution.

The arc listed has a satellite distribution arc card (DTIME, DCQST, or
DPERF satellite arc card) requesting the use of the gamma distr1buyion.
Only positive non-zero parameters can be entered in this distribution.

The arc 1isted has a satellite distribution arc card (DTIME, DCOST, or
DPERF satellite arc card) requesting the use of the gamma distribution.
The standard deviation is too large or the mean too small to yield at
least one exponential deviate.

The arc listed has a satellite distribution arc card (DTIME, DCOST, or
DPERF satellite arc card) requesting the use of the Weibull distribution.
Only positive non-zero parameters can be entered in this distribution.
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3599 The arc listed has a satellite distribution arc card (DTIME, DCOST or
DPERF satellite arc card) requesting the use of the Erlang distribution.
Only positive non-zero parameters can be entered in this distribution
and the number of exponential deviates must be an integer.

3622 The arc listed has a satellite distribution arc card (DTIME, DCOST, or
DPERF satellite arc card) requesting the use of the Chi square distribution.
OnTy positive non-zero parameters can be entered in this distribution and
the number of degrees of freedom must be an integer.

3655 The arc listed has a satellite distribution arc card (DTIME, DCOST or
DPERF satellite arc card) requesting the use of the Beta distribution.
OnTy positive non-zero parameters can be entered in this distribution.

3677 The arc listed has a satellite distribution arc card (DTIME, DCOST or
DPERF satellite arc card) requesting the use of the Poisson distribution.
Only positive non-zero parameters can be entered in this distribution.
Additionally, the numerical difference between the maximum and minimum
observation allowed must be at least one.

3722 The arc listed has a satellite distribution arc card (DTIME, DCOST or
DPERF satellite arc card) requesting the use of the Pascal distribution.
The input data does not meet one of the following requirements:
1. The value assigned to P must 1ie between 0 and 1.
2. The value assigned to K must be a positive integer.
3. The minimum observatlog must not be negative.
Where, Pascal = (k+x-1)P Q X=0,1,2---N and Q=1-P
X

3766 The arc listed has a satellite distribution arc card (DTIME, DCOST or
DPERF satellite arc card) requesting the use of the Binomial distribution.
The 1nput data does not meet one of the following requirements:
1. The value assigned to P must lie between 0 and 1.
2. The value assigned to N must be a positive integer.
3. The minimum observation must not be negative.
X N-X
Where, Binomial = (N)P Q X=0,1,2---N and Q=1-P
X

3800 The arc listed has a satellite distribution arc card (DTIME, DCOST or
DPERF satellite arc card) requesting the use of the Hypergeometric dis-
tribution. The input data does not meet one of the following requirements:
1. The value assigned to P must lie between 0 and 1.

2. The value assigned to N must be a positive integer.
3. The value assigned to M must be a positive integer less than N.
4. The minimum observation must not be negative.

NPYNQ X=0,1,---NP

Where, Hypergeometric = {X JA\M-X M-X=0,1,---NQ
N
M
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3833 The arc listed has a satellite distribution arc card (DTIME, DCOST or
DPERF satellite arc card) requiring a positive standard deviation which
was not entered.

3855 The arc listed has a satellite distribution arc card (DTIME, DCOST or
DPERF satellite arc card) having a mean outside the minimum and maximum
values entered for this distribution.

3877 The arc listed has a satellite distribution arc card (DTIME, DCOST or
DPERF satellite arc card) having a zero or a negative minimum - maximum
value range.

3911 The arc Tisted has at least one satellite histogram arc card (HTIME, HCOST

or HPERF satellite arc card). A check on the number of input entries in-
dicates that there are not enough cell boundaries. For example, if ten
cells are being used to carry the data, eleven cell boundaries must be
entered.

3933 The arc listed has at least one satellite histogram arc card (HTIME, HCOST

or HPERF satellite arc card). A check on the number of input entries
indicates that there are less than two cells being used.

3955 The arc l1isted has at least one satellite histogram arc card (HTIME, HCOST

or HPERF satellite arc card). A probability cell has a negative value
entered in it.

3977 The arc listed has at least one satellite histogram arc card (HTIME, HCOST
or HPERF satellite arc card). A check on the cell boundaries indicates
that at least one cell does not have a smaller value for the left hand
boundary than for the right hand boundary.

3988 The arc listed has at least one satellite histogram arc card (HTIME, HCOST

or HPERF satellite arc card). The sum of all the probabilities entered
for the cells does not equal 1.0.

4044 The arc listed has at least one satellite mathematical relationship arc
card (RTIME, RCOST, or RPERF satellite arc card). The card sequence
number in at least one of these cards is out of sequence.

4055 The arc listed has at least one satellite mathematical relationship arc
card (RTIME, RCOST, or RPERF satellite arc card). The sum-omit-backup
indicator started off specifying backup on the first transformation.

4099 The arc listed has at least one satellite mathematical relationship arc
card (RTIME, RCOST, or RPERF satellite arc card). The sum-omit-backup
indicator was not correctly specified.

4122 The arc listed has at least one satellite mathematical relationship arc
card (RTIME, RCOST, or RPERF satellite arc card). The transformation in-
dicator for one of the mathematical relationships was not greater than 0
and less than 37 or greater than 50 and less than 87.
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4200 The arc listed has at least one satellite mathematical relationship arc

4233

4288

4300

4322

4400

4422

4500

4511

4588

card (RTIME, RCOST, or RPERF satellite arc card). The retrieval indicator
was incorrectiy specified in at least one of the mathematical relationships
carried by these cards.

The arc listed has at least one satellite mathematical relationship arc
card (RTIME, RCOST, or RPERF satellite arc card). At least one of the
mathematical relationships entered was dependent upon itself.

The arc listed has at least one satellite mathematical relationship arc
card (RTIME, RCOST, or RPERF satellite arc card). The independent
variable entered for at least one of these relationships could not be
identified as either an arc or a node when the retrieval indicator was
loaded with a 'T', 'C' or 'P'.

The arc listed has at least one satellite mathematical relationship arc
card (RTIME, RCOST, or RPERF satellite arc card). The retrieval indicator
for one of these transformations is requesting the use of the results of

a transformation which will not be completed prior to the completion of
this current transformation.

The arc listed has at least one satellite mathematical relationship arc
card (RTIME, RCOST, or RPERF satellite arc card). At least one of the
constants entered in one of the relationships was given a value smaller
than -900000.0.

The arc listed has at least one satellite mathematical relationship arc
card (RTIME, RCOST, or RPERF satellite arc card). At least one of the
mathematical relationships entered was dependent upon another parameter
(time, cost or performance value) of this arc. However, that other
parameter was not given a value (i.e., there wasn't any input for this
other parameter).

The arc listed has at least one satellite mathematical relationship arc
card (RTIME, RCOST, or RPERF satellite arc card). At least one of the
mathematical relationships entered was dependent upon another parameter
(time, cost or performance value) of this arc. However, that other
parameter is dependent on one of the variables in the given mathematical
relationship which thus forms an illogical dependency loop.

The arc listed has one or more satellite arc cards which do not have
their card sequence number in sequence.

The arc listed has some satellite arc cards carrying input data having a
value of less than -900000.0.

While reading in node data, it was observed that more slack histograms
have been entered than there are spaces available. Either the number of
requests must be reduced or the slack storage arrays must be expanded by
increasing the value of the check variable MSLACK and the arrays mnemon-
ically dimensioned in terms of this variable. This expansion can be
accomplished by using the DIMEN program. However, this is only a warning
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4599

4611

4633

4699

4733

4766

4788

4799

4855

4877

4899

message since output option number four was requested, the storage will
not be needed. If another option is requested, the space will be needed.

Same as the preceding message except, output option number four was not
selected and, thus, it is a fatal error this time.

The node listed requested a slack histogram. This is a terminal node
which does not require a slack analysis since it will either be on the
critical path or have no effect on the slack analysis.

The node listed has requested a position in the internal node statistics
storage array which does not Tie within the boundaries of this array.
Either the request entered is nonpositive or it exceeds the value of the
check variable MHIST. Nonpositive values are not allowed. If the check
variable has been exceeded, the user must either cut down the number of
internal node statistics requested or increase the value of the check
variable MHIST along with all the arrays mnemonically dimensioned in terms
of this check variable. This expansion can be accomplished by using the
DIMEN program.

The node listed should be a TERMINAL node. An attempt is being made to
store the information carried on the HIST satellite card but this task
can not be accomplished because there 1s insufficient space in the stor-
age array TERM, A cut must be made in the number of HIST cards entered
for terminal nodes or an increase must be made in the value of the check
variable MTERM along with all the arrays mnemonically dimensioned in
terms of this variable. This expansion can be accomplished by using the
DIMEN program.

The node listed has a SUBT satellite card, but it does not have FILTER 1
output logic.

The node Tlisted has FILTER 1 output logic and is utilizing the subtraction
feature. The subtraction node is not defined or the subtraction node is
an identity with this node.

The node listed has a SLAK histogram satellite node card entered, but a
slack histogram was not requested for this node (no 'S' was entered in
column 29 of the master node card).

The node listed has more than one SLAK histogram satellite node card
entered for it. One of these cards is all that is necessary per node.

There is too much variable node data. The front part of the variable
node storage array NSTORE is overflowing with data. Either the size of
the network must be cut down by possibly making subnetworks,or NSTORE and
the check variable LNODE must be expanded. This expansion can be accom-
plished by using the DIMEN program.

The node listed is defined as having QUEUE Togic. The number of servers
specified is less than or equal to zero.

The node listed is defined as having either COMPARE or PREFERRED logic
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4922

5099

5100

5111

5122

5133

5155

5177

5199

5200

5211

5222

requiring an output arc initialization request. The request for this
node is either less than one or greater than the number of input arcs.

The node listed has COMPARE or SORT logic which requires selection weights
to be assigned to each of the three principal parameters of time, cost
and performance. These weights do not sum to 1.0.

The output option specified in column three of the control card is not an
acceptable entry.

Trace option number 4 gives a complete 1isting of all the active arcs and
nodes realized during each iteration. This usually results in large
amounts of output if a large number of iterations have been concurrently
requested. An upper 1limit of 100 iterations has been placed on this out-
put option.

The costing option specified in column four of the control card does not
have an acceptable entry.

Not enough (0 or less) or too many simulation iterations have been re-
quested for this problem (columns 20-24 of the control card). If too
many iterations have been requested either the number of iterations re-
quested must be reduced or the check variable MITER must be expanded
along with all the arrays mnemonically dimensioned in terms of this vari-
able. This expansion can be accomplished by using the DIMEN program.

The yearly interest rate used for inflating cost and/or performance does
not have a positive entry (columns 20-24 of the control card) while a
request for inflating cost and/or performance values has been made.

The yearly interest rate used to discount cost and/or performance does
not have a positive entry (columns 25-28 of the control card) while a
request for discounting cost and/or performance values has been made.

There has been a request for either or both inflating or discounting
cost and/or performance values. However, the time conversion factor
(columns 33-35 of the control card) does not have a positive entry.

The time weight entered for choosing the optimum terminal node (columns
36-38 of the control card) is incorrect. Acceptable entries are blank
and the closed interval between -1.0 and 1.0.

The cost weight entered for choosing the optimum terminal node (columns
39-41 of the control card) is incorrect. Acceptable entries are blank
and the closed interval between -1.0 and 1.0.

The performance weight entered for choosing the optimum terminal node
(columns 42-44 of the control card) is incorrect. Acceptable entries
are blank and the closed interval between -1.0 and 1.0.

The sum of the time, cost and performance weights entered for choosing

the optimum terminal node (columns 36-44 of the control card) is not
equal to -1.0 or 1.0.
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5233

5244

5255

5266

5277

5299

5311

o898

5366

5388

5400

5422

5433
5444

5455

The time weight entered for determining the critical path (columns 45-47
of the control card) is incorrect. Acceptable entries are blank and the
closed interval between -1.0 and 1.0.

The cost weight entered for determining the critical path (columns 48-50
of the control card) is incorrect. Acceptable entries are blank and the
closed interval between -1.0 and 1.0.

The performance weight entered for determining the critical path (columns
51-53 of the control card) is incorrect. Acceptable entries are blank
and the closed interval between -1.0 and 1.0.

The sum of the time, cost and performance weights entered for determining
the critical path (columns 45-53 of the control card) is not equal to
-1.0 or 1.0.

There is not enough space for storing internal node statistics. A cut
must be made in the number of internal node statistics requested or an
increase must be made in the value of the check variable MHIST along
with all the arrays mnemonically dimensioned in terms of this variabie.
This expansion can be accomplished by using the DIMEN program.

The number of the node listed is a node without a name. Node names must
be something other than (blank).

The node name listed was used to name an arc and a node. Node and arc
names must be unique.

The node Tisted has an input logic code number which is not within the
acceptable Timits of 1 and 8.

The node listed has an output logic code number which is not within the
acceptable 1imits of 1 and 6 or does not have an appropriate level pre-
fixing of the terminal logic as described in Chapter 3-2, D1. The maxi-
mum number of levels allowed is equal to the number of nodes entered
minus 1 or a total number of 100, whichever is the smaller.

The node listed has an output logic requiring at least two output arcs.

The node listed has terminal output logic. The matrix allocation field

used for generating internal node histograms does not have an acceptabir
entry of 'Blank', '0', '-1' or '-2',

The node 1isted does not have any input arcs and it does not have INITIAL
input logic.

The node listed has output arcs and it has TERMINAL output logic.

The node 11sted has TERMINAL output logic coupled with an unacceptable
input logic. Acceptable input logics are AND, PARTIAL AND and OR.

The output node of the arc Tisted has TERMINAL output logic. This arc
must have a successful completion probability of one.
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5499

5511
5522

5533

5655

5566

5699

5622

5655

5677

5700

5744

5766

5788

5822

5855

The node Tisted is involved with at Teast two other nodes in attempting
to generate internal node statistics. Internal node statistics can be
collected on a node by itself, or it can be coupled with another node to
collect interval statistics. A node cannot be used in both of these ca-
pacities at the same time for collecting internal node statistics.

The node Tisted has input arcs and INITIAL input logic.

The node 1isted does not have any output arcs, and it does not have
TERMINAL output Togic.

The node Tisted has INITIAL input Togic coupled with an unacceptable
output Togic. Acceptable output Togics are ALL or MONTE CARLO.

The node 1isted does not have any input arcs nor does it have INITIAL
input logic.

The node Tisted does not have any output arcs nor does it have TERMINAL
output logic.

The node Tisted is an internal node having at Teast one arc which has been
entered as an input and an output arc.

The node Tisted has either QUEUE or SORT Togic having an input arc with
the probability of successful completion Tess than 1.0 and no escape arc.

The node 1isted has either COMPARE or PREFERRED logic without an escape
arc.

The node Tisted has AND, PAND or OR logic having at Teast one input arc
with the probability of successful completion of Tess than 1.0 and only
one output arc. This condition requires a minimum of at least two out-
put arcs.

The node Tisted has ALL output Togic and has at least one output arc
carrying MONTE CARLO or FILTER data.

The arc Tisted has an input node with MONTE CARLO output logic. This
arc is not carrying any MONTE CARLO information.

The arc Tisted is the Tast output arc from a node having MONTE CARLO
output Togic and at least one input arc having a probability of successful
completion of less than 1.0. This condition gives rise to the need of an
escape arc which this last arc should be, but is not.

The arc T1isted has an input node with MONTE CARLO output logic. This
arc is not carrying an even number of bits of MONTE CARLO data.

The arc Tisted has an input node with MONTE CARLO output Togic. This
arc is not carrying the same quantity of data that other output arcs of
this node are carrying.

The arc 1isted has an input node with MONTE CARLO output Togic. The
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5877

5899

§922

5966

5999

6000

6011

6022

6033

6055

6077
6088
6099

6100

time, cost or performance boundaries of this arc are not the same as
those of the other output arcs of this node.

The arc Tisted has an input node with MONTE CARLO output logic. This
arc has a satellite arc card which has a probability of either less than
0.0 or greater than 1.0.

The arc Tisted has an input node with MONTE CARLO output logic. This
arc has a satellite arc card which 1s not consistent with the satellite
arc cards of the other output arcs of this node.

The arc 1isted has an input node with MONTE CARLO output Togic. The
distributions carried on the output arcs of this node do not sum to 1.0.

The arc listed has an input node with FILTER 1 or FILTER 2 output logic.
This arc is not carrying an even number of bits of information.

The arc Tisted is carrying FILTER 1 or FILTER 2 infcrmation for its in-
put node. At least one lower constraint boundary is greater than an
upper constraint boundary.

The node 1isted has FILTER 2 output logic. It does not have the re-
quired PAND input logic.

The arc listed is carrying FILTER 2 logic information for its input node.
The quantity of information carried by this arc does not conform to the
requirements of FILTER 2 logic.

The arc 1isted is carrying FILTER 2 logic information for its input node.
The lower constraint boundary is negative.

The arc listed is carrying FILTER 2 logic information for its input node.
The upper constraint boundary is greater than the number of input arcs to
this node.

The node 1isted has FILTER output logic. It has either more than one
escape arc or none at all.

This network does not have any nodes with INITIAL input logic.
This network does not have any nodes with TERMINAL output logic.

Some arc variables will be called upon to temporarily store TERMINAL node
data. Either the number of TERMINAL nodes must be reduced or the arc
storage arrays must be expanded by increasing the value of the check
variable MARC and all the arrays mnemonically dimensioned in terms of
this variable. This expansion can be accomplished by using the DIMEN
program.

The output node of the arc 1isted was entered before its input node.

This is not conducive toward attaining minimum processing time. To
attain maximum computational speed, nodes should be entered so that
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6111

6122

6135

6140

6144

6166

6177

6766

6888

7444

every arc's input node is entered before its output node.

The number of the arc listed is an arc without a name. Arc names must be
something other than blank.

The arc Tisted has an unacceptable probability of successful completion.
Acceptable entries are 1.0 and all values on the open interval between
0.0 and 1.0.

This is a warning message to indicate the implications of requesting the
median. This option requires a significant additional amount of computer
time for all output options except for the time, path cost, overall cost
and performance values on the terminal nodes. If computer time is not a
factor, ignore this message. Otherwise, it may be advantageous to wait
on using this option until the final runs are needed.

This is a warning message to indicate the implications of requesting
cost-performance time intervals. This option requires a significant
additional amount of computer time. If computer time is not a factor,
ignore this message. Otherwise, it may be advantageous to wait on using
this option until the final runs are needed.

This is a warning message to indicate the implications of requesting in-
ternal node statistics. This option requires a significant amount of
additional computer time. If computer time is not a factor, ignore this
message. Otherwise, it may be advantageous to wait on using this option
until the final runs are needed.

This is a warning message to indicate the implications of requesting the
critical-optimum path. This option requires a significant amount of
additional computer time. If computer time is not a factor, ignore this
message. Otherwise, it may be advantageous to wait on using this option
until the final runs are needed.

This is a warning message to indicate the implications of requesting a
slack analysis. This option requires a significant amount of additional
computer time. If computer time is not a factor, ignore this message.
Otherwise, it may be advantageous to wait on using this option until the
final runs are needed.

The node listed has FILTER 1 output logic. Its subtract node has not
been processed prior to this node being processed. Networks must be
structured so that all subtraction nodes are processed prior to the pro-
cessing of the node utilizing the subtraction feature.

The node Tisted has FILTER 3 output logic. At least one output arc has

a constraining arc that has not been processed prior to processing this
node: Networks must be structured so that all arcs functioning in a con-
straining capacity are processed prior to being utilized in that con-
straining capacity.

The network being processed has passed all the previous error checks. It
currently has a real time processing error causing the network flow to
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-1 or0

7822

8555

8677

9033

9111

hang up somewhere within the network. This usually results from inadvert-
ently constructing a loop within the network or not being able to satisfy
the AND input lTogic of a key node. Failure to satisfy the AND logic may
result from the incorrect use of the pruning logic. The unabridged 1isting
of arcs and nodes following the error number indicator will enable tracing
through the network to find the conditions creating the error. Only arcs
and nodes in the immediate area of the network flow are made candidates

for processing. Arc and node processing states are as follows (ignore

the TERMINAL node name designated on the arc and node 1ist following this

error).
Arcs
Eliminated from the network (given this status prior to being
processed)
- Non-processed
- Unsuccessfully completed
Successfully completed
- Critical path candidate
Nodes
- Eliminated from the network (given this status prior to being pro-
cessed)
- Non-processed
- Candidate for processing
Successfully completed
- On the critical path
- On the critical path after calculation of the slacks

o 2w~
1

g wnn—
1

The slack calculations have become erroneous. Call the program author
immediately. The program did continue on from this point, but without
attempting anymore slack calculations.

The rear portion of NSTORE is used for storing arc addresses used in cal-
culating node cost and performance. This area has been exceeded. MTAG
and all arrays mnemonically dimensioned in terms of this check variable
must be expanded. This expansion can be accomplished by using the DIMEN
program.

The program tried 1000 times to generate a distribution whose code number
is listed in this error message for the arc listed. The value generated
for this distribution always exceeded the maximum or minimum observation
allowed.

The arc listed is dependent upon other arc(s) or node(s) being processed
prior to computing the time, cost or performance for .this arc. The net-
work was not constructed in such a manner to accomplish this objective
(i.e., insufficient backups).

The arc listed has requested a transformation (the number following the
arc name on the error indicator) whose restriction has been violated.
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CHAPTER 5 EXAMPLE PROBLEM
FUTURE ELECTRIC POWER GENERATING METHODS

This simple hypothetical problem is not intended to represent any actual
problem. Rather, it consists of a fabricated scenario which is intended to
serve only as a vehicle for illustrating how typical realistic situations
might be modeled by using VERT.

The Federal Power Commission has retained a consulting firm to study the
development of methods of generating our nation's future electric power needs.
There are three new methods under consideration: nuclear fusion, nuclear fission
and coal gasification. The consulting firm's main task is that of estimating
what the probability is of successfully developing at least one of these three
methods. Estimates of the following are also desired: (1) the overall time
required and the cost incurred for completing the entire project. (2) The
amount of money needed for each five year period over the project's entire
twenty year budgeting horizon. These sums of money should be chosen in such
a manner that there will be a 75% chance of having sufficient funds available
over the entire twenty years and a 90% chance of having enough money available
for the first five year period. Additionally, the confidence level associated
with having enough money available for the remaining budgeting periods should
be chosen in such a way that they are uniformly proportionally less than the
first period.

The Commission has imposed time and cost limitations on the research and
development (R&D) phase of each of these methods of 7 years and 70 million
dollars. Failure to complete the R&D phase or failure to stay withir the
time and cost constraints will result in failure of any one of these three
development efforts. Upon completion of the R&D phase, Commission engineers
require that pilot generating stations be built and run to prove out each
of these new concepts. The stations required are one for coal gas, one (of
two different designs) for fission, and four (all the same) for fusion. The
Commission engineers deem that the number of pilot stations being requested
for testing is commensurate with the development risks inherent in each of
these efforts. For example, the fusion development requires the creation of
special new alloys that will be able to withstand the high temperatures
associated with the fusion process. The fission process has radio active
leakage problems that should be able to be circumvented by at least one or
both of the two different pilot plant concepts being considered. In the
event that the coal gas or fission pilot stations fail, that development
effort will be abandoned and, thus, considered a failure. The fusion develop-
ment effort will be considered a failure if more than one of the four stations
fail.

Environmental ists have set a design goal for the temperature of the discharging
cooling water at 10 degrees Fahrenheit above the ambient temperature of the
receiving lake or stream. Temperatures greater than 20 degrees are considered
unacceptable while temperatures under the 10 degree tolerance mark should
merit a bonus. Additionally, power stations must have a high reliability
so they can operate without major breakdowns which cause blackouts. Commission
engineers have set a reljability design goal of 90 percent up time. Only
two of the three concepts can be carried into the final phase of development,
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the shock test phase, because of 1imited funds. The method exhibiting the
Towest performance will be eliminated at this point in the program, since
it would be the least 11kely to pass the shock test. There is a 0.72,
0.88 and 0.93 chance that the fusion, fission and coal gas processes,

respectively, will pass the shock test.

Upon completion of the shock tests, the Commission will pick the winning
candidate of the two possible remaining candidates. The Commission members
favor the fusion process over the others, followed by the fission process,
and finally, the coal gas process since this ranking represents the order of
abundance of the United States supplies of the raw materials used by each
of these processes. Additional data items supplied by either the commission
engineers or the consulting firm are given in Tables 5-1 to 5-4.

To observe how the information just presented can be transformed into a

VERT network and then computer analyzed, Figures 5-1 and 5-2 should be re-
viewed. The following narrative is designed to help guide the reader through
the pictorial network layout (figure 5-1% and computer solution (figure 5-2)
of this problem.

Node START initiates three parallel independent network flows which represent
the R&D effort being expended on the three electrical power generating methods
under study. The flow through arc RDFU causes that arc to generate a success
or fail status via the usual MONTE CARLO procedure using the 0.65 probability
of successful completion given in Table 5-1. This arc also generates the
time consumed and the cost incurred as given in Table 5-1. Likewise, the
flows through arcs RDFI and RDCO create the generation of the success or fail
status and the time and cost values for the fission and coal gas methods,
respectively (see figure 5-1). The input card listing in Figure 5-2 should
be consulted to observe how the time distribution data, especially the math-
ematical cost relationships given in Table 5-1, are entered in the input
stream for arcs RDFU, RDFI and RDCO. In a real development project, these
three arcs would represent so many activities and decisions that they would
have to be expanded into individual subnetworks to attain an adequate level
of analytical resolution. These arcs would then be used to input in this
higher Tevel network the results attained in the lower level subnetworks.

Node RDSFFU acts as a success-fail determinator of the basic fundamental
research and development effort being modeled in arc RDFU. If this effort

s successfully completed (arc RDFU has a success status) within 7 years and
70 million dollars (these two constraints are being carried by arc RDFUOK),
node RDSFFU will route the network flow to arc RDFUOK, the success path
which leads on toward the pilot plant testing of the resulting concepts de-
rived in this successful R&D effort. Otherwise, the effort is considered
a failure and node RDSFFU will route the fusion network flow to arc RDFUFAIL,
the failure path which terminates further fusion work. Nodes RDSFFI and
RDSFCO perform similar functions for the fission and coal gas network flows.

Node PIFU acts as a network flow expansion device. The four arcs going cut
of node PIFU represent the four pilot generating stations required to prove
out the fusion process. Node PIFI acts as a selector for determining which
of the equally likely pilot generating station designs will be used to prove
out the fission process.
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Arcs PIFUT, PIFU2, PIFU3 and PIFU4 each carry the data listed in row one of
Table 5-3. Arcs PIFI1 and PIFI2 each carry the data listed in row two while
PICO1 carries the data listed in row three of Table 5-3. These arcs represent
the activities of constructing and running four fusion, two fission and one
coal gas pilot generating stations. They generate the time consumed, cost
incurred and probability of successfully constructing and running each of
these pilot stations.

Nodes PISFFUl1, PISFFU2, PISFFU3, PISFFU4, PISFFI1, PISFFI2 and PISFCOI]
individually route their input flows to either a success path or a fail
path, depending on whether their lone input arc was a success or a failure.
Every time an input arc has a probability of successful completion, which
is less than 1.0, there exists the chance that it will fail. In the event
arc PIFU1 fails, for example, node PISFFUT will then direct the network flow
to arc PIFUTFAL. If PIFUl is successfully completed, the network flow will
be directed to arc PIFUI0K.

Arcs PIFUI0K, PIFU20K, PIFU30K and PIFU40K, which carry the successful fusion
pilot station flows converge upon node ENDPIFU. Thus, the four parallel flows
which went through the four pilot stations developments now converge back into
one flow through node ENDPIFU, providing none of these four fusion pilot flows
got siphoned off to the failure sink by one of the failure arcs used in the
pilot station structures. Arcs PIFU10K, PIFU20K, PIFU30K and PIFU40K are ex- .
amples of the transportation arc previously defined in chapter 2-2. They carry
the network flow from their input node to their output node and contribute
nothing else to the network structure. Arcs PIFIT0K, PIFI20K and PICOTOK per-
form analogous functions for the fission and coal gas structures. Node ENDPIFU
directs the network flow either to arcs RELFU and COOLFU or to arc PIFUFAIL,
depending on the number of successfully completed arcs coming into this node.
If three or more fusion pilot stations were running successfully (three or
more successfully completed input arcs), the output flow will then be passed
on to arcs RELFU and COOLFU or to arc PIFUFAIL. The OR input logic of node
ENDPIFI requires that one fission pilot station must run successfully before
the fission flow will be allowed to flow to arcs RELFI and COOLFI. Node
ENDPICO will not be realized unless the coal gas pilot station has been run
successfully. If the coal gas flow enters node ENDPICO, this node will pass
the flow to arcs RELCO and COOLCO.

Arcs RELFU, RELFI and RELCO generate station reliability data for the fusion,
fission and coal gas processes, respectively. The data for RELFU and RELFI
comes from the right half of Table 5-3 in the problem narrative, while the
data for RELCO comes from Table 5-4. See the RELCO arc cards in Figure 5-2
for an example usage of the histogram input feature. Arcs COOLFU, COOLFI and
COOLCO generate the cooling water temperature differential above the ambient
temperature for the fusion, fission and coal gas processes, respectively. The
data for these arcs comes from the left half of Table 5-3. Node COREFU
accumulates the fusion network flow performance values generated by arcs
RELFU and COOLFU in addition to carrying the current time and cost values ac-
cumulated throughout the network. Nodes COREFI and CORECO accomplish similar
tasks for the fission and coal gas flows as COREFU does for fusion.

Arc PERFFU converts the performance data generated on arcs RELFU and COOLFU

into a single number. This task is accomplished by using VERT's transform-
ations. Refer to the card 1isting in Figure 5-2 and the transformations in
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chapter 3. Note that the first transformation in the first RPERF satellite

arc card for arc PERFFU consists of negating the current performance flowing
via the fusion network flow. This task could also be accomplished by using

two transformations, whereby each transformation negates the raw values gener-
ated on arcs COOLFU and RELFU rather than the current negation of the combined
performance values as carried by node COREFU. The second transformation listed
on the first RPERF satellite arc card of arc PERFFU corisists of normalizing and
weighting the performance value generated by arc COOLFU. The first transform-
ation listed on the second RPERF satellite arc card for arc PERFFU normalizes
and weights the performance value generated by arc RELFU. These normalization
bases came from the problem narrative while the preference weights are listed
after Table 5-3. Note the difference between these two normalizations. The
cooling water transformation will yield larger performance values for smaller
temperature differentials, while the reliability transformation will yield
larger performance values for larger measure of reliability. Arcs PERFFI and
PERFCO accomplish similar tasks for the fission and coal gas flows as PERFFU
does for the fusion network flow. Another possible way of generating these per-
formance values without having the raw unnormalized values stream into the net-
work is to generate these raw values on FREE ARCS and then reference these FREE
ARCS when performing the normalization. The preceding treatment of the per-
formance factors was illustrated to show how flows may be manipulated via use
of the transformations.

Arcs SHOCKFU, SHOCKFI and SHOCKCO model the pilot station shock testing for
each of the respective generating processes under study. These arcs simply

add a constant time and cost to each of the network flows and have a probability
of success of something less than one.

Node SELECT1 selects the winning generating method of the two possible methods
left. SELECT1's preferred logic will give preference to arc WINFU over arc
WINFI and arc WINFI over arc WINCO. This preference is in accord with the
commission's observance of the abundance of supplies of raw materials for each
of these various electric power generating methods. Arcs WINFU, WINFI and
WINCO are transportation arcs constituting the last leg of a successful project
compietion to terminal nodes FUWINNER, FIWINNER and COWINNER, respectively.

In the event the shock tests fail, SELECT] will send the network flow out
arc FAILSHCK on to terminal node FAILSHOC, the last of three possible failure
sinks into which the network flow can terminate.

Terminal node FAILSHOC is a final repository for the network flow, unlike

the other two fajlure terminal nodes FAILRD and FAILPILT, Since nodes FAILRD
and FAILPILT have lower priority class designation numbers (see Figure 5-2),
they will be selected as the winning terminal nodes only if there aren't any
flows into terminal nodes FUWINNER, FIWINNER, COWINNER, or FAILSHOC. In fact,
the node FAILRD class designation number is Tower than all the other terminal
nodes and, thus, will be designated as the winning terminal node only in the
event all the other terminal nodes do not have flows coming into them. It can
be observed in this example problem that the class designation ability of

VERT enables failure flows which of themselves are not critical enough to
terminate the problem as a failure to be siphoned off. However, if too many
individual failures occur, the problem will be terminated at the last possible
failure that can occur. The PAND input logic of FAILRD and FAILPILT also aids
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in causing the problem to be terminated at the last possible failure point
that can occur. The PARTIAL AND input logic of FAILRD and FAILPILT also aids
in enabling the network to be run-out as far as possible before declaring it
a failure.

Terminal node FAILSHOC is a final repository for failure network flows.
Unlike the other two failure terminal nodes, FAILRD and FAILPILT, FAILSHOC
has a higher priority class designation number (see Figure 5-2). FAILRD and
FAILPILT will be selected as the winning terminal nodes only if there aren't
flows going into terminal nodes FUWINNER, FIWINNER, COWINNER or FAILSHOC.
FAILRD'S class designation number is lower than all the other terminal nodes
and will be chosen as the winning terminal node only when all the other terminal
nodes do not have flows coming into them. This example problem illustrates
that the class designation ability of VERT enables ignoring the failure flows
which are not critical enough to terminate a problem. However, if too many
individual failures do occur, the problem will be terminated at the last
possible project failure point that can occur. The PAND input logic of
FAILPILT also aids in enabling the network to be run-out as far as possible
before failing.

The optimum terminal node index bar chart, the last chart in the computer
run exhibited in Figure 5-2, indicates that the probability of successfully
developing at least one of the three generating methods under study is equal
to 54.1% (cowinner - coal gas + 33.6% (fiwinner - fission) + 7.1% (fuwinner -
fusion) = 94.8%. It can further be observed that there exists about a 1%
chance of failing in the pilot plant test phase (FAILPILT), a 4% chance of
failing in the shock test phase (FAILSHOC) and virtually no chance of failing
in the R&D phase (FAILRD).

The cumulative frequency distribution (CFD) of the network time for the
composite terminal node (see Figure 5-2) indicates that the project will
terminate somewhere within the time span of 11.08 and 17.53 years. There is
a clustering of times between 14.95 and 17 years which accounts for approximately
96% of the observations.

The CFD of the overall cost for the composite terminal node indicates that
the project will cost between 223.2 and 509.2 million dollars. Further, it
can be observed that there exist two definite areas of concentration in this
distribution. Approximately 85% of the observations 1ie within the first
area of concentration between 223.2 and 327.2 million dollars. The remaining
15% of the observations fall between 418.2 and 509.2 million dollars. The
path cost CFDs for the terminal nodes FUWINNER, FIWINNER and COWINNER indicates
that the fusion development cost considerably more than fission or coal gas
and it has a much wider variance. These facts account for the shape of the
total project cost CFD.

VERT was given the initial confidence and unit step values of 0.90 and 0.0005,
0.80 and 0.002, 0.70 and 0.004, 0.60 and 0.006 for budgeting periods one thru
four and a 0.75 fixed confidence value for the entire period (see the data
Tisted under cost-performance time interval data in Figure 5-2). After
simulating the network and then generating a CFD for the four budgeting
periods and the entire development period, VERT found a workable solution to
the budget query raised in paragraph two of this problem. This solution
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consists of budgeting $201.7M, $61.7M, $22.9M and $13.8M for period
one thru four to yield a total of $300.1M for the entire development
period (see the data 1isted under the cost confidence match among
selected time periods print out in Figures 5-2).
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Table 5- | Research and Development Data
e e Fe v e T Fe Fe T T T e e s Fe e e Fo e o Fo v e e e e e e T vk v e e e A T e Fe e e A e e e e e o e e K dede g e e e e o e e e e e e ek ke

*Power  * Time(years) * Cost(millions) * Prob. *
*Gene- e ede e de dede s dede dedede dede de dede dedededede dededede dedededededededededede ek ki kkkkkkkkkk o f *
*rating * Dist.*Min.* Max.* Mean * Std. * T=Time, C=Cost * Succ. *
*Method * o, & X * Dey,. = 3 o
e e Jo Fede A o s S e e T T e S e e e Tesde s e e T T sk e T e e T T T T e Fe e e e e e s e de s e e e e de e de dededede dede dede de ke de ke ke
* * * * * * * * *
*fusion ™normal™d4.0 * 7.5 * 5,76 * 1.26 * C=100*L0G (T)* 0.66 *
* * * * * * * ]0 * *
e e e e e e e e e e e e Fede Fe Fe T e e de Fee e e Fe Fe e e K e de e Fe e Fe A e s e e Fe e e vk e Fe e A S s s e e e e e e e e e e K ok e e Ko
* * * * * * * 2 * *
*fission *normal*3.0 * 7.0 * 5.0 * 0.55 * C=T-T+50 N 085, *
* * * * * * * * *
e e dededodede e e s de e Fede e e de de e e Jede dede de de e s s Fedede o e T e Fe Fe e o Tk o de Fe e e e dede Jede de e Fe e de de e e e e ek K de e e e
* * * * * * * * *
*coal gas*normal*3.0 * 6.5 * 4.75 * 0.25 * C=100+20*SIN(T) * 0.95 *
* * * * * * * * *

Sede e e e e e e Fe T e T e e e Yot e e de v Fe Fe e e e T s F e e e e Fe e e e e Fode e Kk e e e e e de s e e e ook e A et e ek o e de e ek

Table 5- 2P{lot Station Data

e e e e e e Fe Tk e e Fe 7 Fe T e e Yo K e s e le Fede s e e e A e e e v e e e e e de e e e e e Je Fe e e s e de e s de e de e e e e Fede e e ke

*Power  * T1me§years) i
*Gene  * Cost(millions) %
*rat1ng **********************************f************************
*Method * Distribu- * Minimum * Maximum * Mean X 'Sitd. * Prob. *
B * tion Type * * * or Most * Dev. * of  *
* N i a x ILikely = * Suge. *
e e e Fe e s s e e e e e e Fe s s e T e Tk e sk e s e o oo Fe e Fe e K Fe e ke Fe ke K ek g dede e ded ek dedededede kok ke ke ke ke kk kk ke kk
* * * * * * *
*Fusion * Uniform * 8 * 12 * % * 0.84 *
* * gamma * 40 * 60 * 52 * 5§ * *
* * * * * * * *
e de o o e e e A A A o Fe e e e e e e e e s ke e e e e T e T e e e e e e e s e e e e e e e e e s e Fedede de e oo e de e ek e e ke
* * * * %* * * *
*fission * triangular* 5 * 10 ] 8 i *.0.92 *
*design A* lognormal * 40 * B0 i 44 ® 8 B ol
********************************************************************
* * * * * * * *
*coal gas* triangular* 10 > 2 X 11.4 * * 097

* normal * 20 * 40 * 27 * 4 * >

********************************************************************
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Table 5- 3 Station Performance Data

e e e e e Fe v e e e A e e e e e e A e e e Fe e e e e e e e I T e T e e v T e e T e e T e e e e Fevie e e T e 3 e T e e v e o T S e Fe ke
*Power ¥ Cooling Water Temperature Above Ambient d
*Gene- ¥ Station Reliability *

*rating Fede ede e e de e de e e e e e dede e de 3k e e e v Fe v Fe e e e e e e e e Fe e v Fo e e e e e vk Fe e e e e e Je W e e e e e o
*Method * Distribu- * Minimum * Maximum * Mean * No. Exponential*

i * tion Type * i * * Deviates or  *
. * W * E * Std. Deviation *
Fee e e e e e e e e e e e e Fe e I e e e e e v e e e e e e e e e e e e e e e e de e e de e e ke de e e e e e e e dedeode e e e e e e o
* * - . * * %* *
*fusion * erlang % 25 * 1S o | 8 4

* normal * 0000 * 099 * 0rE8H 0.001 *
* * * * * * *
Fedede e e A e e e e e dede e v e oo e v ol e e Fe vk ek ol e oo A e e e e e e e e e Ao K A A K e e Ao e e o ek e de e de e de A e v ke
* * * * * * *
*fission * erlang v 8 * 14 * g & '

* normal % 080 * N0 * |0.88% 042 "~ ¥
* * * * * * *
e 9 e e 4 e e e e e e e she o v e v e o e e e e e e e de e e e K de e e K e e e de e do R o e e e e e Fe ok e dede e de e de e de e ok
* * * * * * *
*coa] gas* erlang > 2 * 2 *® 7 *

i histogram data per Table 5-7 below il
* *
e e e e e e e e e e e Aevie e e e e 2 e e e e e s e e e e e v e 2 e dede e e e o e e e v e e e e o e de e e ok K de e de e de e e e ek
* *

* Engineers assess the relative importance of the above factors *

* as (1) cooling water = 0.2 and (2) station reliability = 0.8. :
*

e e e e e e e e e e v e A Fe e e e e e Fe A e g e e e e e T e e e e o A e e o e e e e e e vk e e e e e e de e e Fr de e A e Fe Fe e e ek
Table 5- 4 Coal Gas Reliability Histogram
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Future Electric Power Generating Methods Network

Figure 5-1
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Figure 5-2 Computer Run of Future Electric Power Generating Methods Network

PRIBLEM IDENTIFICATION CARD OPTION===--=emcecccceccccemnen- 1
TYPE OF INPUT OPTION=-=-==-=smmmmmmm oo oo o mmcmcmmmeem 0
TYPE OF JUTPUT OPTION=c==mmmcceme e e ccccccccmccacaan- 4
COSTING AND PRUNING OPTIOV-==c==eemme oo cccccccccas 1
FULL PRINT TRIP OPTION--=-mmmmmcccececccccccccccecccae- --- 0
CORRELATION COMPUTATION AND PLOT JPTION==c=co-ccecmccmm———— 0
CIST-PERFORMANCE TIME INTERVAL OPTION--==c-memcccceccmacacn 1
COMPOSITE TERMINAL NODE MINIMJMS AND MAXIMUMS OPTION==m=m== 1
INITIAL SEED=mm=mocmm oo oo e e 435459
NUMBER OF ITERATIONS === e cccccceee 1000
YEARLY INTEREST RATE USED FOR INFLATION ADJUSTMENTS=mmm—ce- ‘ 0.0
YEARLY INTEREST RATE USED FDR PRESENT VALUE DISCIUNTING==== 0.0
TIME FACTOR WHICH CONVERTS PRIGRAM TIME TO A YEARLY BASE==- 0.0
TIME cosT DERF
TERMINAL NODE SELECTION WEIGHTS 1.00 0.0 0.0
CRITICAL - OPTIMUM PATH WEIGHTS 0.0 0.0 0.0
INITIAL VALJES 0.0 %40 2.2

COST-PERFORMANCE TIME INTERVAL 0ATA

0.0 $.0 185.0 211.9 0.90 0.0005
$.J 10.0 0.80 0.002
10.0 15.0 0.70 0.00¢4
15.2 20.0 0.60 0.006
0.9 20.0 0.75
ENDCTPR

WINIMUYS AND MAXIMUMS FOR THE CJMPOSITE TERMIVAL NOOE
12.0 17.0
ROFY START ROSFFU 0.65 FUSION RESEARCH AND DEVELIJIPYENT

RIFY DTIME 1 4.0 %.0 7.5 5.75 1.25
RIFY RCIST 115SK  100.) TROFU X 1.0

RDFI START ROSFFI 0.85 FISSION KESEARCH AND ODEVELOPMENT
ROF1 OTIVE 1 4.0 3.0 7.0 5.0 0.55
RIF1 RC3IST 1 10TROFI TRIFI X 1.0 65 1.2 K 53.0 TROFI

R2CO START ROSFCO 9.97 TJAL GAS RESEARCH AND DEVELDPMENT
RDCO OTIME 1 4.0 3.9 6.5 4.75 .0.25
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ROFUIK
ROFUOK

RIFI3K
ROFI13K

RCIST 1

RDSFFU
FILT1 1

RDSFFI
FILT) 1

ROFJFAILRDSFFU

RIFIFAILRDSFFI

ROCOFAILRDSFCO
PIFUl  PIFU

PIFUl  OTIME 1
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PIFU2  PIFU
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PIFUG  PIFU

PIFU4  DTIME 1
PIFU4  DCOST 1
PIFI1  PIFI

PIFI1  DTIME 1
PIFI1  DCOST 1
PIFI1 1
PIFI2  PIFI

PIFI2  DTIME 1
PIFI2  DCIST 1
PIFI2 M 1
PICO1  RDSFCO
PICI1l  FILT1 1
PICO1  OTIME 1
PICO1  DCOST 1
PIFU1IK PISFFU]
PIFU2JK PISFFU2
PIFU3JK PISFFU3
PIFU4OK PISFFUS
PIFI1J< PISFFI1
PIF120K PISFFI2
PICI1IX PISFCOL

PIFULFALPISFFUL

PIFU2FALPISFFU2

22.)

TRDCO K 1.0

TRANSPORT TO PILOT TESTS

FISSION REO OKAY, TRANSPOIRT TO PILOT TEST

GO0 TO RED FAILURE SINK

Gd TO REO FAILURE SINK

T RED FATLURE SINK

5.0

FIJSIJON PILIT STATION #2

5.0

FJSIIN PILIT STATION #3

5.0

FUSION PILOT STATIDN #H4

5.0

FISSION PILOT STATION #1

3.0

FISSION PILOT STATION #2

3.0

PILOT STATION #1

4.0
SUCCESSFUL
SUCCESSFUL
SUCCESSFUL
SUCCESSFUL

15K 80,7 kK 1.9 K 1.0 165X
PIFU 1.0 FUSION RLD OKAY,
0.0 7.0 D.D 70.0
PIFI 1.2
0.0 7.3 0.0 70.0
FAILRD 1.0 FUSION RED FAILED,
FAILRD 1.0 FISSION RED FAILED,
FAILRD 1.2 C0AL GAS RED FAILED, 60
PISFFUl D.84 DEVELOPMENT OF FJSIJON PILIT STATION #1
200 8.0 1200 ‘
6.0 43,0 60.0 52.0
PISFFU2 D.84 DEVELOPMENT DOF
2.0 8.0 " 12.0
6.0 43,9 60,0 52.0
PISFFU3 D.8B4 JEVELOPMENT OF
2.0 8.0 12.0
6.0 40,0 60.0 52.0
PISFFU4 D.84% DEVELOPMENT OF
2.0 8.0 12.0
6.0 43.0 60.0 52.0
PISFFI1 D.92 JDEVELOPMENT OF
3.0 5.0 10.0 8.0
5.0 43.0 50.0 44.0
0.5
PISFFI2 D.92 DEVELOPMENT OF
3.0 5.0 10.0 8.0
5.0 4J.0 50.0 464.0
0.5
PISFCO1 0.97 JEVELOPMENT OF COAL GAS
0.0 7.0 0.0 7.0
3.0 13,0 12.0 11.4
4.0 20.0 40.0 27.0
ENDPIFJ 1.0 FUSION PILOT STATION #1
ENOPIFU 1.0 FUSIDN PILOT STATION #2
ENDPIFJ 1.0 FUSION PILOT STATION #3
ENDPIFU 1.0 FUSION PILOT STATION #6
ENDPIFI 1.0 FISSION PILOT STATION #1 SUCCESSFUL
ENDPIFI 1.0 FISSION PILOT STATION #2 SUCCESSFUL
ENDPICO 1.9

FAILPILT1.0

FAILPILT1.)
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PIFJLFALPISFFUS

PIFI1FALPISFFI1
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PIFUFAILENOPIFY
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COOLFY
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RELFI
RELF1

CJILF1
COOLF1

RELCO
RELCD
RELCO
RELCO
RELCO
RELCO
RELCO
RELCO
RELCO
RELCO
RELCO
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PERFFU
PERFFU
PERFFU

PERFF]I
PERFFI
PERFFI

PERFCO
PERFCO
PERFCO

SHOCKFY
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SHICKF1
SHOCKF1
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ENOPIFY
FILT2 1
OPERF 1

ENDPIFU
FILT2 1
OPERF 1

ENDPIFI
DPERF 1

ENDPIFI
OPERF 1

ENDPICD
HPERF 1
1PERF 2
HPERF 3
1PERF 4
dPERF 5
1PERF 6
HPERF 7
4PERF 8
4PERF 9
4PERF10

ENDPICO
OPERF 1

COREFU
RPERF 1
RPERF 2

COREFI
RPERF 1
RPERF 2

CORECO
RPERF 1
RPERF 2

SELECT2
RTINME 1
0CAST 1

SELECT2
JTIME 1
9C3ST 1

FAILPILT

FAILPILT

1.0
1.3

FAILPILT1.0

FAILPILT

FAILPILT1.D

1.7

FUSIGN PILOT STATION K3 FAILED

FUSION PILOT STATION #6¢ FAILED

FISSION PILOT STATIIN H1 FAILED

FISSION PILOT STATION #2 FAILEO

COAL GAS PILOT STATION K1 FAILEO

FAILPILT1.) TOJ MANY FUSION PILIT STATIONS FAILED
COREFU 1.0 STATION RELIASILITY-FUSIJN
3.0 %0
4,0 J. 1) 0.99 J.85 0.1
COREFU 1.0 CJJLING WATER TEYPERATURE-FUSION
3.0 4.0
8.0 5.9 15.0 11.0 8.9
COREF1 1.0 STATION RELIABILITY-FISSION
4.0 J.80 0.99 0.88 0.02
COREFI 1.2 CTJJILING WATER TEYPERATURE-FISSIDN
8.0 3.3 14.0 3.0 6.0
CORECO 1.0 STATION RELIABILITY-COAL GAS
0.629 J.J1 0.631 0.2 0.673 0.01
0.681 0.2 0.745 0.01 0.755 0.01
0.765 0.31 0.775 0.01 0.765 0.01
0.795 9.2 0.835 0.02 0.815 0.03
0.825 3.33 0.835 0.04 0.845 0.04
0.855 0.25 0.865 0.06 0.875 0.07
0.885 0.8 0.895 0.09 0.905 0.08
0.915 0.37 0.925 0.06 0.935 0.05
0.945 .24 0.955 0.D6 0.965 0.03
0.975 0.2 0.985 0.01 0.995
CORECO 1.0 CODJILING WATER TEYPERATURE~COAL GAS
8.0 2.0 12.0 7.0 7.0
SELECT2 1.0 AGGREGATE THE PERFORMANCE FOR FUSION
15PCDOREFU K -1.0 X 1.0 254 10.0 K 0.2 PCOOLFY
2SPRELFUY 0.8 K 0.90
SELECT2 1.0 AGGREGATE THE PERFORMANCE FOR FISSION
15PCOREFI X =-1,0 K 1.0 25K 10.0 K 0.2 PCOOLF1
2SPRELF] 0.8 K 0.90
SELECT2 1.0 AGGREGATE THE PERFORMANCE FDOR COAL GAS
1SPCOREC3 X -1.0 K 1.0 25¢ 10.0 K 0.2 PCOOLCD
2SPRELCO J.8 K 0.90
SELECT1 9.72 SHOCK TEST~FUSION )
15k 0.2 1.0 K 1.0
1.0 132.2
SELECT1 0.88 SHOCK TEST-FISSION h
1.0 0.2 ]
1.0 12.0
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ENDPIFI
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RED SUCCESS~FAIL DETERMINATOR-CCAL GAS

INITIATION PILOT STATION~CONSTRUCTION-FUSION

INITIATICGN PILOT STATION-CONSTRUCTION-FISSION

FAILURE OF RED EFFORT

PILOY
PILOT
PILOT
PILIY
PILOT
PILOT
PILOT

SUCCESS-FAIL DETERMIMNATIR
SUCCESS-FAIL JETERMINATOR
SUCCESS-FAIL DETERMINATOR
SUCCESS-FAIL DETERMINATOR
SUCCESS-FAIL DETERMINATOR

SUCCESS-FAIL DETERMINATOR

SUCCESS-FAIL DETERMINATOR

STATION
STATION
STATION
STATION
STATION
STATION
STATION

END OF PILOT STATION EXERZISE-FUSION

END OF PILOT STATION SXERCISE-FISSION

END OF PILOT STATION EXSRIISE-COAL GAS

FAILURE OF PILOT STATIONS TESTS

*0JL + RELIABILITY-RAW GENERATES-FUSION

COOL + RELIABILITY-RAW GENERATES-F1SSION

COOL + RELIABILITY-RAW

SELECT 2 METHODS FOR SHJ{K TESTING

SELECT THE MOST JESIRED MZT+00D

FAILURE OF THE SHOCK TEST

1-FUSI1IN
2-FUS1IN
3-FUSTIN
4=FUSTIN
1-FISSTON
2-F1SSTON

1-C3AL GAS

GENERATES-COAL GAS

SUCCESSFULL PROJECT COMPLETION VIA FUSION
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FIWINNERZ2 1 2 SUCCESSFULL PROJECT COMPLETION V1A FISSION

FININNER4IST 15.00 17.30 275.00 500.00 0.90 1.35
COWINNER2 1 2 SUCCESSFULL PRDJECT COMPLETION VIA COAL GAS
ENONOOE

W ARNING NO. 6135 PARAMETER =

4 A RNTNG VNI, 6140 . PARAMETER »
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PISITIVE CIST INCURRED BETWEEN THE TIME PERIODS OF 0.0 - 5.00

CFD 0.1 D.2 0.3 0.4 0.5 2.6 0.7 0.8 0.9 1.0

180,0771 J-===]-==c]e-ecc]recc]rcnc]emcc]cccc]eccc]aana] ] NI\

1 ) 0.005
185.0000 1

1 0.209
186.1818 [

12 0.021
187.3636 1

Jsse 0.052
188.5454 1 ]

Jesoeo . 0,106
189.7272 1

]sossososn 0.175
190.9290 |

Jovoooscoossan 0.250
192.0909 1

Jossoosoossootasnse 0.356
193.2727 1|

] 080008008800 0000080088 0.450
194.4545 1 .

000808 0S00R0B00BOOBROUBABBOB 0.557
195.6363 1

000000000800 030020000820088000802 0.656
196.8181 I

[00000000000060000000000000800000BG0BS 0.762
197.9999 1

0080008000800 50000000000000BOOBBB0BBO00T 0.818
199,1817 1

Jos2 000008t 000000000008S00000000BO0BBOO0BBOD 0.858
200.3635 1 . .

0000008830882 000G0000000000RRV000V0OBGOBOIDD 0.885
201.5453 1

002000800088 000000000080000B0B00RR000BBO0SARY 0.905
202.7271 1

0000000000808 00000800000400R0BO00B000BBO0RB0B0 0.921
203.9089 1

122002000030 08000008000000000R00B0O00B0RBBAOBOBY 0.936
205.0907 1

[ 008800000 C000002000000000000000 08000 00SBOBRALD 0.949
206.2726 1

[2000000000000000002000000022000000RR0B8000000088 (0,967
207.45644 1

[22002000000000000000000000000000080000080000000088 (0,976
208.6362 1

[20000060000000000000000000000000000000800000000808 (),985
209.8180 1

[0000050000000000%000000000RRRBORIBRORAB0BB00BBB000(),9T4
211,0000 1

I000000000003000000000000000000000000000000000000001 .000
212.7589 I-===]-=o=]e=cc]occc]emecfeeca]orec]acci]oma]eama] HAX

N J3S§==-=ccwcca-a 1000 STD ERRIR~ 5.1157
COEF JF VARIATION- 0.03 MEAN==-=-- 195.5337
KJRTISIS (3ETA 2)- 3.72 MEQIAN-=--~ 195.0414
PEARSIVIAN S<Ew-=-=- 0.09 M30E----=- 195.0735
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) 9.6800
9.6800
17.2586
26.8373
32.4160
39.9946
47.5733
55.1519
62.7306
70.3092
77.8879
85.4666
93,0452
100.6239
108.2025
115.7812
123.3599
130.9385
138.5172
146.0958
153.6745
161.2532
168.8318
176.4106

176.4106

PISITIVE CIST INCURRED BETWEEN THE TIME PERIDIDS 3F 5.00 -~ 10,30
CFO 0.1 0.2 0.3 0.6 0.5 0.6 0.7 0.8 0.9 1.0

lescc]mcec]ecac]eccc]mecc]cccc]cecnc]eccc] caac]acae] M]N
1 0.0
1
Joes 0.357
:aooaoaoa 0.153
;oooaaooaaoaaooa 0.296
;aaooaoooaooooaoaaaoaa 0.626
:aoaoaaooaoaaaoaooaaaaaocoaoa 0.55%
;aaaoaoooaaoaaaooo¢ooaoooooaooaaoo 0.663
;aoaaoaaaaaoaaaaaaaoaaaooaaooaaaao:aoao 0.763
:aaaaoaaaaaooooooaaacoaaoooooaaoaoaaaoaaaa 0.830
;aoaaoooaaoaaooaaaaaoooaoaoooaooaaooaacaaao 0.848
:#00####0###0###00###0#0##000##000#03##0000 0.849
;aoaaoooaaooaoaaaoaooaooaaoaaonooaaaoaaooao D.849
;ooooaooaaoooooaoooaaooeooocoooaoaonooooooo 0.850
:aoooaooaaoooooaoaoaaaaoaaaaaooaaooaoooaoaoa 0.859
:aaoaaoooaaaooaaaooaaooooooaaaaooaaoaaooaaooa 0.874
;aaoaaoaaaoaaoooooaaoaaaaoaoaoaooaaaaooaoaooao 0.995
;aooooooaoaoaoooaooaaoooaooooooaaaaaoaooooaooaoa 0.93%
;aoaoaoaaaaaaoaaaoaooaoooaaooauooooooaaoaaaooooo 0.949
ioaaoaaaaaaoaooooooaaaoaaaoooaaoooooooooaooooooea 0.964
:aooooooooaoooaoaoo#aoooooooooooo#oaoaaooooooooooo 0.989
;aoooaooooaoooaaooootoaoooaoooaooaaooaoooaaaoaooaoao,993
;oaooaaaoaoaaaoaooooaooaaaooaoooooooooaaoaoooooaaaoo,999
;aoaoaoooooaoonooaoaooaaaooaaoonoaooaooaonoaooooaao1.aoo
;oaoooooooaooaooooooooonaoaoonaaooooaanoooanoaovaool,gog
g B s ot t) ETES EEEES PRI (NI iy NI Sy gy vy
NO 0BS--==-mmm-e=e- 1000 STD ERIIR- 35.9999
COEF IF VAR]IATJION- 0.66 MEAN-==--- 54.2576
KURTJISIS (3874 2)- 4,15 MEDIAN=~-- 44,3195
PEARSONIAN S<EW=-=-- 0.65 MIDE=--=--- 30.7739
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PISITIVE COST INCURRED SESTWEEN THE TIME PERIDDS OF 10,00 - 15.30
CFO 0.1 0.2 0¢3 0.4 0.5 2.6 0.7 0.8 0.9 1.0
8.5326 l=-ec]ecc-]-coc]mcmn]eccc]occc]mcr] mmac] cmma]e=aa] MIN
1 0.0
8.5026 1
Jetosoedotoebossstsadn 0.422
14,0671 1
20002060000 SR00RROORRROREY 0.528
19.6315 1
6026000000020 00080200000A0E080D 0.652
25,1960 1
00003000000 0Rt0Us00LLOR0RRB00E0R0RRBOD 0,794
30.7605 1 |
020006008000 00080 80002000 0RE000RGRBA000SD 0.843
36.3250 1
8600000002008 SG0LO0SA0B0L00R0R00R0BRGDROS 0.847
41.8895 1
I Y L L T 0.849
47.45%0 1 . .
200000004 4Ed000LRELO0NEB0ORRGR00RODB00O0S 0.849
53.0184 1
[#08040000000000005000008000000000R08000080 0.849
58.5829 1
]00022000 40 0%dRd 00000800 BS000000R0R0%0BG0Y 0.849
64.1474 1
0000000000000 0200000000820 0B000G0LO000B0S0 0.849
69.7119 1
[ 0%20s0 0002000420080 0000L0B0SB0SO0RGE000 0.8649
75.2764% 1 )
[ 0080t aut0 00000 RoR0stt 0000000300000 08 0.849
80.84%09 1
600600040000 0%0L0080000000%R0SGRAZALIOLDD 0.853
86.4353 1
62080000040 0%00000000000000R00SERA000000BD 0.861
91.95938 1
[ ¢4 0404000000000 AR EHO0ROBOLR0OBORSRERER00DS 0.883
97.5343 1
0000000002002 030 0000000000000 0%0SAE0000R00HD 0.319
103.0988 1
[22200000080e0ss08000000002000000000388080020000¢ (),953
108.6533 1
[ 224000000222 0000 0404000020000 00000225400000000800 (0,980
114.,2278 1
| 9220000 sa000ss00s0BL02000005000000006880080008 (),990
119.7323 1
[ 9000400000808 00800008000000000000000000008000038080,995
125.3567 1
. | #208024000658060040000300000000000000800800808082¢8] ,00)
130.9214 1
lossooncesoeosntosssoss0ss0000s00000088000000¢800800] , 000
130.9214 l=c-=]--c-]mmec]ecac]cmma]mmma]mmcc]ccac]mmma] aman] MaX
NO J35-=-ccrcceewa 1000 STD ERRIR- 31.91230
COEF OF vARIATION- 1.03 MEAN--==-=- 31.0489
KURTOSIS (3ETa 2)- 4.69 MEDIAN=-=-- 17.3702
PEARSINIAN S{Ew==~ 0.61 MI0E-wwe-o 11.6844

75



POSITIVE COST INCURRED 3ETWEEN THE TIME PERIDIS JF

0.5393
0.5393

2.6387
' 4.7380
6.8374

8.9368
11.0361
13.1355
15.2349
17.3362
19.4336
21.5330
23.6323
25.7317
27.8311
29.930¢
32.0298
364.1292
36.2285
38.3279
40.4272
42.5266
64,6260
46.7253

46.7253

15.00 - 20.00
CFD J.I 2.2 0.3 0.6 D.5 Je5 J.7 J.8 0.9 1.0
I R R e R R EL L L B LS CLELY B ]
I 0.0
I
12 0.213
i° 0.022
}oo 0,931
ico 0.03¢
{occon 0.294
icocccccooooccoocoocc 0.408
;cooooccoooocooocccooccoocac 0.537
:ooboccaooococoooooocooaocoo 0.5643
}coococcccccococccoocccocooo 0.5648
{oaooooonooonooooovoooaaoanaaoooo 0.631
{cccc#cccccooooooocccccocoocccccccoccocccccv 0.854
;cccocoooooooaooocccoccccooocoaoooocooooocooccc 0.719
}ocoocccococcccccocccco:coccoccocoooocc;occoccoc 0.943
:onooooooonsooacoooococcoovoocaocooncacoooocccono 0.366
;occcocococoooococooocoooooooooocoooocaocccoooaocc 0.977
;cccoocccooooooaocoocooooaoacooocaoocooocaooosoooo 0.98¢4
;occocnoooooooococcocoaooooooooacaooonvcooonoccoaoao,992
}occoooocoocooocooaoccooocoocoooccococccoccocacccooo,997
;occocccccccoocccccococooooococcaocccccocccccccoocco,999
;acoccoccooaoocccooocooocoooccoccooacccoeccocoococao,999
:oooocccooooooooccoocooooacooccooooccccccoccccooccco,999
:occoooccacoooooocoooooaoaoococooaooocoooooccocoaco1,ooo
;coccobocooooooccccoccoocooocaooooaacooocccocococcol,030
e R e LD B L e e S T P S Sl 1.¥ 4
NO 08S===cececccnea- 987 STD ERRDR- 6.,7712
COEF JF VARIATIDN- 0.39 MEAN-=-=-= 17.34907
KURTIJSIS (3ETA 2)- 3.10 MEDIAN---- 13.8371
PEARSOVIAN SKEW==- 0.75 MJDE---=-- 12.2503
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PISITIVE COST INCURRED BETWEZN THE TIME PERIDDS IF

223.1879
223.1879
236.1876
249.,1873
262.1870
275.1865
288.1860
301.1855
314.1851
327.1846
340.1841
353.1836
366.1831
379.1826
392.1821
405.1816
418.1812
431.1807
444.1802
6457.1797
470.1792
483.1787
496.1782
$09.1824

$09.1824

0.0 - 20,00
CFD 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

e R B R ) B B Y Ty peuupupuy Ty FV
1 0.0
1
Iss 0.0%%
iaacaaccaacaaaa 0.271
{cacccccocccccocaoacacoa 0466
iaaaoaaaaacaaaccaaacaaaaa 0.%486
:aacaaccaaaaacaccaaccaccccca 0.548
:accaaaaaacaaccaacoaaaoacaooacacccoaaca 0.752
;aococcoaaacoa:caaaa#aacaoccaaaoaaacaaca#aa 0.845
;aaaa#cacaccococcaoacccaaaaatc#aaaoaaaaaaca 0.849
;aaoaacccccaacaocc#aaaacacccaa#aaaoaaaaacaa 0.8%9
:aacocaccaacccoaaaaaacoccccccaocaccaaaaacaa 0.849
:cccaccacccaaaaooaccaaaaaoaaaaooaaaoocoa#aa 0.849
;caacccacocaccocaaacaaacococcacccoocccaaaoo 0.84%9
;aacoaoocaoccasaaooaacaaaacoaaaoaa:coac:aaa 0.8649
:#aaaoaaa#ccaccQoacaaaaooaoaaaooccaoaaccaaa 0.849
;aaaacoacaocaaoaaacaoaacaaaaa#ccaccccaccaa# 0.8649
:oaaaaanaoaaaocaaaaaaaacccaaacccaacaaaaaacaa 0.85%
:aoaoaococa#cagaacoacaaaccacacaaaaaacaaaaaaca 0.878
;oaaaaaaacaaaacoaaaaaaaccoacaaoc#cccacaaacccacc 0.91S
:caaccaocaoccaccacacaaacacccaccoaococcccaaaaaaao 0.941
:cccoaoocccocccccoocccaocccaoocoaaaoaaoaaacccaoco 0.956
;aaacccocacoacacacaacacaaacoaaoocooaaaoocacacccacc 0,985
;acaaacocaaaaaccaaacaaoaaaaccaococcoacocccccaoooooo1_ng
;aaaccccoacccoocaacacacoccaocacoaoacoccoaaoocoooaocl,393
[=emelecoclocommmec e m s mmrc] ccee] mmeo [ ====] MAX
ND JBS-=-=eeccccea- 1000 STO ERROR- 74,6349
COEF JF VARJATION- 0.25 MEAN-=---- 297.958)
KURTOSIS (BETA 2)- 4.33 MEDIAN=-==- 280.0195
PEARSONIAN SKEW=--- 0.68 MIVE-==-==- 247.1503
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COST CONFIDENCE BALANCE AMING SELECTEL TIME PERIJDS

CFI ND

1.
2.

TIME INTERVAL COVERED

START

0.0

STaP
5.2)
12.0)
15.00

CONFIDENCES
COMPUTED

0.89

0.75

SUM 3F ABOVE COSTS

20.00

78

0.75

COST INTERPOLATEO FOR THE
CONFIDENCES COMPUTED

201.693224
61.7453156
22.8625183
13.8157101

300.116211

300.456543



PATH COST FOR NOJE FJAINNER

209.4123
299.4123
213.5051
217.5980
221.6908
225.7837
229.8765
233.969¢6
238.0622
242.1551
2646.2479
250.3408
2564.4336
258.5266
262.6191
266.7119
270.8947
274.8975
278.9902
283.0830
287.1758
291.2686
295.3513
299.4551

299.4551

CFO 2.1 3

L
]
]
]
(]

—
[}
[}
]
[]

—— o
[}
[}
]
[]

—
]
]
]
]

—
]
[}
]
]

—
[}
]
[}
]

—
]
]
]
[]

—
[}
[}

1
1

o
1
I®
1
I»
1

Jovon

1

| E-2-2-2-2- 3% -%

1

[ oo D

1

| so00 00000000000 BGBS

1

[ o200 0000300 8000 RRG

1

[ 2020000000000 000BE00R

1

| 200300000000 30000R00RS

1

[ 980300000050 EBR0BRBRHY

I

[0 c0B000000B0R0R

1

[ o000 RO R0 RRSBRR

1

[USo0BREELREB00B BB BBBBO

1

[¢00 030000000 ROROBRBOBBBGHY

1

[220800000000 0ROV BOBBBRBRBBED

1

[ o000 00 00000 00RRROOBBOBBBVVBVBCOY

1

[220000 00000000V 0BRBEVBBVVBVBHVOVBBHRD

I

[¢00000 000000000000V VBBV BBEVEVEOVOCROBHO Y

1
[o000 000000000200 GO0R0RRRRRVRRVRVVYVCVVOBOBBOR
I

[22000000 0000000000 RERRRR0RRRVRBEOROLVROSVVBOBBBY
I
l6000000000000###00#0##0#0009##0######0#0######0
I

[0 000000008000 BRVVRERER OGO BOOBVVROVBOVBOVRERD
L B L T DLET EUR ERT PSR S PRI
NO 3BS=-======cmuu 71 STO ERRIR-

COEF OF VARIATION- 0.10 MEAN=-=-=-=

KURTOSIS (3ETA 2)- 1.45 MEDIAN----
PEARSINIAN S<En-=- 0,86 Y4IDE=mwm==
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0.316
0.014
0.328
0.070
0.169
0.282
0.352
0.408
0.423
0.423
0.423
0.423
0.451
0.493
0.521
0.592
0.634
0.761
0.8645
0.930
0.966
221,000

©221,000
--1 MAX

26.3123
259.6073
267.6016
281.7187



NETWIRK TIME FOR THE COMPISITE TERMINAL NIDE

CFD 0.1 3.2 0.3 0.4 0.5 DJ.% 0.7 0.8 0.9 1.0

11,0765 l====]evcec]e-re]ecec]e-cec]ecec] ] e cec]e===] MIN

1 0.005
12.0200 1

1 0.005
12,2273 1

1 0.006
12,4545 1

1 0.007
12.6818 1

1 0.007
12.9091 1

1 0.007
13.13606 1

1 0.007
13,3536 1

1 0.3007
13,5909 1

1 0.007
13,8182 1|

I 0.007
14,0454 1

! 0.008
19.2727 1

1 0.008
14,5300 1

1 0.009
14,7273 1

l# 0-020
14,9545 1

Lea 0.0644
15.1818 1 .

{so00e 0.096
15,4091 1

jsostos0n 0.165
15,6364 1

[ ooss0000000000 0.271
15.8536 1

[2002002200022000000000 0.432
16.0909 1

[9005000000000003000820000000800 0.627
16,3182 1 \

[200000000000000000000000000030000008008 0.787
16,5454 1

] 000080000000 000000000000000000000003008300083D 0.910
16,7727 1

1000000000000 0000000000000000000000030830008800000 (),981
17.0020 1

1900000000000 00000800005000000002088020000000002000] ,30)
17.5292 l-===]l-==-]==--]-eer]-cee]eeme] e o] =] -===] MAX

NO J3S5-=---r-ceee- 1000 STD ERRIR=- 0.6070

COEF OF VARIATION- 0.6 MEAN—-====- 16,1045

KURTOSIS (3:Ta 2)- 19,66 MEDIAN-=--- 16.1632

PEARSONIAN S<EW--- 0.16 MIDE-=-=-=- 16,2029
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PATH COST FOR THE COMPISITE TEKMINAL NODE

82,6049 l-=-c-]-mce]ecce]ecan]emmc]emac]mmac]ccac]aman]aaaa] MIN

1 ) 0.0
82,4349 1

|2 X3 0.131
94.8342 1

| 520302000000 00000RSRERORR0000 0.580
107.2635 1

[ 2500550000008 00 3080008888008 50020000 0.720
119.6927 1

[ 2220000000000 R00 0000000 SBRSSSRSOSRRRRBRSRRRBR0Y 0.923
132.1220 !

[580000800 003 0SR RSB0 ABBEEEEOBEVVEVCIVSEBVRVRDG 0.923
146,5513 |

[ 2222000002 000R80 000000280 BS0SASER0RRBR0SBE0RGRH 0,523
156.9806 I

2222020000000 0 0000000080000 RRBES0RER00RR0GGS 0.923
169.4398 1 '

[ 2200035300050 0 030000008 BE0A0RRSSRSSRRRDOROGSHS 0.923
181.8391 1

[ 5808033308000 008 0000000 OSS0ESRRANGSBSRSLRLE 0.923
194.2584 1

122333 223 23 323 32 2 R N Y - L 0.923
206.6377 1

[ 2220000000000 000000 RR0SE000SERRRRR0RRS0RRBSSRnD 0.928
219.1269 1

[200000000000 0302 00BB0R0I0BCOBBOEREOBGAVRBEOBEDS 0.944
231.5562 1

(22000000200 0000 0S00SROABEEOSRRVRBREOSOEREBBHBG 0.957
243.,9855 1 ' '

[$50000000 0000200200 BLORBVLOROBOTIEHAGOGBOLERSE (0,558
256.4146 1

[#522 5000800000000 000B0OSOVBVOOERABBOBBVBBBBEES () 965
268.8437 1

[35 0000000000030 230GLO0LR0ORORRO000SR0OBSOR0RBRBOEBE (), 980
281.2729 1

[ #3230 000000000004200%00SVOBVVOOAEBEBOOL00BEDBBERB(),5T4
293.7021 1

[ 2000000003000 00 0080000002000 2000R0000RB0E00BRB00505(),590
306.1313 1

IR T IO ]
318.5605 1

[ 200020000000 0000 000000000000 00000002R000RRORORRLERER(0),5900
330.9857 1

[ #3233 000000000800080002 80000000000 BRBBEBLOOBR00R0EBEB(),999
363,4189 1

[#000300200000030030 0820000 RRRR0RBEBBBO0BGEEBseBes] 000

355.86451 1
J#2000000000000000002008800 0020220000380 08000020228],000

355.8691 l-===]-=--]-=-c]ecmm]mmmcfome-]meac]sama]ocoa]oooc] HAX
NO 0BS=-====-ceoe-- 1000 STD ERRIR- 42,8560
COEF OF VARIATION-  0.36 MEAN====== 117.8486
KURTOSIS (3ETA 2)- 11,38 MEDIAN=---= 101.7344
PEARSINIAY S<EW=== 0,39 MIDE~=c-=-- 101.138)
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OvERALL CUST FOR THE TIJ4PISITE TERMINAL NODE

CFO 0.1 0.2 0.3 0.4 0.5 0J.6 2.7 0.6

0.9

1.0

223.1879 l-===]-==c]===c[mce=]=mac]emec]=mac]mcea]-cac]==ae] MIN

223.1879
236.1876
249.1873
262.1870
275.1865
288.1860
301.1855
314.18%1
327.1846
340.1841
353.1836
366.1831
379.1826
392.1821
405.1816
418.1812
431.1837
644,.1802
457.1797
470.1792
483.1787
496.1782
509.1824

509.1824

1

I

los

1

]ecsoossosonsne

I

Joss00000000800000000000

I

[|9008000000000000000GRRB0D

1

000800000008 020008000000000

1

00500809008 0SRVOOBSVGOVEVOOBVVVBOBOBBO

I
[|202000000000302000300000000SBOBOVEVBBOBIVO
1

202800000000 0000B0SYBGOVBVVVSVVOBUVGBVBOBBVD

I

1028000000000 000GVVGVBEVBEDVROVOVBROVEVBBED
1

[0002000 0000000002000 0RBRORBRRVEBOBEBGVBVBOD
H
[020020000000000 000GV EVVVRVVRRVVABCBVEVVBGD
1
[200000000000RBG0R0RVSBVSBR VSV VVBBBRBUBOBVD
I

1920000000000 0000CYBEVEVVVCUBVOBBVERSVEVVBGY
1 , .
1200000000000 00000000RRBGCVBGVBGVVVBVVBEVY
i

1200200000000 00000R0V0OOVEBBVVVRVVVEVBBBGT
1

1000000000000 080000GBR000GVBGVBGVVVBVVOOBVT

I

[0000000000G0R0RRRRORRSBORVTVVSEBETBBIBSVOVD

I

[2000 02000000V SLBAVVIBVIBIVICBVUVBVIBBBOBBED

I

[290003000 00000000 AVYVIVBIBVEVBOIBEVVVOISVBBOOOVD

I

L]

bR

0.0

0.044
0.271
0.46¢6
0.488
0.552

0.762

[230030000 000000 0RBYSBBVBVEIBVVBVVUBEVVSSVVBBBERVT 0.957

[2200023 00000000 R0RBYVBABIBYVIBVVBBVIIBVOIIVIVISVVY 0,985

I

|282320000800000C0C0CYORSBEVBVBBBBOBOGBSGGOGRoBBG0] 000

I

2020200000080 00002000B0BSVGV0RO0RO000BOBGBOGESRSSS] )0
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PATH PERFURMANCE FOR THE COMPISITE TEKMINAL NIDE
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CHAPTER 6 AUXILIARY PROGRAM TO AID VERT

There is'a peripheral program used to assist the VERT effort. This
program is known as DIMEN,which stands for dimensioning.

6-1. DIMEN - VERT's Core Storage Dimensioning Program

DIMEN dimensions VERT's storage arrays while simultaneously assigning compat-
ible values to the check variables. These check variables are used to run a
check on the quantity of information being put in these storage arrays. If
they have the same value as the magnitude of the storage arrays, these check
variables will insure that the boundaries of these storage arrays are not ex-
ceeded when VERT loads these arrays. DIMEN was specifically structured to
accomplish this logical task.

A. Definition of Inputs.
DIMEN requires only one input card which has the following layout.

Columns Format Check Variable Boundaries on the Check Variables#

1- 8 18 MITER MITER.GT.0.and.MITER.LT.T00000
9-16 18 MARC MARC.GT.0.and .MARC.LT.10000
17-24 18 LARC LARC.GT.0.and.LARC.LT.100000
25-32 18 MNODE MNODE.GT.0.and.MNODE.LT.10000
33-40 18 LNODE (LNODE + MTAG).GT.0 ---and---
41-48 18 MTAG (LNODE + MTAG).LT.100000

49-56 18 MHIST MHIST.GT.0. and .MHIST.LT.100
57-64 18 MTERM MTERM.GT.0.and .MTERM.LT.1000
65-72 18 MSLACK MSLACK.GT.0.and .MSLACK.LT.1000
73-80 18 MCPGAP MCPGAP.GT.0.and.MCPGAP.LT. 1000

# GT = Greater than and LT = Less than

B. Example Output.
OCOMMON/ARCS/ASTIRE( 2900),UTIMEA( 125),TIMEA( 125),UCISTA( 125), 5L4 710

1COSTA( 125),JPERFA( 125),PERFA( 125)WIRK( 125),ISTATE( 125), GLM 720
2NIDEI( 125),NOJED( 1251, 1CRITA( 125),KEEPC( 12S),XEEPP( 125), SLM 730
31ARCI( 125),1ARC2( 125),1POINT( 125),JPJINT( 125),ISLAK( 125), GLM 740
GCARC yLARCy4ARC NARC, ITALC,ITALP,IS5TAR oLM 759
DCOMMON/TRIALS/STIRET(  SCD44) ,TERM( 2,8) ,KPIINT( 2) NODET( 500), GLM 962
IMTERM GyNTERM,,MITER,JTER sLtd 670
DCOMMON/ARCS/ASTIRE( 20G0),UTIMEA( 125),TIMEA( 125),UCOSTA( 125), GLM 989
ICISTA( 125)JPERFA( 125),PERFA( 125) WIRK( 125),1STATE( 125), SL¥ 992
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2NJOET (
31ARCI(

125),NJJEJ(
125)1ARC2¢

125),1CRITA(
1251, 1POINT(

125)
125)

' KEEPCH
v JPOINT(

GKXARC,LARC y4&R. \NARC,ITALC,ITALP,ISTAR

0CoMMON/
INJDEL (
2NARCI(
3NPOINT(
4NTAG
3C0IMMONY/

1HAVE(

Gy6 ), 1065(

NIDES/TIMEN( 75),COSTN(  75)
T5)4NJIJE2(  75),L3GI( 75),L
75) ¢ NARCI(  T75),ISTAT( 75),

75) 4 NSLAK(

AIST/XMING 4,4) s XMAX Y

75) 9 JUNP(

Gyt)y M

) yMHISTHNHIST

P PERFN(
J53(  715)
INSTAT(

IN(

125) ,KEEPP(
125),15LAK(

125),
1251},

75),NSTORE( 1200),

s NSTATE(

75),ICRITN{
75)9yKNDDE ,LNJDE ,MNOOE ,NNOOE,MTAG,

751,
751,

Gy6) yHMAX( 4,44),

OCOMMON/SLACK/RMING 8),RMAX{ 8),SMIN( 8),54AX( B8),SAVE( 8),

1JOBS( &

) oMSLACK ,NSLACK

0COMMON/CPGAP/T1(10),T2(1C),CSHIN(10),CSMAX(1D),CHMIN(LO),
1CHMAX(10) yCAVE(10) ,PSMIN(10),PSMAX(10),PHMIN(ID) ,PHMAX(10),
2PAVE(10),XKI0BS(12),KPIBS(10) 4MIPGAP NCPGAP,ICPGAP

MITER =
MARC
LARC
MNJOE
LNJIDE
MTAG
MHIST
MTERM
MSLACK=
MCPGAP=
OCOMMON/
IMTERM,N
OCOMMON/
IMTERM N
OCOMMON/
1CISTA(
2NJ0E1 (
3TARCI(

[ ]

Bowow oW

530

125

2220

75

32

610

A

2

8

10
TRIALS/STIRET(

TERML,MITER,ITER
TRIALS/STIRET(

TERM,MITER,ITER

ARCS/ASTIRE(

125),N3283¢(

125),1a3C2( 125),1PC1

¢000),UTIMEA(
125) ,JPERFA( 125),PERFA(
125),1CRITA(

500,4),TERY

12
125)
125)

NT( 125)

500,4),TERM( 2,8) ,KPOINTI

2,8) 4KPOI

5)sTIMEA(
s WIRK (

yKEEPCH
P JPIINTH

GKARC,)LARC,MARZ ,NARC,ITALC,ITALP,ISTAR

0COMMON/
INJDEIL(
2NARCI(
3NPOLINT(
GNTAG
0COMMON/
THAVE( &
0COMMON/
1J0BS( 8
0C0MMON/
1C0OSTA(
¢NOOET(
31ARCI(

OCOMMON/TRIALS/STIRET(

NODES/TIMENI
75),N0D0E2(
75) ¢ NARCI(

75 ), NSLAKH

751,L361

AIST/XMIN|
24),1085¢
SLATK/RMIN(G 8),RMAX(
Yo MSLAT <, NSLACK
ARIS/ASTIRE(
125),UPERFA(

Gy) XMAX

75) ,COSTN(

15)

( 75),L0G63H{
75), 1STATY
750y JUMP(

751,

Gyte) yHMINCG 4 ,4) JHMAX(
%)y MHIST,NHIST

8),SMINI

125)

2 PERFN(
75)
INSTAT(

8) ¢ SHAX(

2000) ,UTIMZ AL 125),TIMEA(
125),PERFA(

P WIRK (

NT{

2) yNOOET(

2) yNOOET{

125),UCOSTAL 125),

125), ISTATE(
125) ,KEEPP(
125),1SLAK(

75) ¢ NSTORE(

s NSTATE(

751, ICRITNI(
75) yKNJDE yLNODE ,MNODE ,NNODE ,MTAG,

8) +SAVE(

125),UCOSTA¢(
125),ISTATE(

125),
125),
12%),

1239,
751,
75),

Gy4),

8),

1251},
125),

5001,

500),

GLM
SLM
GAM
GLM
GLM
SLM
GLM
SLM
GLM

GLM
GLM
SLM
GLM
GLM
sLM
GLM
SLM
GLM
aLM
GLM
GLM
GLM
SLM
GLM
GLM
GLM
SLv
SLM
GLM
GLM
SLM
GLM
GLM
GLM
SLM
GLM
SLM
GLM
SLM
SLM
GLM
GLM
SLM

1000
1010
1020
1030
1040
1050
1060
1065
1070

1080
1050
1100
1110
1120
1130
2090
2100
2110
21290
2130
2140 .
2150
2160
217)
2180
8920
8930
9260
9270
92890
92990
9300
9310
9320
9330
9340
9350
9360
9365
9370
9380
9390
9400

GLM15410
GLM15420

125),NJJEO(
125),143C2¢

125), ICRITA(
125),1POINT(

IMTERM,NTERM,YITER,ITER

0COMMON/
1C0STA(
2NOOE T (
31ARCII

0C3MMON/
INDDEL(
ANARCI(
3NPOINT(
WNTAG

ARTS/ASTIRE!
125) ,JPERFA(
125),N32E2¢(
125),18RC2¢(

NJJZS/TIMEN|
75)4N3JE2¢(
75) yNARCOY

2300) ,UTIMEA( 125),TIMEA(
125) ,PERFA(
125),1CRITAL
125),IPOINT(

75),COSTNI

751,L06G1¢(

TS5y ISTAT(

125),KEEPCH

125) ,KEEPP(

12

5)

125),JPIINT( 125),1SLAKL 125),
GXARCyLARC,MARZ yNARC,ITALC ,ITALP,15TAR

125),WIR

125),KEEPCI

500,44),TERM( 2,8) ¢KPOINT(

K{

125) 9 JPOINTY
4XARC,LARC, MART ,NARC,1TALC,ITALP,ISTAR
75) 3 PERFN(

75),L063(

75) 9 INSTAT(
T5) $NSLAK(  75),JUMP(  75),KNJJE,LNODE ,MNJOE ,NNOOE,4TAG,

2) yNJOET(

125),UCOSTA(
125),1STATE(
125) ,KEEPP(
125) ,15LAK( 1

12
12

715)

OCIMMON/ATST/XMIN(G 646 ) ) XMAX( 6,6) g 4AMIN( 4, 4) JHYAX( 4,4),

IHAVEL( o

24), 1285

G) y MHIST yNHIST

86

500),

125),
5),
5)
25),

75),NSTORE( 1200),
T5) 4 NSTATE(
75) s ICRITN(

75,

GLM15430
5LM15440
GLM1SG5]
5LM1579D
GLM15800
5LM15810
5LM158290
5LM15830
5LM15840
GLM15850
GLM1586)
GL415870
GLM15880
GLM15890
6LM15895
5LM15900
GLM15910



OCOMMON/SLACTC/RYING B),RMAX( B),SMIN(
8),MSLACX,NSLACK

1408B5¢(

8),SMAX( 8),SAVE( 8),

OCOMMON/CPGAP/T1(10),T2(10),CSMIN(10),CSMAX(10),CHMIN(10O),
1CHMAX(10) ,CAVE(10),PSMIN(10),PSMAX(10),PHUIN(10),PHMAX(10]),
2PAVE (10),XC085(10),KPIES(10),MCPGAP NCPGAP ,]ICPGAP

OCOMMON/TRIALS/STIRETI

IMTERM,NTERM,MITER,ITER

OCOMMON/ARCS/ASTORE(
1COSTA( 125),JPERFA(
125) yNJIDEJI
125),IarC2¢(

2NODEI(
31ARCY(

2000) ,UTIMEA(
125),PERFA(
125), ICRITA{
125),IPOINT(

125),W3IR
125),KEE

125) yJPIINTI

4KARC,LARC,MARC ,NARC,ITALC,ITALP,ISTAR

OCOMMON/NIDES/TIMEN(

75) ¢NJDE2(
75),NARCI
75) yNSLAK(

INJOEL (
2RARCI(
3NPOINT(
4NTAG

OCOMMON/HIST/XMIN{

1HAVE(

4y6),10BS(

75)COSTN{

75),L06G1(
75),1STAT(

75) y JUMP (

75) ,PERFN(

75),L0531

75) , INSTAT(

byb) yXMAX( G6,6) HMIN(
4) yMHIST,NHIST

50044) ,TERM( 2,48),KPOINT( 2),NOOET(

125),TIMEAL 125),UCOSTA(

K{ 125),ISTATE( 125),

PC(

125),KEEPP(
125),1SLAK(

125),
125),

75),NSTORE( 12001,

T5) WNSTATE(
75) 3 ICRITN{
75) 4KNODE,LNODE yMNOOE 4NNOOE ,4TAG,

75),
75),

Gy6) hMAX( &4,4),

OCOMMON/SLATK/RMING 8),RMAX( B8),SMIN( 8),SMAX( 8),SAVE( 8),

1J38S(

B)yMSLACK,NSLACK

OCOMMON/CPGAP/TI(10),T2(10),CSMINCID),CSMAX(1D),CHMIN(10),
1CHMAX(10) 4 CAVE(1D)4PSMIN(10),PSMAX(10),PHMIN(1D) ,PHMAX(10),
2PAVE(10),<C33S(I10),KPJES(10),4CPGAP,NCP5AP,ICPGAP

OIMENSIIN SLACKA( 125), SLACKN(
OZOMMON/ARCS/ASTIRE(
125) 4JPERFA(
125),NTJDED(

1COSTA(
2NOOEI(
31ARCL(

2960 ,UTIMEAL
125),PERFA(
125),1CRITA(
125),1ARC2( 125),IPOINT{

15),

125),KEEPCH
125) 4 JPIINT(

GCARC,LARC,4ARC,NARC,ITALC,ITALP,ISTAR

OCOMMON/NOOES/TIMEN(

75)4N3DE2

75) ,NARCIO(
75) y NSLAKI

INOOEL (
SNARCI(
3NPOINT(
GNTAG

OCOMMON/ARCS/ASTIRE( 20C0) ,UTIMEA(
125) ,JPERFA(
125),NJ32E3( 125),ICRITA({

1COSTAL
2NOOE I

75) 3 COSTN(

75),L0G1(

75),ISTATU
75), JUMP(

128) ,PERFAL

75) ,PERFN{(

75),L0534

T5) 2 INSTAT(
75) yKNJIDE,LNOOS ,MNODE ,NNODE ,MTAG,

IPATHA(
125), TIMEA(
125),W3RK( 125),ISTATE(
125) 4KEEPP(

125),ISLAK( 125),

125) ,TIMEA(

125),

125),UCOSTA(

125),UCDSTAL

IPATAN(

1251},
125),

75),NSTORE( 1200),
T5) NSTATE(
75), ICRITN({(

751,
75),

125),WIRK( 125),1STATE( 125),

125),KEEPC( 125),KEEPP({

125y,

31ARC1( 125),1ARC2( 125),1POINT( 125),JPOINT( 125),1SLAKL 125),
“KARCHLARC,MARC,NARC,ITALC,ITALP,ISTAR

OCOMMON/NOOES/TIMEN(
75),N30€82(
75) yNARCO(

75),NS5LAK(

1NJOE1(
eNARCI(
3NPOINT(
GNTAG

COMMON/ARCZS/ASTIRE(
125) ,JPERFA(
2NOOEI( 125),N3JDEDU
125),14a3C22¢(

1COSTA(

31ARCI(

OCOMMON/NDOES/TIMEN(

INDDEL (
2NARCI
3NPOINT(
4NTAG

OCOMMON/ARCS/ASTIRE
125) 4JPERFAY
125),N3JED(
125),1ARC2{

1COsTaAl
2NODEI(
31ARCYH

75)4,N3DJE21
75) NARCIT

T5) 4 NSLAK{

75) y COSTN{

75),L36G1 ¢

75),1STAT(
751, JuMP {

2000) ,UTIMEA(
125),PERFA
125), ICRITA(
125),1POINT(

75) ,COSTN(

75)1,L361(
75),1STAT(
75) ,JUMP(

2000),UTIMEA(
125),PERFA(
125), ICRITAL
125),IPOINT(

75),PERFN(

75),L0601

125),7

125) 4KEE

Tvea(

PCH

75), ICRITN(
75)44ANJOE,LNDCE JMNODE ,NNOOE 4MTAG,

125),UCOSTA(
125),W3RK( 125),1STATE(
125),KEEPP(

75),NSTORE( 12233),
75) JNSTATE(
75), INSTAT(

75),
75),

125),
125),

125),JPJINT( 125),1SLAK( 125),
GXARC,LART ) MARC,VARC,ITALC,ITALP,ISTAR

T5),PERFNI(

75),L0G63¢

125),7T

125) 4 WIRK |
125) ,KEEPCH|
125),JPJINT( 125),1SLAK(

4XARC,LARC,MARC ,NARC, ITuLC,ITALP,ISTAR

OCOMMON/NADES/TIMEN
75),N320€2¢

INDDEL(

75) COSTNI

75),L361¢(

75),PER
75),L363¢

87

IMEA(

FNL

75) 4NSTORE(
T5) JNSTATE(
T5) s INSTAT(.
75),KNJOE ,LNOCE ,MNODE ,NNOOE , MTAG,

75), ICRITN{

125),UCOSTAL
125),1STATE(
125) 4KEEPP(

75 ), NSTORE (
_75) ,NSTATE(

75),
75),

125),
125),
125),

75),

500),

125),

75)
125),

125),

125),

1200),

125),

1200,

GLM15920
6LM15930
GLM15932
GLM1593¢
GLM15936
GLM20940
GLM20950
GLM20960
GLM20970
GLM20980
GLM20930
GLM21000
GLM2101N

GLM21020
GLM21030
GLM21040
GLM21045
GLM21050
GLM21060
GLM21070
sLM21080
GLM21090
GLM21100
GLM21110
SLM21120
GLM33250
6LM33260
GLM33270
GLM33280
GLM33290
GLM33300
GLM33310
oLM33320
GLM33330
GLM33335
GLM33550
3LM33560
GLM33570
GLM33580
GLM33590
9LM33600
GLM33610
GLM33620
GLM33630
GLM33635 |
GLM364267
GLM34270
GLM34280
3LM34290
GLM34300
5LM34310
GLM34320
GLM34330
GLM364340
GLM364345
GLM34650
3LM34660
GLM3%670
GLM3%6380
GLM34690
GLM34700
5LM34710



SNARCIC  75),NARC It T75),1STAT( TSI, INSTAT(  TS),ICRLINCL  75),
3NPDINT(  75),NSLAK(  75),JUMP( 75),KNJIJE,LNODE ,MNODE ,NNOOE ,4TAG,
GNTAG

OCOMMON/ARCS/ASTIRE( 20C0) ,UTIMEA( 125),TIMEA( 125),UCOSTA( 125),
JCOSTA( 125),UPSRFA( 125),PERFA( 125),WIRK{ 125),ISTATE( 125},
2NODEI( 125),N3JEJ( 125),1CRITA( 125),KEEPC( 125),KEEPP( 125),
3TARCI( 125),1A3C2( 125),1POINT( 125),JPIINT( 125),1SLAK( 125),
GXARC ) LARC y4ARC GyNARC,ITALC,ITALP,ISTAR

OCOMMDN/NIDEZS/TIMENC  75),COSTN( 75),PERFN( T75),NSTORE( 1220},
INODEL( 7S5),NJJE2C 75},L06I( 75),L0GO( 7S5),NSTATE( 75),
2NARCLI(  75),NARCI(  TS),ISTAT( T5),INSTAT( 75),ICRITN(C 75),
3NPIINT(  75) JNSLAK(C  T75),JUMP( 75} ,KNODE,LNOCE MNOCE,NNODE,NTAG,
GNTAG

OCOMMON/ARTS/ASTORE( 2000),UTIMEAL 125),TIMEA( 125),UCOSTA( 125),
1COSTA( 125)yUPERFA( 125),PERFA( 125),W3RK( 125),ISTATE( 125),
eNOOET( 125),NJDEJ( 125),ICRITA( 125),KEEPC( 125),XEEPP( 125),
3TARCL( 125),143C2( 125),IPOINT( 125),JPIINT( 125),ISLAK( 125},

4KARC yLARC ,MARC,NARC,ITALC,ITALP,ISTAR .
OCOMMON/NIDES/TIMENG  75),COSTN(  75),PERFN{ 75),NSTORE( 1203),
IN3DE1(  T75)4NJIDE2( 75),LOGI( 75),L053( 75)NSTATE( 751},
SNARCI(  75),NARCI( T7S),ISTAT( 75),INSTAT( 7S5),ICRITN( 751},
3NPOINT(  75) 4NSLAK( 75),JUMP(  75),KNJIDE,LNDDEZ 4MNOIDE ,NNODE,UTAG,
GNTAG
OCOMMON/TRIALS/STIRET( 500,4),TERM( 2,8) ,KPOINT{ 2),NOOET( 500},
IMTERM ,NTERY,MITER,ITER
OCOMMON/ARCS/ASTIRE( 2000),UTIMEAL 125) ,TIMEA( 125),UCOSTA( 125),
1COSTA( 125)4JPERFA( 125),PERFA{ 125),dIRK( 125),1STATE( 125),
2NJDEI( 125),NJIJEI( 125),ICRITA( 125),4E5PC( 125),KEEPP( 125),
31ARCI( 125),1ARC2( 125),IPDINT( 125),JPIINT( 125),1SLAK{ 125),
4KARC LARC,4ARC ,NARC,ITALC ,ITALP ,ISTAR
OCOMMON/NIDES/TIMEN( 75),C0STNt  75),PERFN(  75),NSTORE( 1202},
INOOEL1( 75),N33E2( 75),LUGI( 75),L352( . 75),NSTATE( 75),
ANARCI(  75),NARCO(  75),ISTAT( 7TS5)sINSTAT( 75),I1CRITN( 75),
INPOINT(  75),NSLAK(  75),JUMP(  75),KNJIDE,LNJIOE ,MNOOE ,NNOOE ,MTAG,
4NTAG 2
OCOMMON/ATST/XMING 4,6) o XMAX( 4,84) JHUIN{ & ,6) JHUAX( &,4),

JHAVE( 4,6) ,10BS( %) yMHIST,NHIST
OCOMMON/SLACZK/RMIN( B),KMAX( B),SMIN( 8),SMAX{ 8),SAVE( 8},

1J0BS{ 8),MSLACK,NSLACK
OCOMMON/CPSAP/TI(1D),T2(10),CSMIN(10),CSMAX(10),CHMIN(1D),
1CHMAX(10) yCAVE(10),PSMIN(10)PSMAX(10),PHMIN(10),PHMAX(10),
2PAVE(10),XZ08S(10),KPOIBS(10),MCPGAP,NCPGAP,ICPGAP

COMMDN/MEOAN/Z( SO0 ) ,XMED,KDUNT
ODIMENSIIJIN 4STD(12,4), HTOS(10,6), <4I1ST(10,4,29), ABSA(10),
COMMON/MEDAN/Z( 500),XMEO,KQUNT
OCOMMON/TRIALS/STIRET( 500,4),TERM( 248),KPOINTL{ 2)},NOOET( 500),
IMTERM,NTERY,MITER,ITER

COMMON/MEDAN/LZ(  SO0)  XMED,KDUNT
OCOMMDN/CPGAP/T1(10)4T2(10),CSMIN(10),CSMAX(1D),CHMIN(1O]),
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