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PART I SYSTEM OPERATION AND SIGNIFICANT CASE STUDIES

1. INTRODUCTION

1.1 Background

In response to an FAA urgent need for low-level wind-shear information
at air terminals, the Wave Propagation laboratory (WPL) of NOAA with FAA support
developed and instal led an experimental thunderstorm gust front detection

- system near Dulles International Airport. Dangerous wi nd shear can normally
be classified in two ways: either as extending over large areas, as it does
when associated wi th warm frontal passages, or as being highly localized , as
i t  is when resulting from thunderstorm downbursts (as described by Fujita and
Byers, 1977) or gust fronts (extensively documented by Goff , 1976, Greene, et
al,, 1977 and the references therein). The Dul les system consisted of two
major elements -- a hybrid acoustic-microwave-radar system for providing a
detailed height profile of the wind directly above the sensor (and hence
providing a useful picture when the shear condition is widespread) and a dense
surface array of pressure jump detectors for detecting the development and
motion 0f the more local ized features. This system in its dual and complemen-
tary aspects has been described recently tn companion papers appearing in the
American Meteorological Society’s Bullet in (Hardesty, et al., 1977; Bedard, et
al., 1977). In addition, the design of the pressure jump detectors themselves
has been described by Bedard and Meade (1977); Bedard and Cairns (1977) and
Bedard and Beran (1977) give further information.

While it is generally agreed that surface arrays of in situ sensors
are useful for tracking the progress of thunderstorm gust fronts, there

0 
- remains some unofficial but nonetheless spiri ted controversy concerning

which kind of surface sensor should be optimum for gust-front detection. More
precisely, the question Is whether we should monitor gust-front-associated
changes In wind speed and direction or focus on the related pressure changes.
Proponents of the former argue that it is wind velocity itself that is most
relevant to aviation and hence wind velocity that ought to be measured,
whereas proponents of the latter point out that the surface-pressure changes
are better indications of conditions aloft, where the plane is, because
they measure changes in the integrated air mass above the sensor. Questions

L ~~~~~~~~~ 
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also remain concerning the Optimum geometry and spatial density of the sensor
arrays , false a l arm rate , and miss rate of the system, etc. Data are required

to resolve these issues , and the Dulles system was des i gned and operated with

such a goal in mind. In addition to approximately 120 pressure-jump (dP)
sensors (Bedard and leade, 1977) deployed, the system also incl uded ten anem-
ometers, twelve absolute pressure sensors , and two temperature sensors (Figures
1.1, 1.2, and 1.3 show the positioning of these instruments relative to the
Dulles runways). Thus the Dulles system provided a means for detecting cold-
air outflows from thunderstorms , measuring the spatial structure of their
surface properties , and relating these to the resulting wind shear and the
local meteoro logy. This complex of instruments operated for a long enough
period to document some of the advantages and shortcomings of the various
monitoring approaches. Our report high l i ghts these approaches by presenting
data from selected events . The results suggest (perhaps unsurprisingly) the
advantages of hybrid systems (including both wind and pressure sensors) for

operational use.

Data sets obtained from the Duties airport wind and wind-shear measuring
system, are presented together wi th interpretations emphasizing the significance

of these data for the wind-shear detection problem. The report appears in two 0

parts. Part I highlights case studies that illustrate properties of gust
fronts and thunderstorm down flows important for the des ign of surface arrays
for wind-shear detection. In addition , Part I reviews the history of the system,
describing the operation, equipment problems encountered, and proposed solutions.

Part II concentrates upon documentation of the data sets obtained. The -

.

system detected over 100 events so that Part II of the report represents a

significant data base, including weak as well as strong gust front events.
Part II develops the statistics for this data base, including, for example,
plots of propagation speed as a function of the maximum gust surge, peak

pressure and wind maximum in the lower 500 meters of the atmosphere.
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Figure 1.1. Dulles ai rport array of pressure jump detectors .
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Figure 1.2. Dulles airport array of anemometers.
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The scope of this report is broad, providing bases for designing surface
arrays as well as for understanding data presentations which concentrate on
the statistics and/or meso-meteorology of the events. Table 1.1 highlights
significant conclusions , resul ts and recommendations.

Portions of Part I of this report dwel l on problem areas involving
surface arrays, their deployment and operation . However, none of the problems
identified prevent the use of the techniques described . The chief probl ems
and their so1ution~ ~re identified in Table 1.2, later sections provide specific
details.
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1.2 History of Operation and Instrumentation

Fi gure 1.1 shows the array of pressure jump (dP) detectors in relation to
Dulles airport. Figures 1.2 and 1.3 detail the locations of anemometers and
absolute pressure (Po) sensors in relation to Dulles airport and the Doppler
acoustic/microwave radar and a monostatic acoustic sounder. A monostatic
acoustic sounder operated independently of this experiment and is described in
a paper by Parry and Sanders (1972). The Dulles system is described in  papers
by Hardesty et al. (1977) and Bedard et al. (1977), with the original concept
first appearing in a paper by Beran et al. (1976). This section describes
some details of the instrumentation and also shows when the various system
elements operated and which time periods had the most types and numbers of
operating sensors.

Figure 1.4 is a system block diagram showing the data flow and also
indicating the method of powering the system where a battery bank and
charges provide back—up in case of local power failures. Table 1.3 defines
the functions and characteristics of the major system components . The names
in parentheses next to the underlined primary component name indicate alternate
names used . The acoustic/microwave radar is described separately by Hardesty
et al. (1977).

The local display shown in an element of Figure 1.4 consisted of a large
map of the dP array with a light at each sensor location display ing its status.
Such a l ocal display is invaluable for maintaining the system as is a reliable

- 
- portabl e two-way radio link. The remote display had the capability of re-

constructing the local display at a distant location using a conventional

- 

- telephone circuit. On several instances during the initial operation , the
status of the Dulles system was monitored at Boulder , Colorado over a telephone
circuit.

Figure 1.5 compares the operating times of the acoustic/microwave radar ,
dP array, Po array and recording drum barograph. The number of Po sensors
increaseu from 1 in March to 12 in August of 1977. An FM discriminator
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modification in June 1977 resulted in more accurate Po data being recorded
(Section 8.3). The standard (24-hr) drum barograph operated from early June
1977 as a “quick look” guide for significant events. Those magneti c tapes
containing the times of large pressure disturbances found on the barograph
were processed first.

The dP data logger operated from December 1976 to December 1977 without
problems. Al though the data logger had a bad ROM during the first month of
operation , we nad no other problem until December 1977 when the data logger
mal functioned (November, 1977). The other gaps in operation were due to
general system maintenance or to problems with the magnetic tape deck. In
general , the logging/recording part of the operation was quite reliable. The
numbers below the bar indicating data logger operation show the numbers of dP
detectors installed , aligned , and calibrated as a function of time. This
number rose from 47 in November 1976 to 120 in ~ate July 1977. Sensor check-
ing was difficult since it took approximately 3 days to calibrate the entire
dP array (Section 9.1). Problems with phone lines (due to lightning) were the
chief source of outages. One conclusion is that a better means of verifying

4 operation is a necessity for dense and extended arrays. A remote calibration
capability , or an interrogate type of data transfer system are possible solu-
tions.

One unfortunate occurrence dur ing the acous tic/microwave radar operation
was a major outage suffered from mid-July through mid-September , 1977. This
was due to lightning and emphasized the need for both complete lightning

- 

- protection and power backup for systems designed for the detection of thunder-
storm effects.

The anemometer array history (Figure 1.6) shows a spotty operation . Most
of the anemometers operated wel l through key portions of the test interval ,
with full-time maintenance. The anemometers were plagued by electronic and
mechanical fail ures , as well as by problems caused by leakages In the en-
closures. It seems that the addition 0f lightning rods would have reduced
lightning damage. These problems, di scussed in more detail In a later section,

11

-

~

—

~

— - —- - - - - - -- - -. . - -

~

-- - -.- - -- - - ---—- - - ——

~

--- -- -- --- “--- - -- -.------‘--- - - -,- - -
~~~~

- - —--- -



—-—- --~~— --_- - -—— - -~~~
-- - - - 

~T
L-7 - 

~~~~~
- - -

~~~
-
~~~~~L —

I I I
Al — ~~~~~~~~~~~~~~ ~~~~~~ ‘ - -~-‘1 ~- . L-I~: - - >~:-~1 —

*2 — 
~~~~~~

-
~~~~ -~-~~~~I i~~~~~~~~~~~~~-t. 

-
- - -

~ B 
—

*3 — I~~-~ .-~~~ - - 1: 1 —

L~
-
~~~~i D~~~~~~~~~~~X !

As — i-
~~~

- i: - . 
-
] c - —

U—  Do I- I — - ;
A7 ~~I T1 —

A s —  D O L ~~~iD —

44*1. AA.mom.IS’i Modil,.id and - - - -
Cakb04Ied Novemb., 1917 - 

Alob I 7
Ap ri l May Jon. Jo) y A,gust S.pI.mb.r

Cal.,dar Day

Figure 1.6. Operating history of anemometer array (1977).

suggest that a more reliable approach would have been to telemeter the anem-
ometer data back to the central recording site rathe’- than to record graphically
at each anemometer site. Fortunately, we recorded many events with most of
the major elements of the Dul les system in operation. Case studies illustrat-
ing the value and breadth of these data appear in Section 3.

2. ANALYSIS

2.1 Analysis Philosophy

The data sets from several of the different sensor types are considered
separately (e.g., analyze the anemometer data looking for wind surges or
sudden vector shifts (typically greater than 10 kts) without using pressure
data as a guide). All the dP data tapes were printed out , flagging all sensor
triggers, creating special data cartridges of dP events for more complete

12 
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— analysis. Standard barograph records were quite useful for quick identifica-
tion of those absolute pressure data sections to be given priority analysis.
No routine analysis was made of all absolute pressure data , acous ti c/microwave
Doppler data, or temperature data~ rather, the analysis used event times
defined from either the standard barograph , dP array, anemometer array, mono-
static sounder, or local weather reports. Because of the large number of
events , more detailed analyses was performed of events which either provide
guidance for the design of detection systems or illustrate important proper-
ties of shear producing weather systems. Table 2.1 lists the meteorological
data sources used in interpreting the data sets obtained during this experi-
ment.

2.2 Analysis Programs

All the analyses were performed on an after-the-fact basis at NOAA ’s Wave
Propagation Laboratory in Boulder , Colorado. Appendix I lists the programs
developed and applied to these extensive data sets. First l evel of analysis
of the Po and dP digital tapes made use of a main computer (CDC 6600) capable
of handling the large quantities of data. Through a high-speed data line to
this computer we control the processing and editing of tapes from a terminal

— 

to generate files containing data sets essential to Po and dP analysis. These
files are then transferred via the high-speed data line to the WPL terminal
and stored on data cartridges. A second level of processing is done “off-
line ” , using a Tektronix 4051 graphics system and working with pre-processed
data cartridges. Methods were devel oped for display of anemometer and tempera-
ture data from Dulles airport.

3. NOTEWORTHY CASE STUDIES

From the available Dul l es data more than 100 events have been identified ,
including gust fronts and other phenomena that range from intense squall lines
to the very weakest wind gusts. These events manifest themselves through wind
surges, pressure rises recorded by the pressure sensors, pressure jumps sufficient

13
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Table 2.1 Data Sources

a. Surface Weather Observations for Dulles
International Airport , Forms 1OA and lOB.

b. Standard Barograph Records.

c. Anemometer Records.

d. Control ler ’s Logs , Dulles International
Airport.

e. Weather Radar Covering Dulles International
Airport (usually Patuxent River Naval Air Station).

f. Metropol itan Climatological Summaries
National Capital Area.

g. Rawinsonde, Sterling , Virginia.

h. National Wea ther Serv ice, Radar
Summaries.

i. Surface Weather Maps and 500 mb Contours.
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to trigger the jump detectors, large wind-shear recorded by the acoustic-
— sounder system, and combinations of the above. The case studies selected

show the divers ity inherent in the data set. All are either related to gust
fronts (through association with thunderstorms reported by the National
Weather Service or on radar) or i llustrate some property Important for use In
detection systems. The case studies appear in the sections that follow.

3.1 20 July 1977 — Spatially uniform and readily Interpretable surface
wind surges accompanying a gust-front cold-air outflow.

3.2 25 July 1977 — a gust-front change in wind direction with no
accompanying change in speed.

3.3 7 August 1977 — a gust front showing the impulsive nature common
to many wind-speed surges caused by thunderstorms.

3.4 2 May 1977 — a gust front associated with large and continuous
changes in wind azimuth and speed.

3.5 10 June 1977 — a gust-front showing considerable spatial i rregularity
in w i nds but not in surface pressure .

3.6 8 August 1977 — a gust front showing spatial complexity in both the
surface-wind and pressure fields .

3.7 8 July 1977 — large-amplitude pressure changes caused by gravity
waves.

3.8 27 September 1977 — A gust-front showing on.y minor temperature
and anemometer disturbances at the surface.

3.9 18 May 1977 — Comparison calculations of direction and speed of
motion of a gust front using data from P0 and dP arrays.

3.10 7 August 1977 — Gust-front showing evidence of non-uniform motion.
3.11 17 November 1977 — Comparison illustrating a limitation of

conventional weather radar for tracking discontinuitles.

- 

- 3.12 17 June 1977 — An aircraft flight path shown in relation to
approach zone meteorology.

3.13 26 June 1978 — A thunderstorm showing evidence of an intense
down-flow.

3.1 20 July 1977 — Spatially uniform and readily interpretable surface
wind surges accompanying a gust-front cold-air outflow.

On 20 July 1977, nocturnal thunderstorms occurred to the north of the
Dulles system causing a gust surge in the wind to pass over the site at about
0400 EDT (Figure 3.1). Figure 3.2 presents the pressure data for the

9 absolute pressure sensor near the anemometer Al loca tion, which Indicates

15
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FIgure 3.1. Example of wind surge for the case of 20 July 1977.
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Figure 3.2. Absolute pressure data for the case of 20 July 1977.

that the gust surge and pressure rise arrived essentially simultaneously.

For this event, the pressure rise was about 1.4 millibars and was constant

across the array of pressure sensors to within 0.15 mil libar as it moved
with a nearly uniform propagation speed of about 8 m s~ from the north.
Figure 3.3 depicts the maxima for the wind surges observed by all of the

(operating) anemometers. The solid-line vector at the lower left of the
figure defines the wind speed scale for all the maximum winds associated
with the event. (In corresponding figures for the case studies to follow ,
a dashed line vector also appears at the lower left of the figure , defining

- 

- the wind-speed scale for the winds measured just prior to the onset- of the
event. However, for this case the winds prior to the event are essentially
calm and hence are not shown.) There is very little spatial variability
reveal ed in either the pressure or anemometer data for this event. Un-
fortunately, from the standpoint of airport operation, such unique events ,
which show relatively uniform surface effects and easily interpreted azimuth
variations, do not appear to be the rule. The cases that follow indicate
that the detection problem is frequently more compl ex.

17 
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Figure 3.3. Surface wind vectors before and at the peak of the disturbance
Of 20 July 1977.

3.2 25 July 1977 — A gust-front change in wind direction with no accompanying
hange in speed.

On 25 July 1977, the Dulles area experienced thundershower activity with
cloud tops reaching 7 km (23,000 ft). Shortly before 1800 EDT, a di sturbance
from storms northwest of the site propagated across the array at a speed of 13
m s~~, producing a pressure rise of about 0.9 mb over a 450-second period .
This event was particularly noteworthy because the gust front produced a
change in wind direction with littl e corresponding change in the wind speed
itself, As indicated in Figure 3.4, the event is clearly evident in the wind
direction data but not immediately discernible in the wind speed; the average
change in the wind vector amounted to some 4.7 m s~~. This case does suggest
the importance of measuring the wind vector rather than the wind speed, a
point considered In more detail in Part II of this report. The 25 July 1977

18
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Figure 3.4. Case of 25 July 1977 showing an abrupt change in wind vector
with little surface wind speed disturbance.

case also illustrates considerable spatial and temporal variability in

the wind. Figure 3.5, which shows wind vectors before and during the
event, reveals large differences in the wind behavior from site to site ;
for example , the difference between the anemometer readings during the
event at sites A6 and A3 amounts to a factor of three. The corresponding
spatial variations in pressure are relatively minor amounting to no more
than a factor of 30%. This point is considered in more detail in the
discussion of the cases in sections 3.5 and 3.6.

3.3 7 August 1977 — A gust-front showing the impulsive nature common to many
wind-speed surges caused by thunderstorms.

Two events of 7 August 1977 provide examples of impulsive wind surges
caused by thunderstorm outflows. Figure 3.6 shows the wind speed and
direction data for one of the anemometers (A9) and indicates the two events.

19

- 



—-—------———-—--———--— ~
- - , , . - - . - -

~~~~~~~
---- - -,.-.-. --~~- ~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~ — - -

Dulles Anemometer Sites
25 Ju ly 1977
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Figure 3.5. Surface wind vectors before and after the direction shift on

25 July 1977.
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Figure 3.6. Example of anemometer data on 7 August 1977 illustrating the
impulsive nature of gust-fronts.
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In both cases the largest fraction of the wind speed change occurs in well
under 10 minutes , the onset of the surge being more rapid than the following
decay. The relatively short duration of the peak winds compared with the dura-
tion of the events themselves suggests that the gust front is most violent in
a relatively small region (e.g., 2 km) near the leading edge. Some change in
wind azimuth also occurs during the events. Figures 3.7 and 3.8 show the
corresponding wind-vector summari es from the anemometer array . Al though there
is some spatial variability in the surface peak-wind surges , the vector maxima
are all within a factor of two of one another. A pressure jump of 1.1 mb was
recorded on a standard barograph near the Al site with rise times of 7 minutes

and 2 minutes for the first and second events , respectively. Unfortunately, a
lightning strike caused the loss of the absolute pressure sensor array data
The pressure-jump-detector array did not respond to the slower rise time of
the first event , but it did trigger on the second event and revealed that the
speed of the gust front changed considerably as it propagated over the site.
When it entered the array, the gust front was moving with a 20 m s~ motion
from the northwest; by the time it was exiting , however , -its speed had been
reduced to 5 m s~~. This is statistically unusual ; by far the majority of
such disturbances are observed to propagate with nearly uniform speed across
the array. Section 3.10 provides more detail concerning propagative speed
calculations .

3.4 2 Play 1977 — A gust—front associated with large and continuous changes
in wind azimuth and speed.

On 2 May 1977, an abrupt wind surge occurred , with wind speed increasing
by more than 10 m S~~ within 5 minutes ~Figure 3.9), in a fash ion ana logous
to that of the events in section 3.3. During the event , wind direction changed
dramatically and continuously from 2700 clockwise through north to 200. Even
after passage of the gust front itself , the wind kept changing continuously in

time , eventually coming from due east and finally from the southeast before the
winds died down. Interestingly, the event was detec ted only by the northeast
sector of the array , making velocity determinations more difficult. However,
indications from the acoustic sounder data were that the gust-front was propa-
gating from the northwest. This type of event needs relatively densely spaced

21
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Figure 3.7. Surface wind vectors be-f-ore and at the peak of the first disturbance

on 7 August 1977.

Dulles Anemometer Sites
7 August 1977
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Figure 3.8. Surface wind vectors before and at the peak of the second disturbance

on 7 August 1977.
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Figure 3.9. Example of anemometer data on 2 1-lay 1977 illustrating the large
changes in wind direction that can accompany the disturbed portion
of a gust surge.
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. multiple sensors to provide accurate estimates of the shape of the front and
its propagation. Such complex shifts will tend to occur most frequently near
the center of thunderstorm downf lows .

3.5 10 June 1977 — A gust front showing considerabl e spatial irregularity
in w inds but not in surface press ure.

On 10 June 1977, the Dulles area experienced rain with cloud tops at the
7 km level in the late afternoon and early evening. During this time , the
system data showed a pressure jump propagating from the north at just under
11 in 5~l ; the pressure increase amounted to 2 mb over 500 seconds , as shown
in Figure 3.10 , for the P01 and P02 sites . Figures 3.11 and 3.12 show
the corres pondi ng w ind traces from the col l oca ted anemometers . At s ite Al

23 
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Figure 3.10. Absol ute pressure data for the case of 10 June 1977.
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Fi gure 3.11. Exampl e of anemometer data on 10 June 1977 for Al.
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Figure 3.12. Example of anemometer data on 10 June 1977 for A2.

only a single wind surge with a 12 m s~ maximum is evident , occurr ing at
about 1820 EDT. At A2 a smaller initial surge (8m ~

_1
), occurr ing at

about 1830 EDT is followed by yet another surge (9’m s1). During both
events, wind-direction changes are small. In a case like this, a larger
number of wind sensors in a surface array is required to provide an un-
ambiguous picture of the low-level airflow; a few sensors might give a
quite misleading picture of the event. It should also be noted that the
apparent discrepancy between the anemometry data and the pressure-sensor
system can be resolved if we recall that the wind sensor measures the local
wind while the pressure sensor measures the total mass of the air above it
(if we ignore inertial effects). Because the two instruments are sensing

different height regions of the atmosphere, we may quite naturally expect
them to show different results on occasion.
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3.6 8 August 1977 — A gust front showing spatial complexity in both the

surface-wind and pressure fields .

In the afternoon and early evening of 8 August 1977 severe storms hit
the Dulles area causing 1-l/2’ rains and leveling trees. These storms began
to the south and then broke out to the north. The Dulles array data show that
three pressure jumps occurred during a 1-hour interval , the third and largest
amounting to about 2 mb in 5 minutes. Each of the pressure jumps showed surface
wind changes during a period when the surface winds remained generally disturbed
and exhibited significant veering.

Fi gure 3.13 shows the event as it appeared on the pressure jump detectors.
Solid circles on the figure show the locations of the detectors, whereas the
numbers above the sensor location refer to the key at left , giving the time
interval during which the respective sensors first detected the gust-front-
associated pressure rise. Thus , for example , designator 2 (02) refers to the
time interval between 1915 and 1918 EDT, at which time 03 is set. (The sites
that apparently did not respond were, in fact, either unconnected at this time
(western segment) or had phone -line problems (south-west) because of lightning
damage.) Thus the progression of the numbers indicates the progress of the
pressure jumps. The initial disturbance propagated from the southwest at 10 m
producing a small surge in surface wind. A subsequent ~burst’1 of triggers
developed to the north, as indicated by designator 3, in an area shaded for
emphasis. Al though analysis of this event is in its preliminary stages, it would
appear that a “downburst” of the type described by Fuji ta and Caracena (1977)
could have caused the pattern . Thus , this case again indicates the importance 

. 

-

of using dense enough arrays to detect and interpret complex situations.

It might be noted parenthetically that in addition to the pressure-
jump detectors, the acoustic sounder installation and a large number of

— anemometers and pressure sensors were knocked out by lightning. This
points up the critical need for “hardening” the system by providing auxiliary
power sources, etc., to keep the system operational under such adverse but
important conditions.
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Figure 3.13. Pressure jump detector array data for the case of 8 August 1977
illustrating a spatially complex event.

3.7 8 July 1977 — Large amplitude pressure changes caused by gravity waves.

During the night of 8 July 1977, a wave-like pressure disturbance , with a
400-second period , propagated across the array from the north with a phase
speed of about 8 in s~

1 (Figure 3.14). The weather radar suninary showed no

- 
- echoes in the region when thi s occurred and was unabl e to re l ate thi s

disturbance (which did cause pressure-jump detector triggers) to any surface
weather feature. The most probable explanation is that the event was due to a
gravity wave of the type reviewed by Gossard and Hooke (1975) and routinely
detected by acous tic ec ho sounders (e. g., 1-looke et al., 1972; Beran et al.,
1973). Indeed, the Sterl ing , V a. monostatic sounder records indi cate an
inversion of about 350-rn depth with 200-in perturbations at the time of
the event. Further support to the wavel ike nature of the disturbance is
given by the val idity of the impedance rela tion (Gossar d and Munk, 1954;

27

L ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 



1W UI - ~~~~~~~~~~~~~~ — -5 
- - - 

— —-— —— --- - -5— 
-
- 
- 

- 
— -

8 July 1977

#2

~ #3 
-

Pa.1

Pa #5
I

2 milhbars

I I
0130 0200 0230

Time (hours EDT)

Figure 3.14. Absol ute pressure data for a gravity-wave event.

Kjelaas et al., 1975) applied to this case, which relates the phase
speed, c, to the ratio of the pressure and velocity perturbations (dp
and du, respectively) through the fo,-mula

dpC
~~~p du~ 

-
.

- 

-

~ where p0 is the background atmospheric density. The measured and computed

values of the induced velocity perturbations are 9.3 in s1 and 8.4 m s~
respectively. It should be noted that while this event was not associated
with a gust front p~~ Se, it did produce updrafts and downdrafts of the order
of ±1 m s 1 near the ground , which could be hazardous to aircraft especially
if there were many cycles which excited an aircraft or control resonance (e.g.,
Chimonas and Bedard, 1979). Further , even the horizontal wind field
vector changes themselves (9 in s~ accompanied by wind direction shifts of

1800) could be dangerous. It is therefore doubtful whether such events

should be considered false alarms .
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3.8 27 September 1977 - A gust-front showing only minor temperature and
anemometer di sturbances at the surface .

Bedard and Sanders (1978) document this event in some detail and have
produced several figures which illustrate how ground-based inversions in-
fluence surface measurements. The monostatic sounder clearly shows the
structure of a density current with the flow measured by a Doppl er sounder
(Fig. 3.15). There is an inversion evident prior to the disturbance near
2100 and after the disturbed period (2200). This is a case where a ground-
based inversion apparently reduced the effects of the density current at
the surface. (Additional examples of weak surface interaction appear in
the report by Greene et al., 1977.) The low surface wi nds permitted the
monostatic sounder to detect the event with a good signal-to-noise ratio.
Since we can infer the height of the current and know the speed of motion
of the discontinuity from the Po array, we can construct the 3-dimensional
flow for the system.

Surface measurements compared with the monostatic sounder data (Figure
3.16) illustrate that outflows aloft can occur with littl e or no surface

U temperature and w ind speed di sturbances . The upper level flow surge, in
excess of 10 m s~

1 , produced only a small surface wind increase. No tern-
perature drop (but rather a temperature rise probably caused by mixing the
boundary l ayer) accompanied the l eading edge of the disturbance near 2100.
The three anemometers operating for this event — A2, A8 and the airport
center fiel d anemometer all showed similar traces.

Figure 3.17 illustrates the Po data for four of the site locations. The
computed speed of motion is 12.8 m s~ from an azimuth of 3390 The mean
rise time and pressure peak are 352 seconds and .64 millibar , respectively.

Thi s event was sl i ghtly below the detection level for v~P sensors and none
responded. Slight decreases in threshold level and increases in sensor time
constant would be required to reliably detect- events with these characteristics.
It is important to note that there is evidence that over half of the events
detected wi th dP sensors at O’Hare airport during 1977 show weak interaction

with the surface. The problem of surface inversions preventing strong
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Figure 3.15. Wind profiles associated with thunderstorm gust front of
27 September 1977; the outflow structure vividly shown by
a nionostatic acoustic sounder. The increase of winds aloft
(about 10 m s~~) had little infl uence at the surface, per-
mitting the monostatic sounder to detect the event.
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Figure 3.17. Absolute pressure determinations of the propagation speed and
azimuth for the gust-front of 27 September 1977.

low— level interaction is an important one for the design of operational
warning systems. This event provides a data set suitable for use for
comparison with numerical model s and aircraft fli ght simulation . For this
case we infer the 3-dimensional structure of the system which we show in
FIgures 3.18 and 3.19. Part II of this report treats observations showing
weak surface effects in more detail.

3 . 9  18 May 1977 — Comparison calculations of direction and speed of motion
of a gust-front using data from Po and dP arrays.

A report by Fujita (1978) contains a mesoanalysis of this event. This
example is used to describe and compare two methods to obtain azimuth and
speed of motion information from dP and Po data sets. Figure 3.20 shows the
estimates of the leading edges of the system at the different times designated
A , B, C, or D. For dP data, using a marker, sites representing the leading

— 32
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Figure 3.18. Inferred 3-dimensional structure of the density current from
four viewpoints.
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FIgure 3.19. Sumary figure illustrating a compl ex density current flowing
from a source region on a stabl e l ayer. This figure combines
an artist’ s conception with actual data from the 27 Sept.

1977 case study.
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Figure 3.20. Basis for calculations of direction and speed of motion of a
gust front using data from dP array for event of 18 May 1977.

edge of the disturbance at some particular time are identified. One algorithm
computes the center point between adjacent sensors , constructs lines , connects
the various center points , and finally constructs a vector showing the
direction of motion. Al though more complex (and objective) methods could
be applied , this simple method , which involves some judgment in choice of
sensors , has proven quite effective. A later section suggests array configura—
tions which require little or no advanced processing.

Since the times for the line es timates were known, as were the di stances
between them, speeds of motion for the various possible combinations were com-
puted . A speed of motion of 13 m s~ from an average direction of 3440 was
obtained .

Figure 3.21 indIcates the absolute pressure data for four of the Po
sites. A marker was used to identify the start of the pressure rise and the
same portion of the peak for each sensor (each point Is marked with an
asterisk). Using the time differences between the arrival of some feature
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FIgure 3.21 . Absolute pressure determinations of propagation speed and
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at the various sites , an algorithm computed azimuth and speed of motion

based upon the various possible combinations of sites . Figure 3.21 also
shows the output from our graphics system showing the site locations to-
gether with the rise time , pressure change , and azimuth and speed calcula-
tions. Because of the l~ing rise time (about 2000 seconds), the time re-
solution is poor for this event. Most gust fronts have shorter rise times
permitting better accuracy than is shown for this example. The azimuth
(315°) and speed (10 m s~~) are in reasonable agreement with the dP data .
In this case one would place more confidence in the dP data because of the
larger array dimensi ons. This is a worst-case example.

3.10 7 August 1977 - Gust front showing evidence of non-uniform motion .

A discontinuity propagating from the northwest showed evidence of non-
uniform propagation. Figure 3.22 shows with asterisks the sensors triggered
at three different times into the event and also shows the simul~ted front
computed for the leading edge of the discontinuity at these times . Between
lines 1 and 2 the computed propagation speed was 14 m s 1 , while between
lines 2 and 3 the speed was 6 m s~ (less than half). Thus far, this is the
only event identified indicating such changes in motion. The O’Hare airport
data sets (Bedard and Cairns , 1977) and other Dulles system events indicate
that most large-scale , coherent density currents propagate at approximately
uniform speeds over distances in excess of 10 km.

3.11 17 November 1977 - Comparison illustrating a limitation of conven- - 

-

tional weather radar for tracking discontinuities .

During a cold front approach on 17 November 1977, both the surface
anemometers (Figure 3.23) and the Doppler sounder (Figure 3.24) measured

vector changes in the horizonta l wind in excess of 10 ms~~. This wind shift
occurred with a temperature drop of 8°C and a pressure jump of 1.4 mb having
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Figure 3.23. Anemometer data on 17 November 1977.
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Figure 3.24. Doppler sounder profiles on 17 November 1977.
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a rise time of 320 s. The pressure jump approached from the northwest
with a speed of IS m s 1 . A radar line echo appearing to the north of
the Dulles array also propagated from the northwest at about 10 m s 1 .
Fi gure 3.25 (the Dulles array location relative to the radar return at
the time of arrival of the discontinuity ) shows the disturbance at Dufles
occurred in a clear-air region of the radar return , at a time when the
extension of line passing through the long axis of the radar return inter-
sects the Dulles array. Three cases similar to this one were observed
during the first year of operation. Part II of this report contains addi-
tional comparisons with weather-radar data.

In modeling aircraft response , it is important to document the widths of
transition zones across discontinuities . This event illustrates one method
of estimating the widths of the transition zones using pressure data. Figure
3.26 shows the pressure data for one of the sites , together with an artist’s
view illustrating some mechanisms responsible for the pressure field. It is
assumed that the rise-time of the pressure field is proportional to the width
of the transition zone. Knowing the propagation speed of the pressure jump,

U 

the width of the transition can be computed , which for this case was estimated
as 4.8 km. Caracena and Kuhn (1978) provide some data concerning widths of
transition zones.

3.12 17 June 1977 - An aircraft flight path shown in relation to approach

L 

zone meteorology .

A National Transportation Safety Board (NTSB) report of 22 July 1977
documented a turbulence encounter by Piedmont Airl i nes Flight 33 into Dulles
International Airport. An attachment to this NTSB report shows the flight
path and altitude as a function of time. The superimposed key portion
of this path on a view of the airport — indicates where the flight lost
400 feet of altitude in 12 seconds (Figure 3.27). The indicated time is
approximate (accurate to within two minutes). However, abstrac ts concerning
the flight from the NTSB report appear below and these make more accurate
note of the time-history of events.
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Figure 3.25. Weather radar data with a 10 km-square identifying the site
of the Dulles International Airport array.
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FIgure 3.26. The pressure disturbance of 17 November 1977 together with an
artist’ s v iew i l l u st ra t ing  some mechanisms responsible for the
pressure field.
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Figure 3.27. Flight path of P133 relative to Dulles International Airport.

The purposes of this case study are to show the value of re-constructed
flight paths for after-the-fact analyses and to indicate the portions of
a thunderstorm that probably contributed to P1 33’s loss of altitude.

Abstracts from NTSB report 
- 

-

At 1935:45, P1 33 was vectored left to a heading of 120°. The
crew acknowledged and as ked “ ... which way would you say it (weather)
was moving?” The controller replied , “that cell is moving due south
It’ s gonna annihilate the airport in about another twenty minutes .”
P1 33 responded, “Okay (accomodate us) when you can.” The controller
then advised , “we ’ll do the best we can there’s two guys ahead of
you on one right.”

At 1936:19, P1 33 was advised , “ ... now plan a v isual approach to
runway one left, I think I can get you in quicker that way.” T~e crew
repl ied , “roger.” P1 33 was vectored right to a heading of 170 - §bout
1 minute later the flight was given a l eft turn to a heading of 090 for
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a left base leg to runway 1 left. The crew acknowledged “zero nine zero ,’
and the controller responded promptly with the following advisory :

“and we are now in the midst of a
thunderstorm , I can hear it over
head. ”

At 1938:15, P1 33 stated, “Okay we’ll take a look at it. ” A
lower al titude was requested and P1 33 was cleared to descend and
maintain 1 ,600 feet. At 1938:44 the flight was further cleared to,i
~continue your left turn now on a headi ng of zero four zero , put you
on a two mile final. ”

At 1939:30 the AR-2 controller advised P1 33 that “ . . - the
airports twelve o’clock and about —uh - about two and half miles , you
have anything in s i ght?” The crew replied , “uh-we can ’t do it. ”

The controller immediately cleared P1 33 to turn left heading
300 , to climb and maintain 2000 feet. The crew repeated the clearance
and stated, “

~. - . we gonna have to turn back outa here right quick. ”
At 1939:50 the controller replied that he would get the flight on
around to the south as soon as he could. ~bout 20 seconds later P1 33was further cleared to continue the left turn to a heading of 2350 and
climb to 4,000 feet.

At 1941:12 P1 33 advised , “ ... we’d like a vector right on down to
-uh—to-uh- Richmond , that’s pretty rough back there if anybody ’s
trying to go in. ” The controller stated , “yes sir , nobody ’s making
approaches. Now-uh-turn left heading of -uh-two one zero, be a vector
to -uh- Richmond. What altitude would you like?” The crew advised
that 10,000 feet would be fine. The AR-2 controller cleared the flight
to maintain 7,000 feet. At 1942:12, P1 33 reported leaving 4,000 feet
climbing to 7,000 feet.

The weather radar showed a bulge (Fujita, 1978) moving southward
toward the airport from a line echo which advanced from the northwest at
about 9 m s 1 . Figure 3.28 shows the radar echo relative to the Dulles
array near the time of the encounter , with Figure 3.29 indicating the abrupt

• 

- 

shift of surface winds accompanying the thunderstorm . A temperature drop
of over 4°C occurred 10 minutes before the rainrate maximum of 20 mm per
hr (Figure 3.30). The total temperature drop exceeded 8°C before lightning
caused loss of data. Although array data was lost because of local power
failures , recording barographs indicated a pressure jump in excess of 1.3
mil libars. Comparing the vertical wind profiles before and after the passage
of the gust front (Figure 3.31), a maximum in the thunderstorm outfl ow occurred
below 300 meters.
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Figure 3.29. Anemometer data on 17 June 1977.
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Figure 3.30. Temperature and rainrate data on 17 June 1977.
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Figure 3.31 . Doppler sounder profiles on 17 June 1977.
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e might ve :pected to :;J iJoIo~~hI ers;J by
turning the aircraft south at higher altitudes , thus increasing perfor-
mance. Instead, the aircraft lost 400 feet in 12 seconds (a downward
movement of 10 in ~_1 ), The rainrate maximum , the fact that the aircraft
was higher (727 m) than the outflow maximum (300 in), and the position of
the radar echo (extending to the south of the airport) provide evidence
that P1 33 encountered a downdraft. Arrays of surface anemometers, thermom-
eters or pressure sensors coul d have prov ided a warn ing for thi s particular
event.

3.13 26 June 1978 - A thunderstorm showing evidence of an intense down-flow.

Fujita and Byers (1977) and Fujita and Caracena (1977) present evidence
relating downflows to aircraft accidents . Fuji ta (1978) provides extensive
documentation on downburst phenomena. This event from our 1978 data set docu-
ments surface effects attributed to an intense downflow.

A thunderstorm approached the Dulles array from NNW 26 June 1978,
passing over the airport wi th cloud tops of 60,000 feet (Figure 3.32).
The storm appeared on the weather radar as an isolated echo approximately
10 km wide. Figure 3.33 is a composite indicating the location of various
sensors relative to the total rainfall contours (obtained from the
Metropolitan Climatological Sumaries), the tree damage pattern , and
hail observations. The observed sudden wind surges (in excess of 60 kts)
with an initial wind direction of 360° vari ed through 900 to 1800. Al-
though damage to the anemometer cups occurred during this event , the null - 

-

in the wind speed trace (Figure 3.34) probably indicates that the center
of the downflow passed near the wind sensor. -

The exceptional pressure di sturbance accompanyi ng thi s thunders torm
(Figure 3.35) shows a small rise (.7 mb) in pressure followed by a small
drop (.7 mb) preceeding a pressure nose in excess of 5 mb with a duration ‘

of less than 15 minutes. If the pressure nose is interpreted as the stagna-
tion pressure resulting from dynamic effects alone , then vertical downflow

_ _ _ _ _ _ _ _ _  - -
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Figure 3.32 . Weather radar data showing the thunderstorm cel l relative to
the 10—km square identifying the site of the Dulles International
A i rport array.
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Figure 3.33. Composite indicating the location of various se nsors relative
to the total rainfall contours , tree damag e, and hail observations.
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Figure 3.35 Pressure data on 26 June 1 978.

15mm

Figure 3.36 Numerical simulation of pressure field beneath a thunderstorm
downfl ow (after Teske and Lewellan , 1 978).
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speeds in excess of 30 m ~~l can be predicted. The pressure trace is quite
similar to the numerical results 0f Teske and Lewellen (1978). Figure 3.36
is derived from Figure 6 of their paper , where they assume downflow speeds of
23 in s 1 .

The literature cont~ins a number of observations of large pressure noses
indicating that this observation is not unique —e.g., Faust (1947), Caracena
(1978).

This case study as well as those in Sections 3.6 and 3.12 indicate
the significance of thu;,derstorm downflows to aircraft operations. Later
sections of this report discuss differences in detection philosophy for
thunderstorm downf lows and outflows.

4. SENSOR OPERATION

This section reviews causes of dP sensor response (both natural and
manmade) and outlines considerations important to the use of dP sensors in
dense arrays. Practical details involved with the operation of such a dense
array of sensors are great. Keeping track of the siting , phone line routing,
documentation of sensor locations and characteristics , and ma intenance of
the instrumentation combine into an impressive logistics problem.

4.1 Causes of dP Sensor Response.

Various causes of dP sensor response listed and defined below vary in
their practical importance. A discussion of each appears in sections that
follow . Part II of this report provides additional information concerning
the first five mechanisms.

4.1.1 Thunderstorm Gust Fronts and Down-flows.

Thunderstorm Gust Front - The l eading edge of the cold
air spreading outward near the earth ’ s surface from a
thunderstorm.
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Thunderstorm Down-flow - The descending column of cool
air within a thunderstorm (usually accompanied by a rain
shaft) which feeds the near-surface divergence causing
the gust-front.

4.1.2 Cold Fronts.

Cold Front - The l eading edge of a mesoscale or larger
mass of air , cooler than its surrounding ai rmass , and moving
so that the colder air replaces the warmer air. - 

-

4.1.3 Gravity Waves.

Gravity Waves - Waves propagating on ground-based inversions
(similar to waves propagating on the surface of the ocean).
These are called gravity waves because the earth’s gravita-
tional field provides the restoring force allowing them to
propagate.

4.1.4 Gravity-Shear Waves .

Gravity-Shear Waves - Waves depending upon both gravity and
shear in the medium for their existence and propagation
characteristics. Cases of aircraft turbulence have been
attributed to gravity-shear waves propagating at jet stream
altitudes.

4.1.5 Local Winds.

- 

- 

Local Winds - By local winds we mean air flowing in the
immediate vicinity of a sensor. Since for our purposes we
wish to measure the static pressure field , deviations
caused by local Bernoulli pressures are a source of error.
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4.1.6 Aircraft Weight Transfer.

Aircraft Weight Transfer - By aircraft weight transfer we
mean the weight of an aircraft distributed on the earth ’s
surface as a pattern of increased pressure. This total
weight transfer will occur independent of the altitude of
the aircraft, although w ider distribution occurs at h igher
altitudes.

4.1.7 Aircraft Wake Vortices.

Ai rcraft Wake Vortices - Two counter-rotating vortices that
leave the wing—tips of an aircraft when lift is being
generated.

4.1.8 Aircraft Jet Blast Effects.

Aircraft Jet Blast Effects - Sensor response resulting
either from the high temperature or large air vel ocity
changes caused by flows behind a jet engine.

4.1.9 Vehicle Wakes.

Vehicle Wakes - A large vehicle moving at high speeds
can generate strong flows in its lee — similar to the
vortices behind an aircraft.

4.1.10 Thunder and Sonic Booms. - 

-

Thunder and Sonic Booms - Acous tical trans ients , usuall y
in the form of an “N” wave , caus ing sudden increases in
pressure capable of triggering dP detectors. While the
thundercla p resul ts from the sudden compress ion of air
in a lightning channel , the son i c boom occurs from an
object in supersonic flight.

L ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ _ _ _ _ _ _ _ _ _ _



4.1.1 Thunderstorm gust- fronts and down-flows.

For the vicinity of O’Hare airport , pressure changes directly related to
thunderstorms accounted for more short-period pressure disturbances than any
other mechanism (Bedard and Cairns , 1977). The O’Hare statistical study that
covers the years 1968-1972 shows that, during the months from May through
September, thunderstorms accounted for 60% of the pressure disturbances.
However, there are mul tiple mechanisms contributing to the thunderstorm-
pressure-f leld. Figure 3.22 illustrates two of these mechanisms . The pres-
sure rise after 2100 occurs wi th the leading edge of the density current and
can result from both acceleration of air at the l eading edge and the increased
weight of the cooler air above the sensor. The pressure rise at 2200 is in-
terpreted as a source region of descending cooler air and rain in an advect—
ing cell. Quite large pressure increases can occur due to the stagnation
pressures beneath downfl ows , as well as to the increased weight of the column
of air in these regions (Section 3.13). There is a need to understand the
relative contributions of these mechanisms to the resultant pressure field.

4.1.2 Cold Fronts

Frequen tly prefrontal squall-lines precede cold fronts and are shear-
producing systems accompanied by pressure jumps (Bedard and Cairns , 1977;
Greene et al., 1977). The frontal interface of cold fronts tends to be
quite broad (many kilometers), in comparison with gust-front interfaces
(often less than 2 km). Caracena and Kuhn (1978) provide statistics on
the widths of these transition regions. Also , the speed of motion tends
to be slower . As a result, the pressure rise can be much more gradual
(10’ s of minutes) compared with the more rapid rise related to gust-front
passages. The Dulles system provides data comparing the vertical wind
prof il es to the surface pressure changes related to cold fronts. Fa l se
alarms due to the detection of longer term pressure rises related to cold
fronts does not seem to present a problem.
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4.1.3 Gravity Waves

The one gravity-wave event detected by the Dulles dP array (Section 3.7)
seems quite unusual. There were a number of cases detected by the absolute
pressure sensors with equivalent amplitudes. However, the periods were long
enough (e.g., 20 minutes) so that the dP detector high-pass filter surpressed
the response. The combination of large amplitude and short wave periods
made the event of 8 July 1977 unique . Also, there is ev idence that the
flows induced near the surface constituted an aircraft hazard.

Figure 3.2 shows an example of a pressure jump on 20 July 77 showing
oscillations at the peak (after about 0400). These oscillations are probably
gravity waves propagating on the upper surface of the gust-front density
discontinuity. Such oscillations could cause some anomalous t r i~ - ~ri ng, but
bc~rause of their relatively small amplitudes would not interfere with the
detection of the event or with its anal ysis. It is concluded that gravity
waves are not a signifi cant source of fal se alarms .

4.1.4 Gravity—Shear Waves

Gravity-shear waves related to upper l evel jet-streams are another cause
of significant pressure disturbances capable of triggering dP detectors
(Bedard and Cairns , 1977; Greene et al., 1977). The Dulles dP array detected
several gravity-shear wave events. The propagation speeds tend to be quite
large (30-50 m ~~1) and surface wind speed changes are correspondingly low.
The lack of large wind speed disturbances and the fact that they usually
occur in the absence of adverse weather offer means of identi fying triggers
caused by gravity-shear waves. Nevertheless at certain times of the year
(usually the winter months) at jet stream latitudes , gravity-shear waves
coul d be a troublesome source of false alarms.

4.1.5 Local Winds

Changes in local winds can produce large pressure changes. For example,
a speed change from 20 m s~~ to 10 m s~~ involves a pressure increase of
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almost 2 millibars . Based upon wind tunnel testing estimates, the use of a
cyl indrical porous sensor inlet (Section 8.4) reduces the dynamic “local ”

pressures by about a factor of 5. This suggests that the dP sensors are

relatively insensitive to wind changes . However , it is another matter to
insure that the dP sensors do not respond to wind changes In a real , turbu-
lent atmosphere. Field experience suggests that although dP sensors can
respond to unusually gusty and severe local winds , the incidences are quite
infrequent. On 22 March 1977, the Dulles array indicated sporadic dP trlggers
during a period of gusty wi nds (Figure 4.1). Since the duration of these
triggers was quite short (usually I sec) they could be identified on the
basis of duration. It is a simple matter to add logic either at the sensor
or at the central recording location which requires a trigger to be longer
than some interval to be recorded. Fi gure 4.1 shows the total number of
network triggers with durations of 1 , 2, and 4 seconds during half hour
intervals centered at the times plotted. The upper graph is the mean wind
and the center graph is an estimate of the fl uctuating wind field for this
interval , using the airport anemometer as a reference. One sensor , notable
in terms of the number and duration of triggers , had an exposed location
(Section 5.2). We observed few such instances (4) on the Dulles array. The
wind gusts for a severe thunderstorm gust-front could cause multiple on-off
indications for marginally triggered sensors. In retrospect, the temperature
effects identified for dP sensors could have prevented or caused wind induced
triggers depending upon the thermal history and local winds .

Probably the worst case is when winds are steady at some high speed and
then suddenly decrease. At Boulder , Colorado , during down-slope wind events,
sudden changes in mean wi nd speed occur and the pressures induced can be
large. On at least two occasions this mechanism caused dP triggers of tens of
seconds durations.

4.16 Aircraft Weight Transfer

The aircraft weight appears at the ground as an increase in pressure.
Bedard and Cook (1968) measured this pressure increase as a function of
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Figure 4.1. Sporadic nature of wind-induced dP triggers on 22 March 1977.

58

~~~~~~~



r r ~~~~~

—- -
~

•-U— — - - - —  - - - --5--- 5—- ------- 5--- —-- —

altitude for several different aircraft . For example , a CH21B helicopter at

100 feet produces a pressure increase of about .1 nib . For a C5A at 300 feet
the theory of Prandtl and Tietjens (1934) predicts a .5 mb pressure increase.
For sensors displaced from beneath the aircraft a distance equal to the
aircraft altitude (or at least one wing span distance at altitudes below
about 100 feet), these effects should not cause false triggers . Because the
pressure varies inversely with the square of the distance from the aircraft ,
the pressure increase tends to be concentrated directly beneath the aircraft
and falls off rapidly with aircraft altitude. Thus it is wise to avoid
locating dP sensors under glide paths where the aircraft altitude is below
100 feet. False triggers produced by this mechanism could have durations of
several seconds depending upon the wei ght , speed, and height of the particular
aircraft. Only the very heaviest aircraft such as the C5A presents a significant
source of possible false alarms . Actually, for large numbers of dP sensors
the effect of aircraft weight transfer offers a possible method of performing
tests by using a helicopter flying over sites at low l evels.

4.1.7 Aircraft Wake Vortices

Limited measurements of wake vortices (Hallock , 1972) and theoretical
calculations indicate that significant pressure changes can occur (tenths of
millibars). We would not expect wake vortices to cause anomalous dP triggers ,
but rather to cause sporadic triggering of sensors already marginally triggered
by other mechanisms. We recommend experimental measurements of the pressure
field for wake vortices , prior to “near runway” installation of dP detectors.

4.1.8 Ai rcraft Jet Blast Effects.

- 

- Sensors deployed in the vicinity of runways could encounter jet blasts ,

resulting in two possible effects. First , the local flows could produce
negative pressures relative to the surrounding, undisturbed air. Initially,
this would increase the threshold for +dP changes. if the jet flow remains
constant for some time (several minutes), a ca pillary leak would equalize the

pressure across the switch and the dP sensor threshold would return to Its
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norma’ setting. - If the jet Is then removed, the local pressure would in-
crease again to the undisturbed value and +dP triggers of long duration (tens
of seconds) could occur.

A second possible effect related to aircraft jets is a threshold change
due to a large temperature change. If large temperature changes occur between —

the medium and the jet temperature near the sensor, these can induce threshold
shifts (as indicated in section 8.1). Prior to dP installations in the vicinity
of runways (e.g., Figure 10.2) , f ield testing of dP sensors subjected to
aircraft jet blasts can determine the magnitude of the problem.

4.1.9 Vehicle Wakes

Sensors positioned near high-speed roads (particularly those used by
large trucks) encounter significant pressure perturbations. Pressure sensors
near a high-speed road, although connected to a noise reducing space fi l ter
(Bedard, 1977), revealed the pressure disturbance. A positive pressure - :

disturbance occurred initially followed by a larger negative pressure dis—
turbance. No data concerning the absolute magnituc~ of these wakes is avail- 

-

able , but measurements indicate that they are of short duration (< 5 sec).
It seems prudent to choose loca tions di splaced back as far as poss ibl e from
high-speed roads. More measurements are required to establish the absolute
magnitudes of these “noise ” sources.

4.1.10 Thunder and Sonic Booms.

The pressure wave from a close li ghtning strike will probably be an N-
wave and could cause dP triggers. However, the duration will be short
(< 1 sec). There are no documented instances of thunder-caused dP triggers.
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Sonic booms will also invol ve N-wave pressure signatures although of longer ’ -

duration. The criterion of long-duration triggers suggested to suppress wind

noise will also eliminate thunder and sonic boom induced triggers.

5. SENSOR SITING

5.1 Extremes of Site Locations.

The site locations for dP detectors at Dulles include installation on

the sides of buildings and on telephone poles in locations varying from
hilltops to shaded areas covered wi th poison ivy . Some sensors are near
high—speed roads while others are in backyards. Figure 5.1 shows two ex-
tremes of s ite loca tions.

5.2 Possibility of Local Terrain Effects. - 
-

There is no ev idence of sensors that would not operate due to l ocal terrain
effects. However, it is reasonable to expect that wind induced triggers
(Section 4.1.5) increase for more exposed locations. For the example shown —

in Figure 4.1 the sensor showing the most triggers was situated in a completely
exposed location near the knob of a bill (Figure 5.la). Conversely the
two sensors mounted on the sides of buildings showed no triggers during this
interval. Al though triggers due to local winds can easily be suppressed by

- 

, defining significant triggers as those occurring for more than 5 seconds, it
does seem prudent, when given the opportunity , to locate dP detectors in less
exposed locations. Al so, times in which wind-induced triggers occur for long
periods are invariably during conditions when thunderstorms are not present.
Even for exposed locations, techniques are ava il able (e. g., the pressure
sunrator described by Bedard, 1977) to reduce further the local wind problem ,
but extra methods are not necessary. As mentioned in (Section 4.1.5), the
pressures related to local winds behind the gust front probably cause sporadic
triggers after the initial detection of the pressure jump itself. The chance
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Figure 5.1. Examples of sensor siting.
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for this increases because the temperature drop increases the sensitivity of
the dP sensor used In the Du lles system .

5.3 Building Locations.

One advantage of dP sensors is the fact that they can be Installed
inside most buildings wi thout special precautions (e.g., routing the sensor
inlet to the outside atmosphere). Bedard and Meade (1977) point out• that
building ventilation systems should insure that the time constant for build ing
“low-pass-filter-effects ” is much shorter than the rise time of atmospherIc
pressure jumps (typicall y 5 minutes). Building installations are not susceptible
to wind-gusts. Large capacity air conditioning systems can cause a problem in
that they produce a pressure differential between the inside and outside of the
building. Sorie buildings , so equipped , could encounter large (> 1 mb) pressure
changes when outside doors are opened or closed . An outside vent for the sensor
input is the solution to this problem . Five sensors in the O’Hare system
(Bedard and Ca i rns, 1977) operated satisfactorily within buildings .

5.4 Practical Limitations .

With dense arrays made up of many elements (the Dul les array consisted of

- over 120 dP sensors), ease of access becomes an important consideration. A
number of the sites hidden in poison ivy and at the end of a gauntlet of ticks
are difficult to maintain. Several sites require those servicing sensors to
watch carefully for bulls or large dogs prior to carrying equipment through
a field full of “meadow muffins. ” Thus, attention to the ease of maintenance
is probably the prime consideration . The dP sensors at Dulles (except two) were

U 

- 
mounted on telephone poles. Although most of these were near roads, it was

z difficult to find a convenient place to park safely. Attention to these
practical details can make the difference between a successful and unsuccessful
installation. Telephone poles are quite logical points , especially if telephone
lines are used to transfer data.
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6. SPACING CONSIDERATIONS

6.1 Required Spatial Resolution

The dual nature of the thunderstorm wind-shear problem (referred to in
section 4.1.1) requires two scales of spatial resolution. The largest scale
for the detection of coherent gust fronts requires spacings on the order of
1 to 3 km. The spacing should be larger than the scale of instabilities on
the leading edge of the discontinuity (> 1 km) and smaller than the scale of
disturbance itself. Pressure jumps detected by an experiment at Chicago ’s
O llare airport propagated wi th approximately uniform motion for distances of
over 10 km. For reliable detection and tracking of smaller-scale transient
features (e.g., spatially concentrated downflow regions), smaller spacings
(of hundreds of meters) seem necessary. Based upon preliminary experimental
and theoretical information such near-configurations seem feasible as far as
wake vortex and aircraft weight effects are concerned . However the infl uence
of engine jets upon sensor operation remains to be determined . Avoiding
runway areas where jet blasts from turning aircraft could strike a sensor is
one solution to this problem.

6.2 Required Time Resolution.

U 
Typical propagation speeds for thunderstorm gust fronts range from 10 to

20 m s~ or , in terms of time differences for 1-km spacings , 100 to 50 seconds.
Because of sensor variability (e.g., caused by temperature effects, manufacturing
tolerances or local siting effects) or spatial variability of gust fronts, errors
of 10 seconds could occur for large events and greater errors of tens of seconds
could occur for margi na l events. Suc h problems could be the source of anomalous 

- 

-

triggers measured during some dP events. dP spacings of 2 km (100 to 200
seconds expected propagation times) are recommended for the detection of
coherent gust fronts. For the spatially concentrated transient systems, time
reso lution becomes much less important because such detection systems w il l
be in the imediate vicinity of runway locations , providing “nowcasts.”
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6.3 Practical Constraints

One of the greatest problems is that of maintaining large sensor arrays
with elements separated by many kilometers . A conservative estimate of the
dist4nce involved was 240 mi les in making a visit to all of the Dulles dP
sites (over 120 sensors wi th about 1-km spacings).

This assumed that none of the sites were mi ssed , which would require
additional mileage. In fact, because many sensors become hidden by foliage
and are difficult to see from the road, the actual mileage required for
maintenance is considerably larger. Marking roadside locations with special
paint can ease the maintenance process. As mentioned previously, ease of 

-

access and maintenance should be an important consideration in the site
selection process. The rural nature of the area west of Dulles limited the
selections and prevented a more logical choice of sites . “Close in ” dense
arrays near runways could be much more easily maintained .

7. ANEMOMETERS VERSUS PRESSURE SENSORS : RELATIVE STRENGTHS AND WEAKNESSES

7.1 Relative Arrival Times of Pressure , Temperature , and Wind Disturbances.

Bedard and Beran (1977) reviewed past measurements treating the relative
arr ival times of press ure, temperature and wind disturbances. However , more
statistics are needed concerning the temporal relationships. (Bedard and
Ca i rns, 1977) present data taken near O’Hare International airport during the

- 

- 

summer of 1976, depicting the time differences between the arrival of the
peak of the pressure and the peak of the wind disturbances . Using propaga-
tiôn speeds determined from the pressure sensor array, equivalent distances
were computed for each of the time differences. In 8 out of 11 cases the
pressure disturbance arrived coincident with or several minutes prior to the
arrival of the surface wind surge. In the two cases in which the wind surge
occurred well prior to the pressure jump , dP triggers did not occur. Part II
(Figure 13.4) provides statistics showing the relative arrival time of pressure
and wind speed di sturbances .
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The value of temperature sensors relative to pressure or wind sensors is
best treated by the O’Hare airport 1977 experiment , which recorded data from
s ix towers wi th colloca ted temperature, pressure, and wind sensors. On the
bas is of observa tions made thus far , surface temperature sensors , although
valuable for scientific studies of thunderstorm density currents , frequently
show little or no response to the passage of a l eading portion of a thunder-
storm outflow. Therefore, although they respond to the cold air in the down-
f low region itself and -in some cases respond wel l to a thin , slowly moving
flow of cold air with strong surface interaction , temperature sensors are not
well suited for use as part of a warning system. Statistics pertinent to
these questions appear in Part II of this report.

7.2 A Comparison Between Anemometers and Pressure Sensors.

Bedard and Hooke (1977) summari ze the advantages and disadvantages of
anemometers and pressure jump detectors as part of an airport warning system.
A comparison indicates that the sensors can complement each other. Pressure
sensors promi se to detect downbursts and currents that do not reach the
surface, whereas wind sensors can detect outflows of limi ted dept h or of
warmer air. Both sensor types should be capable of responding rel i ably to
the most energetic events. Part II of this report provides statistical bases
for some of these conclusions.
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8. INSTRUMENTATION PROBLEM AREAS AND THEIR SOLUTIONS

8.1 dP Detector Temperature Sens iti v ity

A temperature response (arising from the fact that temperature changes
in the sensor reference volume in-turn cause pressure changes) results in two
areas of concern :

a. The detector threshold characteristics are a function of time-of-day .
b. The possibility exists that local temperature variability could

cause sensor mis-match within an array.

Although a design change will reduce this variation in sensitivity , this present
design has not prevented the evaluation of the concept or the detection of
most events. This problem was identified wi th the dP sensors using the
Dulles array and not while using installations at O’Hare airport or near the
National Severe Storms Laboratory (NSSL) tower. Analysis of both the O’Hare
and NSSL data sets indicated reliable detection of pressure jumps above the
design pressure/rise time tP~:eshold with no detections of disturbances below
the threshold. Subsequent tests in Boulder documented the fact that the
detection threshold is modulated by diurnal temperature changes (Figure 8.1).

The “standard” dP detector threshold varies between .5 and 1 mb , while
the modified design shows negli~ ib1e variability (typically less than .05
mb). The modified design involves increasing the thermal time constant so
that the pressure changes induced by temperature changes are s l ow enough to
be suppressed by the dP sensor high-pass fi l ter. This is accomplished by using

- 

- a larger (2000 cc) and better insulated reference volume , placing this volume
• in an insulated container , and increasing the internal thermal mass. Inserting

U a cyl inder (7 3/4 inches high , 4 cm in diameter with 2 cm wal l thickness)
packed with stainless steel wool inside the reference volume provides the
thermal mass increase.

This new design is recommended for future installations. The systems at
O ’Hare , NSSL , and Dulles operated satisfactorily in spite of this problem
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Figure 8.1. dP detector threshold variation with temperature.

because the sensors are well-matched and thunderstorms tend to occur at times
(late afternoon or early evening ) or under conditions when the standard
sensor characteristics best meet design criteria of 0.5 nib trigger l evel .

8.2 Noise on Telephone Lines

Several leased phone li nes encountered a sporad i c , broad-band noise
problem . The noise would increase in l evel (particularly after rains)
and cause some dP tone discriminators to signal false alarms . This did
not confuse s ignal analysis since sensors showing this problem can be easily
isolated from the data logger or identified as anamolous . For a typical
probl em site, an increase of line no i se wou ld cause fa l se triggers on one of
the dP decoders. A false trigger occurring every few seconds also activated
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the local display indicator which usually permitted a maintenance man to

switch that site out until the noise problem was fixed . (Each decoder output
passed through a switch panel permi tting any dP detector to be switched in
or out as wel l as triggers to be simulated.) Sporadic triggers from one or
two sites occurring over periods of hours were entirely different from the
progressive triggering of large numbers of sites during an event. This noise
problem did not complicate analysis. However, on some nights the noise would

— 
increase on one line causing false alarms and excess use of magnetic tape.
The dP signal tones were quite low on some data lines because of higher-than-
anticipated losses. This fact required setting the tone decoders for low
level input si~nal3 , making them more susceptible to noise. One solution was
to re-design the oscillator , increasing the output l evel from about 5 to 25
volts peak-to-peak. Such high-output oscillators installed on the l onger
lines reduced this difficulty . One area of uncertainty exists concerning
false triggers due to line noise induced by thunderstorms . For systems
designed to respond to initial dP triggers of long (>1 sec) duration this
should not present a probl em.

8.3 Absolute Pressure Sensor Problems

There was no known failure from any of the Po sensors once installed and
operating in the field. This comment applies for 1 unit at NSSL , 5 units at
O’Hare airport and 12 units at Dulles . Two Po sensors required external
mechanical adjustment after shipment. Experience with these sensors has been
quite good. In June 1977 modification of the FM discriminators that were

U 

- used to decode Po data reduced the carrier level appearing at the discrimi-
• nator outputs. Although data could be processed in spite of high carrier

levels , the residua l carrier caused additional , unnecessary noi se on the
digital recordings. Increasing the value of a low pass filter capacitor in
the discriminator Output stage, dropped the carrier l evel to less than 10 my

peak-to-peak. The Po data is used as a reference for evaluation of the dP
array operation and for meteorologi ca l studi es. Since the dP detec tors are
quite effective for the detection of pressure jumps , absolute pressure sensors
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are not required for operational warning systems (unless scientific data
collection or other goals — e.g., gravity-shear wave detection — exist).

8.4 Plugged Inlets

Each dP and P0 sensor was equipped with a porous cylinder covering the
inlet to the atmosphere. Made of hydrophobic material , this cylinder reduces
local wind noise and prevents dust and insects from entering the sensor. This

inlet is made of sub-millimeter size hydrophobic balls which are fused
together in the manufacturing process. They have a low flow resistance and
reduce flow noise by integrating the total pressure field over the surface
of the cylinder (the cylinder is approximately 2 inches high , 3/4 inch in
diameter with 1/8 inch walls). The pressures induced by a gust front or
downflow appear coherently at all points on the cylinder surface. These
inlet covers were found missing from three dP sensors and mud wasps had made a
nest in each pl ugging the inlet. In addition one dP sensor at O’Hare had
this problem. In the current field design the inlet covers are pressed in
place over the inlet and must be removed for calibration . A new inlet design
permits the inlet cover to be secured with a screw. Also designed is a
calibration adaptor which slides over the inlet cover , eliminating the necessity
for its removal (apparently several inlet covers were not replaced after
calibration).

8.5 Vandalism

There were no instances of vandalism for the O’Hare system, although one
sensor was badly damaged by a truck. At the NSSL tower, someone chopped up
a data cable. The Dulles area is quite rural , which would explain why 28 dP
sensors were damaged by firearms (the problem was greatest in deer season).
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Fortunately only one sensor had to be replaced because of this problem.
Most local people were curious about the sensors and tended to be slightly
protective of them. Several people had to be assured that the sensors were
not eavesdropping devices. For any future installations the placement of
articles in local papers explaining the purposes of the installation
shoul d help assist site surveys and probably reduce vandalism .

8.6 Lightning Damage

Lightning caused the greatest number of sensor problems . At Dulles
grounds were not provided for about half of the dP sensor installations.
Al though surge protection for the dP oscillators was provided the surge
protectors do not work without system ground. This resulted in 10
oscillators damaged at unprotected sites. No lightning problems were
experienced for the O’Hare system dP sensors during two years of operation .

Damage to telephone lines caused segments of the array (each segment
consisting of from 3 to 7 sensors per phone line) to be down for periods of
time. Most of these outages were of short duration . However, a lightning
strike necessitated replacement of an underground cable , resulting in an
outage for southeast segments of the array that lasted over 3 weeks.

8.7 Anemometer Problems

A great deal of trouble was experienced in keeping the anemometer
array in operation (Figure 1.5). One of the problems occurred partly
because a vent-valve was not installed by the manufacturer. Water would
be found in the bottoms of the cases and frequently this would cause the
chart paper to stick and jam. A representative installed the valves ,
but water probl ems continued . Apparently the seatings for “O” -ring
seals were not made properly for some cases. The addition of a 5-watt
bulb to reduce humidity and improvement of the “O” -ring seating on cases
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showing leaks should solve this problem . An improvised solution (which
helped) was to run a strip of tape across the outside seam.

There were a variety of electronic problems. Some problems obviously
resulted from lightning strikes, since the locations that are well suited
for wind measurements are on exposed hills and are thus susceptible to
lightning strikes (Figure 8.2). The units were repaired and re-calibrated
by the manufacturer, but still encountered failures. With an active
maintenance program good wind speed and direction data during the key
portions of the 1977 thunderstorm season were obtained. A large stock of
spares for anemometers and a quick response maintenance agreement with
the manufacturer would help to reduce storm damage outages.

8.8 Power Failures

Power failures accounted for the greatest number of outages during
the thunderstorm season. The Doppler sounder was particularly susceptible
and was down for key months, from early July through early September.
The Doppler sounder was also out for short periods as a result of surges
on trie power lines caused by distant thunderstorms; thus required improved
surge protection. Power outages also caused the Doppler sounder to miss
gust front events.

The dP sensors are well suited for operation during thunderstorms.
Their internal batteries make them immune from regional power failures and
the multiple phone lines give added reliability to the total system
(since it is unl ikely that several phone lines will be down simul taneously).
The anemometers were modified to provide battery back-up in the event of
local power outages.

The original system at the central recording station (CRS) had a
battery back-up built into it to handle local power failures. It was in—
tended to provide a separate back-up system for the P0 digital recorder
but when this proved unreliable the load of the absolute pressure sensor
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Figure 8.2. Typical anemometer location.

recorder was added to the rest of the system . The fact that the chargers

could on’y handle the normal system load and not the excess load after a

local power failure , did not interfere with the recording of events and
the entire system operated for over one hour during a power failure .
During 1977 the system would usually have to be brought back to normal
operation manually after power failures of long duration . Subsequently

• chargers with larger capacities were installed .

8.9 System Stability

There were no observed long-term changes in sensor characteristics
for either the dP or Po sensors. This comment also applies to the CRS

ins trumentation. Followup testing should include measurement of the

sensor tri gger threshold as a function of temperature , check i ng the
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repeatability and stability relative to the initial laboratory tests. Also
the long-term integrity of system seals should be insured . Two oscillators
changed their center frequencies , but subsequent design changes insured
greater stability . However, these seemed to be isolated cases, possibly
related to lightning surges, and no wholesale replacement of dP oscillators
is recommended. -

One mechanical problem exists with hinges on some dP and Po cases showing
evidence of rust. The solution seems to apply oil to the existing cases and to
specify proper hinges in any future case procurement.

8.10 Recording Station Problems

The probl ems encountered wi th the central recording station (CRS) were
minimal . The dP data logger operated for over one year without a malfunction .
It finally failed (December 1977). The Kennedy tape deck failed once during the
test interval , because of a burned out bulb in the marker sensing system. The
Po digital recorder malfunctioned several times due to multiplexer chip failures .

U 

These were apparently caused by power line surges. There were no failures
since the recorder was connected to the main system power source (the batteries
providing surge protection). The Po digita l recorder initially had no battery
back—up.

9. SYSTEM MA I NTENANCE

9.1 Calibration

Bedard (1977) describes the pressure calibrator. Because of the magnitude
of the task of calibrating the complete system, frequent calibration , which
would be desirable based upon technical reasons, would be impractical . Cali-
bration prior to, during, and after local thunderstorm seasons is recommended.
More modest arrays could be calibrated monthly. For dP sensors, calibration
consists in applying positive pressure of steadily increasing magnitude to
determine the trigger threshold. Applying a step function of pressure of
1 mil libar and measuring the duration of the resulting trigger indicates

L _  _ _  
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the sensor time constant. Changes in the sensor time cons tant can occur
because of leaks in the reference volume or connec ting tubing as well as
because of changes in the flow resistor. For the Po sensors, a positive 1
millibar pressure applied for 2 minutes checks the system calibration
through the recording and processing systems. Other checks are the battery
vol tages, tone levels , center frequenc ies and alig nments at the time of
calibration. The calibrations should not be performed during periods of
high winds or large pressure changes (e.g., gravity—shear waves or frontal
passages). With the standard dP detector, cal ib rations can be performed on an
overcast day with stable temperature, despite the temperature sensitivity
problem. U

9.2 Alternate Calibration Methods

An internal calibrator , capable of being remotely activated , would
greatly ease the logistics of operating large arrays. Field experience
indicated that most problems occurred with the oscillator or data lines. The
pressure sensor is quite simple and promises very high reliability . A remotely
activated test of only the tone oscillator would be a great help operationally.
This could be done , for example, by passing a d-c current through the data
lines and activating a relay (which is in parallel with the pressure switch).

For dP sensors operated in the vicinity of runways in dense arrays, one
calibration possibility is to use the pressure field beneath low-flying
aircraft (Section 4.1.6) to test the system.

9.~3 Tests After Bad Weather

In retrospect it seems that most of the phone line and instrumentation
problems resulted from lightning. After severe thunderstorms , measur ing
the Pa tones is one method of verifying that a large portion of the system
is operating. Measuring line-loop resistances for these lines handling

- - only dP data will detect most data line problems . Anemometers should be
checked physically (because of our past experience) on a weekly or bi--

monthly basis. An operational system hardened with surge protectors,

75

- - -— - - --—- — - - -—
~~~

--——- - - - - — ——-5- - -5-- --5-— - - - —



_ _ _ _ _ _ _ _ _ _ _  
_ _ _ _ _ _ _  _ _ _ _ _ _  

_ _ _ _ _ _  - - -  
-

battery back-ups and additional grounds should operate reliably during

thunderstorms. In fact the Dulles system (once sufficient standby power

was available) operated through numerous thunderstorms and local power

failures with no loss of data.

10. OUTLOOK FOR THE FUTURE AND CONCLUDING REMARKS

The Dulles system proved valuabl e for two reasons. First, it provided a
basis for evaluating the instrumentation and techniques under a variety of field
conditions. Several modifications both of the equipment and the analysis pro-
cedures (e. g., requiring dP triggers to occur for several seconds) resulted from
this experiment. The bases were developed for knowledgeably applying these sensors
-in systems deployed under a variety of conditions.

Second, we obtained data concerning thunderstorm outflows . A wealth
of data far exceeding our expectations was obtained. The data presented
here as case studies represent only the first step in analysis . The
analysis of Fuji ta (1978), working wi th data from a single day , emphas izes
the great value of these data, not only for providing more scientific
insight into the processes invol ved , but also for providing operationally
needed information (quantitative deductions of the hazard statistically
and in three-dimensions). Part II of this report concentrates on develop-
ing statistics from the entire data set and will present conclusions based
upon that viewpoint.

Evidence is mounting for the dual nature of the problem (the thunderstorm
gust front and down flow region both representing hazards), and the spatial
scales outlined in Section 6.1 suggest two configurations for detection
systems, each wi th a complementary goal. Figure 10.1 shows a possible array
configuration for the detection of large-scale , coherent events (typical of
thunderstorm gust fronts). This would provide warning times of from 5 to 10
minutes. Present indications are that configurations like the one shown in
Figure 10.1 will represent a reasonable compromise between reliability for
detection and practicality in imolementation .
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Figure 10.1. Possible array configuration for the detection of large-scale
coherent events .

The description of a detection concept for the thunderstorm down flow
region is not included in this report.

Al though such systems should provide practical and re1 -~able methods of
providing thunderstorm-wind-shear warnings , in the long term future advances
in remote sensing methods could eventually provide alternative solutions to
this aircraft safety problem . However long-term surface sensor use is antici-

• pated , not only because of the simplicity , l ow-cost, and expected reliability
of surface arrays, but also because their outputs should complement 3-
dimensional views provided by remote sensing techniques (Filling in informa-
tion obscured by obstructions , range or resolu tion problems).
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PART II STATISTICAL RESULTS

11. INTRODUCTION AND SUMMARY

The design and evaluation of wi nd-shear detection systems require

statistical data concerning wi nd-shear events. The experimental wind-shear

measuring systen at Dulles International Airport has answered much of this

need, recording the strengths and frequencies of various shear events over
an 18-month period from November 1976 through March 1978. For this location
it is now possibl e to estimate false alarm and miss-rates for surface arrays

of temperature, pressure, and wi nd sensors or combinations of these. Further-
more, data concerning the magnitude of the shears , their origin , and relation-
ship to the local meteorology provide guidance for wind-shear detection and
avoidance (Bedard , 1978).

The Dulles system, comprised of a Doppler acoustic-microwave radar and
a dense network of surface sensors described in papers by Hardesty et al. (1977),
and Bedard et al. (1977), recorded more than 160 events. Part II of this re-
port reviews the statistics of these events , discussing their implications
for the design of systems of surface sensors, particularly for the detection
of thunderstorm outflows. Eighty-two percent of 113 significant events
occurred in conjunction with thunderstorms, squall -lines , or frontal
passages. The chief source of false alarms for anemometers was boundary
layer disturbances representing 10% of the 113 significant events , while
gravity shear waves related to the 500-mb winds caused most false alarms
for pressure sensors (4% of the 113 significant events). By using comple-
mentary arrays of wind and pressure sensors total system false alarms can
be greatly reduced. 

- 

-

These data demonstrate the importance of stable surface layers in
determining the representativeness of surface temperature and wind measure-
ments of flow at higher levels (stable surface l ayers causing underestimates
of system severity). Wi nd vector measurements , providing more information
than point temperature measurements , offer operationa l advantages for
detection systems. Conversely, pressure sensors will not reliabl y detect
thin outflows (100- 200 m) occurring at a distance from downflows having small
dimensions. Again the wind and pressure sensors combine to provide a total
system offering high reliability for detection of outflows. The data set
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offers wide possibilities for further exploitation including case study com-

parisons with numerical models case study comparisons with weather radar data ,

and summaries of shear data and Doppler sounder profiles for computations of

aircraft response and design of remote sensing systems.

The observations range from large wind surges , pressure jumps , and tempera-
ture drops caused by strong thunderstorm gust fronts to weak wind surges caused
by mixing beneath ground-based inversions. A complete mesoanalysis was not
possible for each event (for example , Fuji ta , 1 978). Thus , the categorization
of events must remain tentative. Nevertheless the source mechan ism for most
disturbances was clear and only a small percentage of events seemed difficult

to identify . Also , some measurements placed in one category (for example a pre-
frontal squall-line) show evidence of other effects as well — a boundary l ayer

break up, gravity waves and downflows could also accompany the flow discontinuity .

Moreover , the definition of an event and comparisons between the various sensors
is a circular process since each element of the system is itself being evaluated .

One further point of caution is in order before presenting the data , cne
has to be careful in designing detection systems based upon short-term (1 year)
observations , since it is usually extreme deviations from the norm that cause

disasters in terms of lives and property . In spite of these qualifications

these data represent great value in terms of being able to relate y-scale

array (
~ 1 km spacings) observations to vertical remote sensor data , permitting

documentation of the structure , source- and detectability of a viriety of wind-
shear events. The accumulated information is valuable for the design of de-

- 

- tection systems. Table 11 .1 is a summary of key conclusions.

The definitions appearing below will provide background for understanding
the sections presenting the statistical data .

W I N D  SHEAR - The local variation of the wind vector, or any of it s components

in a given direction (Glossary of Meteorology , 1959).

VERTICAL W IND SHEAR - The var i ation i n the vec tor w ind veloc ity with changing
• hei ght (Greene et al., 1977).
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TABLE 11.1

SUMMARY OF KEY CONCLUSIONS

a) Combinations of wind sensors and pressure sensors can reliably
detect outflow systems (particularly thunderstorm gust fronts) with
low false alarm rates.

b) Evidence indicates that it is difficult to infer reliably the
vertical wind shear (dU/dZ) from surface measurements (Figs. 13.lOa
and l 3.lOb).

c) Boundary layer disturbances (Fig. 12.2) are the chief source of false
alarms for wind sensing systems and gravity-shear waves aloft (Fig. 12.3)
for pressure sensing systems.

d) The problem of outflow interaction with stable l ayers (Figs. 13.7a and
13.7b) represents the chief limitation to the use of temperature sensors
for surface detection of outflow systems. This problem also can pre-
vent surface wind vectors from reliably indicating the magnitude of
the flow aloft (frequently causing underestimates in excess of factors
of 2).

e) Surface temperature sensors are not wel l suited for use in outflow
detection systems in comparison wi th wind or pressure sensors.

f) There is no clear relation between the vertical shear (dU/dZ) prior
to the outflow disturbance and the vertical shear associated with
the disturbance (Fig. 13.lOb).

g) More statistics are required concerning the severity, frequency of
occurrence, dimensions and time scales for downbursts.

h) The data set contains individual cases and shear profile information
valuable for comparison studies with numerical models, aircraft
response modeling and the design of future remote sensing systems.

i) Pressure sensors frequently provide a warning in excess of 1 minute
compared with wind sensors (Fig. 13.4).

j) Gravity waves can induce shears comparable with thunderstorm gust
fronts (Fig. 16.1).

80

_ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~



HORIZONTAL WIND SHEAR - The variation in the vector wind velocity with horizontal

distance (Greene et al., 1977).

INCREASING (DECREASING) PERFORMANCE WIND SHEAR - A method of describing a given
wind shear In terms that define the resulting response of an aircraft
(e.g., increasing performance wind shear indicates increased relative air-
speed and increasing lift with the aircraft rising above its intended path).
This definition was suggested at an airline pilot ’s assoc iation, air safety
workshop in 1977.

SIGNIFICANT EVENT - An observation that could have triggered warning systems
based upon surface wind vector changes, upper level flow changes, or
pressure jumps.

FALSE ALARM - Conditions meeting criteria for significance measured without
an accompanying increase in low-level shear.

MISS - Failure to observe an event producing a large enough wind-shear change
to present a hazard to aircraft operations. (Richwien and McLeod, 1978,
suggest 5 knots/30 M over a 100 M depth as a definition of operationally
significant shear). More work needs to be done in defining dangerous shear
for a variety of aircraft and conditions.

BOUNDARY LAYER DISTURBANCE - Abrupt increase in surface winds caused by the
sudden appearance of a higher level (e.g., 100 to 300 M) flow at lower

• alt itudes. A propagating wind shear increase may not occur for these
events. Conversely, in the case of the sudden erosion of a surface-based
Invers ion, a reduction in vertical w ind shear (

~~-) may result.

12. HISTOGRAMS SHOWING FREQUENCY OF VARIOUS TYPES OF EVENTS AS A FUNCTION
OF MONTH-OF-YEAR

12.1 Thunderstorms, Squall-l ines and Fronts (Figure 12.1)

Figure 12.1 shows that most of these disturbances occur during the
suniner months. The solid bars indicate the portion of these dis-
turbances that were significant (because of the magnitude of the
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Figure 12.1 Histogram showing the number of events related to thunderstorms,
squall-lines or frontal passages as a function of month-of-the-year.

accompanying wind surge or pressure jump). Of the 131 events re-
lated to thunderstorms, squall -lines and fronts, 93 were characterized
as significant because they could have triggered warning systems
based upon surface wind vector changes , upper level flow changes or
pressure jumps. This category accounted for 82% of all of the “signi-
ficant” events. This breakdown agrees with the percentage obtained
(82%) by Bedard and Cairns (1977) for the Chicago O’Hare airport
area. The exact agreement is probably coincidental .

12.2 Boundary Layer Effects (Figure 12.2)

The next most frequent class of di sturbances is caused by “boundary
layer effects” resulting from a jet aloft mixing down to the
surface through a surface-based inversion. The 18 events in
this category accounted for 11 or about 10% of the total number
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Figure 12.2. Histogram showing the number of events related to boundary layer
effects as a function of month-of-the-year.

of significant disturbances due to all causes. This class of
disturbance is a chief source of false alarms for wind detectors.
Pressure jumps large enough to trigger dP detectors accompanied
3 of the surface wind surges. Paradoxicall y, the existence of
a wind surge at the surface can signify the breakup of a surface
inversion and the end of a dangerous vertical shear (dU/dZ )
situation.

12.3 Gravity-Shear Waves (Figure 12.3)

Whereas boundary layer effects can cause false al arms for wind
sensor systems, gravity-shear waves aloft can account for most
fal se alarms on pressure sensor systems. The 8 events detected
occurred during the fall and winter months accounting for 5 or
about 4% of the total number of significant events, detected. Only

very minor wind speed disturbances occurred at the times of these

pressure waves.
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Figure 12.3. Histogram showing the number of events related to gravity/shear
waves and the 500 mb winds as a function of month-of-the-year.

12.4 Gravity Waves (Figure 12.4)

Al though wind shear may often be a factor in the production and
propagation Of these waves, the term gravity wave is used to
emphasize their frequent relation to ground-based Inversions.
A paper by Chimonas and Bedard (1978) indicates that such coherent
waves can increase the danger of already hazardous wind-shear

• situations. One of the four waves measured Involved both pressure
• and surface wind changes large enough to cause detection by a

system of surface sensors and could have been Important to air-
craft operations.

12.5 High Winds (Figure 12.5)

High, gusty winds can cause local pressure fluctuations large
enough to cause false alarms. Three notable cases occurred
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Figure 12.4. Histogram showing the number of events related to gravity waves
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Figure 12.5. Histogram showing the number of events related to high winds as
a function of month-of-the-year.
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during the winter months. Fortunately these fluctuations are

of short duration (usually less than 4 seconds) and may be
eliminated by requiring significant pressure triggers to have

durations longer than 4 seconds (see Part IV of this report) or
using spatial fil ters (Bedard, 1977), sections 4.1 .5 and 5.2.

13. STATISTICS OF OBSERVATIONS RELATED TO THUNDERSTORMS, SQUALL-LINES
AND FRONTS

13.1 Surface Wind Observations

Figure 13.1 is a plot of the surface (standard 7 m height) wind speed
change in m s~ as a function of the surface wind vector change
in m s~~. Note that while the wind speed change cannot exceed
the magnitude of the wind vector change, a signifi cant number of
data points indicate that the wind vector change is frequently
a factor of two or three larger than the wind speed change. In
fact three points show no wind speed change accompanying wind
vector shifts. These data indicate the value in making measure-
ments of wind vector differences.
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Figure 13.1. Plot of surface wind speed change as a function of surface wind
vector change .
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FIgure 13.2 is a plot of the peak wind speed as a function of vector
difference. Al though the wind speed surge can be much smaller
than the vector change, a wind speed threshold detector (Bedard
and Fujita, 1978) wi th a trigger point at say 20 knots would
detect most disturbances having vector shifts in excess of 10 m s~~.
In fact figures 13.1 and 13.2 show that the probability of such de-
tection is greater the more severe the vector shift. In these plots
where spatial variability occurs with a number of anemometers, the
data point represents the average value .
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Figure 13.2. Plot of peak surface wind as a function of surface wind vector
change.
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13.2 Surface Pressure Observations - -

Figure 13.3a is a plot of the maximum pressure in mb as a function
of the rise time ( t )  in seconds for all events for which accurate
pressure data were available. Figure 13.3b is a plot of the maximum
pressure change as a function of the rise time T for events showing a
surface wind vector change of at least 7 m s~~. The straight lines
on figures 13.3a and l3.3b indicate the approximate threshold of a
pressure jump sensor designed for wind-shear detection . Data from
the less accurate station barograph added to figure 13.3b plot were
the only pressure data source for the first 5 months of operation.
This group of data points shown at 900 sec (15 minute) periods re-
presents a maximum rise-time estimate for these events. Note that
most of the events having large amplitudes and short rise times
(< 600 seconds) occur wi th the larger wind vector surges. As with the
anemometer data , where spatial variability occurs with a number of
pressure sensors , the data po i nt plo tted represen ts avera ge values of
pressure and rise time.

Fi gure 13.4 is based upon data obtained during 1977 at Chicago ’s
O’Hare International Airport . It shows the arrival times of the
start of the pressure jump detector triggers compared with either
the time at which the wind vector change for a co-located anemom-
eter exceeded 15 knots or the surge maximum time for low-wind
cases. These data obtained at 6 tower locations near the ends
of runways, use the same data recording system eliminating any
ambiguity concerning relative arrival times. The plots indicate
that a warning of over 1 minute is often provided by dP detectors
relative to co-located wind sensors.

13.3 Doppler Acoustic-Microwave Radar Observations

The Doppler acoustic-microwave radar described by Hardesty et al.,
(1977) provided wind speed and wind direction profiles for compari-

son with the array of surface sensors. These profiles represent
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Figure l3.3a . Pressure change (dP) as a function of rise time (t) for all
even ts
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Figure 13.3b. Pressure change (dP) as a function of rise time (i) for events
showing a surface wind vector change exceeding 15 knots.
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Figure 13.4. Relative arri val times of pressure and wind disturbances .

6 minute exponential averages (with the most recent data weighted
most heavily) and are designed to depict the mean flows rather than
the fine structure. Also , the sounder system did not operate
for several key periods. In spite of these limitations , the profiles
obtained permitted the description of 47 events . Figure 13.5a
shows the Doppler sounder wind direction for the maximum of the
flow discontinuity as a function of the surface wind direction .
These points could represent any height between the ground to about
1500 ft , where the maximum of the flow discontinuity occurred .
Figure 13.5b presents the Doppler sounder wind vector change as a
function of the surface wind vector change. While there is
relatively good agreement between the wind direction estimates

• using the two methods, there is a considerable amount of scatter
in the wind vector comparison. Low surface wind measurements could
result from stable layers near the surface; while low sounder
estimates could result from failures to detect vertical components
or from the averaging time used.
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Figures 13.6a and l3.6b compare the Doppler sounder azimuth in

degrees and vecto r change d~ i n m s~ wi th the azimuth and speed of

motion of the pressure disturbance. Several data points in the
azimuth comparison are in significant disagreement. Two possibilities
can explain such differences. First, the lower level flow could be
from a different direction than the motion of a downflow system
dominating the pressure trace. Secondly, veering surface wind
vectors as well as averages of rapidly changing upper level flow
vectors may not represent the actual motion of the discontinuity
itself. This is one area where more study seems necessary. A
further possibility (where only absolute pressure calculations
are used to determine the propagation characteristics) is that
accelerating or decelerating systems invalidate the assumption of
constant speed of motion and cause errors in the calculations.
The dense dl’ array data was not infl uenced by this problem .

Figure l3.6b shows that the pressure disturbance propagation speed
tends to be greater than the Doppler sounder wind vector change.
For trans ient even ts, the sounder averaging time could make the
profiles presented not representative of the flow maxima . Another
possibility suggested by Charba (1974) is that the pressure dis-
turbance may sometimes be caused by an hydraulic jump propagating
faster than the density current itself.

13 .4 Surface Tempera ture Observa tions

Figure l3.7a is a plot of the surface wind vector change in m s~ as 
- 

-

a function the surface temperature change in °C. Al though there
i s cons idera b le scatter , the tendency for the lower temperature
drops to be related to the larger gust surges is evident. However
there are a l so a large num ber of cases where zero or even positi ve
temperature changes occur. Thus it seems that surface temperature
sensors will not be an effective tool for wind shear warning systems
and perhaps of little value in forecasting impending shear associated
with thunderstorm outflows .
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Figure 13.7b is an important figure because it illustrates that
both temperature and wind sensors can underestimate the severity of

density currents aloft , pointing to stable surface layers as the
cause. The ratio d

~d
/di
~s 

( the Dopp ler soun der max imum w ind vector
change to the maximum surface wind vector change) appears as a function
of the temperature change in C°. On this plot the open diamonds occur
during the hours 0900 to 2000 and the solid circles from 2000 to 0900
local time (this later interval is statistically the time during which
stable layers can exist). The choice of these intervals was
guided by the results of Geiger (1973). When the ratio d

~d
/d
~s

is greater than one the wind surge at the surface is less than
the discontinuity aloft; the plot showing that in many cases it
is significantl y less (factors of 2 or more). Of the 19 cases
showing zero temperature change or temperature rises, 13 or 68%
occurred during intervals of probable stability . Thus it appears
that the presence of stabl e l ayers can prevent the upper level
flow from being represented at lower levels.

Thunderstorm outflows following previous thunderstorms will encounter
such stable layers because of the cool air present from the previous
storm . For sev eral cases , subsequent outflows demonstrated
large spatial variability in the surface wind surges that could

• be explained by the presence of stable l ayers.

13.5 Weather Radar Observations

Weather radar observations compared with these events indicate
a variety of combinations. Cases range from isolated , smal l
stationary echoes at a distance from the array, well-defined
echo lines moving at high speed, and surges developing from
bulges in echo lines (as described by Fujita, 1978) to extensions
from the ends of echo lines into no-echo regions (Part I, section
3.1.1). In this section we relate the surface parameters to the echo
bearing or propagation direction as wt,l as to the speed of motion of
the echo. Events also occurred wi thin broad echo regions and are not
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treated in this section ; several of these showed evidence of downfl ow
effects . Additional mesoanalyses are required using selected
events from this data base (the analysis of Fujita 1978, using only
data from a single day, is only an example of what could be done with
these data).

Figures 13.8a, 13.8b, and l 3.8c compare the anemometer surface w i nd
direction , azimuth of the pressure disturbance and the Doppler radar
wi nd direction as a function of radar echo direction in degrees. There
is quite good agreement between all these plots. These graphs also
indicate that most systems were located or approached from between
azimuths of 250° and 3600 from the Dul les array.

Figures 13.9a , 13.9b , and 13.9c compare the surface wind vector
change, pressure disturbance speed and Doppler radar wind vector change
as a function of radar echo speed in m s 1 . There seems to be a
tendency for the sur face wind vector to be less than the radar echo
speed while the pressure disturbances tend to be greater. However,
there is a considerable amount of scatter in the data points . It
seems that the more rapidly moving radar echoes are related to the
more intense lower level flows and rapidly moving pressure changes.
In several cases , a slowly moving echo line produced a lobing
echo moving from a different direction at over twice the speed
of the echo line. Also , in one case the flow surge originated
from the rear of an echo that had already passed over the array.
Although many line echoes move at approximately uniform speeds
in some cases it was difficult from the conventional weather
radar data alone to infer ex i sti ng or future sur face effects.

13.6 Implications for the Design of Detection Systems

A suninary of key results pertinent .tp wind-shear system designs
appears in Table 13.1. Figures iliioa and l3.lOb , emphasize several
points concerning vertical wind shear (dU/dZ). Using the Doppler
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TABLE 13.1

KEY RESULTS FROM OBSERVATIONS OF DISTURBANCES
CAUSED BY THUNDERSTORMS, SQUALL-LINES AND FRONTS

a) Val idated the concept of using wind vector changes for the detection
of outflow systems (FIg. 13.1).

b) The peak wind observed is a good index for detection of the more
severe disturbances (Fig. 13.2).

c) The larger pressure jumps with the shorter rise times are related to
the more severe wind vector changes (Figs. l3.3a and l3.3b).

d) Stable surface layers are a controll ing factor in determining theh represen tativeness H by surface wind vector changes of the flow
aloft (Figs. 13.7a and l3.7b).

e) It is difficul t to infer reliably the vertical wind shear (dU/dZ )
from surface measurements (Fig. 13.10b).

f) The shear magnitude should be presented together wi th the layer thick-
ness over which it acts (Fig. l3.lOa).

g) The vertical shear (dU/dZ) associated with an outflow is frequently

• I smaller than for the prior, undisturbed flow.

h) There is good general agreement between well defined or isolated
- 

- weather radar echo directions and motions and surface measurements
- 

• 
(Figs. 13.8a—c, 13.9a-c).
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profiles maximum shear values were computed and appear as a
function of layer thickness (the height over which they occurred)
in figure 13.l0a. The slopes of equal wind vector change on this
figure should also be used as an index of severity. Thus, a shear
of 0.08 occurring over a 50 m layer could be relatively safe compared
to the same shear value occurring over a greater thickness and hence
representing greater speed changes relative to an air foil. There
is a need to define the dangerous situations for a variety of air-
craft in terms of both shear magnitude and the layer or length
over which the shear occurs. Also the profiles are averaged so that
certainly large fluctuating shear components will accompany some
average shear condition. There is a need to obtain statistics
concerning these deviations relative to conditions of mean shear.
A paper by Chimonas and Bedard (1979) addresses this question in
more detail.

Figure 13.lOb is a plot of the vertical shear (S 1), dU/ dZ ,
associated wi th the flow discontinuity divided by the vertical shear
(S2) prior to the arrival of the discontinuity as a function of the
vector change. When there is no change in the shear magnitude the
ratio is one; values greater than one indicating increased shear and
less than one indicating reduced shear. Surprisingly, for 6 of the
cases the vertical shear decreased behind the flow discontinuity .
Perhaps this was caused by the destruction of a stable surface
layer. In any event there seems to be no clear relationship between
the speed of the discontinuity relative to the medium and the associated
vertical wind shear. A sununary of wind profiles from these data
sets should be made availabl e to those modeling aircraft response.

14. STATISTICS OF OBSERVATIONS RELATED TO BOUNDARY LAYER EFFECTS

14.1 Sample Case Study Illustrating a Boun dary Layer Dis tur bance

• Figure 14.1 shows the surface wind speed disturbance together with
vertical profiles at two different times. Also a pressure jump
and small temperature disturbance accompanied the wind surge.
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The large shear that exists at lower level s could have resul ted in
a gravity wave disturbance on the basic flow. A sudden penetration
of the boundary layer by the upper level flow could explain the
wind surge observed and the vertical velocity components caused

• (or have been caused by) the pressure gradient observed.

Durst (1933) compared data at two he ights wi thin the boundary layer
showing examples of the breakdown of steep wind gradients in in-
versions. Izumi (1964) has also documented the breakdown of a
nocturnal inversion and a low-level jet, attributing the breakdown
to turbulent mixing. More recently Schubert (1977) documented the
trans ition from a lam inar to a turbulen t boundary layer , showing
that turbulent mixing was a mechanism for the breakdown of the
laminar flow. Schubert suggests that the triggering of the break-
down could be brought about by Kelvin-Helmholtz instabilities.
Such instabilities could explain .the low-amplitude pressure changes
that frequently accompany boundary layer disturbances observed

• with the Dulles system. The fact that these disturbances tend
not to occur tn the late afternoon somewhat reduces the ir impact
upon gust front detection systems based upon the use of anemometers.
But the literature contains ample evidence to show that such boundary

• layer disturbances occur frequently and in a variety of geographical
• locations.

14.2 Measurement Statistics of Boundary Layer Disturbances

Figure 14.2 i s a plot of the surface wind vector chan ge assoc iated
with these di sturbances as a function of the tempera ture change
in °C. Of the 19 disturbances on the plo t all  but three occurred
with zero or positive temperature changes . Figure 14.3 is a histo-
gram showing the time-of-day variation of this class. There
seems a tendency for these surges to occur during the hours of
the day when stable layers occur or during the morning hours when

• 
• convective activity causes such layers to break up.
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14.3 Implications for the Design of Detection Systems

Al though most of the surges attributed to boundary layer disturbance
tend to be relatively weak (lower than 15 knots), such sur ges occurred
at different times for different anemometers (probably because
local terrain effects dominated). The vector differences between
pairs of spatially separated anemometers could be significant.
Al so these wind surges tend to occur at times when propagating flow
discontinuities show reduced surface interaction. Such boundary
layer disturbance seem to represent the chief source of false alarms

for surface anemometers . Figure 14.4 is a plot of the vertical
shear present during these surface wind disturbances. This plot

shows strong shears in the lowest 200 meters near the times of
these w i nd sur ges , suggestive of the existence of stable surface
l ayers. In a number of instances the surface surge coincided with a
reduction in the vertical shear. Al so, there is evidence (Hill ,

1976) that in different geographical locations much larger wind
surges cou l d occur.
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Figure 14.4. Vertical shear in s 1 determined from Doppler acoustic/microwave

radar as a function of layer thickness In meters for events related
to boundary-layer disturbances.
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15. STAT ISTICS OF OBSERVATIONS RELATED TO GRAVITY-SHEAR WAVES

15.1 Sample Case—Study Illustrating a Gravity-Shear Wave Disturbance

Figure 15.1 shows a gravity—shear-wave-related pressure disturbance ,
the corres pon di ng anemometer trace, and 500-mb weather map near
the time of the disturbance. Bedard and Ca irns (1977) review
past observations of gravity-shear waves which indicate good
correlation with the direction and speed of upper level j et streams .
Chimonas and Bedard (1979) review more recent observations.

15.2 Measurement Statistics for Gravity-Shear Wave Disturbances

Figure 15.2 compares the horizontal trace speed in m s~ of the
pressure waves with the 500-mb wind speed above the Dulles loca-
tion. Note that the speeds of the pressure waves (usually
> 30 m ~~l ) are higher than normally measured with thunderstorms or
squall-lines (Figure l3.6b). Figure 15.3 compares the azimuth of
the pressure waves with the 500-mb wind direction above the Dulles
location. These observations are consistent with past observations
and the percentage (4%) of the total number of significant events
consistent wi th the estimates of Bedard and Cairns (1977) for the
Chicago O’Hare airport area.

15.3 Implications for the Design of Detection Systems

- 
Gravity-shear waves related to upper level jet streams represent
the most important source of false alarms for pressure sensor
systems. The fact that only minor wind speed and direction
disturbances near the surface accompany these events and the
fact that they frequently occur in the absence of adverse weather
conditions help to prevent these false alarms from presenting a
major problem. Although these waves do constitute false alarms
(insofar as a low-level wind shear hazard does not exist), instances
of severe clear air turbulence aloft could be caused by gravity-shear
wave activity (Chimonas and Bedard 1979).
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Figure 15.1. Case study illustrating a gravity-shear wave disturbance.
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16. OBSERVATIONS RELATED TO GRAVITY WAVES

16.1 Case Study Comparing Surface Observations for a Gravity-Wave Event

Chimonas and Bedard (1979) conclude that wave fields (such as shown
in Figure 16.1) can increase the hazard for marginally dangerous
shear situations. Such gravity wave events producing large enough
pressure changes and wind vector shifts to cause wind-shear alerts
on wind speed and pressure sensor systems should not be considered
false alarms. Figure 16.1 shows the large wind vector changes that
can occur along a flight path coinciding with the direction of
propagation of this wave.

16.2 Impl ications for the Design of Detection Systems

At the Dulles location only one large ampl i tude gravity wave
occurred that was significant in terms of proposed detection
systems. Such large waves could constitute a hazard in their own
right. The paper by Chimonas and Bedard (1979) points out that
smal ler amplitude waves may excite aircraft response resonances and
hence be important for aircraft operations. In fact, the shear
statistics indi cated in Figures 13.lOa and 14.4 may not be
sufficient for modeling air foil response until the perturbation
statistics are also specified (whether their source be waves or
incoherent fluctuations). Remote sensing techniques should be
appl ied to obtain these statistics along fli ght paths under a
variety of conditions.

17. OBSERVATIONS RELATED TO HIGH WINDS

17.1 Implications for the Design of Detection Systems

Part I of this report presented a case study relating to high-
wind-induced pressures. There are several approaches possible
for reducing or eliminating such unwanted high-wind responses.
Methods in wind-noise reduction appear in sections 4.1.5 and 5.2.
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18. SPECIAL TOPICS

18.1 Comparisons Between Daytime and Nighttime Events

The availabl e data suggests that nighttime surface inversions
can impede the observation of upper level flows at the surface.
The addition of a remote sensing method to obtain vertical
temperature profiles would complete the data set needed to study
these disturbances . However, additional statistics are required.

18.2 Ef fects of Thun derstorm Outflows on Subsequen t Outfl ows

In several cases , subsequent thunderstorm outflows showed complex
spatial effects. During July and August of 1977 the Doppler
sounder did utot operate for much of the time because of lightning
damage. There are too few of these cases documented to permit a
meaningful statistical presentation and the current data set is
better suited to case study presentations. One such example
appears in Part I of this report (section 3.5).

18.3 Height of the Leading Edge of the Outflow and 18.4 Fiaximum Height of
• the Outflow

In only 11 cases the outflow occurred within the Doppler sounder
profile. The leading edge heights for these were between 120
and 350 m wi th the maximum heights of the outflows varying from •

250 m to above the 600 m limiting height of the Doppler sounder.
Again these data are more suited to detailed case study presenta-
tions including comparisons wi th monostatic acoustic sounder results.
There were many events where the flow maxima occurred above the
height at which reliabl e Doppler profiles were obtained. The high
surface winds associated with gust front passages were often the
cause of a loss in reliability for higher level (> 300 m) returns.
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However , using the pressure data the height of density currents
can be estimated since the temperature change across many of the
observed gust fronts is known . Using the hydrostatic equation ,

heights were computed for those events showing little evidence
of dynamic pressure effects (e.g., a pressure “nose”) and also
showing stron g sur face i nterac tion (sur face measureme nts of
temperature representing the temperature of the flow aloft).
Never theless , these two factors (dynamic pressure effects and under-
estimates of the temperature drop) can both cause overestimates
of the height of the current of cold air. Good agreement was found
(usually wi thin 100 m) for cases where the gust-front height
could be estimated using the acoustic/microwave Doppler radar or
the acoustic monostatic radar.

Figure 18.1 is a histogram showing the percentage of the 47
cases at various heights . For just over 50% of the cases, heights
less than 1-km are estimated , wi th events in the 400 to 600 m
height range appearing most frequently (25%).

The heights of gust fronts have been compared with other variables
such as propagation speed and the temperature drop. The equation
for a simpl e gravity current (e.g., Charba , 1974) is:

C = F (gh ~T}l/2 • 

. 

(18.1)

Where C is the propagation speed, F i s an i nternal Frou de num ber
(interpreted as the ratio of the inertia force to the buoyancy force
of the current), g is local gravity , L~T is the temperature difference
across the front, and T is the local temperature.

Figure 18.2 is a plot of gust-front height in kilometers as a function

of propagation speed. The plot shows much scatter with some tendency
— for the larger propagation speeds to occur with the larger gust front

heights as might be expected from equation 18.1.
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Figure 18.1. Histogram showing the percentage of gust-fronts as a function of
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Figure 18.2. Gust front height in kilometers as a function of propagation speed.
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Figure 18.3 is a plot of gust-front height as a function of tempera-
ture difference across the front. Most of the large height estimates
(> 1 kin) occur with the smaller temperature drops.

There are two possible explanations for larger gust-front heights
occurring with the smaller temperature drops. One explanation is
that the lower temperature drops tenti to be less representative
of the flow aloft, having weaker interaction with the surface.
The other explanation is that the smaller negative buoyancy forces
occurring with smaller temperature drops within downflows permit
more divergence to occur at higher altitudes .

18.5 The Widths of Transition Regions at the Leading Edges of Gust-Fronts

The width of the transition region between the cold air of a gust—
front and the undisturbed medium is another parameter important in
determining aircraft response. Caracena and Kuhn (1978) used the
temperature field in estimating the distribution of gust-front
“thermal widths ” , finding an average width of 3 km with a most
probable width of about 2.5 km using observations taken in
Oklahoma.

The rise time of the pressure field is used to estimate
the widths of transition regions as described in section 3.11
with figure 3.26 of Part I of this report indicating that the
air accelerated upward by the approaching gust—front also
contributes to the pressure field. Thus , estimates of widths
us i ng pressure data w i ll includ e this region of upward accelera ted

• air and tend to be wider than thermal widths .
I

- 
In some cases , the pressure field continued to rise over 10’s of 

-
•

minutes , possibly because of multiple downflows behind the gust
front. This could explain some of the estimates of transition
regi ons of 10’ s of kilometers . Figure 18.4, a histogram of the
widths of transition regions deduced from pressure data indicates
widths in the range 3.5 to 5 km occurring most frequently.
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A plot of “pressure widths” as a function of the propagation
speed of the discontinuity is shown in figure 18.5. There
appears to be a weak relation between the speed of the dis-
turbance and the width of the transition region (with some of
the faster moving lines of discontinuity tending to have wider
transition regions — as might be expected from the greater
shear and momentum transfer that can occur).

• An aircraft landing at 100 ms 1 would pass through a region 3.5 km
wide in 35 seconds , suggesting that a pilot might easily correct
for the variations in relative air speed. However , these transition
zones can have complex circulations present within them ~s well
as waves and turbulence along the shear and density layers. Com-
pounding the problem of distinguishing sporadic air speed fluctua-
tions from the mean changes is the low altitude of the aircraft
(possibl y less than 100 m) when the zone is traversed .

18.6 Froude Number and Reynolds Number Determinations for Gust Fronts

As indicated in section 18.4 the internal Froude number , F, is
an estimate of the ratio of the inertial force to the buoyancy force
of gust fronts and thus can be a measure of their relative im-
portance. Figure 18.6 is a histogram of Froude number values
calculated from equation 18.1. These determina tions were made
for 41 cases , with a large distribution in values ran gi ng over

. an order of magnitude from .49 to 4.9.

Charba (1974) rev iewed measuremen ts of Frou de num ber obta i n i ng
• - a value of 1.25 for some of his data . Also , Char ba ( based upon

a limited number of observations) found evidence that the Froude
number is proportional to the propagation speed of the air mass.
Charba suggested that the contributions of the source region
(down flow momentum) coul d explain why the Froude number was
larger for thunderstorm gust fronts than large-scale atmospheric
cold surges , laboratory experiments (Middleton , 1966), or sea
breeze fronts (Simpson et al., 1977).

_
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Figure 18.7 shows the Froude number as a function of the tempera-
ture drop in degrees C. Figure 18.8 is a plot of gust front
height as a function of Froude number. Neither figure 18.7 or
18.8 for the Dulles Airport data set show evidence of a relation-
ship.

On the other hand if the Froude number is plotted as a function
of the observed propagation speed (figure 18.9), there is evidence

• supporting the suggestion of Charba (1974) that the Froude number
is directly proportional to the propagation speed. These data
represent an additional argument for the importance of downflow
momentum , particularly for the more severe systems showing high
propagation speeds. For the most severe thunderstorm gust fronts,
the downflow source region must be detected in addition to the
resulting gust front in order to provide rel i abl e warnings . Cal-
culations suggest it will be possible to detect the dynamic
pressure beneath a downdraft over 100 seconds before the develop-
ment of the near—surface gust front. Developing a better knowl edge
of the downf low —  surface interaction is another area requiri ng
more work.

Simpson (1969) compared laboratory and atmospheric density currents ,
noting that for tank experiments the Froude number does not depend
upon Re (Reyno ld s num ber) for Re > 

~~~ F being about .75 for Re
equal to io8. Figure 18.10 from the Dulles airport data set is

- 

. a plot of Froude number as a function of Reynolds number and
shows some evidence for F to be proportional to Re (particularly

• for the lower limits of F). Figure 18.10 can be interpreted as
- a further indicati on of the importance of downflow momentum to

- the dynamics of gust-front systems.

• The ratio of the height of the gust-front nose to the total
height as a function of Re, shows no clear rela tions hip . Thi s
suggests that surface based stable l ayers and not frictional

effects often determine the nose height of thunderstorm gust

fron ts
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19. POSSIBILITIES FOR ADDITIONA L USE OF THESE DATA SETS

A great deal of useful information remains in the complete data base
generated by the Dulles experiment. This report concentrated on
those port ions whi ch seemed most importan t to the des ign of surface
sensor wind-shear detection systems . The following are possibilities
for further use of this data base :

a) Provide a library of wind-shear profiles for use by those model-
ing aircraft response. Such a library would also be valuable
for designing remote sensing systems for airport use.

b) Perform detailed case studies of events selected to compare with
the results of numerical modeling.

c) Assemble a series of case studies relating the y-scale Dulles
array measurements and vertical profiles to radar echoes. This
could provide additional insi ghts for interpretation of weather
radar echoes .

d) Assembl e a series of case studies documenting boundary layer break-
down. These could be of considerabl e value for comparison with
theoretical modeling work and for some geographical areas be of
great significance for wind shear detection.

• 20. CONCLUDING REMARKS

• The statistical data presented here support detection concepts requiring
combi na tions of wi nd and pressure sensors , and suggest two modes of operation
for operational use. With no thunderstorm wind-shear threat present (e.g.,
no weather radar echoes of thunderstorms within 100 km), a system us ing
both pressure sensors and wind sensors for an a lert reduces false alarms
caused by both gravity-shear waves and boundary layer breakups. With severe
loca l weather present (e.g., approaching fronts or thunderstorms) using
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either pressure or wind sensors for an alert reduces the possibility of
misting events because of stable l ayers limiting flow near the surface or
thin l ayers from small , distant downflows. Bedard and Hooke (1978) suggest
a configuration of pressure sensors , anemometers , and wind speed threshold
sensors (Bedard and Fuji ta (1978)) for thunderstorm wi nd-shear detection near
airports (Part I, section 10).

Some localities seem susceptible to shears of different origin requiring
specifically tailored detection techniques . For example Hill (1976) identifies
a chief source of dangerous shear for Reno , Nevada , as downs lope wi nds above
a ground-based invers ion. A vertically profiling remote sensor (e.g.,
Hardesty et al., 1977) offers protection in such situations . Al though several
detected events were interpreted as downbursts (Fuji ta and Carecena ,
1977) the means of independently measuring the magnitude of the vertical
speeds involved were not available. However, closely spaced arrays of
pressure and wind threshold sensors (200-rn intervals) along runways can
detect transient and spatially concentrated downbursts.

As more complete data concerning wind shear become available from
different geographical regions, and wind-shear detection systems are
developed , proper consideration should be given to the multi-faceted
nature of the total wind shear problem. There is a need to increase the
cooperative work between those developing wind shear data sets, those
estima ting and measur ing a i rcraf t res ponse , and those developing advanced
remote sensors. The production of algorithms defining significant shear
for remote sensing systems depends upon definitions of the precise

limits of dangerous shear for a variety of aircraft which in turn depend
• 

- 

upon the availability of realistic data from case studies of atmospheric
shear events , including the fluctuating components .
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APPENDIX I • • • - • -

Analysis Software

1. Dulles absolute pressure and temperature software.
1.1 Program for listin g digital tapes.

a. Printout of data.
b. Rough plot of data.

1.2 Programs for placing absolute pressure and temperature data in form
for analysis by graphics system.
a. Version that averages data and eliminates bad data points.
b. Version that processes non-averaged data .

1 •3 Graphics system analysis programs for absolute pressure and
temperature data.
a. Plot routine for up to 15 pressure sensors.
b. Plot routine for temperature data.
c. Program that plots pressure data and automatically computes the

azimuth, speed of motion, pressure amplitude and rise time when
the start of the pressure rise and the pressure peak are identi-
fied with a cursor.

d. Program that provides information on site location and sensor
details. Data is taken from original data tapes and pl aced on
cartridges for off-line analysis. These programs are interactive
permitting e.g., choice of scales , time Intervals and sensors.

2. ‘Oulles dP software.
2.1 Programs for listing digital tapes.

a. Printout of data .
b. Rough plot of sensor status as a function of time.
c. Rough x-y plot of sensor position and status.
d. A variety of alarm options with selective listing.
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2.2 Programs for placing dP data in a form for analysis by graphics
system.
a. Version that places all data In form for transfer to graphics

system data cartridge.
b. Version that permits interactive editing of dP tapes (e.g.,

separation of overlapping events) prior to transfer.

2.3 Graphics system analysis programs for dP data.
a. Plot routine showing the sensor array and the sequence of dP

triggers as a function of time.
b. Program permitting estimates of the form of a discontinuity

to be made. Vectors are drawn showing the direction of propa-
gation.

c. Program that provides information concerning site location and
sensor details (programs are interactive).

3. Dulles anemometer software.
3.1 Plot routine which draws vectors from the location of each anemom-

eter depicting the wind speed and direction before and after the
arrival of a discontinuity .

3.2 Program that provides information concerning site location and
sensor details.

4. Dulles dP site library routine.
This permits information for up to 300 sensors to be logged and the
information dumped in a variety of ways. This also has recently been
made Interactive so that site changes and calibration information can
be made easily.
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