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~~? of the UPR-2 sounder receiver. The long term objective is a bettet receiver ~~~~~easily implemented with micro-

circui t technology. This report covers the first step in this proces~ .4( derive~15ërformace measures related to
signal detection and processing~Further analysis is left to the future , time and funds permitting.

.._~,The signal transmitted by the NTSS is essentially a channel probe meant to characterize the ionospheric
path. The received signals contain information about path losses, time delays and frequency dispersion. From
these buic parameters one can construct a channel model that can be used to estimate communication perfor-
mance for any HF circuit. Channel performance metrics related to signal-to-noise ratio , error rate , synchroniza-
tion and timing accuracy, multipat h , fading , atte nuation , and MU F and LUF can be extracted from the sounder
receiver and used for management purposes. Thus the~4TSS serves as a feedback link (or feed forward) for the
express purpose of improving communications .

Three performance measures are evaluated : ( I )  liie’~,robabuity of detection ; (2) the probability of false
alarm; and (3) thtIhning resolutionjhe evaluation begins by describ ing a model of the Sounder receiver and a
“list ott” detection algorithm. I t s  shown that a detection threshold set at the rms plus 6 dB noise level
produces too high a false alarm rate. A threshold level of at least 3o is required and an equivalent probability of
detection of 0.99 requires a 13.6 dB signal-to-noise ratio. Since the rms value of the noise must be estimated using
samples, the error in this estimate is related to window durations. A window duration of less than 3 milliseconds
will degrade receiver performance below acceptable levels. The timing resolution of the peak amplitude of an
arriving signal is ±20 microseconds. This resolution , determined by the sampling rate , can be significantly
improved with signal processing. For example , the peak of a 20 dB signal theoretically can be resolved within ±4
microseconds.

Subsequent analysis should address performance measures for other parameters which can be extracted
from the signals and which are usefu l for communications management.
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SUMMARY

OBJECTIVE
The objective of this work is to examine the fundamental signal design and signal

processing algorithms of the UPR-2 sounder receiver. This report derives performance measures
related to signal detection and processing. The long term goal is to apply this knowledge to
obtain a better receiver design easily implemented with microcircuit technology .

RESULTS
From an analysis of the basic detection algorithm of the UPR -2 receiver in SWGN ,

we conclude the following:
I .  The minimum acceptable probability of false alarm should be 1.2 X io 2 which

requires a threshold noise value of 3 times the rms value. Using these values we can expect a
probability of detection of 0.99 for an SNR of 13.6 dB. A detection threshold of 6-d B (2 rms)
above the rms value yields an unacceptable high rate of false alarms 

~~FA = 10 -

2. Using a sampling window of 3 milliseconds or less results in substantial loss in
SNR due to errors in the rins estimate. To restrict the loss to less than 0.5 dB , a sampling
window greater than 10.2 milliseconds is required for a 

~D of 0.99.
3. Under the assumptions of signal and receiver bandwidths . 40-microsecond samples

should allow time resolution of signal pulses to 20-microseconds. For optimum detection , a
4-microsecond resolution is possible under 20-d B SNR conditions.

RECOMMENDATIONS
In subsequent analysis additional complexity should be added until a reasonable

representation of an HF ionospheric channel has been analyzed. Algorithms used by the
AN/UPR -2 receiver should be analyzed under these circumstances and recommended improve-

• ment should be made. The following list of future work typifies important problems that
should be solved.

~~ I .  Look at case where pulse time of arrival is not synchronous with sampling.
2 . Examine practical algorithms for measuring time of arrival and compare to the

case of optimum time of arrival estimate.
3. Extend these results to mult ipath and fading signals. Trade-o ff the list size , L.

and the number of modes that can be resolved. 
-

4. Examine other detection algorithms based on amplitude considerations.
5. Determine the effect of a jammer on non-SWGN.
6. Extraction of important system parameters . e.g. .

a. ionospheric path loss
b. synchronous time resolution
c. dispe rsion
d. best frequency, and
e. path quali ty.
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HISTORICAL PERSPECTIVE

During the 1950 decade both the Navy and Air Force relied heavily on the HF radio
band for long distance communications. Arguments for the use of oblique ionospheri c
sounders as aids to frequency management were sufficiently strong to result in the acqui-
sition and operation of several sounders in the Atlantic  and Pacific areas of high traffic.
The sounder transmitters (AN/FPT— I I )  selected were high power , pulse modulation , which
stepped through 80 frequencies from 2 to 32 Mh z.

In the earl y 1960’s the Navy installed transmitters at Honolulu , Philippine Islands ,
and Guam. Receivers (AN/UPR—2 ) were built and installed on capital ships , primari ly air-
craft carriers , and used on a regular basis for frequency management of ship-shore conimuni-
cation links. The Navy system of Pacific sounders becam e known as the Navy Tactical
Sounder System (NTSS). This Center was charged with technical support of the system,

• most of which amounted to modifications and improvements to the receiving and trans-
mitt ing equipments. In the latter half of the 1 960’s. funding support for the system declined.
The Phillipines transmitter was abandoned and the supply of operable receivers began to
dwindle. In the meantime the Air Force cut back its long distance HF circuits and turned
off its Atlantic Sounder transmitters and offered them to the Navy for parts. Today, only
the Honolulu and Guam transmitters are on the air and only a half doze n operable receivers
exist. A transmitter , compatible with the Navy NTSS and installed by the French at
Toulouse, has been in operation for more than a year.

The effectiveness of the NTSS as a practical system has received a mixed press from
the users (Fleet) and system supporters (NAVT ELCOM . ELEC ) . It has been the experience
of this Laboratory that praise for the system came from knowledgeable communication
officers aboard ship who we re able to interp cre t the ionogram displays on the receiving
set for use fu l frequency management purposes. During the Vietnam war, this Center did
a brisk business in repairing receiving sets for communication officers aboard carriers which is a
direct indication of their usefulness. The major complaints against the system were related
primarily to training, only a skilled operator could use the system; and maintenance , parts for

• transmitters were scarce and shipboard personnel were unable to repair the receivers.

The Navy is in the process of taking another look at the NTSS from the standpoint
of improving its effectiveness not only as a communicatio ns tool but  also in the way it is
supported logistically. Its potential as a direct input to communications management needs
reexamination. A network of shore based sounder transmitters, located near communication
receive stations, could provide the task force the means of automatic frequency management.
By observing the sounder signals fro m all the (available ) shore sites, the task force could
automatically select and transmit on the best frequency not only for ship/shore links but
also for ship/ship links. This procedure would optimize the signal-to-noise ratio and path
quality for each message resulting in improved system availability and reliability. Auto-
matic link management will be a fundamental part of the Naval Telecommunication System
of the future .

The NTSS equipments, now approaching 20 years of age, were designed and built
with the available technologies of the late 1950’s. Since it is fundamentally a digital system .
its modernization should bring with it significant improvements in perfo rmance . reduction
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in size and cost of receiving equipments , and automati on of many functions. With this in

mind , this study is a deliberate reexamination of the original design with the intent of

establishing performanc e measures for a modern (automated) NTSS.

OBJ ECTIVES

The overall objective of this project is to establish a set of performance measures for

the NTSS of the 1980’s which meet the expectati ons of the N aval Telecommunications

Systems Architecture. We begin with a modest set of objectives — evaluation of the functions

perfo rmed by the sounder receiver and operator which are subse ts of the general function of

frequency management.

In this report we confine our attention to the workings of the AN/UPR—2 sounder

receiver as it was originally conceived. Our objective is to evaluate the basic signal detec-

tion algorithms and offe r suggested improvements where warranted. Specifically . three

perfo rmance measures are evaluated: ( I )  the probabilit y of detect ion :(2 )  the probability

of false alarm; and (3) the timing resolution of signal pukes.

BACKGRO UND

: 1 The basic NTSS design culls for a number of transmitters interspersed within an

ocean area to allow ships at sea to make good communications management decisions. This
decision-making process and its relationship to th e NTSS signals and receiving equipments

are illustrat ed in figu re I . The function of the receiving equipments  is to characterize the

ionospheric channel b~ detecting and processing the signals. From this characterization
communicat ions management decisions can be made as to radio frequency, link termina-

tions. antenna and radiated power . type of modulation for EW purposes , data rate , and

timing and synch information .  Only the function s performed by the receiving equipm ents
will be analyzed in this report. Before proceeding, some re fresher material on the signals

generated by the NTSS transmit ter  is reviewed.

NTSS SIGNALS 

NTSS RECEIVING EQUIPMENTS

RECEIVER DETECTOR PROCESSOR

L 
RADIO FREQUENCY

COMMUNICATIONS DEC~~ ON

Figure I .  Relat ionship of NTSS and communications management.
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The transmitter is a step frequency sounder that transmits pulses on 80 frequencies
between 2 and 32 MHz in 16 seconds. Time between frequency steps is 200 milliseconds;
however only the firs t 100 milliseconds on each frequency are used for channel sounding.
The signal format consists of two pulses, 2.6 milliseconds long, spaced 50 milliseconds apart.
Each pulse is a PSK modulated Barker sequence, consisting of 13 chips. Each chip is wave-
shaped to reduce the spectrum outside the nominal bandwidth of 7.5 kHz. The chip
waveform consists of a 20 microsecond Gaussian rise, a flat center portion for 160 micro-
seconds, and a 20 microsecond fall. The transmit l ower is 30 kW ~- I dB into a vertical
monocone antenna . Additional sounder specifications are summarized in Appendix A.

Implementation of a sounder receiver * is quite simple in concept. One implementation
is shown in figu re 2. The receiver front end is stepped along in unison with the transmitter and
allowed to settle on each of the 80 channels long enough to receive the transmitted signals.
The receiver has i and q channels containing a matched filter for the Barker code. This is
followed by a squaring circuit. The two channels are then added, the square root taken , and
the output is ther~ sampled (40 microseconds) and buffe red. Timing and sync signals are
supplied to enable search windows to be opened at appropriate intervals and for establishing
the time delay (ionospheric path ) of received signals.

1 1  ~~ 2
BARKER X

X MATCHED SO
FILTER SAMPLE

IF  
cOS Wt 

r ( t )  EVERY
RECEIVE I~ 2 2 4O g.~ec

FRONT END V X +~~I AND I
U (t )  BUFFER

Sif lW~ 
$

BARKER
X MATCHED SO

F I L T E R

TIMING 
PROCESS

SYNC SAMPLES

DECISIONS

Figure 2. Block diagram of sounder receiver.

APPROACH

In this section we discuss the signal detection problem and present a “list of L”
detection scheme for the multiple modes that may be present. The purpose is to establish a
baseline performance measure of detecting nonfading sounder signals in stationary white
Gaussian noise ( SWGN). The thre e performace measures considered are : ( 1)  the probability
of detection ; (2 ) the probability of false alarm ; and (3) the pulse resolution and timing
accuracy.

Slack , Robert , Technii. al Description and Use of the AN/UPR -2(XN -l)Sound er Receiver ; NELC ID 29;
17 April 1968 .
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We begin our discussion of the detection problem by examining the envelope of the
output of the matched filter. Figure 3 illustrates two envelope samples (r 1 and r2) received
on one sounder channel separated by 50 milliseconds. Two signals plus noise are shown in
each sample and are illustrative of a typical HF radio path containing multiple modes. In
this example the search window is 8 milliseconds in duration.

SIGNALS

THRESHOLD (SET BY

_  

Ii 
13

~~~~~~~~~~
- ,~~~~~~~ ,-.

‘- -~~~~~~~~ -- 0 ~~~~~~~~~~~ .. 
—.--.— I

SETTL ING NOISE SEARCH WINDOW
TIM E WIN DOW SAMPLE r

~

EXPECTED I
IONOSPHERIC I
MODE DELAY
(SHORTEST PATH)

(‘1

“ I11 C 2 ~~
_ _ _ _ _ _  I I I I I

5O msec SEARCH W IN DOW
• ~~~~~~ — ~~~~~~~~~~~~~~~

— 
—~~~~~

SA MPLE ‘2

Figure 3. Typical received envelope s for both sounder transm i ssions on a single cha nnel.

The fi rst clue in identifying signals in noise is to assume that large envelope excursions
are signal. The second is the time correlations of the signals in samples r 1 and r~ . Since cor-
responding samples in r 1 and r, are separated by 50 milliseconds, a period too short for
changes to occur in the ionospheric path , each signal sample should be a replica of each
other. The noise on the other hand will have uncorrelated envelopes. Thus in fi gu re 3 we
see two envelope spikes easily identi fied as signals, and a noise spike not mistaken for a
signal because no corresponding spike appears in sample ri at t ’3. As long as the signals are
strong. i.e.. well above the background noise, it is easy to distinguish them and to mark their
times of arrival , t 1 and t,. When the signals are weak , the ability to make a good decision is
much more diff icult  and false alarms or missed messages (signals) will occur. With a threshold

1!
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noise level set as illustrated , the decision process will have few errors. In well behaved noise ,
as in stationary white Gaussian noise , a predetermined level can be easily established such
that false alarm and missed messages are reasonable. In non-well behaved noise environments ,
as encountered in the H~’ band , the avera ge noise level varies with time (non stationary ) and
has characteristically more spikes. Both of these conditions make the dectsion process more
difficult.

Assuming that the signals and noise illustrated in figure 3 are typical , algorithms
describing the detection and processing of the signals can be generated. One such algorithm
is presented in figure 4. Briefly , the process begins with an estimate of the noise (rms),
followed by the setting of a threshold , a list of L detection scheme, and finally an estimate
of the time delay of each signal , its ionospheric mode and path loss.

CALCULATE RMSWAITTUNE
FOR FILTERS N 

SAMPLE
OISE WINDOW NOISE VALUE

SDR.C HANNEL H TO SETTLE H (3 MSEC) THRESHOLD +6dB
R ECEIV ER TO

AND BUFF ER AND SET

_ _ _ _  _ _ _ _  _ _ _ _  

4,
ALL SAMPLES 4th SAMPLE

BUFFERr 2 ~—I BUFFER I[ THRESHOLD W INDOW 

4_..j 
SAMPLE AND SAMPLE AND

1 SET TO ZERO 

}..... j 

SELECT EVERY

LESS THAN FROM r 1 AN Dr 2 WINDOW WINDOW 
—

4, 
_____________ _____________ ____________

NON-ZERO 3 SAMPLES IN COINCIDENCE OF I I SIGNAL PEAKS
RANK A L L  RANK TOP 1 C O R R E L A T E TIME I I SEARCI-4 FOR

TOP3IN r h1 USING 4O pSEC
M A G N I T U D E  WINDOW WITH TOP 3 I~ r 2 SAMPLES
SAMPL ES BY EACH r 1 AND

_ _ _  _ _ _ _  
4,

AY FROMPATH
CALCULATE IDENTIFY ]~~~~7STIMATE TIME

ONOSPHERIC DEL 
toMODESLOSS

$1

Figure 4 . Sounder receiver signal detection and processing algorith m.

I
In estimating the rms value of the noise , buffe red samples taken every 160 micro-

seconds with a 3-millisecond window are used in the calculation. Samples separated by
160 microseconds are considered independent based upon the signal and filtered band-
widths of 7.5 kHz.

Denoting the independent sample values by r~. where r 1 = ,~jx
2 + and the total
i i

~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
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number of samples by N , the rms noise esti m ate , S, is computed by the following formula:

= 

i~~l 
~ - ( I )

With a noise buffe r 3 milliseconds long, th number of indep endent samples for this interval
is 22. As the noise buffe r becomes longer , the rms noise measurement becomes more accu-
rate. The accuracy of the rms measurement and the consequence of errors made in this
measurement as a functio n of buffer s u e  is given in the section on results.

For large values of signal-to-noise ratio the signal envelope out of ’ the matched filter
will look like that of figure 5-A (neglecting Barker code side lobes down 22 dB). If the signal
peak coincides wi th  one of the 160 microsecond samples, as shown , then the values on either
side will be well down from the peak. if the peak does not coincide with one of the samples
(a case to be considered in a later report), then a search for the peak must be made. For the

:1 non-ideal case of signal plus noise , the signal envelope may look like 5-B . a ragged and non-
symmetri c version of ’ 5-A. For the purposes of this study we are going to assume that all signal
peaks are separated by a least 160 microseconds and always occur at the sample values.

0 SA MPLES

H 
~~~~~~~~

J

/

1
/

/

/

~~~

\

4
\

~\z~~:17 5 kHz

0 .04 .10 .0 .30 ( .40 TIME
M I L L I S E COND S

-
~~~ l60 4.L sec

A. LARGE SIGNAL-TO-NOISE RATIO

. ,

B. SMALL SIGNAL -TO.NOISE RATIO

Figure 5. Signal envelope s at matched fil l e r output for large and small
signal.lo-noise ratios.
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A description of the “list of L” detection scheme (L=3) with an illustrative example
follows. Let t k denote an arbitrary independent sample time. A mode is declared at a par-
ticular time , tk, only if: ( I )  a sample peak exceeds the threshold at tk in both r 1(t) and
r2(t): and (2) the amplitude of the sam ple peak is ranked in the top 3 in both r 1 and in r2.
Only samples above the threshold are ranked according to amplitude. Samples which fall
below the threshold are set equal to zero.

This decision criterion is illustr ated in figure 6 where we show ranked samples for
both r 1(t) and r2(t). Only the top three ranked samples are passed to the coincidence test.
The results of the coincidence test indicate that modes are declare d only at t2 and t 5.

R A N K TOP 3
ABOVESAMPLE ‘1 THRESHOLD 

~

— — — — — —THRESHOLD

2 3 4 1 2 3 4

RANK TOP 3
ABOVE

SAMPLE ‘2 THRES HOLD 
~
‘2~ 

~~l

— 

t ~ 
— —— f—THRESHOLD 

1 ______

1 2 3 4 5 1 2 3 4 
—

~~ 1

COINCIDENCE TEST

S2 S 3

1 
1

Figure 6. Examp le f or the “list of 1” detectio n algorith m.
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Significant probabilities of’ this detection scheme , namely probability of false alarm
and probability of ’ detection 

~~~~ 
are derived in Appendices B and C respective ly. The

performance is given in the next section.

The last portion of ’ the algorithm of figure 4 is concerned with identifying the t ime
delay of the signals. When a mode is declared to occur at a sample time , t k . finer spaced
samples 40 microseconds apart on both sides of t k are used to resolve the pulse peak and
hence the time of ’ arrival. The maximum error in determining where this peak occurs happens
when the peak falls midway between two adjacent samples: the error in this case is 20 micro-
seconds. ln Appendix D this erro r will be shown to be sign i ficantly greater than the error due
to small values of signal-to-noise ratio.

RESU LTS

Since pert ’ormance of the detection al gorithm depends UP Ofl the threshold setting,
we begin by evaluating the consequences of using a threshold based on an rms estimate of
the noise . The rms value of the noise , S. is calculated using the noise samples within a
3-millisecond window as given by equation I . In figure 7 . the probability of false alarm is
pl otted t’or varying values of threshold settings. Since the rms value of ’ the envelope equals the
rn~s value of ’ the inpu t  noise tim es~/~. denote the rms value of the envelope by 

~~~ 
i.e..

ao = a~/~T A threshold setting of 2o~ (u ~ + 6 dB )  gives a probability of false alarm of 10
clearly an unacceptable s i tua t ion f’or good decision making.  f low many false alarms are
acceptable ? We believe one false alarm per sounder sweep is an upper l imi t .  Since there are
80 channels per sounder sweep, a P E:A of approximately 10 — per channel is dictated. This
equates to approximately a threshold s et t ing ot’3c ~ or 9.5 dB above the rms noise estimate.

Figure 8 is a plot of the probabil i ty of detection as a function of signal-to-noise ratio
parametric in t’alse alarm rate and T. threshold set t ing.  With  the threshold set for a false alarm
rate of’ 1.2 X 10 —

. a SNR of ’ 13.6 is required for a probabili ty of ’ detection of ’ 0.99 . Thus for
on e sweep of ’ the sounder through 80 channels wi th  a SNR of 13.6 dB . we would expect to
get one f’alsc alarm and one missed message .

• Because S is an est imate , there is an error between the calculated and true rms value.
Figure 9 shows the relat ionship of th is  error to the durat ion of the sampling window . Details
of this derivation are given in Appendix I - As the number  of independent samples increases
(increasing window durat ion ) the error will decrease . If our estimate of ’ the noise is in error by
several dB, the performance of the detection algorithm will be uncertain depending upon the
threshold values used to enter the curves of figures 7 and 8. As a consequence , there are two
design alternatives. ( I )  increase the window durat ion unt i l  the measured and true values are
very close : o r ( 2 )  sample dur ing  a short window duration and add a dB t’udgefactor to the
threshold value that  wi l l maintain the desired probability of false alarm. Alternative ( I )  could
require excessive processing and storage time. Theret ’ore figure 10 demonstrates the SNR lost
or the additional SNR required if al ternative (2)  is used.

In figure 10 the false alarm rate is fixed at I .2 X 10 2 with 9W% confidence. Therefore
since an estimate of the threshold has been used, an identical dB fudgefactor has been added to
the threshold in each case. That is , the threshold is the same for PD = 0.99 and = 0.90. but
SNR is different .  Surprisingly, more dB ’s are lost using ambiguous threshold estimates at the
lower SNR. This behavior is apparent from figure 8 by noting the larger horizontal distance

4 10
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between the curves at ti le lower 
~~~~ 

This larger hori , .ontal separation at low SNR is due to
the sensitive nature of the coincidence test at these low SNR ’s. If we require the dB loss not to
exceed 0.5 dB at a = 0.99 (figure 10). a sampling window ot’ at least I I  milliseconds is
required : whereas 11 we a t tempt  to main ta in  a P1) ol’ only 0.90, more than I 2 milliseconds
would he required.

For short sampling window durat ions such as 4 milliseconds only 1.25 dli is lost at
P() = Q. ’)9 . Below 2 milli seconds t h e  cui’Ves beco m e very steep and this region should be
avoided. Figure 10 also indicates that  more than  14 milliseconds of sampling is necessary to 

*reduce tile loss to less than 0. I dli.
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Figure 9 . Error in est im ating the true m~s value of the noise for various window durations.

12

~~~~~~~~~~~ ~~~~~ . ~~
-

~~~_‘—~~-‘~~- ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ — - -~------ ‘. ‘~~~~ - - ‘ ~~ -~~~~~



I I I 

~~~~~~~~~~~~

V

~ 1.75
D

4
>
0

~~
, 1.5o -

0
0.
z
4I-.
2

~ 1.25 -

o 1.00 -

U

U
Cd,

• 4
P

D
- 0.99

C)

~~~0.75 .

z(0

0.50 ’

2 4 6 8 10 12 14

SAMPLING WINDOW DURATION (msIIi.econds )

Figure 10. Trade.off between sampling window duration and a~lditional SNR required to
maintain the desired 
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Coincident wi th  the problem in detection is the ability to resolve two signals which
are separated in time. The problem here is the ability to resolve the peak of the arriving signal
when this peak is corrupted by noise. That is . noise spikes which occur near the peak of ’ the
arriving signal when added with  the signal at that point may be large r tha n the signal peak
itself and there fore mistaken for the true peak. The optimum resolution of’ signal peaks cor-
rupted by SWGN is derived in App endix I) l’or three differ ent  pulse shapes.

Tile results of ’ Appendix D can be applied to t u e  questi on of ’ salllple spacing for maxi-
mum pulse resolution in SWGN, Clearly if ’ no noise is present t i leml tile closer tile samples
are taken tile f i l ler  the resolutio n will be. Since our samples were spaced 40 microseconds
apart , a min imum resolution of 20 microseconds is possible. Figure I I  is a plot of the rms
error as a function of SNR f’or op t imum detection in SWGN. This figure indicates th at  for
a SNR of 10dB we are capable of ’ resolving signals separated by only 12 microseconds.
Two ways of ’ achieving th is  are b y increasing the sam p ling rate and by int erpolat ion methods.

CONCLUSIONS

f - rum an am i a i v s is  of ’ the  ba s ic  detection algori thm of the UI ’R -2 receiver in SWGN ,
we conclud e the to i lo wi ml g:

1. The m i n i m u m  accep tabl e probabi l i ty  of false alarm should be I .2 X 10 2 Wil ich
requires a thr e shold noise value of 3 t imes tile rm s value. L lsiml g these values we call exp ect a
probabil i ty of detecti on of 0.Q

~
) for  an SNR of 13. 6 dli. A dete ction t llre siloid of 6 dB (2 rms)

above tile rum valu e ~ melds an unacceptabl e high rate of false alarms t1
~FA 10 l~ .

2. Using a sam pling window of ’ 3 nlifh seconds or less results in subs tail ti al loss Ill
SNR due to errors in t i le  r ill s Cs t i l l l at e .  1o restrict t ilC loss to less tila il 0.5 dli . a sampling
window greater than 10.2 millis econds is r equired f ’or a P1) of ’ 0.99 .

3. Under the assumption s of signal and receiver bandw id ths , 40 microsecond samples
should allow t ime res olution of signal pulses to 20 ull icroseconds. For Opti illUill detection ,
a 4 microsecond resolution is possible t inder  20 dB SNR condit ions.

.

~ I
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Figure I I .  RMS error for optimum pulse resolution using a rectangular
pulse with Gaussia n rise and fall in SWGN.
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SUBSEQUENT ANALYSIS

This report is the first step in estimating the performance of the sounder receiver.
It was kept intent ional ly simple so that the basic performance could be estimated under ideal
conditions— SWGN , nonf ’ading signals and signals easily separable (in t ime ) at the output of the
matched filter. In subsequent analysis additional complexity should be added unt i l  a reason-
able representation of all I-I F ionospheric channel h a s  been analyzed. Algori thms used by t h e
AN/UPR -2 receiver should be analyzed under tilese circumstances and recommended improve-
ment should be made. The f’ollowing list of ’ f’uture work typifies important problems that
should be solved.

I . Look j t case where pulse t ime of ’ arrival is not synchronous with sampling.

2. Examine  practical algori thms f ’or measuring tim e of ’ arrival and compare (0 tIle
case of Opt i n l l i n l  t ime of ’ arrival est imate.

3. Extend these results to i l lu i t i pa t l l  and fading signals. Trade-o f ’f ’ tile list size , L .
and tile number  of ’ modes that  can be resolved.

4 . ~~~~~~~ other detection algor i thms based on ampl i tude  considerations.

5, I ) ct erm ine tile ef ’f ’ect of a j amm er  on noml ’SW ( ,N.

6 . Ext rac t ion  of impor tant  system parameters . e.g..

a . io nosph eric path loss
b . s~- nchronous t ime r esolut loll
c. dispe rsioml
d. best f requency . ami d
e. pat h qua l i ty .

16
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APPENDIX A
SOUNDER LINK SPECIFICATIONS

This appendix is m eant o provide a concise catalogue listing ot~ pertinent specifica-
tions of t u e  sounder. Most of ’ this int ’ormation has been gleaned f’rom : Slack , Robert ,
“Technicah Description and Use of ’ the A N / U P R — 2 ( X N — J  ) Sounder Receiver .” NELC TD 29 ,
17 April 1968. Hence it ’ further information is required , a thorough reading of ’ this document
is recommended.

1. 13 chips , 0.2 msec long, 2.6 msec tot al.
2. Nominal bandwidth is 7.5 k f-l z .
3. Absolute maximum PEP is 30 kw .
4. Absolute m ll ax imn un l pulse width is 3.2 ms.
5. 80 pulse pairs of ’ barker signal.
(~ . Receiver N .E . I S  dB.
7 . (‘on ibined N E of ’ receiver and antenna (shipboard installation ).

Frequency N.E . dli
2 52
4 47
6 42
9 33

12 to 30 21
8. Sounder link algoritl lm

a. Find largest 3 pulses in 8 ms gate I and tag times.
h . Pair pulses over 50 illS ± 40 psec f’or coimicidence test.
c. Take first coincidence to set time and ± 2.5 miis gate #2.

• d. -rake largest of coincidence pairs for power measuremem it.
e. Reject pulses less than 6 dli over noise outside gate #2.

9. Sounder frequem icy allocations
Band Start Incr em ii ent Channels

Freq
2-4 2.075 100 kH z 20
4-8 4.150 200 20
8-16 8.300 400 20

1 6-32 16.600 800 20

10. Barker sequence

1.l ,l ,l,l,0,0.I ,1 ,0,I,0,l

18
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APPENDIX B
PR OBABIL ITY OF FALSE ALARM

A false alarm is an error made by saying a signal is present when in fact it is not , The
purpose of this appendix is to determine the false alarm rate for the assumed detection en -
tenon. This criterion employs the independent samples of two received envelopes , which we
will denote by r 1 (t )  and r ,(t). In figure B I . r (t ) is general and represents either r 1 (t) or r ,(t).
We have assumed an 8 msec search window (sampling interval)  with 7.5 kHz b andwidth.
Hence there are 60 independent samples in r(t) .  Since the probability of ’ f ’alse alarm is
determined by tile t llre shold. we have set a variable thresho ld measured in numbers of the
rms value.

r h )

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ mSN O~~~~~EVEL

Figure Bl - Received floise envelope .

The detection criterion is based on a coincidence test between the independent
samples of r 1 ( t )  and the independen t samples of r,h t ) .  Firs t , samples below the threshold
are set equal to zero. Next,  the non-zero samples ar e ranked f ’rom largest to smallest accord-

• ing to amplitude.  Fin ally the top three ranked samples of r 1 ( t )  are compared with the top
three ranked samples of ’ r~(t ) .  Only if ’ there is a coincidence between one of the top three
ranked samples of r 1 (t )  and one of the top three ranked samples of r i(t ) .  50 msec later .
will a detection be declare d (a false alarm in the noise only case). Note , when there are
less then thre e ranked samples in either r 1 ( t )  or r i (t) .  only ranked samples are used in the
coincidence test.

Since the envelope , r ( t ) .  is the envelope of a narrowban d Gaussian process, the distribu-
tion of r(t ) is Rayleigh in the noise only case, there fore the probabi lity that r( t) at any
particular sample time is greater th an a given thresh old , 1, is given by equation B-I .

P r
~~r > T ~ f ~~r)dr e T/0 = p  ( B - I )

where rp( r) = ~~~~

4 20
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If the threshold is set 6 dB above the m i s  noise level , i.e., I = 2~ f ’2~o, then

r >  2 ~/~a } = e~
2 ~~ ~ 5.9 1 x I o-2. Denoting the probability of a single sample

exceeding the threshold by p. the total numbe r of independent samples by N , and the
number of samples exceeding the threshold out of the N independent samples by n . then
by the binomial theore m the probability that n noise samples exceed the threshold is given
in equation B-2.

P(n ,N ) = (:~) 
pfl( l~~ )N_ n 

= 
(N-n) !n! 

~n ( I _ ~ )N_n 
. (B-2 )

With the threshold set 6 dB above the rms noise level and the number of’ independent samples
equal to 60. the probability that two noise values exceed the thre shold 1 .81 X l0~~.

Defit ie the event Ei.j . given i and j ~ 2. as the event that i samples ii’ r~(t )  and j
samples in r , ( t )  exceed the threshold. When either i or j are equal to three then tne event
Eij is the event that  three or more samples exceed the threshold f’or each index equal to
three. Hence tile probabilit y of false alarm. 

~FA~ 
using t u e  coincidence test of the top

three ranked samples is:

3 3

~FA = 
~~ P(F A/ Eij ) P(Eij )

i=0 j=0

= P (FA/ ~~ ) P (Eij ) (B-3 )
i=l j= l

where P (F A/ Ej j ) is the probability of ’ false alarm conditioned on the event E u .  Since
P(FA/Eij ) is symmetric  in i and j. i.e.,

P( FA/E ij)= P(FA/Eji )

for each i and j , no loss in generality results in restri cting j ~ i. With this assumption

P(FA/ EIj )= _ (N-i)!(N-j)! 
(B4)

N! (N—( i+j )~ !

otherwis the in ices i and j are interchanged.

Because we have assumed that the events in r 1(t )  are independent of the events in
the joint probabilitie s of the events in r 1(t ) and r2 (t )  factor , i.e., P(E ij) = P(Ei) P(Ej).

If i a n d j  are ~ 2 , then

: ~~ I~Z i : I~~ I iTT~ ~~~~~~~~~~~~~~ 
-

~~~~~ 
- J1:~ ~~~
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P(E ij) = (t~
) (

~
) 

p~+*i ( l _ p ) 2N_ (i+ J) (B-S )

where if i = 3 and j ~ 2 then

/ N \  1 / N \
P Eij ) = J I -  

~~
. ( ) p fl ( 1—p) N—n ( , ) ~J(1_~ )N_ J , ( B-6 )

L n~ o \ f l/  J \ J I

Similar results occur if ’j 3 and i ~ 2 amid wilen i = j = 3, therefore combining the results
of equations (B-3 ) . ( 8-4), (B-5 ). and (11-6) result in:

~FA ( l ,)) N 
i~~l j~~l [(~)(fl(~) i+j]

[

+ 2[l
_ 

11 t) 
(
~

) p fl~ l_ ~ ) N**n] 
~~ 

~~~ 1 1, 1N-i 
[i 

- 
(N-3)! (N- i)!]

+ 
[I 

- \ (
~

) 1,fl~ 1_ 1~ N_n~ 
2 

- 

(N- 3 ) 2 
~ - (B -7~fl=O J N !N — 6 ! j

A program called “FALSE ” is provided (t igure B2 ) . which computes the prob ability of
false alarm. On tile fo l lowing page a Pr in tout  ( figure 113) of ’ this  program is listed for  10
consecutive thresholds of ’ I to 10 rms. This program com putes the 

~FA for each threshold
in three separate stages , where each stage corresponds to one of the thre e cumulative terms
of equat ion B-7 . Hence the printout which displays 3 

~FA for each threshold shows not only
the cumulative effect of the program but also the significance of ’ each term.

For thresholds I and 2 mis the last term is the most significant.  But as the threshold
varies from 2 to 4 rms the largest contribution shifts f’rom the last term to the first term.
Unfor tunately the region of interest in thi s report is the transitional region where all the
terms contribute.
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So Ol1~H ‘GD~~ FOR OUTPUT AS FILE ~1
10(1 H t~O
10’,, FuY P- I  TO 10
1~~ T”~’QP (?)4P
107 PP I NT sti : ‘ THPESHOLD” “T
100 h-P I NT sf1 :
110 P~E”< P (—T )
i :—’o is j, ‘

~ )3~~1 \ C—I \ t i—i ‘. F.O
ic’ Li H
1 ~~ I-i il- 1 — 1 TO 2
I ‘t (~ i—i f l4i ’.”~ 1- ’P) “ 1
1’V.-. l : I i + - 1+ 1 tB
1-It s ( — l
j 47 1 — 1
140 h i - l - ~lEo FU) ’ J—1 TO 2
1~?1 I - 1 5 ,1
1~-, ’ (‘ -- ( .s ( H —J - i- 1 ‘I1~~1 D = L r t ( N - - (  l + J ) + 1 )
1~~

A E~~-j -t 1’-P) ~*At(B1t— D )+F~lEO NE’~T J
1 ‘‘O HF : T I
180 F 1—}’).~(2 4t ~’I) *E
200 1’k’IHT
~‘c~; ~‘-o
?O? .1- 1 ~~~ 1)
.‘j( i Ful? I .€  TO 2
P~0 (,‘- t l - F v4’I
240 H— ( P~ (1—I’)) ”I2~0 J-J *(”l+l ’-I)
260 IF l ’2  THEN 300
270 J-J’2
300 lo~}~+J$H*fj
310 NEXT I
315 t 1-1—~317 C — i
3113 A-i
320 FOP J-1 TO 2
33(a A- (N+i —J )~~i’J

• 340 B~ (P/ ( 1—P))AJ *G
360 C-(N—2—J)’(N+l--J )*C

ç 360 D 1-C
370 F’~F+2~.A*B~D*1i
380 NEXT J
400 PRI NT *1’~ PFA- ’F

600 F-Q+F
405 O-F1.’~2~. ( — — 3 ) * C N - 4 ) * ( N—S)/ (N)’(N—1)- ’(N—2).J

600 PPIN T si’ ” PFA- F
4 605 NEXT R

610 I’P I NT *1’
620 PR I NT *1’
6~.; :.i USE
69~i Fr-fl)

Figure B2. False: A program to compute 
~FA as a function of rms .
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THRESHOLD” 1.41421 — i r m s

PFA- 7.44386E-12
FF~ - 2.0S732E-06
PFI’4” .144943
THRESHOLD” 2.82843 - - 2 rms

FF~i” 3. 4E577E-03
@349E:13

PF~ ” . 105229
THRESHOLt’ 4.24264 - 3 r m s

PFH- 7. 7666?E—03
PFi-i ” .0116137
FFi-i ” .011959E:
THRESHOLD 5.65685 - 4 r m s

FFi~” 7.05632E-04
PFis~ 7 .31?29E-04
FF~~ 7. E~ SE-c~4THFESHIJL L1 . 7.07107 - 5 rms

FFii = 4 .31770E-05
PFH = 4 . 3279~’E-0E
?F~s” 4.3.~799E-oSTHPESHOLD- 8. 46E;28 — 6  rms

PFA - 2.SS7EiOE-06
FF~ 2.65617E-06
PF~ - 2.65817E—06
THRESHOLD” 9.8995 — 7  rms

FFis” 1.51201E—07
PFR- 1.5 1203E—0?
PFA- 1.51203E-07
THRESHOLI”' 11.3137 — 8 r m m

PFi~” E.93694E-O3
PFA- 6-.9:~694E-O9
FFP- 8.93694E-09
THRESHOL N 12. 7279 — 9 r m s

PFA - 5 2822SE-10
PFA- S.28225E-10
PFA- 528225E-10
THRESHOLLI” 14.1421 - l O r ms

PFA- 3.12211F.—11
FF14- 3 .l2~ 11E—11
PTA- 3.1221 1E-11

Figure B3. Printout of numerical values of the for  the threshold var y ing between I and 10 rms.
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APPENDIX C
PROBABILITY OF DETECTION

DERIVATION OF PROBABILITY OF DETECTION
Assume that  om i ly one signal is present in the sampling int erval . i.C .. no n iu l t ipat l l

exists . Assume this signal is present with signal-to-noise ratio 2E/N 0= d— in the k ’ position
and th at  the k’ po sition is one 0! the N independe nt samuple positions. The probability of
deteet ioll is the pro hahi li t~ that  t h e  k’ positio n is ram ik ed in the top three b~ amplitude in
both r j ( t )  and r2( I i .  wher e ranked is defined as being greater t h an  time threshold. The
probability density fu i l c t iom s of the ampl i tud e  of tile k position . 1k’ ’ is given by the R ician
dist r ibut ion,  i.e..

1 I a r ’ \
f~( r k ’) = —‘— esp  — ‘— r~ ’ + •i 2 j  1(1 (_,

~
,)

(1 
0~

wh ere d — = .a” amI d  ~ is a ,ero th order u l lo d i f i e t i  Bessel f u n c t i o n .

Because om1l ~ SW( ;N noise Is pre sent in the o ther  (N — I I s~Ii 1l pIe posi lions , t he
p robabil i ty ~l e m is i t ~ fu nct io n of these samples N gi~ e mi  h~ the Ra~ leigh d is t r ibu t i on . i.e..

- 
t k I i

~~~ 1I ,1( r k ) = — esp “ “  (( ‘ - 2 )
L 2u J

Therefore t i l e  pr ohah i l i t~ tha t  a iloise s~m iiplc ~v i l l  he greater  th el l  a fixe d sign:it am pl i t t ide .
r 1. , given in eq nation (‘—3 ,
“ 0

- 
~~~~~~ 

~~(J2

Pt 1k ’ )  Pt r~~> r k . )  = I ~ 
( r ~ ) 

~lr k = 
~
‘ (( ‘-3)

r k’
0

can he combined wit i l  the b inomial  d i st r i b ut i o i l  to gib e  a “list of ’ (“ *  decisi on sche m e. 1’(ia
is , the probabili ty f I e  V—I noise samples out of N samnpk s will  he greater than the  fixed signal
ampl i tude  is the  V t hi  term in t h e  b inomial  ex pam lsi om ’i w i th  N and Ps r k ) as parameters.

0

Dt’nok’ ti lt’ proh~sh i i i fy  t hat  ilk ’ signa l sample at k ’ is ~t l ii) the list according to
ampl i tud e  gi v em i that  t h e  signal ampl i tud e  is fixed at 1k ’ h

= V tll lr , = rk~~).

Since

- 

~~ 1k ’ = V t ll Ir k ’ 1k ’~~ 
= (~~

‘) [P( rk ’ ) ]  
~~ I 

P( r k r
~~

] 

N-V 
(C4)

* A notation problem exists bet ween upper case I and lower case ( - ti ppe r case is commonly used in the
literature , hut we have uscd V instead because V is also a summ liatio n index.
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it follows that p(r k ’ Q th ) is computed by averaging equation C-4 over all tk ’~~ 
i .e ..

P(rk’ = ~hh1) = f  ~~~ 
= £th 1 tk’ = rk’) 1’~ (rk’) drk?

‘F
= f  P(r~ = r~ ’ = rk’ ) t~ (rh’ ) dr~’

...~~ 0 0 0

+ J P(r~’ = I r k ’ = r k . )  f’s (r k ’0
) dr k ’ .

The second integra l in equation (‘-S has been judicious ly chosen to denote the ranked
part oh ’ the “list of ’ I.” decision scheme. Hence , the second integral of equation C-S .

P( rk ’ = V ttl and rk’ is ranked ) P (r k ’ is ranked ~th )

= 
[ ~~ tk ’ = V th I r~ r k . )  f 5 (r k r )  dr k. .

( C-b )

is j u st the integral flcccssajy in computing tile probability of detection . This integral can
be expressed in terms of the “Marcu m Q-function . ” defined as

I
Q (a , Th 

~~ 

r exp (- ‘/z(r 2 + a2 )~ 10 (ar )dr.

Substi tutin g equation (‘-3 into equation (‘-4 and then equation (‘-4 and equation C-I
into equation (‘-6 results in the cumbersome equation C-7 .

is ranked Q th ) = f  (N_I) [L.
_
~

’o12a 21 
~~ [ _r

~~
.

j i
~~1 

N-V

-

~ 

—

~~~ 

-

~~~~~~~~~~ 

[

~~r 2 . + a
2 ]  

(
~~

°) dr~ ’ (C7 )

— ________
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To simplify equation C-7 . without loss of ’ generality, make the following substitutions :
( I )  r = rk’ :(2) bo = T where b is an arbitra ry positive constant : (3) express the

0/0

—r 2 /2 N Q
binomi al , I 1—c I , in terms of its expansion ,

N—V . /N-V \ . , .~

~ (— I ~ ( ) e i~~12 : and (4) let d 2 = a / a . With these changes equat ion (‘-7 becomes
J=o

‘

~~~~ N N-V N ~ 

- 
______

P(rk. is ranked V th ) = e - 

b’ c
_ i) ( ~~ e 2 10(r d)rdr . (C-8)

Now equation C-8 can he evaluated in t erms of ’ the “0-function ” by recombining terms and
subst i tut ing x t ’or~ /~~Tr . i i ’.,

‘
1N l’~ 

N—~ d (— l~~( ) ç~P(r k ’ is ran ked Q th )= ~—d I 2 ( 
— 

~ \ ~,2(Q +j ) \, I
\ V_ l/ ~~~, 

(~ + ;) J,/ ~ R

e ( ’ ~~~~~ ))l
o(t)

xd x

N-V 
-2 d /N-2\ 1~~2 

~ 2 l ~~ 
~~~~ 2(2+j ) 

~~ ) ~~
j

)

f 
0 ~d/ ~~~~~.b ~~~~ ) 

(C-9)

It follows that  the probabilit y that the k ’ position is ranked in the top thre e positions.
i.e.. Q 1  .2. and 3. as just a sum on equation C-9 from 2 1  to 3. i.e. , p(r k ’ is ranked in top three
positions ) =

2$

A
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...d2 / I
~ /N-I\ N-V /N- V\ ( - I )  i T’

Q> 1 (,,V _ I )  ~ J ) (
~

) ~ “ Q(d/~/ j , b ,~J~~j )

((~-l0)

Finally the probability of’ detection is equation C-b squared , since the k ’ position in r 1 (t )  is
independent of ’ the k’ position in r2 (t ). There fore the probability of’ detection is given as:

_d 2 f i \

~ N -I N-V N-V T ~~~2+J J (- l)~

~~V~~t (2 I)  
~ 

(
~ ) ~ 

- 

~~~ 
Q(d /~~~~, ~~~~~~~

(C-lI)

COMPUTATION OF THE PROBABILITY OF DETECTION

Computing the probability of ’ detection , as given in equation C-I I with b 2 *  would
not only require calculating vir tually 3N “Q-functions ” and 3N binomial coe fficients , but also
detcr~nining the accuracy of such a calculation would be difficu lt.  There f’ore two independent
method s for computing equation C-I I are presented and compared. Firs t , th~ double SUfl l of
equation C- I l  is reduced to a singl e sum of only N/2 computations and t) l~n computed
directly. Next , the origina l integra l equation is numerica lly integrated using the trapezoidal
rule.

1)1 RECT COMPUTATION

The double sum in equation C-I I is reduced to a single sum by introducing the variable
k f’or V + j. interchanging the order of summation , and then evaluating the inner summation in
terms of K. The resulting expression for the probability of ’ detection is given in equation C-i 2.

~ k~~l ( ~~~’ 
)(

k_2~~k_3) 
~

_d 2 f2 ( l
~

- l I k)  Q(d / VtE2~/t)
} 

2

‘ 
(C-I2)

The major contribution to this sum is the first term , Q(d,2), which is the probability of
detecting a signal of unknown phase in SWGN . For fixed d and k <<d 2. Q(d/s/E 2,Jk”)

* Setting the threshold at b 2  corresponds to a threshold of 3 dB above the m’rns noise level. Even though
we have restricted our computation to this level in this section , results for a variab le threshold are given
in the results section.
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- _ I I h i l  f~~ —‘kapproaches zero bike e ‘ — ‘ —V ‘ e — . Note the threshold , in this case 2 , is the
coefficien t of the ~/k”in the second argumen t of the “Q-function.” Since the binomial

coefficien t (~~ I
1

) has its maximum at approximately k N/ 2 , the contributions to the sum

will significantly decrease for k >  N/2. Therefore , since we have an alternating series , the
error introduced by truncating the summation at k N /2  will be bounded by the contribution

,N2n2
at k~~~f 2. The binomia l coe fficient at N/2 is asymptot ically equal to 

V~~N 
Combining

the approximations for the binomial coefficient , the “Q-function ” and the rest of the

~~~N (Vn 2— l )
multipliers at k N/2  results in a contribution 0fV 

10 
. For N 6 0  this is ~ 10—8 ).

If we include t ile normalized threshold in this expression and restrict N~~60 then the error
introduced by truncating at k N/2  is

- T 2/4) Wil ic li is 0( 1 0-8) for T~~2.

The “Q-functions were computed either recur sively~ 
I )  or asymptotic a lly ~

2
~ depending

Ofl tile I d/~/V— 2~ /~~I. Subst i tut ing Di llard ’s recursive f’orniu(a in equation (‘-1 2  and cancelling
wtlere necessary results in

~D = ( I ) k l (
)

~~~~~
0( 3) 

~~~~~ 

+ 2k) ~ ( d
2

)
J 

~ ~~~~ ~~
k 1  k—I - j o  ~ V=o ‘

The infinite sum onj  may be truncated by lower hounding M th term. For j M and M>> i

we have the M tt l term in the ~th sumniation (
~

) M , Given d=2 and M 30, this term

When d = 3 and M = 40 this term i0 9.

NUME RICAL INTEGRATION

The probability of detection may be computed numerically by transforming the
integrals of equation C.l3.

= 

k~~l 
(N_I) j

’

~~ ~
-kx2/2 x (i_ e

_x 2
/2) 

N-k 
l0 (xd)dx

(C-13)
This integral can be efficiently evaluated by the trapezoidal rule after several changes of

variables. Substituting u e ’x 212 and changing limits of integration transform s the integ ra l

to one of Rice ’s~
3
~ exampks . Let I represent the integral of equation C-13. Then

30
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e 2
-: 

1 = 

/ 
~k—l ( l_ u ) ~~’k !o (v ’

~~ d) d u .  (C-l4)

Identifying equation C-14 with equation C-9 , of re ference (3) immediately yields the following
transformations

‘I
u = e”~~/ ( l  + e ”-”) (C- 15)

= 2ue 2 (e”2 — u) (C-1 6)dv

dv 3
— = _ (eX +e~~) (C-17)dx 4

After making these transf ’ormat ions , equation C-l4 can be written as a function of x.

= 
~~~ e 2 

- 

f  u~ (e 2 -ti ) ( l _ u ) N~~ 10 (~~~~~~ u d) (C X + e~~~) dx

Even though x goes fro m — 0~ to 00 , the exponential  terms rapidly decrease both tails
significantly. In fact six significant figures can be achieved by taking only 24 points
from x = — 4  to 4 in steps of .32.

A comparison of the numerical integration and the summation can be found in
table CI .  Only one threshold is shown in this table but similar results exist at larger thresholds .
e.g., T = 2 ,,/‘2’ a. Table C-I clearly shows agreement to a min imum of three significant figure s
and better agreement as the SNR increases. Therefore confidence exists in using the sum-
mation method .

Flow diagrams with program listings are provided for both the summa tion method
and the murn erical integration method in figure s CI .  C2. C3. and C4. This program is general
for any threshold and any SNR. But computation for SNR much greater than IS dB gives
erroneous results in both cases. An attempt at upper and lower bounding the at a threshold
of 3 dB above the rms value was unsuccessfu l at higher SNR. This approach will be attempted
using a threshold setting greater than 10 dB where the 

~D is no longer almost I .

~ 

-
~ 
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Table C-I. Threshold set at 3 dB above the rms noise. False alarm rate = .144636.

SNR SUMM ATION M ET HOD NU M E RICAL I NTEGRA TION

5 .340613 .34044 1

6 .4766 14 .476438

7 .62984 1 .629868

8 .777 143 .777162

9 .891837 .89 1 847

10 .960402 .960406

I I  .989929 .989929

12 .998398 .998398

.99986 1 .99986 1

14 .999995 .999994

I S I .999999

Note: SNR is measured in dB.
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lip

PROBABILITY OF FALSE ALARM

N - NUMBER OF INDEPENDENT SAMPLES
-p

W - THF~~SHOLD

S - S N R  K - I

YES
K- N

PROBABILITY OF DET ECTION

NO

COMPUTE
MARCUM a

COMPUTE
BINOMIAL

COEFFICIENT

COMBINE AND
• ,

. MULTIPLY BY
APPROPR IATE

CONSTANTS

ADD TO PREVIOUS
RESULT IN LOOP

K — K + 1

FigureCl .
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3 OPEN S~s.DRT R FOR OUTPUT AS FILE 5*15 N-60 #OF INDEPENDENT SAMPLES
7 FOR U-i TO 2 THRESHOLDS
8 PRINT I *I t THE NOF SD ABOVE THE NOSIE I S W
10 S1—SOR(2)
15 T-W*S1
16
17 PR I NT 5*1 S
20 T1-T
21 X2-EXP ( -Tl ) 4
22 X1-1-X2
23 ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~25 Y1.N*X2,s2*XIA(2*N-.2)
30 Y2-N* (2tN-3) * ( 2*F-I-2) ‘4*X2” 4*X1 ‘.. (2Th--4 ) ALTERNAT IVE COMPUTATIONS35 V3- (j — (N—3 )*( N—4)* ( N—5) ,N,’(N—1) ,(t-4- --2))*x3 .~.240
45 YS-6*X2tXI-- (N-1)*X3
50 V6--2*L N-3)*(N—4 x2~2*x1~~M--?~~.x360 P-Y1+Y2+Y3+~ 4+Y5+Y6
65 PR I NT N1~~ PFA- ”P4
100 FOR S-10 TO 15
103 PRINT It1 ’ ’ENR” ”S. 4 SNR105 D-SOR(2*10”(S’lO))
107 PRINT #ls D- ”D,
110 Z 1-— 1’N \ C 0  _______________________________________120 FOR K-i  TO N 4
150 A-D/SOR(I( ) \ B-Ti*SQP.(i()
155 IF ABS(fl-B) ’lO THEN 252
160 F-EXP(—A- ’2r2) \ D 1-EXP (—B-2~2) \ H-D1
170 Q-F*H
180 FOR J- 1 TO 100
190 D1=(13”2/2)*D 1’J
200 H-H+D1
210 F- ( fl”2)’2tF’J
220 Q-Q+F*H COMPUT ES MARCUM 0- FUNCT IO NS
230 IF F*H< 10-’(—20 ) THEN 251
240 NEXT J
251 GO TO 270
252 Q 1-- 1’(A—B) *(B , ’6.?83iR*~~~~ .5tFX P ( ~~ -R) .~2’2)

• 253 IF O1<10’~(-’32 ) ThEN 430
254 O1-D1*(1--(3* A+B).~2—4tD--2i ,(8*A*R~~P— R y ~255 IF R—R>0 THEN 260
256 0-rn
2S7 G0 T0 270

~~ 21 Z1*i’~~’K+l ) /E BINOMIAL COEFFICIENT
280 C•Z 1* ( K— 2)* ( IK—3 *EXP(-DA2~ 2* 1—i~~iO )*O/2+C
285 P~CA2
295 NEXT K
430 P-C’.2 4 PROBABILITY OF DETECTION440 PR I NT *I t PD- 1P
441 PRINT
450 NExT S
455 NEXT U
458 CLOSE
460 END

Figure ( ‘2. Summation method .
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DECREASE STEP SIZE
UNTIL DESIRED ACCURACY

S - S N R  K - i

K - 4 
YES 

PROBABILITY OF DETECTION

NO

j H STEP SIZE

L - INT(6/H) 
YES 

MULTI PLY BY H

NO

X X+ H

COMPUTE BESSEL
FUN CTION

COMPUTE REST OF
INTEGRAND

Figu re C3.
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I

100 N-60
110 DIM P(
120 FOR S 10 TO 20 STEP S121 PR I NT
122 PRINT “9IR- S.
125 D-S0R(2*1OA S~10))
127 PRINT D- ”D
130 1-0

140 DIM 1(805 )
150 H- 64
160 FOR J•1 TO 3
165 P(0) -0  \ P(1)-0 \ P(2)-0 \ F ( J ) = 0
170 H~H/2
180 FOR K 1  TO 3
185 X--3.S-}4
190 FOR L “0 TO I NT C 7’H)
195 X-X44-I
200 U-3”4*(EXP(X)—EXP(—XL’1()- 

- 210
X1-SOP(-2*LOG(U)

217 T-X1’3.75
220 IF Xl ~3. 75 ThEN 260
230 81-1+3. S1S62tT-~’2+3. 08994*T’.4+1 - 2c~E,75*T~.,6+ . 2659?3*T.-~8240 B tE>P( ’-D-~2,2
250 GO TO 300
260 81-. 398942+ . 01 325359.’T+4 . 40067E-03’T-~2-1 . 5756SE-Q’3,T.-3
270 82-B149. 16281E-03’T-~4-. 0205771’T-5+.0263s54.-T-6-. 0164763.’T..~7280 83-B243. 9237?E-O3’T~B290 B-B3t XP :1—D~.2!2

-
~,sop x1

300 ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~310 P ( K ) - l ( L ) ~~P(l( )
32C3 NEXT L
330 NEXT K

• 340 0-P ( 1) + (N—i ) *P ( 2 ) + (N—1 ) *(N— 2 ) ,2 *p r 3)
350 R~ (EXP(2)*3/2*H*W A2
360 PRINT H_ W H ; \ PRINT 1’D- ’RI \ FPIN T “ I t l l N - ’ I( O ) ;
365 PRINT • I1~~X -  • I C Itff 7 / H)

38O NEXT J
385 NEXT S
39Ø END

Figure (‘4. Numerical integration .
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APPENDIX D
TIME OF ARRIVAL ESTIMATION ERROR FOR OPTIMUM DETECTION

The basic equation for pulse resolution in white noise is worked out by Heistrom , Carl ,
Statistical Theory of Signal Detection , 2nd Edition 1 968, and is given by

Var =

d2(~~W)

where

/2
- 

- 
d2 = , (A W) 2 = f  I F’U) - dt

-T/2

and

-T12 

F(t) I 2 d t = l

The pulse resolution of three diffe rent pulse shapes will be considered, a Gaussian . cosine
square , and a modified rectangular Pulse with cosine square rise and fall. The modified
rectangle pulse will be used as an approximation to the sounder pulse .

Case I Gaussian Pulse

F(t ) F(t) Ce _ t
~~2~~

- 

~~~~~~~ ~~~~~~~~~~ 

- 0 0<  t <00

- The constant C is determined by

I F(t) 1 2 d 1 = 1
~~

00

- - c2 
00 

e_t 2/b 2 d t c 2b~~~~ = I .~. C = b ’2 w~~’4

—- - .  - 
~~~~ -~~~~~~~~~~~~

-____ - - 

~~

. 
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The bandwidth, then , is

(~ W) 2 = f  I F’(t )  I 2 d t =  -

~~~

-

~

-- 

00 

t 2 e t
~~~ dt

(~~~W)
2 

-

Subst i tut ing Var ~ = 2b 2/d 2

and thus rms error =

The error is directly proportional to the pulse width and inversely proportional to signal-to-
noise ratio.

Case Ii Cosine Square Pulse

- , i rt
F(t)~~Acos —j

F( t )

- T 2  1/ 2

The constant A can be determined from

00

1
’

J F(t ) h dt l

1/2., f 4 w tA- j cos — d t = l
-1/2 T

Using integra l equat ion #304 . page 429 of the I 7th edition of CRC gives

4 40

~~~z~~_L~~
_ 

~~~~~~ - —---- - —a - r~~~~ —-- .— . -----~~~~~~~~~



~~~
—

~~~~~~~~~~~~~ -~~——-

A2 

[~~ 

+ 
~~ ~~~~~ 

+ 
sin 4 ~~~

t ]  

T/2

- 1/2

result ing in

A~~~~~~~~~~~~~ .

The bandwidth ~ W is given by

T/2
1
- 

i
- - (~~W ) -  = J I F’ ( t )  1 dt

-T/2

where

2A,r /irt~ . / ir tF I t )  = — —f— eos~ -~ -) sin 

~r
Substi tut ing

1

(~ W) 2 =

the varianc e is t hen

A I
Var -r =

d2(±~~
)

which gives an rms error of

2,r d 
-

— 
41

~~~~~ — _ _ x ._ - 
~~~~~~~~~~~~~ - - -‘~~~~~~~~~~~ — —

~~~~~~~ ~~~~ - ~~~~~~~~~~~ — . -. ~~~~~~~~~~~~~ 
-
~ 

- ~~~~~~~~~~~~ —---—~~~~~ —~-——--—



RMS erro r f-o r Cosine Square Pulse .

1. the Pulse Width
SNR , dB 0.0 1 msec 0.1 msec I. O msec

0 2.754 27.57 275.7
10 0.8718 8.718 87.18
20 0.2757 2.757 27.57
30 0.087 0.8718 8.7 18
40 0.027 0.2757 2. 757
50 0.008 0.087 0.87 18
60 0.0027 0.027 0.2757

Case Ill Sounder Pulse

A cos2~~ -( t+B )  -(c~fB ) < t c - I 3

F t  = A -~3~~~t < j 3

A cos2~~~(t+B ~~~~t~~~(a+B)

F(t

_ _

_ N ,
—(a +~~ -

~~~ (a+~ )

A is determined by

1 T/2
J I F (t ) I dt l

— T / 2

which gives

A~~~~~~ 
~~
)

~~l J 2  
-

The pulse bandwidth ~ W (in radians ) is given by

1/2
(~ W) 2 J I F ’ ( t ) 1 2 d1

-1/2

$ 42
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I
U

where

—2A cos~~~-(t+j3 ) sin~~~ (t+P)
(

~!.) -(a+13) ’~~t~~~-~3

F’(t) o - f 3 < t~~~ 3

-2A cos ~~~(t~~ ) sin ~~ (t ~~) (
~
) $ ~ t 

~~~ 
(~~+$) -

Substitutin g and inte grating gives

(
~~

W) 2 = __________

( _ + 2 $ ) a

The time ot arrival vari ance is then

A 
_ _ _ _Var -r = I -,

d ( 7rJ2)

which gives an rms error of

~~~~~ 
+ 2k)

rms error = ,r / 2 d

For the NTSS sounder pulse we have

= 20 X l0~~ seconds

= 80X 10~~ seconds

9 .4 l 6X l0~~rmserror 
d

SNR , dB rms error
microseconds

0 37.6629
10 11 . 910 1

SNR = .~~~~~~~ 20 03.7663
N0 30 01.190 1

40 00.3766
50 00. 190 1

4 
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APPENDIX E

STATISTICS OF THE RMS ESTIMATOR AND DETERMINATION OF THRESHOLD
INCREASES NECESSARY TO MAINTAIN A PREDETERMINED FALSE ALARM RATE
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APPEN DIX E
STATISTICS OF THE RMS ESTIMATOR AND DETERMINATION OF THRESHOLD

INCREASES NECESSARY TO MAINTAIN A PREDETERMINED FALSE ALARM RATE

The purpose of this appendix is to derive the statistics of the rms noise estimator.
With these statistics one can determine the effect of using an estimate , rather than the tru e
rms value , to determine the threshold setting. The criterion used to determine this effect is
twofold: ( I )  incre ase our estimate of the required threshold until we are certain this increased
threshold is at least as large as the required threshold , and (2) determine the increase in signal-
to-noise ratio (SNR) require d to maintain the prescribed probability of detection 

~~~~ 
Since

• the envelope is Rayleigh distributed with an rms value equal to ~~ a , the expected value of
our estimator should approach this value with minimum variance. The estimator we have
chosen is

r N
11 1

S J ’~j ~ (X~ + y~) (E-l)
i= I

where X 1 and are Gaussian random variables with zero mean and variance ~2 . Note also
that N is the number of independent samples of the envelope.

Using a straightforward transformation of the random variable S to a new random
NS 2

variable Z = — —  with a chi-squared distribution of 2N degrees of freedom the distribution
0~

of S can easily be solved for. The density function of Z is given by

t’~~(Z) = 
EN -I -Z/2

2N r(N )

0 otherwise. (E-2)

Therefore using the identity

f5(S) ds = fz(Z)dz

or equivalently,

dfs(S) fz(z(S))~~

the density function of S is easily determined to be

f5(S) = r(N) ( N )  
N 

52N - I 
~ 

-NS / 202 
S > 0

0 otherwise. (E-3 )
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With the density function of S at hand we may easily compute the important moments
of S which are list below:

EI SJ ~~/5~ ( l -~ + — - ...) (E-4)8N 1 28N 2

E [S 2 1 2 u 2 (E - 5)

1E(S2 ) _ I E(5) 1 2 

~~~ 
(E-6)

Equation E-4 implies that S is asymptotically an unbiased estimator , i.e., as N -~ 00 the
EISI —‘~J~~o which is the true rms value. Whereas equation E-6 implies that  S in asymp-
totically consistent , or equivalently that °s 0 as N ~~~~. There fore as long as N is “large,”
i.e. , the sampling window used is sufticiently large. S will provide a “good” estimate of the
rms value.

Equation E-3 also provides the information necessary to determine the consequence
of raising the threshold. The threshold is set to operate at a predetermined probabil ity of

P. false alarm 
~~FA~• Actual adjustments in the threshold are obtained by adjusting the

multipliers of the rms value . h. Hence the thresho ld is set to brms = b ~/~~~o where b is
determined by the ~~~ desired. There fore variabili ty in our estimate of rms require adjust-
ments to our threshol d estimate.

An adjusted estimate of the desired threshold b v~~o as abs where a is determined
by P(abs ~ b s/To ) 0.98 t’or example. That is . determine a such that abs ~ h ~I~ u with
98’. contldence . Of course ~)8’ is an arbitrary value and in addition to the 98’ confidence
value , alternative confidence values will be used to evaluate a. Rather than numeri cally
integrate equation F-3 . trans form t h e  argum ents of th e thresholds so that tabul ated values for
the chi-squared distributions can he used. Illustrated by equations E-7 to E- lO are the trans-

NS -
• formations which are used to determine a where ‘~~~~~~~ is a

P(abs ~ b~/3o) = 0.98 (E- 7)

P( aS~~ J To) ~ 0.98 (E-8)

P(a 252 ~ 2a 2 ) 0.98 (E-9)

~NS 2 

~
) = 0.98 (E-lO)

chi-squarc d random variable with 2N degrees ct freedom.
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A conversion of N to milliseconds of sampling window size is accomplished by
conversion of 1 millisecond for every 2N = IS. Using J. Murdock & J. A. Barnes, “Statistical
Tables,” Halsted Press 2nd Edition: 1 970, statistics of the chi-squared distribution up to 100
degrees of freedom are used to plot various values of a. In figure El , a is plotted for confidence
limits of 99%, 98% and 80% with sampling window size from 0 to 7 milliseconds. For each of
the confidence values a decreases rapidly as the window size increases to 2 milliseconds. As
the window size increases further from 2 to 7 milliseconds only a gradual decrease is noted.
In fact the slope approaches zero with intercept one as the window size increases.

These values of a may be used with the results of Appendix C to determine the
increase in SNR required to maintain a for a predetermined 

~FA Only in combination
with the results of Appendix C can a valid determination of an appropriate a be made.

10

98%
80%

1 
I

0 1 2 3 4 5 6 7
WINDOW SIZE ImiIIus.conds i

Figure El. Variation in multiplication of threshold estimate needed to maintain
a predetermined 
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