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SUMMARY

OBJECTIVE

The objective of this work is to examine the fundamental signal design and signal
processing algorithms of the UPR-2 sounder receiver. This report derives performance measures
related to signal detection and processing. The long term goal is to apply this knowledge to
obtain a better receiver design easily implemented with microcircuit technology.

RESULTS

E§ From an analysis of the basic detection algorithm of the UPR-2 receiver in SWGN,

5 we conclude the following:

: 1. The minimum acceptable probability of false alarm should be 1.2 X 10~2 which
requires a threshold noise value of 3 times the rms value. Using these values we can expect a
probability of detection of 0.99 for an SNR of 13.6 dB. A detection threshold of 6-dB (2 rms)
above the rms value yields an unacceptable high rate of false alarms (PFA =10 1)

2. Using a sampling window of 3 milliseconds or less results in substantial loss in
SNR due to errors in the rms estimate. To restrict the loss to less than 0.5 dB, a sampling
window greater than 10.2 milliseconds is required for a Py of 0.99.

3. Under the assumptions of signal and receiver bandwidths, 40-microsecond samples
should allow time resolution of signal pulses to 20-microseconds. For optimum detection, a
4-microsecond resolution is possible under 20-dB SNR conditions.

RECOMMENDATIONS

In subsequent analysis additional complexity should be added until a reasonable

¥ representation of an HF ionospheric channel has been analyzed. Algorithms used by the
AN/UPR-2 receiver should be analyzed under these circumstances and recommended improve-
. 3 ment should be made. The following list of future work typifies important problems that
should be solved.

1. Look at case where pulse time of arrival is not synchronous with sampling.

2. Examine practical algorithms for measuring time of arrival and compare to the
case of optimum time of arrival estimate.

3.  Extend these results to multipath and fading signals. Trade-off the list size, L,
and the number of modes that can be resolved.

4. Examine other detection algorithms based on amplitude considerations.
5. Determine the effect of a jammer on non-SWGN.

I I T R

6.  Extraction of important system parameters, e.g.,

a. ionospheric path loss
| ; b. synchronous time resolution
3 i ¢. dispersion
¥ d. best frequency, and
¢. path quality.
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HISTORICAL PERSPECTIVE I

During the 1950 decade both the Navy and Air Force relied heavily on the HF radio
band for long distance communications. Arguments for the use of oblique ionospheric
sounders as aids to frequency management were suificiently strong to result in the acqui-
sition and operation of several sounders in the Atlantic and Pacific areas of high traffic.

The sounder transmitters (AN/FPT-11) selected were high power, pulse modulation, which
stepped through 80 frequencies from 2 to 32 MHz. '

In the early 1960’s the Navy installed transmitters at Honolulu, Philippine Islands,
and Guam. Receivers (AN/UPR-2) were built and installed on capital ships, primarily air-
craft carriers, and used on a regular basis for frequency management of ship-shore communi-
cation links. The Navy system of Pacitic sounders became known as the Navy Tactical
Sounder System (NTSS). This Center was charged with technical support of the system,
most of which amounted to modifications and improvements to the receiving and trans-
mitting equipments. In the latter half of the 1960’s, funding support for the system declined.
The Phillipines transmitter was abandoned and the supply of operable receivers began to
dwindle. In the meantime the Air Force cut back its long distance HF circuits and turned
off its Atlantic Sounder transmitters and offered them to the Navy for parts. Today, only
the Honolulu and Guam transmitters are on the air and only a half dozen operable receivers |
exist. A transmitter, compatible with the Navy NTSS and installed by the French at |
Toulouse, has been in operation for more than a year. i

The effectiveness of the NTSS as a practical system has received a mixed press from

the users (Fleet) and system supporters (NAVTELCOM, ELEC). It has been the experience

of this Laboratory that praise for the system came from knowledgeable communication

officers aboard ship who were able to interperet the ionogram displays on the receiving

set for useful frequency management purposes. During the Vietnam war, this Center did

a brisk business in repairing receiving sets for communication officers aboard carriers which is a

direct indication of their usefulness. The major complaints against the system were related
: primarily to training, only a skilled operator could use the system; and maintenance, parts for
transmitters were scarce and shipboard personnel were unable to repair the receivers.

i The Navy is in the process of taking another look at the NTSS from the standpoint
of improving its effectiveness not only as a communications tool but also in the way it is
supported logistically. Its potential as a direct input to communications management needs
reexamination. A network of shore based sounder transmitters, located near communication
receive stations, could provide the task force the means of automatic frequency management.
By observing the sounder signals from all the (available) shore sites, the task force could
automatically select and transmit on the best frequency not only for ship/shore links but
also for ship/ship links. This procedure would optimize the signal-to-noise ratio and path
quality for each message resulting in improved system availability and reliability. Auto-
matic link management will be a fundamental part of the Naval Telecommunication System
of the future.

The NTSS equipments, now approaching 20 years of age, were designed and built
with the available technologies of the late 1950’s. Since it is fundamentally a digital system,
its modernization should bring with it significant improvements in performance, reduction
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in size and cost of receiving equipments, and automation of many functions. With this in
mind, this study is a deliberate reexamination of the original design with the intent of
establishing performance measures for a modern (automated) NTSS.

OBJECTIVES

The overall objective of this project is to cstablish a set of performance measures for
the NTSS of the 1980’s which meet the expectations of the Naval Telecommunications
Systems Architecture. We begin with a modest set of objectives - evaluation of the functions
performed by the sounder receiver and operator which are subsets of the general function of
frequency management.

In this report we confine our attention to the workings of the AN/UPR-2 sounder
receiver as it was originally conceived. Our objective is to evaluate the basic signal detec-
tion algorithms and offer suggested improvements where warranted. Specifically, three
performance measures are evaluated: (1) the probability of detection: (2) the probability
of false alarm: and (3) the timing resolution of signal pulses.

BACKGROUND

The basic NTSS design calls for a number of transmitters interspersed within an
ocean area to allow ships at sea to make good communications management decisions. This
decision-making process and its relationship to the NTSS signals and receiving equipments
are illustrated in figure 1. The function of the receiving equipments is to characterize the
ionospheric channel by detecting and processing the signals. From this characterization
communications management decisions can be made as to radio frequency, link termina-
tions. antenna and radiated power, type of modulation for EW purposes, data rate, and
timing and synch information. Only the functions performed by the receiving equipments
will be analyzed in this report. Before proceeding, some refresher material on the signals
generated by the NTSS transmitter is reviewed.

NTSS SIGNALS
r—_—__-__-—____
) NTSS RECEIVING EQUIPMENTS |
: RECEIVER DETECTOR PROCESSOR ;
b o o e e i e e il

RADIO FREQUENCY
LINK TERMINATIONS

COMMUNICATIONS DECISION
ANTENNA AND POWER —
MANAGEMENT MODULATION MATRIX

DATA RATE
TIMING/SYNC

Figure 1. Relationship of NTSS and communications management.
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The transmitter is a step frequency sounder that transmits pulses on 80 frequencies
between 2 and 32 MHz in 16 seconds. Time between frequency steps is 200 milliseconds;
however only the first 100 milliseconds on each frequency are used for channel sounding.
The signal format consists of two pulses, 2.6 milliseconds long, spaced 50 milliseconds apart.
Each pulse is a PSK modulated Barker sequence, consisting of 13 chips. Each chip is wave-
shaped to reduce the spectrum outside the nominal bandwidth of 7.5 kHz. The chip
waveform consists of a 20 microsecond Gaussian rise, a flat center portion for 160 micro-
seconds, and a 20 microsecond fall. The transmit power is 30 kW + 1 dB into a vertical
monocone antenna. Additional sounder specifications are summarized in Appendix A.

Implementation of a sounder receiver* is quite simple in concept. One implementation
is shown in figure 2. The receiver front end is stepped along in unison with the transmitter and
allowed to settle on each of the 80 channels long enough to receive the transmitted signals.
The receiver has i and q channels containing a matched filter for the Barker code. This is
followed by a squaring circuit. The two channels are then added, the square root taken, and
the output is ther sampled (40 microseconds) and buffered. Timing and sync signals are
| supplied to enable search windows to be opened at appropriate intervals and for establishing
5 the time delay (ionospheric path) of received signals.

Lladhiar & _aiai e 4
ol LA ol

b A

1
E 1 ucm 3
- BARKER x
MATCHED}— sa
FILTER SAMPLE
'(n EVERY
RECEIVE 40 psec
FRONT END AND
u, (1) BUFFER
BARKER
MATCHED sQ |—
FILTER ) ¥
TIMIN
1 pritig PROCESS
| ; SYNC SAMPLES
DECISIONS

Figure 2. Block diagram of sounder receiver.

o

APPROACH

In this section we discuss the signal detection problem and present a “list of L™
detection scheme for the multiple modes that may be present. The purpose is to establish a
baseline performance measure of detecting nonfading sounder signals in stationary white
Gaussian noise (SWGN). The three performace measures considered are: (1) the probability
of detection; (2) the probability of false alarm: and (3) the pulse resolution and timing
accuracy.

5 it Y R YR

*Slack, Robert, Technical Description and Use of the AN/UPR-2(XN-1) Sounder Receiver; NELC TD 29;
17 April 1968.
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We begin our discussion of the detection problem by examining the envelope of the
output of the matched filter. Figure 3 illustrates two envelope samples (r) and r,) received
on one sounder channel separated by 50 milliseconds. Two signals plus noise are shown in
each sample and are illustrative of a typical HF radio path containing muitiple modes. In
this example the search window is 8 milliseconds in duration.

SIGNALS
’7 NOISE

THRESHOLD (SET BY
/NOISE MEASUREMENT)

LA A

o sk 2585
1 ) 1 R | ] 1
e ~—— 0 [ !1
SETTLING  NOISE SEARCH WINDOW
TIME WINDOW : SAMPLE r,
| |
g TR
| EXPECTED |
| IONOSPHERIC |
MODE DELAY

(SHORTEST PATH)

4
1

A 1 !
50 msec SEARCH WINDOW
N - ——
SAMPLE )

Figure 3. Typical received envelopes for both sounder transmissions on a single channel.

The first clue in identifying signals in noise is to assume that large envelope excursions
are signal. The second is the time correlations of the signals in samples ry and ry. Since cor-
responding samples in ry and ry are separated by 50 milliseconds, a period too short for
changes to occur in the ionospheric path, each signal sample should be a replica of each
other. The noise on the other hand will have uncorrelated envelopes. Thus in figure 3 we
see two envelope spikes easily identified as signals, and a noise spike not mistaken for a
signal because no corresponding spike appears in sample ry at t 3- Aslong as the signals are
strong, i.c.. well above the background noise, it is casy to distinguish them and to mark their
times of arrival, t; and t5. When the signals arc weak, the ability to make a good decision is
much more difficult and false alarms or missed messages (signals) will occur. With a threshold
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noise level set as illustrated, the decision process will have few errors. In well behaved noise,
as in stationary white Gaussian noise, a predetermined level can be easily established such
that false alarm and missed messages are reasonable. In non-well behaved noise environments,
as encountered in the HF band, the average noise level varies with time (non stationary) and
has characteristically more spikes. Both of these conditions make the decision process more
difficult.

Assuming that the signals and noise illustrated in figure 3 are typical, algorithms
describing the detection and processing of the signals can be generated. One such algorithm
is presented in figure 4. Briefly, the process begins with an estimate of the noise (rms),
followed by the setting of a threshold, a list of L detection scheme, and finally an estimate
of the time delay of each signal, its ionospheric mode and path loss.

T wan sAMPLE CNOISEVALUE
RECEIVER TO —»| FOR FILTERS NOISE WINDOW |—»
TO SETTLE AND BUFFER AND SET
SO CRAKEEL (3 MSEC) THRESHOLD + 6 dB
SET TO ZERO SELECT EVERY
ALL SAMPLES 4th SAMPLE e i SANPLE ARG
nil BUFFER r aEm BUFFER
LESS THAN FROM ry AND 1, 2 =
THRESHOLD WINDOW WINDOW INDOW
RANK ALL RANK TOP CORRELATE TIME SEARCH FOR
NON-ZERO | ] 3SAMPLESIN COINCIDENCE OF | | SIGNAL PEAKS
SAMPLES BY EACH ry AND 1, TOP 3 IN o USING 40 uSEC
MAGNITUDE WINDOW WITH TOP 3 IN 1y SAMPLES
CALCULATE IDENTIFY ESTIMATE TIME
PATH IONOSPHERIC  {@— DELAY FROM
LOSS MODES ts

Figure 4. Sounder receiver signal detection and processing algorithm.

In estimating the rms value of the noise, buffered samples taken every 160 micro-
seconds with a 3-millisecond window are used in the calculation. Samples separated by
160 microseconds are considered independent based upon the signal and filtered band-

widths of 7.5 kHz.

Denoting the independent sample values by rj, where r; =

x,2 + y_2 and the total
i i
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number of samples by N, the rms noise estimate, S, is computed by the following formula:

(N

|
With a noise buffer 3 milliseconds long, th' number of independent samples for this interval :
is 22. As the noise buffer becomes longer, the rms noise measurement becomes more accu- |
rate. The accuracy of the rms measurement and the consequence of errors made in this , i
measurement as a function of buffer size is given in the section on results. |

BRIEEIC o

e e

For large values of signal-to-noise ratio the signal envelope out of the matched filter ]
will look like that of figure 5-A (neglecting Barker code side lobes down 22 dB). If the signal |
peak coincides with one of the 160 microsecond samples, as shown, then the values on either ‘
side will be well down from the peak. If the peak does not coincide with one of the samples
(a case to be considered in a later report), then a search for the peak must be made. For the
non-ideal case of signal plus noise, the signal envelope may look like 5-B, a ragged and non-
symmetric version of S-A. For the purposes of this study we are going to assume that all signal
peaks are separated by a least 160 microseconds and always occur at the sample values.

O SAMPLES

NOMINAL FILTER BANDWIDTH
IS 7.5 kHz

-
—>

133 i sec

ENVELOPE
AMPLITUDE

/ l l \
! 1 1 | —>
o .04 10 20 30 40 TIME !

MILLISECONDS {1
—s—— 160 U sec e

A. LARGE SIGNAL-TO-NOISE RATIO

B. SMALL SIGNAL-TO-NOISE RATIO

Figure S. Signal envelopes at matched filter output for large and small |
signal-to-noise ratios. |




A description of the “list of L™ detection scheme (L=3) with an illustrative example
follows. Let tx denote an arbitrary independent sample time. A mode is declared at a par-
ticular time, t, only if: (1) a sample peak exceeds the threshold at tx in both ry(t) and
ry(t); and (2) the amplitude of the sample peak is ranked in the top 3 in both ry and in ry.
Only samples above the threshold are ranked according to amplitude. Samples which fali
below the threshold are set equal to zero.

i
d This decision criterion is illustrated in figure 6 where we show ranked samples for
1: both r(t) and ra(t). Only the top three ranked samples are passed to the coincidence test.
| The results of the coincidence test indicate that modes are declared only at ty and ts.
i
)
4 RANK TOP 3
b ABOVE
! BANELE T D THRESHOLD r,
o
S
4 oy
— — — |— }— — THRESHOLD
1 I
4 t . . t
1 ¥ 2 d e TR e T TR =
# RANK TOP 3
ABOVE ;
SAMPLE r, THRESHOLD (ry) S )
53
S3
— — —— 4~ — THRESHOLD
t t
i fi L S e
: D
3
§ O
: COINCIDENCE TEST
:
:‘ .
, Sty
i ¥, ;83
4
-
% $
1 Y23 w8

Figure 6. Example for the “list of L™ detection algorithm.
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Significant probabilities of this detection scheme, namely probability of false alarm
(PFA) and probability of detection (PD). are derived in Appendices B and C respectively. The
performance is given in the next section.

The last portion of the algorithm of figure 4 is concerned with identifying the time
delay of the signals. When a mode is declared to occur at a sample time, ty finer spaced
samples 40 microseconds apart on both sides of ty are used to resolve the pulse peak and
hence the time of arrival. The maximum error in determining where this peak occurs happens
when the peak falls midway between two adjacent samples; the error in this case is 20 micro-
seconds. In Appendix D this error will be shown to be significantly greater than the error due
to small values of signal-to-noise ratio.

RESULTS

Since performance of the detection algorithm depends upon the threshold setting,
we begin by evaluating the consequences of using a threshold based on an rms estimate of
the noise. The rms value of the noise, S, is calculated using the noise samples within a
3-millisecond window as given by equation 1. In figure 7, the probability of false alarm is
plotted for varying values of threshold settings. Since the rms value of the envelope equals the
rms value of the input noise timesy/2, denote the rms value of the envelope by 0, i-e.,

0, = 0+/2. A threshold setting of 20, (0, *+ 6 dB) gives a probability of false alarm of 10 I
clearly an unacceptable situation for good decision making. How many false alarms are
acceptable? We believe one false alarm per sounder sweep is an upper limit. Since there are
80 channels per sounder sweep, a Pp: 4 of approximately 10 = per channel is dictated. This
equates to approximately a threshold setting of 3¢, or 9.5 dB above the rms noise estimate.

Figure 8 is a plot of the probability of detection as a function of signal-to-noise ratio
parametric in t'alscwalarm rate and T, threshold setting. With the threshold set for a false alarm
rate of 1.2 X 10 =, a SNR of 13.6 is required for a probability of detection of 0.99. Thus for
one sweep of the sounder through 80 channels with a SNR of 13.6 dB, we would expect to
get one false alarm and one missed message.

Because S is an estimate, there is an error between the calculated and true rms value.
Figure 9 shows the relationship of this error to the duration of the sampling window. Details
of this derivation are given in Appendix E. As the number of independent samples increases
(increasing window duration) the error will decrease. If our estimate of the noise is in error by
several dB, the performance of the detection algorithm will be uncertain depending upon the
threshold values used to enter the curves of figures 7 and 8. As a consequence, there are two
design alternatives: (1) increase the window duration until the measured and true values are
very close: or (2) sample during a short window duration and add a dB fudgefactor to the
threshold value that will maintain the desired probability of false alarm. Alternative (1) could
require excessive processing and storage time. Therefore figure 10 demonstrates the SNR lost
or the additional SNR required if alternative (2) is used.

In figure 10 the false alarm rate is fixed at 1.2 X 10 2 with 98% confidence. Therefore
since an estimate of the threshold has been used, an identical dB fudgefactor has been added to
the threshold in each case. That is, the threshold is the same for Pp = 0.99 and Ppy = 0.90, but
SNR is different. Surprisingly, more dB’s are lost using ambiguous threshold estimates at the
lower SNR. This behavior is apparent from figure 8 by noting the larger horizontal distance
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between the curves at the lower PD‘s. This larger horizontal separation at low SNR is due to
the sensitive nature of the coincidence test at these low SNR’s. If we require the dB loss not to
exceed 0.5 dBata P =0.99 (figure 10), a sampling window of at least 11 milliseconds is
required; whereas if we attempt to maintain a PPy of only 0.90, more than 12 milliseconds
would be required.

For short sampling window durations such as 4 milliseconds only 1.25 dB is lost at
Py = 0.99. Below 2 milliseconds the curves become very steep and this region should be
avoided. Figure 10 also indicates that more than 14 milliseconds of sampling is necessary to
reduce the loss to less than 0.1 dB.
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Figure 9. Error in estimating the true rms value of the noise for various window durations.
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Coincident with the problem in detection is the ability to resolve two signals which
are separated in time. The problem here is the ability to resolve the peak of the arriving signal
when this peak is corrupted by noise. That is, noise spikes which occur near the peak of the
arriving signal when added with the signal at that point may be larger than the signal peak
itself and therefore mistaken for the true peak. The optimum resolution of signal peaks cor-
rupted by SWGN is derived in Appendix D for three different pulse shapes.

The results of Appendix D can be applied to the question of sample spacing for maxi-
mum pulse resolution in SWGN. Clearly if no noise is present then the closer the samples
are taken the finer the resolution will be. Since our samples were spaced 40 microseconds
apart, a minimum resolution of 20 microseconds is possible. Figure 11 is a plot of the rms
error as a function of SNR for optimum detection in SWGN. This figure indicates that for
a SNR of 10 dB we are capable of resolving signals separated by only 12 microseconds.
Two ways of achieving this are by increasing the sampling rate and by interpolation methods.

CONCLUSIONS

From an analysis of the basic detection algorithm of the UPR 2 receiver in SWGN.,
we conclude the following:

I. The minimum acceptable probability of false alarm should be 1.2 X 10 < which
requires a threshold noise value of 3 times the rms value. Using these values we can expect a
probability of detection of 0.99 for an SNR of 13.6 dB. A detection threshold of 6 dB (2 rms)
above the rms value yields an unacceptable high rate of false alarms (PEa =10 I ).

2. Using a sampling window of 3 mifliscconds or fess results in substantiaf loss in
SNR due to errors in the rms estimate. To restrict the loss to less than 0.5 dB. a sampling
window greater than 10.2 milliseconds is required for a PPy 0of 0.99.

3. Under the assumptions of signal and receiver bandwidths, 40 microsecond samples
should allow time resolution of signal pulses to 20 microseconds. For optimum detection,
a 4 microsecond resolution is possible under 20 dB SNR conditions.
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SUBSEQUENT ANALYSIS

This report is the first step in estimating the performance of the sounder receiver.
It was kept intentionally simple so that the basic performance could be estimated under ideal
conditions—SWGN, nonfading signals and signals easily separable (in time) at the output of the
matched filter. In subsequent analysis additional complexity should be added until a reason-
able representation of an HF ionospheric channel has been analyzed. Algorithms used by the
AN/UPR-2 receiver should be analyzed under these circumstances and recommended improve-
ment should be made. The following list of future work typifies important problems that
should be solved.

1. Look at case where pulse time of arrival is not synchronous with sampling.

2. Examine practical algorithms for measuring time of arrival and compare to the
case of optimum time of arrival estimate.

3. Extend these results to multipath and fading signals. Trade-off the list size, L,
and the number of modes that can be resolved.

4. Examine other detection algorithms based on amplitude considerations.

5. Determine the effect of a jammer on non-SWGN.

6.  Extraction of important system parameters, ¢.g.,

ionospheric path loss
synchronous time resolution
dispersion

best frequency, and

¢.  path quality.
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This appendix is meant to provide a concise catalogue listing of pertinent specifica-
tions of the sounder. Most of this information has been gleaned from: Slack, Robert,
“Technical Description and Use of the AN/UPR-2(XN-1) Sounder Receiver,” NELC TD 29,
17 April 1968. Hence if further information is required, a thorough reading of this document

APPENDIX A
SOUNDER LINK SPECIFICATIONS

is recommended.

ta

oW

13 chips, 0.2 msec long, 2.6 msec total.
Nominal bandwidth is 7.5 kHz.

Absolute maximum PEP is 30 kw.
Absolute maximum pulse width is 3.2 ms.
80 pulse pairs of barker signal.

Receiver NLF. 15 dB.

Combined NF of receiver and antenna (shipboard installation).

Frequency N.F. dB
2 52
4 47
6 42
9 33
12 to 30 21

Sounder link algorithm

Find largest 3 pulses in 8 ms gate 1 and tag times.

Pair pulses over S0 ms + 40 usec for coincidence test.
Take first coincidence to set time and + 2.5 ms gate #2.

ceo o

Reject pulses less than 6 dB over noise outside gate #2.

Sounder frequency allocations

Band Start Increment Channels
Freq

2-4 2.075 100 kHz 20

4-8 4.150 200 20

8-16 8.300 400 20
16-32 16.600 800 20

Barker sequence
1,1,1,1,1,0,0,1,1,0,1,0.1
i8

Take largest of coincidence pairs for power measurement.

Mmool
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APPENDIX B
PROBABILITY OF FALSE ALARM

A talse alarm is an error made by saying a signal is present when in fact it is not. The
purpose of this appendix is to determine the false alarm rate for the assumed detection cri-
terion. This criterion employs the independent samples of two received envelopes, which we
will denote by ry(t) and r(t). In figure B, n(t) is general and represents either r(t) or ra(1).
We have assumed an 8 msec search window (sampling interval) with 7.5 kHz bandwidth.
Hence there are 60 independent samples in r(t). Since the probability of false alarm is
determined by the threshold, we have set a variable threshold measured in numbers of the
rms value.

? r(t)

b rms NOISE LEVEL

s c— — c— — — — — — — — — — — ——

rms NOISE LEVEL

/| 1 1 -
0 2 4 6 8 t(msec)

Figure Bl. Received noise envelope.

The detection criterion is based on a coincidence test between the independent
samples of r (1) and the independent samples of ra(1). First, samples below the threshold
are set equal to zero. Next, the non-zero samples are ranked from largest to smallest accord-
ing to amplitude. Finally the top three ranked samples of ry(t) are compared with the top
three ranked samples of ra(t). Only if there is a coincidence between one of the top three
ranked samples of ri(t) and one of the top three ranked samples of r5(1), 50 msec later,
will a detection be declared (a false alarm in the noise only case). Note, when there are
less then three ranked samples in ecither r1(t) or r5(t), only ranked samples are used in the
coincidence test.

Since the envelope, r(t), is the envelope of a narrowband Gaussian process, the distribu-
tion of r(t) is Rayleigh in the noise only case, therefore the probability that t(t) at any
particular sample time is greater than a given threshold, T, is given by equation B-1.

o0
Pr{r>T} = f p(r)dr=c'T/°=p (B-1)
T
where 4 N
p(r) =% e~r7/20%,
02
20
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If the threshold is set 6 dB above the rms noise level, i.e., T = 24/ 20, then

P, { r>2\/2o }= c'z\/_f ~ 591X 10’2. Denoting the probability of a single sample
exceeding the threshold by p, the total number of independent samples by N, and the
number of samples exceeding the threshold out of the N independent samples by n, then
by the binomial theorem the probability that n noise samples exceed the threshold is given
in equation B-2.

N\ o N-n N! N-
= l- S — n il n » _2
P(n,N) (">P (1-p) (N-n) 'n! p" (1-p) (B-2)

With the threshold set 6 dB above the rms noise level and the number of independent samples
equal to 60, the probability that two noise values exceed the threshold = 1.81 X 1071,

Define the event Eij, given i and j < 2, as the event that i samples ir ri(t)andj
samples in ry(t) exceed the threshold. When either i or j are equal to three then the event
Eij is the event that three or more samples exceed the threshold for each index equal to
three. Hence the probability of false alarm., PFA- using the coincidence test of the top
three ranked samples is:

303
PrA =D O P(FA/g) P(E)
=0 =0
3
=Y > eEAg) P (B-3)
=1 =

where P(FA/ ;i) is the probability of false alarm conditioned on the event Eij. Since
P(FA/Eij) is symmetric in i and j. i.c.,

P(FA/Eij) = P(FA/Eji)

for each i and j, no loss in generality results in restricting j = i. With this assumption

(N-i)!(N-j)!

P(FA/Eij) =1 T N! [N=(i+)]!

(B-4)

otherwisc the incices i and j are interchanged.

Because we have assumed that the events in ry(t) are independent of the events in
ry(t), the joint probabilities of the events in r1(t) and ry(t) factor, i.c., P(Eij) = P(Ei) P(Ej).
If i and j are < 2, then
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P(Eij) =<r::> <Ij> piti (1-p)2N=iH) (B-5)

where if i = 3 and j < 2 then
N N ] .
pr(1-p) N L) pla-pNe (B6)
o \D ]

Similar results occur if j = 3 and i < 2 and when i =j = 3, therefore combining the results
of equations (B-3), (B-4), (B-5), and (B-6) result in:

P(Eij) = |-

T 1A

2 i+ N-j)!(N=j)!
T S OIMM(E jo SUIEORI
=1 B N![N~i+))]!

>

2 3 '

+211- S (N NopyN-n| N (NY picjopN-i I_(N-3)!(N-n)!
[ n=o () oty = (Y) plci-o) NI(N=3-i)!

2 4 5
& Y N [7n( l—p)N'n o s (N-3)- . B-7
n=o () NI(N=0)! &7

A program called “FALSE™ is provided (figure B2), which computes the probability of

false alarm. On the following page a printout (figure B3) of this program is listed for 10
consecutive thresholds of 1 to 10 rms. This program computes the PFA for each threshold
in three separate stages, where each stage corresponds to one of the three cumulative terms
of equation B-7. Hence the printout which displays 3 Py A for each threshold shows not on
the cumulative effect of the program but also the significance of each term.

For thresholds 1 and 2 rms the last term is the most significant. But as the threshold
varies from 2 to 4 rms the largest contribution shifts from the last term to the first term.
Unfortunately the region of interest in this report is the transitional region where all the
terms contribute.

|
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50 OFEN *GD** FOR OUTPUT RS FILE #1
100 N-CO

105 Fuir R=1 10 10

100 T-SOR(2) 4P

1@7 PRINT #l:"THRESHOLD~"T

103 FIINT #1:

110 F=EXP(-T)

170 A1 N B=1 N\ C=1 \ D=1 \ E=0
14 DN

130 Fuk 1=1 TO 2

140 PP 21

1449 L-(H-1+1)B

146 (-1

147 k-1

145 b-h

150 Fopr J=1 TO 2

151 E-1vy

152 C-CHN=-J+1)

154 D=D¥ (M- C(1+J)+1)

196 E=P~J- (1-P)~J/ FEXAX(BAC-D)+E
160 NEXT J

170 NFXT 1

180 F= (1-P)A(2ANIRE

200 PKRINT #1:"PFA="F

o0 K=0

F‘O'.’ Je1(N+L)

230 G- (1-F)aN

240 H-(P/(l—P))AI

200 J=J¥(N+1-1)

260 IF 1<2 THEN 30

270 J"J/E

300 Kk=K+J¥HXG

310 NEXT 1

315 M=1-K

317 C=1

318 A=1

320 FOR J=1 TO 2

330 A= (N+1-0)FR7J

340 Be=(P/(1~P))AJXG

360 C=(N-2-J)7(N+1-J)XC

360 D' -C

3?0 F=F +EWB*D*N

380 NEXT

400 PFINT #1:"PFA="F )

405 O=MA2X(1-(N=-3)K(N~4) X (N-5)/(N)Z(N-1)7(N-2) )

€00
5

610

624

F=C+F
PRINT #1:"PFA="F
NEXT R
PRINT #1:
620 FRINT #1:
» C1LOSE
G3¢ FND

Figure B2. False: A program to compute Pp 5 as a function of rms.




4 THRESHOLD= 1.41421 - 1rms

!

1 PFA= 7.44386E-12

! FPFA= 2.08732E-06

{ PFfi= .144343

| THRESHOLD= 2.82843 - 2rms

| FFa= 3.4SS77E-02

3 FFA= .Q34%813

2 PFA= 10522

¥ THRESHOLD= 4.24264 - 3rms

PFAR= 7.7S5SE7E-03

PFA= .0115137

PFAR= .Q11959¢

THRESHOLD= 5.€SEE5 - 4rms

PFA= 7.0SS32E-04
PFR= 7.31229E-04
PFA= 7.31SS8E-04
THRESHOLD= 7.@7107 —5rms
PFAR= 4,31770E-0S
PFR= 4.32799E-0S
PFR= 4, 32799E-0S
THPESHOLD'= B.48528 —6rms
PFR= a.SS?BOE-OG

FPFR= 2. ccc17E OF
THRESHOLD= 9.£833% — 7rms

& FFA= 1.S1201E-07
PFA= 1.51203E-07
PFA= 1.51203E-07
THRESHOLD= 11.3137 —-8rms

PFR= €.92694E-03
PFA= B.93c34E-09
PFAR= 8.93¢94E-09
THRESHOLD= 12.7279 -9rms

PFA= S, 28225E-10
PFR= £.2822SE-10
PFA= ©.2B822SE-10
THRESHOLD= 14.1421 - 10rms

PFR= 3.12211E-11
PFAR= 3.12211E-11
PFA= 3.12211E-11

Figure B3. Printout of numerical values of the PFA for the threshold varying between 1 and 10 rms.
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APPENDIX C
PROBABILITY OF DETECTION

DERIVATION OF PROBABILITY OF DETECTION

Assume that only one signal is present in the sampling interval, Lc no multipath
exists. Assume this signal is present with signal-to-noise ratio HN =d~- in the k" position
and that the K’ position is onc of the N independent sample pusmons The probability of
detection is the probability that the k' position is ranked in the top three by amplitude in
both r(t) and ry(t), where ranked is defined as being greater than the threshold. The
probability dcnslty function of the amplitude of the k' position, ry -, is given by the Rician
distribution, i.c.,

: iy l . 3
t{(rg) = —=oxXp | = g (rgr + a%) ly (C-1)
a- do- ot
2 & 42 : th £ :
where d= =2 and | is a zero™™ order modificd Bessel tunction.,

.
Because only SWGN noise s present in the other (N=1) sample positions, the
probability density function ot these samples is given by the Rayleigh distribution, i.e..

) |

l'k rk' |

fary) S S aXp = (C-2) 1
0" 2o~

Theretore the probability that a noise sample will be greater then a fixed signal amplitude,
roe o, given in equation C-3,
Ko

2
- W
) ] = M = f = s it
'(fk “' P(l'k> Tk ()) ’ I"(rk)drk ¢ g (C-3)
.t
k (8]
can be combined with the binomial distribution to give a “list of L™* decision scheme. That {

is, the probability the ¢-l noise samples out of N samples will be greater than the fixed signal
amplitude is the €th term in the binomial expansion with N and P(ry+ ) as parameters.
(8]

Denote the probability that the signa) sample at k' is Cth in the list according to
amplitude given that the signal amplitude is fixed at k' by
0

P(rk: = Q"‘,rkr =1 ))
C

Since f

N-] -1 N-¢

P(ry = M =1 )= P(ryr ) 1= Pryr ) ()
=1 (8] (8]

* A notation problem exists between upper case L and lower case €. Upper case is commonly used in the
literature, but we have used ¢ instead because € is also a summation index.
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it follows that plryr = ch) is computed by averaging equation C-4 over all ' j.e
o

it

oo
P(rk' = ch) / P(rk' = ch { e rk'o) fs (rklo) v.irk'0

-0
i T
1 = / Py = €™ (o= rpe )£, (e ) drye
A - k k™ Tk sk TK
|
e iels _.
i + [ Parp = | rpo= e ) (e ) dry . (C-5) :
4 1 k e P a e R E
P The second integral in equation C-S has been judiciously chosen to denote the ranked
part of the “‘list of L™ decision scheme. Hence, the second integral of equation C-5,
h Py’ = ¢t ang r' is ranked) = P( 1 is ranked ch)
Lr‘ | B l
= Pry =M | rpe =1y ) F(ry Vdrye
. k Vi Mo Vatng Yo
(C-0)
is just the integra) necessary in computing the probability of detection. This integral can
be expressed in terms of the “Marcum Q-function,™ defined as
¥ = 5 bl
| Qa.p b / rexp {-Ya(r= + a<)] 1, (ar)dr.
b
i Substituting equation C-3 into equation C-4 and then equation C-4 and equation C-1
f into equation C-6 results in the cumbersome equation C-7,
i 5 -1 5 N-¢
-4, -4’
3 oo N-1 13 ()/2()2 k 0/202
| £ P(ry’ is ranked eth) = / e 1-¢ rx'
{ Br T Q—l O
. ¢ —
: ;
¢ Ay, *ad) arg’
! { (8]
8 st & 9 drr - (C-7)
202 02 o
|
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To simplify equation C-7, without loss of generality, make the following substitutions:
(H)r= rk'o/a 1(2) ba = T where b is an arbitrary positive constant; (3) express the

-r2/2 N-¢
binomial, [1-¢ ] , in terms of its expansion,

N-¢ . f N-£ 279 5 v, N
Z -1y e/ 2 and (4) let 42 = a2/, With these changes equation C-7 becomes
j=o i

-

-d<, -0 N-¢ -+2(2+j)

: 2 N-1 Tt [N-C | s

P(rk- is ranked Q”‘) =¢ j <Q > }_ < _ >(_|)J e Io(rd)rdr . (C-8)
b -1 j:o i

Now equation C-8 can be evaluated in terms of the “*Q-function

‘ " by recombining terms and
substituting x for/T+ r. i.c..

2 oo
P(ry’ is ranked ethy= —d=/2
(T
_L,<x:+__

L‘ -

P b}

_(j- iy wd' 0
=g < Z o 2(2H) LBbLAy (d/ . b +J)

{ : (¢+))
-1/ =0 j 5

(C-9)

It follows that the probability that the k' position is ranked in the top three positions,
i.e., €=1.2, and 3. as just a sum on equation C-9 from €=1 to 3, i.c., p(ry’is ranked in top three
positions) =




e LT

SIS L

fonate & it 2

B T ST T

=1

-2 1
LY () U
Q-1 = i (Qﬂ) = Q(dA/ 4], by /R+))
(C-10)

Finally the probatnllty of detection is equation C-10 squared, since the k' position in ri(t)is
independent of the k" position in ro(t). Therefore the probability of detection is given as:

£ () |
3 N-1y Nt /N 2\ /)y :
Py ‘ < ) 3 ( > e ) QT BT (-

(C-11)

COMPUTATION OF THE PROBABILITY OF DETECTION

Computing the probability of detection, as given in equation C-11 with b=2* would
not only require calculating virtually 3N “Q-functions’ and 3N binomial coefficients, but also
determining the accuracy of such a calculation would be difficult. Therefore two independent
methods for computing equation C-1 1 are presented and compared. First, the double sum of
equation C-11 is reduced to a single sum of only N/2 computations and then computed
directly. Next, the original integral equation is numerically integrated using the trapezoidal
rule.

DIRECT COMPUTATION

The double sum in equation C-11 is reduced to a single sum by introducing the variable
k for € +j, interchanging the order of summation, and then evaluating the inner summation in
terms of K. The resulting expression for the probability of detection is given in equation C-12.

N N-1 \ (k-2)(k-3) 5 2
Pp ={ e l‘-“" '(k | )‘T ~d720-17K) QK 2v/B)

(C-12)

The major contribution to this sum is the first term, Q(d,2), which is thg probability of
detecting a signal of unknown phase in SWGN. For fixed d and k << d<, Q(dA/k. 2/}

* Setting the threshold at b=2 corresponds to a threshold of 3 dB above the rms noise level. Even though
we have restricted our computation to this level in this section, results for a variable threshold are given
in the results section.
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5
approaches zero like 0'1/2(2\/‘6 = e 2K, Note the threshold, in this case 2, is the
coefficient of the /K in the second argument of the “Q-function.” Since the binomial

coefficient (k | ) has its maximum at approximately k=N/2, the contributions to the sum

will significantly decrease for k > N/2. Therefore, since we have an alternating series, the

error introduced by truncating the summation at k=N/2 will be bounded by the contribution
oN&n2

at k=N/2. The binomiaf coefficient at N/2 is asymptotically equal to \/—’_ﬂ—N- Combining

the approximations for the binomial coefficient, the “Q-function™ and the rest of the

/NeN(En 2-1)

f —————
10

If we include the normalized threshold in this expression and restrict N260 then the error
introduced by truncating at k=N/2 is

multipliers at k=N/2 results in a contribution o . For N=60 this is 10“8).

VN 2
~ - N2 -T=/4) which is 0(1078) for T>2.

: A . : ; 2 :
The “Q-functions were computed either rccurswcly( D or usymptotlcally(“) depending

on the | d/\/k ~ 2/K |. Substituting Dillard’s recursive formula in equation C-12 and cancelling
where necessary results in

s
a 2
J
N N-1 = +2k>
| N (_“k_1< >(k—2)(k-3) ] <2 ;9(2 )

P =
o | k=1 k-1

j d f;
(2k)* l l

i
2k Sur g jl >—- Q!

¥ =00 =0 ‘
The infinite sum on j may be truncated by lower bounding M term. For =M and M >> |
3

M
M ) . Given d=2 and M=30, this term |

o

we have the M term in the jth summation ~<

~10"'%. When d = 3 and M = 40 this term ~ 1077,
NUMERICAL INTEGRATION

The probability of detection may be computed numerically by transforming the
integrals of equation C-13.

" 2
2y & [N-1) (= 2 24} MK '
Pp = ‘c'd DY / e kX2 X2 Io (xd)dx (-
l k=1 \k-1/7 | ‘
(C-13)
This integral can be efficiently evaluated by the trapezoidal rule after several changes of

"
-x=/2 BN Ve g .
variables. Substituting u=e X“/2 and changing limits of integration transforms the integral

to one of Rice’s(3) examples. Let I represent the integral of equation C-13. Then
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Identifying equation C-14 with equation C-9, of reference (3) immediately yields the following
transformations

U= (1 +emY) (C-15)
d

= = 2ued (e -u) (C-16)
dv

dv 3 oo

. (RO S 17
= > (e ik—) (C-17)

After making these transformations, equation C-14 can be written as a function of x.

3 -
p= ;cz [ uk (e 2—u)(l-u)N'k I, (/-20nu d) (eX +¢7* ) dx
s k

- 00

Even though x goes from - o to e | the exponential terms rapidly decrease both tails
significantly. In fact six significant figures can be achieved by taking only 24 points
from x = -4 to 4 in steps of .32.

A comparison of the numerical integration and the summation can be found in
table C1. Only one threshold is shown in this table but similar results exist at larger thresholds,
e.g, T=2 /2 0. Table C-1 clearly shows agreement to a minimum of three significant figures
and better agreement as the SNR increases. Therefore confidence exists in using the sum-
mation method.

Flow diagrams with program listings are provided for both the summation method
and the mumerical integration method in figures C1, C2, C3, and C4. This program is general
for any threshold and any SNR. But computation for SNR much greater than 15 dB gives
erroneous results in both cases. An attempt at upper and lower bounding the PD at a threshold
of 3 dB above the rms value was unsuccessful at higher SNR. This approach will be attempted
using a threshold setting greater than 10 dB where the PD is no longer almost 1.

e




Table C-1. Threshold set at 3 dB above the rms noise. False alarm rate = .144636.

SNR SUMMATION METHOD NUMERICAL INTEGRATION
5 340613 .340441
6 476614 476438
7 629841 629868
8 777143 777162
9 891837 .891847

10 960402 960406

11 989929 989929

12 998398 998398

13 999861 999861

14 999995 999994

15 1 999999

Note: SNR is measured in dB.




N = NUMBER OF INDEPENDENT SAMPLE

~——a—{PROBABILITY OF FALSE ALARM|
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\ 2K
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S = SNR
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ADD TO PREVIOUS
RESULT IN LOOP

K=K+1

Figure C1.




3 OPEN "ANS.DAT" FOR OUTPUT AS FILE #1
S N=6@ #OF INDEPENDENT SAMPLES
7 FOR W=1 TO 2 THRESHOLDS

65

? PRINT #1:"THE #OF SD ABOVE THE NOSIE 1S*W

S1=5QR(2)

T=W%xS1

T1=T

PRINT #1:"T1="T1,
T1=T

X2=EXP(-T1) €—

Xi=1-X2
X3= 1 =M1 AN=NEX2XX1 A (N=1 ) -NK(N=1)/2¥ (X27X1 ) ~2XX1~(N-2)
Y1=NKX2A2¥XX1A (2¥N--2)

Y2=NX(2¥N-3) X (2¥N-2) 7 4KX2~4¥X1 A~ (2¥N-4)

Y3= (1= (N=31X(N-4YX(N-5) /N/(N-1) 7/ (N-2) 1 ¥X3~2

Y4=2K (NX (N-1 Y¥X2A2XXIA (N-2)K (X2 EX 1~ (N=-1)+%3))
YS=6XX2KkX1~(N-1)%X3

Y6=-2X(N-3) X (N-4) ¥X2A2XX1 A (N-2) ¥X3
P=Y14+Y2+Y3+Y44+YG+Y6E

PRINT #1:"PFA="P @

122 FOR S=10 TO 1S

103 PRINT #1:1"SNR="SG,

105 D=SOR(ZX10~(5/10))

107 PPINT #1:"D="D,

110 Z21=-1/N \ C=0

120 FOR K=1 TO N @

150 A=D/SOR(K) N\ B=T1*SQR(K)

155 IF ABS(A-B)>10 THEN 252

160 F=EXP(-R~272) \ D1=EXP(-BA2/2) \ H=D1

170 Q=FxH

180 FOR J=1 TO 100

199 D1=(B~2/2)XD1/J

200 H=H+D1

210 F=(A~2)72¥F/J

220 Q=0+F¥H

230 IF FYH<10~(-20) THEN 251
NEXT J

GO TO 270

252 Q1=-1/(A-B)X(B/6.28318¥A) . SYEXP(-(A-B)YA2/2)
253 IF 01<10~(-32) THEN 420

254 01=01¥(1-(3X(A+B)~2-4¥B~2) 7/ (B¥AXB¥ (R-B)))
255 IF A-B>@ THEN 260

cs6 0=01

G0 TO
260 Q=1-01

ALTERNATIVE COMPUTATIONS
OF PROBABILITY OF FALSE ALARM

SNR

COMPUTES MARCUM Q - FUNCTIONS

270 21.—21*1N«K+1)/1( BINOMIAL COEFFICIENT

280 C=Z1X(K-2)X(K-3)XEXP(-DA2/2%(1-1/K) )*Q/24C
285 P=Ca2

295 NEXT K

430 P=Cn2

¢
440 PRINT #1:“PD="P

PRINT

450 NEXT S
455 NEXT W
458 CLOSE

END

Figure C2. Summation method.

34

PROBABILITY OF DETECTION

e e ——_——




DECREASE STEP SIZE

UNTIL DESIRED ACCURACY
S =SNR : K=1
YES
PROBABILITY OF DETECTION o
NO
¥ H = STEP SIZE L=0
i
YES

MULTIPLY BY H

X=X+H

COMPUTE BESSEL
FUNCTION

: COMPUTE REST OF
§ INTEGRAND

ADD TO PREVIOUS
RESULT OF LOOP

3 |




100 N=60

110 DIM P(4)

120 FOR S=10 TO 20 STEP S5

121 PRINT

122 PRINT "SNR="S,

125 D=SOR(2X%10~(S/10))

127 PRINT "D="D

130 1=0

140 DIM 1(80%)

150 H=.64

169 FOR J~1 TO 3

165 P(@)=0 \ P(1)=0 \ P(2)=0 \ F(3)=0

170 H-H/2

18Q FOP K~1 TO 3

185 X=-3.5-

190 FOR L= TO INT(7/H)

195 X=X+H

200 U=3/4X(EXP(X)-EXP(-X) - K) 3

210 U=EXP(-2)7(1+EXP(-2%VU})

215 X1=SOR(-2¥L0OG(U) )*D

217 T=X1/3.75

220 IF X1>3.75 THEN 260

230 B1=1+43.515624TA2+3.08934XTA4+1 . 206 75X TAG+. 266973%TAS
249 B=BXEXF(-DA2/2)

250 GO TO 300

260 Bl=.398942+.0132353/T+4. 4006 7E-Q3/TA2-1 . 57565E-03/TA3
€70 B2=B1+9. 162B81E-03/TA4-, 0205771/ T~5+. 0263554 TA6-. 0164763/ TA?
289 B3=B2+3,92377E-03/T~8

299 B=B3XEXP(x1-D~2-/2)/SOR(%1)

308 1 (L}=UAKXCEXP(-2)-) X (1-UIA(N--K)XBX(EXP(X)+EXP (=X} /K)
319 P(K)=1(L)+P(K)

320 NEXT L

330 NEXT K

340 Q@=P(1)+(N-1)*¥P(2)+(N-1)X(N-2)/2%P(3}

350 R=(EXP(2)¥X3/2¥H¥Q) A2

360 PRINT "H="Hi N\ PRINT "PD="Ri \ FPRINT "IMIN="1(Q)s
365 PRINT "IMAX="1C(INT(7/H))

380 NEXT J

385 NEXT S

390 END

Figure C4. Numerical integration.
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APPENDIX D |
TIME OF ARRIVAL ESTIMATION ERROR FOR OPTIMUM DETECTION |

The basic equation for pulse resolution in white noise is worked out by Helstrom, Carl, |
Statistical Theory of Signal Detection, 2nd Edition: 1968, and is given by
]

1 Vart = ————

si \ a2 @aw)?
Ll where

| 2E 12
q a? ot w)? = f F'() | 2 dt
i o

41 iz

I and

T2
2
f [F(t)|<dt=1.
~Ty2

The pulse resolution of three different pulse shapes will be considered. a Gaussian, cosine
square, and a modified rectangular pulse with cosine square rise and fall. The modified
rectangle pulse will be used as an approximation to the sounder pulse.

Case I Gaussian Pulse

gy
i F(1) F(t)= C ¢"t7/2b°
g ce < (<o
y - The constant C is determined by
" o0
JERLCIEEIES
r ~ 00

oo
2
I T Y C R I S PR

Li re




The bandwidth, then, is

oo

2 2 CZ tz/b2
- : . - B
awy)- = f [F) 17 dt= — [ = e dt

w2 b - oo
” |
(AW)- = = .
: 2b<

Substituting Var 7= sz/dz

1
3 b
A P
1 and thus / Var 7= rms error = i)
E
» The error is directly proportional to the pulse width and inversely proportional to signal-to-
& noise ratio.
k.
E‘ : Case II Cosine Square Pulse

4 7t
F(t) = A cos= —
) Ccos T

F(v)

=T/ T/,

p—

The constant A can be determined from

oo
| iFoi2a=1
- 00
T/2
Al cost I de=1
-T/2 .

Using integral equation #304, page 429 of the 17t edition of CRC gives

f 40




PRARBRS Shs™ + o Ve

.r.—4

L e T

T

T

—

TR A

e e

5 | 3t sin2(-1’[_)t sin4(~%)t
# 8 i 4n % m
T 32 ('F)
resulting in
s s
3T
The bandwidth AW is given by
i )
@w? = [ iFmfRa
-T/2
where
’ End JAT . _1_(L 2 _ﬂ
Fy = == cos() sin ()
Substituting
5
- 4n-
AW)- =
et 312
the variance is then
I
Var? = —
b <4ﬂ2
d~ e
3T~
which gives an rms error of
J3 T
2w d
4]

-T/2




RMS error for Cosine Square Pulse.

T, the Pulse Width
, SNR, dB 0.01 msec 0.1 msec 1.0 msec
0 2.754 27.57 275.7

10 0.8718 8.718 87.18
20 0.2757 2.757 27.57
30 0.087 0.8718 8.718
40 0.027 0.2757 2.757
50 0.008 0.087 0.8718
60 0.0027 0.027 0.2757

Casc 11l Sounder Pulse

A cos= %(um {(B)<t<-8

F(t)y = { A -f<St<p

b - Acos3¢"&(t+8) a < t<(atB)

h Fo

A

—(atf) - B (a+f)

-

A is determined by

T/2
f LE(t) 12 dt = |
-T2

which gives

o (37:_' +ZB) -1/2

The pulse bandwidth AW (in radians) is given by

T/2
(AwW)? = LF' (1) )2 dt




where

(
-2A cos ;%(HB) sin ;%l (t+6) <;";> () <t<-8

F'(t) ¢ 0 -B<t< g

\—ZA cos ﬁ(t-ﬁ) sin 5’(—'; (tB) (z%) B<t < (atp)

3

Y
PP AR e

Substituting and integrating gives

! o) (1(/3.)2
) awys =

(z:—x+23)a

2 The time of arrival variance is then

)

3 A
*‘ Varr =
a2 (1/2)?

which gives an rms error of

oz(?E +Za)

. 4
rms error = 72 d
‘ | For the NTSS sounder pulse we have
a = 20X 1070 seconds
i B =80X 1076 seconds
!
: ; 9.416 X 1076
k rms error = ——————
i d
; SNR,* dB rms error
5 microseconds
| & 0 37.6629
| 2E 10 11.9101
*SNR = 5 A 20 03.7663
No 30 01.1901
40 00.3766
50 00.1901
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STATISTICS OF THE RMS ESTIMATOR AND DETERMINATION OF THRESHOLD
INCREASES NECESSARY TO MAINTAIN A PREDETERMINED FALSE ALARM RATE




T R ey

AT e QL.«',Q.‘-L

APPENDIX E
STATISTICS OF THE RMS ESTIMATOR AND DETERMINATION OF THRESHOLD
INCREASES NECESSARY TO MAINTAIN A PREDETERMINED FALSE ALARM RATE

The purpose of this appendix is to derive the statistics of the rms noise estimator.
With these statistics one can determine the effect of using an estimate, rather than the true
rms value, to determine the threshold setting. The criterion used to determine this effect is
twofold: (1) increase our estimate of the required threshold until we are certain this increased
threshold is at least as large as the required threshold, and (2) determine the increase in signal-
to-noise ratio (SNR) required to maintain the prescribed probability of detection (PD). Since
the envelope is Rayleigh distributed with an rms value equal to /72 o, the expected value of
our estimator should approach this value with minimum variance. The estimator we have

chosen is

N
| ) 2
S =ﬁ X2 +y2 E-|
N _ZI (A *y) il
l=

: : . ;s 7
where X. and Yi are Gaussian random variables with zero mean and variance o-. Note also
that N is the number of independent samples of the envelope.

Using a straightforward transformation of the random variable S to a new random

s-
variable Z = 9 with a chi-squared distribution of 2N degrees of freedom the distribution
ol
of S can easily be solved for. The density function of Z is given by

f,(Z) = 2N e 2>0
; Ny
(0) otherwise. (E-2)

Therefore using the identity
fg(S8)ds = fz(Z)dz

or equivalently,
dz
fg(S) = 17(Z(S)) s
the density function of S is easily determined to be

-Ns2
N\ N Inn2
) §2N-1, “@ $>0

fgS) === (—
s F(N) (202

(0) otherwise. (E-3)




With the density function of S at hand we may easily compute the important moments
of S which are list below:

1
1) S P o e S (E-4)

E(S?)

]
ro
=]

(E-5)

]

JESH-E®)1? ~ = (E6)

s N

E(S] =/ 2 ¢ which is the true rms value. Whercas equation E-6 implies that S in asymp-

totically consistent, or equivalently that 0g * 0 asN — oo, Therefore as long as N is “large,”
i.c., the sampling window uscd is sufficiently large, S will provide a “good’” estimate of the |
rms value.

’ . .
L.i Equation E-4 implies that S is asymptotically an unbiased estimator, i.e., as N = oo the
1
1
4

B Equation E-3 also provides the information necessary 1o determine the consequence
‘ of raising the threshold. The threshold is set to operate at a predetermined probability of
L false alarm (PFA). Actual adjustments in the threshold are obtained by adjusting the :
b multipliers of the rms value, b. Hence the threshold is set to brms = b V2 o where b is
E . determined by the PpA desired. Therefore variability in our estimate of rms require adjust-
‘n ments to our threshold estimate.

An adjusted estimate of the desired threshold b /7 o is abs where a is determined
by P(abs = b /T g) = 0.98 for example. That is, determine a such that abs > b V2 o with
98% confidence. Of course 987 is an arbitrary value and in addition to the 98% confidence f
value, alternative confidence values will be used to evaluate . Rather than numerically
integrate equation E-3, transform the arguments of the thresholds so that tabulated values for
the chi-squared distributions can be used. Nlustrated by equations E-7 to £-10 are the trans-

%
2 formations which are used to determine o where gt 1
.
2 Plabs>by/ 20) =098 (E-7) .
P(aS >/ 2 9) =098 (E-8)
P@’s?>200) =098 (E-9)
NSZ _ 2N
P\—5 =27+ =0.98 (E-10)
F o~ a-
i' chi-squared random variable with 2N degrees of freedom. 1
} |
l ]

46




A conversion of N to milliseconds of sampling window size is accomplished by
conversion of [ millisecond for every 2N = 15. Using J. Murdock & J. A. Barnes, “Statistical
Tables,” Halsted Press 2nd Edition: 1970, statistics of the chi-squared distribution up to 100
degrees of freedom are used to plot various values of a. In figure E1, ais plotted for confidence
limits of 99%, 98% and 80% with sampling window size from 0 to 7 milliseconds. For each of
the confidence values & decreases rapidly as the window size increases to 2 milliseconds. As
the window size increases further from 2 to 7 milliseconds only a gradual decrease is noted.

In fact the slope approaches zero with intercept one as the window size increases.

These values of a may be used with the results of Appendix C to determine the
increase in SNR required to maintain a PD for a predetermined PFA' Only in combination
with the results of Appendix C can a valid determination of an appropriate a be made.

10

a (THRESHOLD MULTIPLIER)

WINDOW SIZE (milliseconds)

Figure E1. Variation in multiplication of threshold estimate needed to maintain
a predetermined P 5.




