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upon our own techniques as we are developing them. Therefore the authors looked
for and found three decision aids that are being developed under sponsorship
of agencies other than ONR and that have the following characteristics :

1. ~~~~ solution process performed by the system consisting of an
operator, hardware , and software cons i ders many interacting
variables~

2..- The operator ’s role Is to structure the problem and/or guide the
process through multipl e steps to a solut ion satisfactory to him;

3. The system uses Interactive graph i cs to represent the problem and
to display potential solutions. ~~~~~ -

4. The ~‘robIem Is dynamic and the system helps the operator to con-
sid~r problem dynamics .

The report describes these three aids .

As a separate matte r, a comparison was made between the performance
of two nonlinear programing algorithms that can be dsed to find the best path
through a field of enemy sensors for an air strike . One of the algorithms
uses a sophisticated gradient search approach to find a loca l optImum. The
other uses a simple non-gradient approach. Surprisingly, the gradient search
algorithm was found to be less efficient than the non—gradien t al gorithm. The
most like l y explanation is that gradient algorithms usIng approximation methods
to find derivatives do not work well at the low precision required for competi-
tion wi th the non-gradient algorithm in the air strike problem. The chain of
reasoning leading to this conclus i on is gi ven in the report.
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EXE CUT IVE BRIEF

This Is the fourth techn i ral report by Integrated Sciences Corporation

(ISC) as one of a group of contractors working on the Operational Decision Aids

CODA) program directed by the Office of Nava l Research. The ODA program was

initiated in 1974. It is intended to deve lop a variety of decision aids and

test and eva l uate their usefulness to the Navy. Although the program Is not

tied to any specific command and control hardware system, it has focused on

the functions of a Task Force Commander (TFC) and his staff. The role of ISC

has been to find ways to imp rove man-machine commun i cation by allocating func-

tion s between man and machine that take advantage of their respective strengths .

The decision aids developed by OUR contractors under the ODA p rogram

make heavy use of interactive graphics . It was felt that knowledge about

other milita ry use of interactive graphics would enable us to evaluate and

perhaps Improve upon our own techniques as we are developing them. ISC there-

fore looked for other decision aids that make heavy use of interactive graph i cs

and are being developed under sponsorship of agencies other than ONR.

ISC inquiries found two such aids. One of these , Calspan Corporation ’s

Defense Analysis System (DAS), treats the same prob lem as ISC’ s Operator Aided

Optimization (OAO) aids , n ame l y ,  finding a route for an air strike through

enemy defenses. There are significant differences between Calspan ’s DAS and

the ISC aids that prevent a stra i ghtforward comparison between them. Some of

these difference s are named in SubsectIon 2.2.8 of the report

DAS incorpora tes two techniques that are worth cons i dering for inclus i on

In future aids that mi ght be designed for the ODA program. One is a modified

version of the standa rd dynamic programming al gorithm that speeds the solution

process. The other technique is calculation and display of a corridor of grid

points around an optimum path through enemy defenses. My path within the

corridor is less than optimal but the degree of suboptima lity is not greater

than an operator-specified percentage . The operator can use the corridor

display as a basis for smoothing the computer calculated optimum. Smoothing

Is done to make the speed, altitude , and course changes more feasible than the
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sharp changes that are like ly to be cal cua l ted as optimal by the dynamic

programming algor i thm.

As a separate matter, a comparison was made between the performance of

two nonlinea r programming al gorithms that can be used to fInd the best air

strike path in ISC’ s Operator Aided Optimization (OAO) aid. The background

leading to this investigation is as follows : The nonlinear programming algorithm

(Rosenbrockl s method) prevIous l y used in ISC’s OAO aid is a simple algorithm

that does not require computation of derivatives . It is not as efficient

(time and number of function eva l uations to convergence) for most problems as

the better derivative , i.e., gradient search , methods. Consequently, the follow-

ing question arose: Suppose a sophisticated gradient search algorithm were

used to find the best air strike path. How would performance using the gradien t

search algorithm In fully automatic mode compare with using Rosenbrock ’s method

in fully automatic mode? ISC implemented a sophisticated gradien t search

algorithm was found to be less efficient than Rosenbrock ’s method . The most

likely explanation is that gradient algorithms using approximation methods to

find derivative s do not work well at the low precision required for competition

with Rosenbrock’s method on the air strike problem. The chain of reasoning

leading to this conclusioi is given in Subsection 3.4 of the report.
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1. 0 I NTRODUCTION

1.1 BACKGROUND

This is the fourth techn i ca l report by Integrated Sciences Corporation (ISC)

as one of a group of contractors working on the Operational Decision Aids (ODA)

program directed by the Office of Naval Research . The ODA program was initiated

in 1974. It is intended to develop a variety of decision aids and test and

eva l uate their usefulness to the Navy. Although the program is not tied to any

specific command and control hardware system , it has focused on the functions

of a Task Force Commande r (TFC) and his staff. The role of iSC has been to

find ways to improve man-machine commun i cation by allocating functions between

man and machine that take advan tage of their respective strengths.

ISC’ s early work on the ODA program explored the use of technique s

by which a decision make r might express and commun i cate his perception of

impor tan t relationships . ISC calls the particular techniques it has been

develop ing “Sketch Models.” A Sketch Model is essentially a “p i c tu re” that is

firs t mental l y v i sual i zed , and then drawn by a decision maker. As used here ,

the picture represents the decision maker’s perception of the functional rela-

tionship between two or nore variables , with the stipulation that the function

be continuous in at leas: one dimension . Depending on the application , a

Sketch Model can be , for i stance , a si ng l e curve def in in g the re la t ions h i p
be tween two v a r i a b l es , or it can be a family of parameterized curves , or it

can be a two-dimensional p rojection of the iso-”altitud&’ contours of a three

dimensional function .

ISC’ s firs t study eva l uated the abil ity of human operators to

generate Sketch Models of bivar late Gaussian dens i ty functions from sampled

data. In an experiment , a group of subjects were found capable of deve loping

accurate Sketch Models of one type of well-behaved (i.e., un i modal and

• symmetric) three-dimensional function . These Sketch Models deve l oped by the

subjects from small samples of the underlying functions estimated those

functions at least as well as, and in some cases better than , the statistica l

• 1 techn i que of maximum likelihood estimation .

I 
~ 

— 1—

-- -~~~~~~~~~~~~~~ .~~——---  —- -—-—- — — —~1

L _ _ _ __ 

‘

TI - T~~~~~~~~ TJTI~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~



- - - - - - .~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ - -

A second study was undertaken to extend those results by inve s ti gating

the ability of human operators to generate Sketch Models of less well-behave d

functions , i.e., multimoda l and unsymmetric. Experimental results gave a

very st rong indication that the subjects were able to produce accurate (as

measured by percent volume error) Sketch Models for a hi ghl y ir regular (multi-

moda l and unsymmetric) funct i on representing the joint detection capability of

multiple sensors (Reference 1).

These first two studies had established that humans were adept at

perceiving and sketching complex functional relationshi ps when data that could

be used to estimate the function were presented to the human in geometric/

graph i ca l format. The question became the following: How useful is this human

capab ility? Therefore in the third study ISC proceeded to define (a) two decision

aids that would use- the human capability to solve an experimental problem that

cou ld also be solved by a fu l ly automa ted al gor it hm, i.e. , mach i ne a i d ed dec i sion
making and (b) an experiment that would compare decision performance with and

without the aids (Reference 2). The two ISC-des i gned aids were called Operato r

Aided Optimization (GAO) using Nonlinear Programming (NP) and Operato r Aided

Optimizat ion using Dynamic Programming (DP).

It is important to understand the nature and purpose of the experiments

undertaken in the third ISC study for the ODA p rogram . Although 1SC used much

of the structure and character istics of a rea l -world situation , the experiment

was delibera tely limited ana therefore , in a sense, artificial. The problem

situation used in the experime nt was the selection of (a) an air strike path

through a field of ten enemy sensors and (b) aircraft speeds on each leg of the

path. (Hereafter in this report , the selec ti on of pa th and speeds is  abb revia ted

to “selection of path .”) Many aspects of real-world air strike planning were not

i ncluded in the exper i mental pr oble m , e.g., aircraf t altitude , specif i c loca t ions
of enemy weapon systems and such real-world systems as electronic coun ter-

meas ures. Also , the design of the experimental problems made certain perfect-

i nformation assumptions in order to sim plify the analysis.

The experi ment measured performance on solving 24 air strike problems

for the following cases:

—2—
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1. The operator solves the p roblem without aid from the computer.

2. Automated NP and OP al gorithms solve the problem without aid from

the operator.

3. The operator controls and guides one of the optimi zation algorithms

in an iterative procedure for solving the p roblem.

Sixteen persons were used in the experiment. Twe l ve had technical educations ,

four did not . In some cases the stra i ght-line paths devised by operators were

so Jagged that smoothing the paths would have been required before they could

have been used for a real air strike. The research did not address this problem.

The princi pal findings of the experiment were :

1 . The operators using the NP aid did significantl y better than with-

out the aid. The average imp rovement acrosE all subjects and trials

was 29% with a range of 9% to 123%. Performance was si gnificantly

differen t across operators but this was solely for unaided opera-

tion . Thus the aid served as an “equalize r.” It enabled operators

having relatively low scores without the aid to do as well as those

who had relative l y hi gh scores without the aid.

2. Ope rators us in g the OP aid did si gnificantl y better than without

the aid. The average imp rovern~nt across all subjects and trials

was 12% w ith a range of 3.5% to 27%.

3. The lack of a technica l education was apparently not an impediment

to good performance with or without either aid.

4. Ope rator aideJ optimization was si gnificantly better than automated

use of the NP algorithm for both types of rules used by the algo-

rithm to select starting points.

5. The NP aid was less complex to use than the OP aid and operators

generally preferred working with the NP aid to working with the OP

aid. Operators using GAO with the NP aid found the g lob a l op t i m um
on a higher percentage of trials than operators us i ng OAO with the

DP aid. The ave rage time required to adequa tely train an operator

to use either aid was about Four hours.
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ISC’ s conclus i on based on these findings is that OAO is attract i ve to

use when it is applicable because:

1. The operator can see what is happening during the optimization .

With pictorial problem representation , he can make adj ustmen ts
to the optimization procedure or results to compensate for limi-

tations in problem representation more easily than he can when

there is no pictorial representation .

2. The time required to train operators to use OAO with pictorial

problem representation is relatively short and does not require

technica l knowledge of the algorithms .

Therefore , ISC believes that the log i ca l next step is to identify those deci-

sion problems of Task Force Commanders for which OAO is applicable. This would

include description of the problems and ways of representing them pictorially.

The output of this process would serve as a basis for developing decision aid

concepts that use OAO and interactive graphics . The new concepts could then

be implemented and tested against existing methods for solving the same prob l ems .

1. 2 CURRENT WORK

The decision aids developed by ONR contractors under the ODA program

make heavy use of inter active graphics . It was felt that knowled ge about

other n -ili tary use of i-teractive graphics would enable us to eva l uate and

perhaps improve upon our ~~n techn i ques as we are deve l oping them. ISC there-

fore looked for othe r decision aids that make heavy use of interactive graph i cs

and are being deve l oped under sponsorshi p of agencies other than ONR. ISC

inquiries found two such aids. The techniques used in these aids provide

useful contrasts to the techniques ISC has developed. Summa ry descriptions

of these aids plus an aid ISC is developing for the Army Reserach Institute

are given in Section 2 of this report .

As a separate matte r, a comparison was made between the performance

of two nonlinear programming algorithms that can be used to find the best

a i r  s t r i ke path in  I SC’ s OAO aid . The background leading to this investi gation

is as follows : The nonlinear programming al gorithm (Rosenbrock ’s method)
- 

-- previously used in ISC’ s OAO aid is a simple al gori thm tha t does no t requ i r e

— 4 -
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computation of derivatives , It is not as efficient (time and nurther of func-

tion evaluations to convergence) for most problems as the better derivative ,

i.e., gradient search , methods. Consequent l y ,  the following question arose :

Suppose a sophisticated gradien t search algorithm were used to find the best

air strike path. How would performance using the gradient search algorithm

in fully automatic mode compare with using Rosenbrock ’s method in fully auto-

ma t i c modc~? i SC i mpl emen ted a soh p is t ica ted grad ien t search a lgor i thm and
compared the results of using it with the results of using Rosenbrock ’s

method . Surprisingly, the grad i ent search al gorithm was found to be less

efficient than Rosenbrock’s method. This work is reported in Section 3.
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2.0 DEVELOPMENT OF INTE RACTIVE DECISION AIDS SPONSORE D BY
AGENCIES OTHER THAN ONR

2.1 ISC GUIDEL INES FOR PERFORMING THE TASK AND GENERAL RESULTS

ISC sought decision aid developments with the following characteristics :

1. The solution process performed by the system consisting of an

operator , hardwa re, and sof tware cons iders  many in terac t i ng
variables.

2. The ope rator ’s role is to structure the problem and/or guide the

process through multiple steps to a solution satisfactory to him.

3. The system uses interactive graphics to represent the p roblem and

to disp lay potential solutions.

4. The problem is dynamic and the system helps the operator to con-

side r problem dynamics.

Summary descriptions of three aids having these characteristics are given in

subsections 2.2, 2.3, and 2.4.

A general observation resulting f rom our sea rch is tha t there are few
decision aids with the above-name d characteristics be i ng deve l oped by or for

agencies othe r than ONR. Most of the agencies and companies we checked that

have the capabilities to deve l op such aids are instead developing systems tha t

can be classified in one of the categories below:

I. Very large sim ulations which run on a computer without human in-

teraction once the inputs are g iven to the simulation program.

2. Sophisticated data retrieva l systems which are accessed by an

operator at a display and which display retrieved or calculated

data in pictorial format.

The Command , Con t rol , Commun i cat ions and Combat Effectiveness (FOURCE)

model developed by the TRADOC Systems Analysis Activity (TRASANA) is an example

I
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of the first category. 1 
FOURCE is a d ivision-leve l mode l of Army tactica l com-

bat with resolution to battalion level. It is two-sided and deterministic.

The follow i ng are among the variables conside red by FOURCE ;

• Terrai n

• Opposing orders of battle

• Operations and intelligence reports for both sides

• Movements of opposing forces

• Combat support by artillery , a ttack hel i copt ers and close
air support

• Target acquisition by sensors

4 FOURCE cal cu la tes and prints the results of engagements, The si mulation con-

s s ts of about 142,000 words of memory, over 200 subroutines , and more tha t
38 ,000 lines of code. Considering the entire development library , abou t

68,000 lines of code were developed to support the desi gn , test , i nteg ra t io n

and initial use of the model.

TRASANA also has a li r .~-of-s igh t model that fits the second category

described above. The mode l stores a representation of terrain in matrix cell

format and displays the terrain on a color raster display. Displayed terrain

features include :

• Topographic contours

• Roads ari d rivers

• Levels of vegetation density

• Built—up areas

The mode l considers three types of sensors , namely, eye leve l , nap-of-the-earth

(helicopters), and fixe d wing aircraft. The operator uses a display peripheral

to position a cursor on the displayed terrain and he also selects sensor type .

The mode l then calculates and displays the matrix cells that can be seen from -

the given point with the operator-selected sensor. The visible reg i on from
a given point is usually not a single contiguous region because the mode l does

• take elevation into account. The system has additional capabilities including:

1 TRADOC stands for U.S. Army Train ing and Doctrine Command.
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1. Calcula tion and display of regions visible from multiple designated

pOl n t 5.

2. For a g ive n se t of poin ts on a road , the mode l w i ll calculate points

on the surrounding terrain that can see either (a) 100% of the desig-

nated road points or (b) a des i gnated percentage of the designated

road poin ts.

2.2 CALSPAN’S DEFENSE ANALYSIS SYSTEM (DAs)

2.2.1 Background

The Calspan Corporation of Buffalo , New York , has deve loped a system
of compute r and d i s p lay ha rdware , sof twar e, and da ta bases to suppor t and
automate ana l ysis of air defenses and their penetrability by airborne vehicles .

This work was done unde r contract to Rome Air Development Center for the

I n te l l i gence Center Pacific and United States Armed Forces , Europe. The DAS

concep ts, hardware , and softwa re enable a user to perform anal yses wh i ch
involve a broad variety of airborne vehicles including manned aircraft , remote ly
p i loted vehicle s and drones , and air-to-surface missiles . Specific objectives

of the system are to:

1. Provide assessmentS of the threat potential of multiply-dep loyed
enemy defenses against tactica l air penetration .

2. Prov i de synt- esis and eva l uation of penetration routes and tactics .

3. Provide effective interactive control and display mechanisms to

meet operational objectives , w ith near real-time capability when

needed.

The operation of DAS was demonstrated to the authors during a visit to

Calspan on 10 July 1978. Subsequent to our visit to Calspan , ISC received a

funct i onal description and data requirements for a proposed DAS system

(References 3 and 4). Thus the DAS demonstrated to us and the proposed DAS

d i ffer in their levels of capability ; the proposed DAS would be the more

capable system. The DAS description presented here applies to the observed

• system and not the proposed DAS.

-8-
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2.2.2 DAS Funct ions

There are four DAS functions that perform analytical processing of

various types on input data and control parameters and generate intermediate

resul ts or user outputs. These are :

• Scenario definition

• Threat eva l uation

• Corridor/route/tactics development

• Penetration evaluation

The scenario defi nition function pictorially displays defense system

components on a map of the relevan t geographic area . For each penetration

type/al titude of interest , the display shows the maximum effective range circles

of all defense elements capable of engaging the specified penetrator.

The threat assessment function calculates attrition related costs for

each transition by a penetrator vehicle between grid points of the defended

area. The following factors are considered by the algorithm:

• Penetrator type , speed and altitude

• Whether ECM equipment aboard the penetrator vehicle is
on or o f .

• Capabilities of each defense element against the penetrator
veh ic l e

The th reat assessment data constitute input to route/tact i cs synthesis and

penetration evaluation . The route/tactics synthesis function ca l culates the

optima l route , tact ics , and cost for a designated penetrator vehicle type

proceeding between designated origination and target points . The route is

• shown on the geographic display . Tact i cs specified for each route segment

between grid points include altitude , speed , and whether ECM equi pment is on

or off. The route/tactics synthesis function also calculates and displays

corridors wh i ch contain route and tactics solution s within a specified leve l ,

e.g., 5% or 10%, of opti mum cost.

The penetration evaluation function enables the user to Interactive ly

perform detail ed sensitivity analysis. When DAS is in this mode , it generates

-9-
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and displays sets of route/tactics/cos t combinations based on operator Inputs

to constrain or Influence the optima l solution developed by the route/tactics

synthesis function.

2.2.3 Data Inputs and Outputs

The follow ing data are resi dent within the DAS system on a long-term

ba s is :

Penetrator Vehicles

• Speed , al t it ude, fuel capacity, and rates of fue l
consump ti on versus f l i gh t reg i me parame ters

• Performance characteristics of (CM aids carried

• Signatures detectable by defense detection systems

Air Defense Systems (Surface to Air Missiles and Guns )

• Detection and track performance

• Response times

• Weapons ranges

• Missiles/p rojectile accuracy and lethality

• Susceptibility to coun termeasures

Cost Function Data

An engagement mode l calculates cost to the penetrator for each combina-

tion of penetrator and air de fense system characteristics . The cost data are

expressed in terms of expected number of letha l hits per unit of distance

travele d and are stored as a function of up/down range distance and lateral

offset fro-’ each defense site. The probability of penetrator surviva l for a

complete route is calculated from the summation of the expected number of lethal

hits.

Geog raph ic  Da ta

Geographic data input Include air bases, coas t l i nes , pol itica l boundaries ,

and locations of defense systems.

• F
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Operator inpu ts made while us i ng the system include the following :

• Ori gi n and target destination of penetrator vehicles

• Penetrator type

• Smoothed routes having fewer changes in fli ght profile and
tactics than the optimal route

• Manually—inp ut routes and tactics .

Outpu t data include the following:

• Map with locations of defense systems and maximum range
circles centered on each defense system for the penetrators
specified by the operator.

• Optimal route and tactics from selected orig in  to target and
return . The optimal route is disp layed as connected grid points .
Tactics are given for each route segment between grid points
In terms of speed, a l t i tude , and whether penetra tor ECM equip— 

-

ment is on or off.

• Corrido rs of near-optima l route points (points on routes within
an analyst-specified tolerance of optimal cost)

• Esti mated attrition for route/tactics combinations

2.2.4 Operator ’s Work Station

The work station where the operator manipulates the DAS system contai ns

the following components:

• A hi gh resolution vector/character display with a light pen
• wh ich enables the operator to select or indicate a point on

screen.

• A di giUzer tablet wh i ch enables the operator to rapidly trans-
mIt map data points on the display to the central data
processor.

• A funct i on keyboard to select standard processing sequences.

• An alphanumeric CR1 display with associated keyboard for
data entry/display capability , and display of instructions ,
men us, and critica l messages to the operator.

2.2.5 Analysis Process

The anal ysis process begins with operator selection of a geographic

area and the defense order of battle stored in the compute r for that geographic

area. The operator also selects tactics options consisting of penetrator type,

ECM equi pment carried aboard penetrator vehicles , and speed and altitude con-

strain ts. He can then request any of the following displays :

— 11 —
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1. Threat coverages corresponding to the selected tactics options.

The disp lay will show as a function of penetrator altitude maximum—

range circles around all the defense systems loca ted on the display

or any operator-specified subset of defense systems such as surface-V

to-air missile sites of a given type.

2. Cost density, that Is , areas where cost density exceeds an operator-

selected th reshold level.

3. Selected elements of the battle area such as restricted zones where

penetrato r vehi cles may not go and the forward edge of the battle

area.

The operator can then use the light pen to select the origin and des-

ti nat i on (target) points for the penetrator vehicles . Upon request , the computer

will cal cula te and display on the graph i cs terminal the optimal route and

defense maximum- range circles that intersect the optima l route (a dynamic pro-

gramming algori thm is used to do the optimi zation). Tactics for each leg of

the route , cost for the route , fl !ght distance and time , and fue l expended are

shown on the alphanumeric display .

Nex t , the operator can request a “corr i dor” display of points on routes
that are less than optima l by an oper.~ or-specified percen tage . The operator

uses the corridor disp la~ as a re fere nce for eval ua t ing  al terna ti ves to the

• optima l route. The alternativ es include :

1. A computer smoothed version of the optimal route. Smoothing is

done to make the speed , altitude , and course changes from leg to

leg more feasible than the sharp changes that are likely to be

calculated as optima l by the dynamic programing algorithm.

2. A manually selected route defined with the light pen and based on

the corridor display . The compu ter then calculates for each

operator—specified leg the optimum tactics consisti ng of speed ,

al titude and whether ECM is on or off, plus the cost for comparison

wi th the computer-define d optimum.

An aid during the operator ’s analysis is an alphanumeric display of cumulative

cost at any specified point on a desi gnated route. This enables the operator

to determine and avoid hi gh cost reg ions.
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Tables 1 and 2 are taken from Appendix B of Reference 3. Although

Reference 3 is a functional description of the DAS proposed by Calspan for Air

Force use , Tab les 1 and 2 do correspond very closely to the DAS capab ilities

demon st ra ted dur i n g the a uthors ’ visi t to Calspan .

2.2.6 Limitations

I mportan t limitations of the existing Calspan DAS are listed below.

The system proposed in Reference 3 would have capabilities to handle or remove

these limitations.

1. The ex isting cost functions cover only a few penetrator vehicle

types and defense system types among the many systems in the inven-

tories of friendly and potentially hostile forces. For example , a

si mp l i f i ed gene r ic  mode l of def ense f i ghter aircraft effects is

i ncluded In the defense systems modeled. Development of all the

needed data sets requires extensive simulation models and highly

detailed sensor , weapon , and penetra tor vehicle data.

2. There are no defense comand and contro l models. For example , in
the existing model a single penetrator is engaged by all defense

systems when the penetrator is in an area of overlapping defense

covera ge. A l s o , the cost ca l culated for a fli ght of n simultaneous

penetrato r~ is simpl y n times the cost for a single penetrator.

Th us the rrod~~ does not accoun t for the degradation of defense

capability wnen multiple simultaneous penetrators confront the

defense.

3. The mode l does not treat commun i cations netting of defense elements

to accoun t for the alerting of inner defenses by outer defenses

that detect an approaching fl ight of penetrators .

Is. The model cannot t reat defense elements whose existence Is known

but whose locations are only known within an uncertainty region .

5. The DAS enables the operator to find a mInimum cost way of using

a g iven offe ns iv e force to penet ra te a defense aro und a s i n g l e
ass i gned target. However, DAS is not explicitly configured to

aid the operator in finding the best subset of offensive assets

from a large r set to penetrate a defense.
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2.2.7 Status

Caispan developed the functional descriptions , systems specification s,

and plan for implementing an advanced capability DAS at severa l Air Force sites.

This work was completed in May 1978. The Calspan effort was then terminated

short of delivery of any operating software of implementation of any capabilities

due to funding difficulties experienced by the sponsor.

In January 1979 Rome Air Deve l opment Center issued a request for pro-

posal to industry to accomplish the following:

1. Examine the methodology and concepts related to the function of

defense/penetration analysis as it is currently done in the

tactica l air forces.

2. Define the functional processes from which algorithmic procedures

suitable for t ranslation into computer programs can be developed.

3. Reconiroend the assistance or changes needed to make the defense

penetration a-i alysi s function more timely, accurate , and complete .

Thus , the work accomp lished by Calspan w i l l  serve as a stepping-stone for the

new effort in penetrat iofl anal ysis.

2.2.8 Commentary

Ther e are s i g n i fcant differences between Calspan ’s DAS and ISC’ s

OAO aids that prevent r—a- .in g stra i ghtforward comparisons. Some of these are

l i s t ed  below :

1 . The Caisp a n and ISC developments we re done for d i f ferent  reasons.

The purpose of the Calspan work was to develop requirements and

specifications for DAS that would lead to procurements by the

U.S. A i r  Force . The purpose of ISC ’ s work has been to develop deci—

sion aiding concepts using OAO and to compare the OAO mode of

decision making with unaided and fully automated modes.

2. Calspan has not conducted forma l performance testing of DAS using

human subjects to operate its system. ISC has conducted an experi-

ment with human subjects to compare OAQ performance with unaided

and fully automated performance .
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3. DAS treats more factors than ISC’ s OAO aids . The ISC aids sol ve

for the geographic route and aircraft speeds considering the detec-

t ion capa b i l i ty of enemy sensors . DAS solves for rou te , a i r c r a f t

speed , 3ircraft altitude , and whether on-board electronic counter-

measures equipmen t should be on or off. DAS cons i ders detection

and track capability of enemy sensors , weapons capabili ty of enemy

m i s s i l e s , guns, and fighter defenses , and defense susceptibility

to electronic countermeasures.

DAS i ncor pora tes two techn i q ues tha t are wor th cons i deri ng for i n c l u s i o n
i n future aids that mi ght be designed for the ODA program. One is a modified

vers i on of the standard dynamic programming algorithm that speeds the solution

process. The other technique is the calculation and display of the corridor

containing suboptima l path solutions around the computer calculated optima l

path as described in Subsect i on 2.2.5.

2.3 LAWRENCE LIVERMORE LABORATORY ’S ~~“-SIDED TACTICAL ANALYSIS GAME “MINIJ ”

2. 3. 1 Background

Law rence Liver rore Laboratory is deve l oping two tactica l analysis models

in orde r to explore the rrMitary utility of different tactica l nuclear weapons

and the doctrine and tactic s appropriate for combined conventional and nuclear

combat. The two models are called JERE frIAH and M INIJ. Specific problems areas

to be a-~~ressed by us ing these models include :

1. Cooperative tactics for conventional/nuclear mixes in (a) first

use , (b) second use.

2. Target acquisition and “real time ” tactica l nuclear weapon (TNW)

reso urce a l l o c a t ion .
3. Conventional/nuclear weapons mix options .

4. Survivability of TNW’s

5. Exploitation of TNW use to regain initiative on the battlefield.

Some characteristics wh i ch diffe rentiate the models are g ive n in Tabl e 3
below. The remainder of this subsection treats M IN IJ because It is more inter—

active and display oriented at present than JEREMIAH .
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Tab le 3. Character is t ics Wh ich Di f ferent iate JEREMIAH and M I N I J

Character is t ic  JEREMIAH M I N I J

Terra in modeled EIevation ,cove r , conceal- Elevation , cove r , ci t ies
ment , mud, fog, roads ,
cities

Scenar io area! 500 Km2/ lOO mete rs 1+00 Km2/2000 meters
reso l ution 40,000 ~ 2/2o ,ooo me ters

Dis p l ay  Telev ision shows dynamic Computer—driven raster
replay of movements and display shows dynamic re-
actions simulated by com- play of movements and
puter actions simulated by

computer

Interact ive Con t rol Te letype input to the Di g i tizer tablet for sped —
computer fy i ng points and un i ts on

disp l a y ; funct ion keyboard
for speci fy ing types of
user input

User One analyst w i th  full Two opposing players each
in formation operating with partial

information about his
opponent

Compute r type Lange scale computer Minicomputer (Variaro 73)
(:~ -: 7600)

S
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2.3.2 Playe r’s Work Station

There are four hardware elements used by a M INIJ playe r , namely a
tel etype key board, color ras ter d i s p l a y , dig i tize r tablet , and function key-

board . The telety pe keyboard is used to:

1. Schedule MINIJ on the computer.

2. Select a p reprogrammed scenario. The scenario includes dep loy-

ment of uni ts on the terrain.

3. Make changes to the default data set. This includes adding

and subtract ing units on the terrain and changing unit mi l i tary
characteristics such as speed and “hardness” (resistance to damage).

The d i sp lay shows the terra i n, unit deployments , dynamic movement of
forces , detections of opposing units , and “kills ” resul ting from battle. The

p lay er uses the f unc ti on box to spec i f y  the mode of di g i t ize r tabl et use , e.g.,

F 
planning, and he uses the dig itize r tablet to specif y units and locat ions on
the display. Once the scenario has been started , a l l  in put s are made by the
function box and di gitize r taolet.

2.3.3 Terrain and Forces Simulated

Three terrain features are simulated , namely, elevation , cover , and
cities. Elevation is st- own by topographica l contours on the display . Cover

F is stored in the computer for each resolution cell as a percentage of complete

cover. The dens i ty of green X’s on the display corresponds to the dens i ty of

cover in an area. Cities are represented by three concentric blue circles .
All cities are un i form in size .

Eigh t types of combat forces are simulated. These are :

• Tanks

• Nuclear artillery , type I

• Nuclear artillery , type II

• Anti-tank missile units
.

• Helicopters

• Ground launched cruise miss i les
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• Manned tact ica l aircraft  w i th  nuclear bombs

• Nuclear ballist ic missil es

The helicop ters fly at 20 meters above the terrain. The simulation can handle

up to 20 units per side . Each unit contains integer elements of force types .

For exa mpl e, a single unit might consist of five tanks. Force locations and

movements are spec if ied at the unit level.

2.3.4 Player Actions and Engagement Simulation

Pl aye r act ions begin afte r (a) the p reprogrammed scenario has been

scheduled and (b) any changes to the default data on force structures and unit

characteristics have been made. Each player sees the terrain and his own

forces. He then defines unit movements and nuclear a r t i l l e r y  f i re to defend a
position or to take control of a pos i t io n not current l y held.

The playe r uses the digitizer tablet to designate a unit he wishes to

move. The position of the di gitize r corresponds to the position of a circular

cursor or-, the display. The playe r moves the cursor to the position of the un it

he wishes to move . He then uses the cursor and keys on the function keyboard

to define a movement path to an objective . The player can also desi gnate  up

to five groups of un i ts. The simulation will cause all units to move along a

user—speci f ied path at the user-designated speed.

Manua l and aut o— at ed modes of nuclear artillery fire are available.

In man ua l mode the player moves a weapons effect circle from the location of

a nuclear artillery unit to a target. He may then select one of f ive nuclear

yi eld levels for the weapon . The display shows a maximum range arc , “city—

safe” radi us , and “ci ty-kill” rad i us. If the player selects automated mode,

an algorithm in the computer will assign nuclear fires to recently detected

targe ts on the basis  of a “value map” of targets and avoi dance of own units and

cit ies. The automated mode becomes operative after the engagement simulat ion

begins.

M IN IJ is an event-driven simulation . An exception is that a reconnais—

sance scan for enemy units is performed at t imes not exceeding 0.03 minute of
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prob lem time . The engagement simulat ion begins after both players have com-

p leted their planning. Decisions to f ire or not f ire a t detec ted un i t s  are
made automatically, tha t is , withou t user input. Also , decis ions to fire do

not affect previously planned movements. Engagement results are determined by

a random numbe r draw from the applicable probability distribution and , conse-

qu e n t l y ,  results are stochastic and not deterministic.

During the automated play of the game a p layer sees the f o l l o w i n g :

1. Movements of own un i ts

2. Detection locations and tracks of enemy units while contact is

held. A star symbol shows the last known location of an enemy

un it when cont ac t is los t .
3. Conventional f ire is ind icated by small orange circles. Conven-

tional k i l l s  against own un i ts are ind i cated by wh i te “C’s.”

4. A nuclear weapon laydown resulting from automated mode of nuclea r 
-

weapon use is shown as a c i rc le .  Large “N” symbols represent un i ts!

c i t i es  k i l l ed  by nuc lear ef fects.

After the simulat ion has begun , a p layer  may stop the simulat ion to

change prev iously made movement plans or to execute a manua l lay down of a nuclear
weapon on t he location of a detected targe t or a locat ion whe re a target is

suspected to be. Wh i le  t - e  s imulation is stopped , a p layer may also get a

detailed tabular printout of unit status information from the teletype .

Engagen~ent simulation resumes when the player completes his plann ing changes.

Scenar ios w i th  act ions o~ bo th p layers  and engagement resul ts can be stored
on d isk and replayed when called.

2.4 ISC’ s T A C T I C A L  ON-LINE MANEUVER MODEL (TOMM)

2.4.1 Background

ISC is deve loping a Tactica l On-Line Maneuver Model (10MM) for the Army

Research Inst itute . 10MM is a division-leve l model that is highly inte ractive

and is ori ented toward graphica l analysis of Army battlefield situations.

I

The purpose of 10MM Is to enable a tact ica l planner to create hypo-

thet cal tactica l situations via interactive computer graph i cs and to evaluate

- 
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the results of events. The compute r and display combinat ion provides input

gu id e l i nes , shows dyna m ic  rep lays of actions , and displays outcomes of events.

Thus , 10MM is aime d at exploit ing the use r ’s tactica l knowledge and the computer ’s

calculation/display capabilities .

The purpose of the research is to provide suggestions for using dis-

plays to assess alternative deployments of complex friendly forces aga i nst

expected or possible enemy movements. If the user of computer graphics plots

a tactica l situation (including terrain and unit movements), then compu ter

calcul ation s can help by indicating likely effects of terrain on unit mobil ity

and on combat effectiveness. In addition , computer a lgo r i thms can he lp  the
user to see emerging patterns by displaying dynamic rep l ays of events and

p robable ou tcomes of engagements. The goal i s to obt a i n qu ick  and reasonable
answers to “what i f?” battlefield questions.

2.4.2 User’s Work Station

There are three hardware elements used by a 10MM tactica l planner ,

namely:

• Four color , vec tor gra phics d i sp lay

• Trackbal i

• Function keyboard

The planner uses the trackba ll and keyboard to create terrain , oppos i n g orders
of ba ttle , and movements of forces. These are all shown on the display as

they are being created. The computer simulation causes the display to dynamically

show the replay of movements and tactica l events consisting of detections and

engag emen ts. Keyboard and t rackba l l  a re a l so  used to c a l l  up sp ec i a l i z ed
graphica l displays that help the planner to assess a tactica l situation .

2.4.3 Terra in and Forces Simulated

The system enables the p lanner to use the trackball and the funct i on

keyboard to define the following terrain types within a 20 Km by 20 Km scenario

area:
S

• Clea r

• Forest

-25-
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• Inner Hill/O uter Hill Reg ions

• Ci ty

• Lake

• Rive r

• Road

Rive rs appear as lines and roads as parallel lines ; all the other terrain

types are represented as closed con tours . Hi ll ~. are diff erentiable into

i nner h i ll contours and oute r hill  contours. The milita ry crest is consi-

dered to exist at the inner hi l l  contour. The sys tem recognizes  hy brid terrains

composed of (a) forest and i nner hi l l contours and (b) forest and oute r hill

contours. The diffe rentiation of hills into Inner and outer contours impacts

on the detection model and the model of area of battlefield effectiveness

for each unit. The planner also uses the trackba ll and function keyboard

to define and dep loy br igades , ba ttal i ons , and compan i es of armor and infantry

and battalions and batteries of artillery .

2.4.4 User Actions and Engagement Simulation

The planner first creates the terrain and orders of battle.
1 He then

creates movement plans for each unit on one side by usi~ g the t rackba l l  to
def ine a path and the function keyboard to specify the unit ’s t imes of a r r i v a l
and departure at each noce on the path. The planner also designates an offen-

sive or de fensive missic r- for each unit. He can specify a group of uni ts and
cause the group to move in accordance with one of four group movement rules .

When the planner has firished defining the movements of individua l un i ts or

gro ups of un i ts, he can call for a dynamic replay showing the simultaneous

movements of all units. He can interrupt the replay at any time to change a

uni t ’s movements so that the joint movements conform to his concept of a

coordina ted tactic.

1 1n actual ba ttlefield use of a 10MM system these tasks might be performed by
specialis ts. In that case the terrain and orders of battle would be stored in
the computer for later use by intelligence and operations personne l who define
and analyze tactical alte rnatives.
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When the planner has finished defining movements for one side , he

repeats this process for the opposing side . However, this time the simulation

stops each t ime a de tec t ion i s made by one s ide  or the other acco rd ing  to an
algorithm which considers terrain and unit characteristics. The display

shows the detecting and detected units. The planner then has an opportun i ty

to change movements previously planned for any unit on eithe r side .

When the planner has finished defining movements for both sides , he

then initiates a replay that shows movements by both sides. This time when

detections occur , the planne r decides whethe r engagement occurs. If he elects

4 
to have an engagement occur , he also specifies the units taking part in the

engagement. Compute r algorithms calculate the p roportion of each unit ’s fire

power that is used against opposing units and the attrition of fire power and

supplies that results from engagement for each unit. At the end of a simulated

combat period , the planner has the opportun i ty to redefine movement and combat

posture for any unit.

Ultimately the planner completes all changes and is satisfied that

the movements and engage—e-~ts represent what would be likely to happen if both

sides pursued the coordinated tactics he specified. This entire process con-

stitutes creation and ana~~sis of one hypothetical tactical situation . The

planner —ay then wish to construct and analyze other hypothetica l situations.

2.4.5 Special Data D is p ia- ~s

The planner ca7 el ect to call up data displays during the planning process.

The d i s p lays help him to rake action decisions. Below are brief descriptions

of the main data displays available.

2.4.5.1 Terrain Mobility . Terra i ns are classified as GO , SLOW-GO , VERY SLOW GO ,

and NO-GO according to a set of rules. Mobility for each unit type in each

closed contour terrain type (i.e., all terrains except roads and rivers) is

dis playable upon user command. The codes are:

S
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Terrain code

GO None

SLOW- GO Dotted lines , crossha tched
VE RY SLOW- GO Dot-dash l ines , crosshatched
NO-GO Solid li nes , crossha tched

2.4.5.2 Unit Range Contours. The planner can call for contours representing

the potential future locations of one or more des i gnated un i ts . The contours

take into account terrain mobility for the designated unit types and sizes .

2.4.5.3 Unit State. The planne r can call for displays of unit state. These

i nclude alphanumeric display of the following:

• Symbol for the unit type and size

• Label

• User desi gnated mission

• Percentages of full strength firepower and endurance remaining

1
~e can also call for graphical display of percen tages of full strength firc-

power and endurance remaining at four equally spaced time s in the most recent

30 minutes.

2.4.5.1k -Detection Reg io-~s- There are rules defining when one unit can detect

another. The planner cart cesignate an~~ ,y loca t ion and cal l  for d i sp lay of

the reg ion w ithin which otr-e r units wi l l  be detected from the designated loca—

tion .

2.4.5.5 A rea of Battlefie ld Effectiveness. There are rules defining the region

that a desi gnated unit type in a designated terrain type can effectively take

under f ire. The p lanner can call for a disp lay of this region .

.
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3.0 COMPARISON OF GRADIENT AND NON-GRADIENT ALGORITHMS
FOR AUTOMATE D NONL I NEAR PROGRAMS

3. 1 BACKGRO UN D

The nonlinear programming algorithm (Rosenbrock’s method) in ISC’ s

OAO aid (Reference 2) is a simple algorithm that does not require computation

of deriva tives. It is not as efficient (time and number of function evaluations

to convergence) for most p roblems as the better derivative methods , i.e.,

gradient search methods . The utility function used in the air strike problems

is smooth and continuous . Therefore, a gradient search al gor i thm cou ld be used
to optimize the best air strike path according to this utility function . This

utility function , which incorporates a tradeoff between minimizing the p roba-

bility of de tection by enemy sensors and maximizing the fue l remaining upon

arriva l at the target, is g i ven by:

1(a-b)D - Fl (.Ol-s-4.95 p)

[2 (a-2b) D j , if (a-b) D - F > 0
u(F,P) = (1)

(a—2b)D - F , otherwise

where

F = total a-c~nt of fue l consumed upon arrival at targe t

P cumulative probability of detection by enemy sensors

D = distance Detween strike launch point and target

a = fue l alio,;ance/n.m. (29.7 lbs/n.m.)

b = fue l cor s~~ ption/n.m. at an achievable speed resulting in the

lowest f~ei consumption per unit distance traveled (8.3 lbs/n .m.

corresponding to a ve loci ty of 250 knots).

Consequently, the following question arose: Suppose a sophisticated

grad ient search algorithm were used to find the best air strike path. How would

performance using the gradient search algorithm in full y au toma t ic  mode compare
with using Rosenbrock’ s method in fully automatic mode? ISC Implemented a sophis-

t ica ted grad ient search algorithm and compared the results of using it wi th the

res u l ts of us ing  Rosenbrock’s method. This work is reported in this section .
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3.2 TEST PROCEDURE

A new automated gradient algorithm called MINI was selected for use on

the air strike path optimization problem. (See the Appendix for a description

of M I N I .) MINI was tested in the same way as the previous non-gradient algorithm ,

here called ROMIN (for Rosenbrock minimiza tion , the optimization procedure used). -

Performance on five trials of 15 minutes for each of twel ve problems was obtained

using the Parabolic Starting Point rule described in Reference 2. The prob l ems

used were the same as those used previou sly. The three parameters EPS (conver-

gence criterion), DFAC (relative step size), and ACC (relative accuracy) discussed

in the Appendix were varied in an attemp t to maximize the performance of MINI

4 on the problems . Initially DFAC was fixe d at 0.0005, a va l ue found to work well

in ISC’ s othe r uses of gradient approximation ; later DFAC was increased to

0.005 for reasons discussed in the next subsection . The integration accuracy

parameter ACC was set to 0.001 for three-digit accuracy or to 0.0001 for four-

di g it accuracy. In combination several va l ues of the convergence criterion EPS

were tried as seen in the next section .

Performance on the 15-minute trials was measured in two ways:

1. The utility tJt ) of the best-solution-to-date at the end of

each minute

2. The time-aver s:e of best-utility-to-date according to the

“scoring ru~~ formula:

1
1

u(t) = -~ Eu (t) (2)
t= 1

Performance figures for each problem were obtained by averag i ng ove r the f i v e
trials on that problem. In order to obtain overall pe rformance figures across

proble ms , these average results for each problem were first normalized by the

same factors as in the previous report (i.e., best operator-aided performance

on the problem) and then the normalized fi gures were averaged across the twel ve

problems . These normalized results on the best-utility-to—date and the time —

averaged scoring rule criteria were used both to compare the performance of

MINI with diffe rent cho i ces of parameters , and to compare MiNi with the previous
I

algorithm ROMIN.
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3.3 RESULTS AND ANALYSIS

The first phase of this study invo l ved varying three parameters EPS,ACC ,

an d D~AC in an attempt to maximize the performance of the new algorithm M IN I ,as

discussed in the previous subsection . As mentioned there , the gradient approxi-

mation parameter OFAC was initially fixe d at 0.0005 while the othe r two para-

meters were varied. Normalized va l ues for best-utility-to-date and time-averaged

scoring rule (Equation 2) at the end of the 15—minute trial periods are shown

in Table 4, avera ged over a l l  prob l ems.

Table 4. Performance of MINI With Various
Cho i ces of Parameters (DFAC=0.0005).

ACC=0.0001 ACC=0.OO l

EPS Best-to- Date Scoring Rule Best-to- Date Scoring Rule

0. 01 — — 69.9 60.7

0.05 65.9 54.I~ 71.4 62.3

0.1 68.2 56.4 71.2 63.7

0.2 63.6 54.2 — —

0.5 54.4 48.7 — —

Dashed l i nes  i nd i ca te  no trials were made with those combinations of EPS and

ACC. T r a ls we re l imi teb by the 15 hours of computer time required to test

each co—bi na tion (5 tr ia ’ s on 12 problems for 15 minutes each). Examining

these results , the decis~c~ was made to use ACC O .O O l  and EPS O . l  as the
parameter va l ues for i-U N I. No larger va l ues of ACC were tried since these —

would give less than th ree-digit accuracy in the results , wh i ch was fe l t to be
necessary both for true ootimizat ion and for accura te comparison to the previous

results from ROMIN . As a result of the low accuracy va l ue chosen (ACC O .O0I)

i t was decided to increase the parameter DEAC to 0.005 in the gradient approxi-

mation . This improve d the performance figure for best-utility-to-date from

71.2 to 72.2, while decreasing the scoring rule result from 63.7 to 62.8.

The decision was made to use ACC O.O0l , EPS O . 1 , and DFAC=O.005 as the fina l

paramete rs .
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For direct comparison with the results on the non-gradient algorithm

ROMIN reporte d in Reference 2 , it was then necessary to undo an imp rovement

that had been made in the system ’s random numbe r generator since the date of

the last report. This degraded the perfo rmance of MINI sli ghtly; the perfor-

mance fi gures given above as 72.2 and 62.8 became 71.7 and 61.4, respec t i v e l y ,
for the chosen set of parameters.

Figure 1 shows a plot of normalized best-to—date ut~~ ity versus time

for ROMIN and MINI (with the chosen parameter values). The curves are si gnifi-

cantly different at the 1% leve l by the Wi l coxon matched-pairs, si gned-ranks

test. The plot verifies that the non-gradient routine ROMIN is , surprising ly,

superior to MINI at all times. Superiority of ROM IN is 1% at minute 1 , 36%

at minute 2, and then levels off at abou t 11 or 12% after minute 7. Comparing

normalized best-to-date utility for each of the 12 p roblems separately, at the

end of the 15-minute trial period ROMIN had a hi gher score on all but one

p roblem. This 15th minute score superiority on the p roblems is si gnificant

at the 5% leve l on the Wilcoxon test. (it should be mentioned that the per-

formance of ROMIN shown here differs very sli ghtly from that shown in Refer—

ence 2 due to improvemen t in the clock routine i ncorporated in both ROMIN and

MINI.)

Figure 2 shows a p o t  of normalized time-averaged utility calculated

accord i—; to the scorinc —~ 1e , versus time , for ROM 1 N an d M I N I .  Ag ai n , the
curves are si gnificantly diffe rent at the 1% leve l on the Wilcoxon test , with

ROMIN again showing sup e rio rity at all times. The superiority is 1% at minute

1 , 22% at minute 2, and slowly falls to 15% at minute 15. A comparison of

minute —1 5 results again shows that ROMIN outscored MINI on all but one problem.

3.4 CONCLUSIONS

it is clear from the results of the previous subsection that the non—

gradient algorithm ROMIN is to be pre ferred to the gradien t algorithm MINI.

Since the performance of MINI was poorer than expected , reason s for this failure

were sought. One possible exp l anation is that MINI has four parameters wh i ch

• affect convergence while ROMIN has only one. Testing three values for each

parame ter of MINI (as was done with ROM1N) would require 3
4 

= 81 combinations
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to be run, w i t h  15 hours of computer t i me per comb i na t ion , which is obviously

impractical. Thus , the combinations of parameters chosen for test ing are

probably not optimum. Nevertheless it is c lear , from the pattern of results

obtained from those parameter va l ues that were tried , that even an optimum

choice would p robabl y not cause MINI to outperform ROMIN . Thus , some other

exp l an~ tion seems necessary.

The most likely exp l anation is that gradient algorithms using approxi-

mation methods to find derivatives do not work well at the low precision required

~or competition with ROMIN. The chain of reasoning that leads to this conclus i on

is as f o l lows :

1. For MINI to compete successfully with ROMIN unde r the constraint

of 15 minutes per problem, MINI must per form funct ion eva luations

approximately as fast as ROMIN.

2. For MINI to perform funct ion eva luations as fast as ROMIN , MIN I

must calcu la te  the opt imized u t i l i t y  function to only three-or

four-di g it a~ rruracy as was done with ROM IN. (If MINI calculated

the optimi zed utility function to five-or six-dig it accuracy , it

would be much slowe r than ROM IN and therefore Mi Ni’S performance

would be mucr .-.orse than ROMIN ’S unde r the time constraint of

15 minutes oe D roblem) .

3. The fini t e— cii ference derivative approximations used in MINI re—

quire a s m a l l  relative step size (the parameter DFAC previously

discussed) it- order to correctly estimate the derivatives . A

large r re1 ati- ~e step size in the derivative approximation leads

to a breakdo..rt in the assumption tha t the utility function can be

approximated by a straight line spanning the step . This assump-

tion is necessary for simple and accurate derivative approximation .

4. A small rela tive step size in the derivative approximation !~ y
be

meaningiess in a utility func tion which is only eva l uated to three—

d ig i t  accuracy . This leads to ve ry poor estimates of derivatives.

MINI wou ld probably perform better than ROMIN in either of the following

Situations:
I
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1. MINI will find a be tter “best path” if time constraints are re—

moved.
2. MINt w ill  co’lverge more quickly if high precision function eva l ua-

tion is used by both ROMIN and MINI.

Th us , we are led to the conclusion that derivative approximation and

low—precision function evaluation are incompatible , a topic seem ingly ignored

by the literature , and so non-gradien t algorithms like ROMIN are superior In

this case. Also , it is reasonable to infe r that :

SINCE neithe r the automated genera l purpose gradient nor general

purpose non-gradient algorithms tested were able to outperform

an operator controlling and guiding an optimization al gorithm

THEN on ly an automated optimization algorithm hi ghly  ta i l o r e d  to the
air strike problem could outperform an operator who guides and

controls a general purpose algorithm. A significant effort

would be required to develop such a highly tailored algorithm .

I
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• APPENDIX

DESCRIPTION OF THE GRADIENT ALGORITHM “MINI”

Prior to selection of the specific gradient algorithm , cons i dera t ion
was made of the difficulty of computation of the necessary derivatives of the

utility function with respect to the 13 i ndependent variables , i.e., wi th
respect to the 8 coordinates of the four path waypoints and the 5 speeds

corresponding to the five path legs. Exact anal ytica l exp ressions for these

derivatives , wh i ch make up the gradient of the u tility function , are at best

cumbersome and slow to compute. Therefore, the dec i sion was made to use
numerical estimates of the derivative s instead. —

Attention was then turned to selection of the gradient al gorithm to

be used. It is now generall y accepted that the so-called quasi-Newton or

F variable-metric approach to optimization is the most efficient on genera l non-

linear functions; it is superior to non-gradient app roaches even when the

gradient must be estimated (Ref. 5). This approach uses an iterative l y imp roved

approx i mation H to the inverse matrix of second derivatives , i nstead of the

true inverse used in Ne-.’i:or ’s method . A sequence of points converg ing to a

loca l maximum is chosen 
~
y alternatel y searching in the direction of H1 from

the current point x, where c is the gradien t of the utility criterion function ,

until an approximate m ax i—~ni is found in that direction , and then updating the

matrix H. The method chosen for updating H is called the Broyden-Fletcher-

Goldfar b-Sh anri o, or BFGS , update. This seems to be the best update formula

availabl e (Ref. 6). T~,e - .pdate rule in vector notation is:

/ T \  / T\
H~~= (i -~~~t— )H  (I 

_ Y .~
_
~ + 

~~~
.... ( i )

\ y s /  \ ys,

where

I — i dentity ma:rix
+

s — x  - x
I
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and where a p lus (+) is used to denote the current minimization cycle as

opposed to the previous cycle (denoted by lack of a plus) .

The method used to perform the one-dimensional searches along H1

is due to Shanno and his associates and is contained in a BFGS-update quasi-

Newton algorithm called MINI published by Shanno and Phua in 1976 (Ref. 7).

With minor modifications , MINI was the algorithm used for this study. The

modification to accept forward difference approximations for the derivatives

was chosen from a 1977 study of such approximation s in optimi zation (Ref. 8).

Certain parameters of MINI were fixed throughout this study . Mode 2

of the M I N I  l i n e search was used , si nce this is recommended by Reference 7

excep t when the ma t r i x  of second der i v a t i v e s is s i n g u la r .  Th e maxi mum step
length was set to 300 for each of the independent variables. Two optimi za-

tion parameters were varied in the study to determine their effect on perfor—

mance. These were the convergence criterion EPS and the relative step size

parameter OFAC (used in t~e derivative approximation).

In addition to the change in the optimizat ion algorithm , one other

modification was made tc t-i e automated routine used in the previous study .

This  i nvolv ed rep laci ng t- -e integration subroutine for probability of detec-

tion , w’ich previous l y used a fixed number of points per leg, wi th a subrou t ine

which adapts the numbe r of points chosen to the accuracy specified (Task 6

of Ref.  ~). The new intec rat ion subroutine is a modified Havie algorithm

(Ref. 7) with maxinun o~cer of extrapolation set to 8. The relative accuracy

parameter ACC was varied in this study , al ong with the parameters EPS and

DFAC mentioned above.

I
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