
/AD—Ao 7o k29 NAVAL RESEARCH LAB WASHINGTON DC FIG 9/1STATISTICAL ANALYSIS IN FUNCTIONAL EVALUATION OF INSULATION. (U)
NOV 53 a CYBULSXI

ISICLASSIFIED r*L—NR—2;3

£~ 
~zH-::flac~E~Rr•t I

flflflflD’_ _ _
_

END
bAn
‘aLA

7 —79
DAC

- I 
‘i



—- 
~~~~~~~~~~~~~~~~

1.

’ 

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 

_ _ _ _ _  

__
RRL~~s*,raidi* 

~
.p

~
i.k4s ~~~~~~~~~I r~a ~ ~~~ ,~~~~~~

C, 
- 

LE vEu:~~ ~ ~ _
J TATIST ICALANALYSIS IN ~~~~~~~~~c FUNC TIONAL EVALUATION ‘OF INSULATION.~~

_ _ _ _ _ _ _  
_ _ _ _ _  ~~~~~~~~-~~~ —~~--~~~~~~ ---~~~~~~~~~~“ -

. 

~~~~~~~~ _ _ _ _

ELECTRICITY DIVISION ~~~~
. 

. 
.

. . 
.

I

r lssa ; . 

..

~ 

- •

~~ii~tt.a . 
.. 

. 

. 

‘
.

r~ i~~ 
.

U U.) 
~~~~~~~~~~~ 

•

~ 

..

~~
. , .. 

.

~~~~

pH 5ll
~

_ _ _ _ _ _ _ _ _

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

‘

j~~~~~~,A / / / - J /~~~~~~~~~~y3]  ~~~~~~~~~~ ~~~~~~~~

‘
I

NAVAL RES EARCH LABORATORY ~Ifr.

Wasbinqtoa. D.C. ‘ ~~~~~~~ 1~. ~~~

~ 5~L 95~
— a

S. I —

L ~~~ -



(1)

S

TEXT

FOR

NRL MEMORANDUM REPORT NO. 243

Justif ication___________

fr~ 
By

_ _ _ _ _ _ _ _ _ _ _ _ _ _

DiStD tbut 1~~/

Avail a~’d/oi•
&peclal

_ _ _ _ _



- — __________ — 
• 

~
“

~~~~—~;- ~~~~~~~~~~ - ,—~,-- 
—~~

-
~~~~~~

-— 
~~‘—~~~•— ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~

-.w-— ‘~~‘-

• •

H ( 0

I STATIS TICAL ANALYSIS IN FUNC TIONAL EVALUATION

07 INSULATION

H
H

a

3ohn Cybuliki

Shipbosxd Systems Branch
~ 1ectricity Division

Naval Research Laboratory
Washin$ton~~~ D. C.

L _ •~~~~~~~~~~~~



-

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 

_ _

(

DISTR1~~UTION

ONR
Code 4ZZ 1
Code 4Z3 i

• . Code 424 1
Code 4Z7 1

‘
• BuShips
a Code 346 2

Code 490 1
Code 56OK 2
Code 817 1

Airf orc e

ARDC
- Attn: Code RDRRP 4

WADC
Attn: Captain Griffith 2

Signal Corps

• SCEF
Attn: Mr . Beckman 2

i



~ ‘

~~~~~ Ti ~ T~~~1 
- 

W 
-

- 

• 

•- • •• •
• 

- - . - . - - - 
- .--~ —- --- -~-~~ --~~—.-J•--”—--— - —-i -

H .  ( 0

S

CONTENTS

DISTRIBUT ION i

ABSTRACT iii

PROBLEM AUTHORIZATION iii

PROBLEM STATUS iii

INTROD UCTION 1

EXPERIMENTAL DATA 2

FAILURE DISTR.IBU TION 
• 

3

SAMPLE SIZE 
- 4

NUMBER OF HEATING CYCLES 5

ONE-SIDED CENSORED NORMAL DISTRIBUTION 6

REGRESSION ANALYSIS 8

SUMMARY 10

REFERENCES 12

APPENDIX A 
- 

13

Nomenclature

APPENDIX B 17

Extension of Rounding Error Results

ii

_ _ _ _ _ _ _ _



~~~~~~~~~~~~~~~~~~~~~
‘
~—:~~~~ 

-

~~~~~~~~~~~~

--- - -

~~~~~ 

— ‘U’

( C)
*

ABSTRACT

An analysis is made of data which has been accumulated from
cyclic heat aging tests on magnet wire insulation. It is found that the
distribution of coil failures along t h e  test mandrel are random.

The form of the distribution function for the failure occurrence
with time, of the combined test data , can be considered either normal
or log-normal. This is indicative of a slight skewness which ii probably
due to the inherent failure characteristic of the material as supplied
by the manufacturer.

Statistics in the form of means and variances can be calculated
from experimental data which has been deliberately reduced in size or

a censored without a significant difference when compared to the original
data . However , unacceptable data is obtained whenever there is a
continued increase of the heating cycle for a given sample size.

A criteria approximated from the theory of rounding errors is
suggested which defines a region of experimental conditions where data
may be gathered. The loss of precision of data and reliability of
handling in tests of significance determine the bounds of length of heating
cycle, maxin~um number of heating cycles and the sample size.

Final representation of results by a life-temperature characteristic •
is shown including confidence and tolerance limits expressed on samples
and curves.

PROBLE M AUTHORIZATION

N. R. L. Problem 33E07-0l
Problem Assignment Request dated 15 September 1952

R.D. B. Number 480 120

PROBLE M STAT US

• This is an interim report~ work on the problem is continuing.
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INTRODUCTION

Statistical analysis of data , obtained from heat aging of insulation
employed in reproducible samples such as coils, model motors, or even
small operating machines, provides an estimate of the significance of the
data from a given number of specimens. Conversely, for a desired
probability, hypotheses can be tested regarding the mean, variance, and
range of a sample and limits constructed to sample data and regression
curves as a result of the design of experiments.

In aging tests there are a number of factors influencing the aging
characteristics of insulating materials; they are: aging temperature, length
of aging period or cycle, dielectric stress, vibration and humidity. The

• effect resulting from the variation in the magnitudes of these factors are
a best sorted out when such factors as distribution, variance, standard

deviation, coefficient of variation, standard error , confidence limits on
the mean tolerance limits on the population (from which the sample is
taken), sample size and the number of heating cycles are considered.

This report is concerned with the data obtained from the heat aging
of Formex insulated magnet wire wound in a form of coils and tested under
conditions outlined in another report 1. Its aim is to employ the results
which are in-the form of hours of life of each of the 20 coils in each of
7 tests at a different temperature to determine:

- I 1) The effect of reduction of the number of observations (by
decreasing the size of the sample), 

-

2) The effect of reduction in the number of cycles (by increasing
the heating time),

3) The effect of grouping of data in their heating cycle against
the recording of instantaneous fa ilures, and

4) The reliability of 50 percent censored data.

• These various means of handling the data were studied with the ultimate
user in mind, and with the assumption that the fina l form of these tests on
the heat aging insulation will result in a plot of the life versus temperature,
all other conditions being held constant at a standardized value. The
nomenclature employed is listed in Appendix A.

— 1 - .
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• EXPERIMENTAL DATA

• The experimental data obtained for seven 20-coil heat aging tests ,
cycled with humidity, are shown in Table 1(a). In two of the tests there
were only 19 reeorde d failures because of an experimental difficulty. It
is noted that in two other tests the last failures were rejected in the
analysis because they were “outliers”2. A summary of data on each coil
test may be seen in Table 1(b).

The ungrouped data in Table 1(a) is plotted on probability paper ,
Figure 1. The stepped graphs indicate the percentage of the distribution

4 represented by each observation and also between any two obServations.
A curve can be drawn more easily through the points located midway3 on
the riser; the curve repr esents the cumulative distribution function, while
the points reflect the average of the observation . Probability paper is
employed because the cumulative normal distr ibution appears as a straight
line.

First of all , an investigation was made of the distribution of these
failures. Because it is desirable that the failures be stochastically
independent (the probability of one not dependent on the other) the sequence
in which the failures occurred were studied. For this purpose , each of the
20 coils were numbered consecutively to identify their position on a test
mandrel. Coil numbering also served to determine whether or not the

• location of any one coil on the mandrel is subjected to unique combination
of vibration and temperature effects . Analysis of the data revealed no
wide variation from randomness in any test. However , it was also noted
that 85% of the failures, on the average, occurred at the beginning of the
heating cycle , that is , during the heating period directly following a
humidification cycle.

In this analysis, one can assume that each sample of size 20 came
from the same parent population for coils for any one teat were generally
wound from the same 5-pound spool of wire , although it would have been
desirable that the sample be obtained from several spools of the sante
manufacturer to insure a more random sampling.
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FA1LUB.E DISTRIBUTION

Failure data may be obtained either instantaneously or may be
grouped by the heating cycle characteristic. It turns out in neither
instance could a quantitative check ~of the distribution of the failures of
any one 20-coil test be obtained because of the limitations outlined by
Cramer4. However , a check can be made to determine if the failures of
the combined seven tests are normally distributed.

In any normal distribution there is a random variation of observa-
tions allowable about the theoretical curve dependent on the sample size.
The theoretical allowable variation for a normal distribution of size 20
and 100 sample with zero mean and unit variance is shown in Figure 2.
The approximations employed to derive the 95% confidence limits about

a the distribution curve, Figure 2, lose their validity when the sample size
is reduced below 25. For sample size less than 25 it is difficult to differ-
entiate between random variations about the theoretical curve and system-
atic deviations which would dictate a different distribution.

By combining the instantaneous data from the seven tests, with
each te st observation separately transformed to a deviate ,

where
u = the multiple of standard deviations from the mean

= the mean life in hours of kth test -

• x. = the ith observations of the kth test

= the standard deviation of the kth test.

Sufficient observations were then available for a graphical evaluation of the
failure distribution. The ungrouped transformed data from all tests , as
well as the grouped transformed data with 0. 2 class inte rval of u, are
shown on Figure 3 (a). Similar information was obtained for these tests
with the failures grouped within their heating cycles and is presented in
Figure 3 (b). Both Figures 3 (a) and 3 (b) indicate that the combined
failures of the seven tests whether recorded instantaneously or grouped
by heating cycles probably come from a normal dist ribution. By grouping
the 136 observations into 0. 2 intervals of u the number of plotted points
were reduced to about 20 in both Figures 3 (a) and 3 (b), and would have
been sufficient for a graphical check of the distribution. The ungrouped
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instantaneous data of each of the individual seven tests is compared with
the random variation allowed for a normal distribution of 20 coils in
Figure 4(a). Similar data is shown in Figure 4 (b) for the data of each
test when grouped in the original heating cycle. Although neither Figure

• 4 (a) nor Figure 4 (b) disprove a normal distribution, other distributions
are possible. For example, Test A in Figures 4(a) or 4(b) could equally
well be indicative of a rectangular distribution since it is higher than
normal at both edges and lower down about the center. These variations
appear to be symmetrical and systematic , but it may well be only a
random variation making it difficult to distinguish from the normal when
using such small samples.

There are several variables to be considered in a quantitative
check of the distributions. Among the variables are the length of class
intervals (which form cells), number of observations per cell, number of
cells and construction of these intervals with and without a zero midpoint
of (u) . A summary of the results appear in Table 2 for ungrouped and
cyclic grouped test data. Of the eight checks made five indicated
acceptance of a normal distribution.

SAMPLE SIZE

The 20-size sample experimental data was utilized to determine

the effect of sample size on the final results. Rather th&n take a random

H sample of size 10 out of the 20, the coils numbered 1 - 10 were selected
from each of the seven tests and are listed in Table 3 (a) as a sample of
size 10 data . Thi s procedure is considered satisfactory since there was
found no interdependence between the first 10 and the second 10- numbered
coil failures. In order to construct data for samples of size 5, the coils
numbered 1 - 5 were selected and are also listed in Table 3(b). These
seven tests consisting now of 20 , 10 and 5 coils each were analyzed for the
mean, variance, standard deviation , coefficient of variation, standard
error, and average number of cycles. These ungrouped data , which will
be called the statistics, are presented in Table 4. The simplest test
which can be made between the reduced sample size data and the original
sample of 20 coils is the comparison of calculated mean l1~e. in the test
of the equality of the mean (t-test) a variance ratio test (v ) must preceed
It for if the variances are significantly different , then the t-test cannot be
applied directly. The variance ratio test and t-test are associated with

- 
levels of significance normally chosen at the 5% level; that is, if the
calculated test values exceed the significant values tabulated , then the data
occurs less than 5% of the time and the test hypothesis of = or

= is rejected. Since the 5 and 10-sample size data was
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abstracted from the original sample of 20 , a frequency below 5% would
indicate that the attempted sample reduction is not justified.

The variance ratio test applied to the 10-sample size and 5-sample
size data, as compared to the original sample size of 20, together with

• the equality of means, t-values, are seen in Table 5. In both these
reductions of data the difference between the respective means was not
significant even at the 20% level.

- 
-- NUMBER OF HEATING CYCLES

- 
The effect of the number of heating cycles upon the ability to

abstract reliable experimental data was checked by grouping the original
instantaneous experimental data by the length of time of the heating cycle.

a Tests A and B had 100-hour heating cycles, test C through 0 had 4-hour
heating cycles. Because of the different heating cycles and mean life of
each test , there were correspondingly different numbers of heating cycles
for each test.

A further variation in the number of heating cycles within each test
can be obtained by gr~~ ping the data into cycles of 2 and 4 times the length
of the original heating cycle. Each subsequent grouping constituted a new
set of data with reduced numbers of heating cycles in each test. A similar
reduction in the number of heating cycles can be carried out on the sample
size of 10 data, which had been constructed from the original sample of 20.
The aging cycles for the seven tests were modified in thia manner for ZOS
and lOS samples and listed in Tables 6, 7(a) and 7(b) respectively for the
original, twice original, and four times the original heating cycle length.

• The reduced number of heating cycle data for the sample of size 20 and
size 10 were analyzed for the statistics which are shown in Tables 8(a) and

• 8 (b) respectively. In a manner similar to that employed for sample size
study, the variance ratio test and the equality of the means test may be
applied to this new constructed data . Data grouped by the original heating
cycle was compared with the original ungrouped observations. Observations
grouped into cycles of twice and quadruple the original heating period were
compared with the original cycle results. There is listed in Tabie 9 the

and t-test calculated values for both sample sizes.

In the results of size 20 samples , tests B and 0 were unacceptable
when data were grouped into ori ginal heating cycles. No additional t-test

• rejections occurred on any of the othe r tests of size 20. The fact that the
tests B and 0 were not rejected when grouped Into cycles twice as long is
immaterial for whenever grouped observations are first rejected any
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further changes in the same direction (to lower cycles) logically must be
rejected. Sample size of 10 is unsatisfactory for test E at 1/4 the number

• of original cycles; average of 1. 7 and maximum of 3 heating cycles.

It is believed tha t the reasons for the small rejection of modified
cycles and sample size data are:

1) Small levels of significance , although these were raised from
5% to 10% and even to 20% until differences of the mean that

- 
—

•. only occur more than 20% of the time were accepted.

2) Observations within each set were not randomly drawn from
• the same population as such but were taken from the same

~
• sub-population of sample of size 20 which restricts the varia-
a tions of the mean and variance. The reduced sample variance

and mean is not stochastically independent of the original
observations.

3) Sample size may be too small. When the same difference
of the mean and the same variance exists the larger t-value
and more likely rejections occur for the larger sample.

In Appendix B is a discussion of the effects of rounding errors to
which the hei ting cycle failure characteristic is analogous. It will be
seen that the equality of means and associated variance ratio test become
more efficient for determining the minimum size of sample and heating
cycle when there is one-sided censoring of the data as discussed in the
next section. -

ONE-SIDED CENSORED NORMAL DISTRIBUTION

To effect an economy of time it would be desirable If the aging
tests were concluded after a specific percentage of the test coils had
failed. The deliberate censoring of experimental data by the obeerver
has a few disadvantages. For example , if only 50% of the coils under
test have failed, the assumption must be made that the remainder would
fail in conformance with the assumed statistical model. From the graphs
of the test data it has already been shown that the failure distribution can
most simply be represented by a normal distribution. With a censored
distribution an assumption of n..~ ~~ is made in order to be able to calcu-
late an estim5t e of the variance of the mean. For the seven tests there is
a saving of 30% in test time on the average for 50% censoring.

- 6 -
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In a proposed graphical procedure , only the first half of the failures
are needed. It has been found that by simply plotting these failures on
probability paper in a step-like fashion, as illustrated in Figure 1, for
ungrouped 20-sample data , that the intersection with the 50% fractIle (the
last failure) approximates the mean while the Intersection with the 15. 9%
fractile will be indicative of the mean less the standard deviation from
which the standard deviation can thus be obtained. This method of Quick
Estimate (Q. E.) was carried out for data ungrouped and grouped within
the heating cycle in each of the seven tests by taking the first 10 failures

• of the original sample size of 20 and the first 5 of the constructed sample
of size 10. The results in the form of the statistics are tabulated in
Table s 10(a) ,  10(b), 11(a) and 11(b). The v2 and t-test of the ungrouped
first 10 and the first 5 quick estimates with the original ungrouped sample
size of 20 can be seen in Table 6. As noted in this.table, for the first 10

a 
quick estimate procedure only Test B failed with Test G almost rejected.
Both tests contain only 5 heating cycles maximum. The t-value s appear
to be inversely related to the average number of heating cycles. When

• only the first 5 failures out of sample of size 10 are used, all tests are
rejected except C and D of 25 and 11 average heating cycles respectively.
Another possible graphical procedure would be to sketch a straight line
through the stepped iractile diagram or the points for the first 50% of the
observations. However , this method would be subjective. For n 25
the points lead to a line with systematic errors which would prevent

• utilizing the parameters estimated from the graph for further computations.

There is an analytical procedure
5 to follow when the thstribution

of data are censored by the observer or through experiment. The under-
lying assumption requires normal distribution of the observations. The
calculations are long , involved and requir e the use of statistical tables6.
The outlined procedure in the literature was modified to apply to the present
condition where the data is known up to a point and unknown thereafter;
this is a reverse procedure to that previously published. Application of

• this method was on the sample size 20 and size 10 with the data ungrouped
and also grouped in the original heating cycle assuming the known point of
truncation exists at 50% of the failures. - The resulting statistics are
shown in Tables 10(a), 10 (b), 11(a) and 11(b) . By comparing this calcu-
lated censored data with those obtained by the Quick Estimate methods, it
is seen that there is good agreement between them. On the average , the
more rigorous and analytical procedure provides the better estimate of
the standard deviation and error; there were no zero values. Thi s

• censored calculation offers the possibility of improving the estima te s of
the statistics when more observations are available (less censoring) while
the quick ~stimate accuracy is not increased with additional failure points.

- 7 -  
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The latter method can also be improved with slight changes. For
example, in the above analysis only the first 10 failures were employed

• although in many teats the 10th failure was part of a series of failures
occurring at the same time. By including all the additional failures present
with the 10th observation there is less censoring and a better estimat e
should be the result in censored distribution calculations.

REGRESSION ANALYSIS

- 

-
‘ The yarious factors of size, sample and number of heating cycles,

form of the distribution -and censored distributions have been discussed
with no regard for the ultimate form of the data of life versuS aging

~ -j - temperature. A plot of some of the statistics for all seven tests as calcu-
lated from the ungrouped data from samples of size 20 may be observed in

a Figure 5. There appears to be a distinct change in slope of the mean life
curve at approximately 200 C. A possible reason for this reduction in
rate of deterioration beyond 200 C is that the Formex insulation (aged)
exhibits a softening point in that temperature region. Thus it follows that
insulation subjected to vibration under a plastic condit{on would generally
demonstrate a longer life. The possibility of errors in the independent
variable, the test temperature, however , must not be disregarded. A
variation of temperature among the coils will contribute to an error in
the life of the coils. The short heating cycle of 4 hours for Tests C D,
E, F and C could introduce another error if the heating up period repre-
sents an appreciable percentage of the heating cycle with a relatively
low deterioration rate. Corrosion of the copper is another factor .

• The various calculated statistics are graphed on semi-log paper
because, in the past , the life temperature curves for depicting a range of
life7, ~ * 2 0 • for the various classes of insulation, A B and H, have
always been shown as straight lines on semi-logarithmic paper down to
1000 hours. When the end results appear in this form, it is advisable to
analyze the original experimental data for a log-normal distribution. By
definition, a variable has a logarithmic normal distribution if the logarithm
of the va riable is normally distributed. Logarithms of the failure time

• in hours were taken for each sample and the mean and the other statistic s
- - were calculated. A. check as to whether the combined seven4est experi-

mental data can be represented by a log-normal distribution was made
graphically in a similar manner to tha t indicated in Figures 3(a) through
4 (b). From a comparison of both sets of graphs it appears tha t either
model for the failure distribution is satisfactory.
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A further study into the possibility of whether or not the distribu-
• tion of the failures is normal or log-normal was made by observing the

• - relation between the variance and the standard deviation with th. mean
life. In Figure 6 the relation between the standard deviation and. the mean
life is seen to be a straight line with unit slope which indicates a linear

— relation. When this linearity prevails, it can be shown8 that the distri-
bution of failures in each sample can be log-normal. An analytical check
of the probability of the log-normal distribution is shown in Table 2 for
0.8 class interval with and without a zero midpoint. The results of
Table 2 allow for either the normal or log-normal distribution to obtain.

• 
-- This is not surprising since when the coefficient of variation, s/~~, is

less than one-third, the middle failures can be represented by either
form of distribution.

The question arises as to whether the mean-life data may be
best represented as a fuaction of T C ,  the log of T K  or 1/T’K. The
latter two are plotted in Figure 7. Of the three curves of mean life out -
lined in Figures 5 and 7, the reciprocal absolute temperature plot for

• ungrouped sample size 20 was selected for further study and a regression
analysis was made under the assumption of a log-normal distribution.

The independent var iable, temperature, in each test was assumed
a constant, thus grouping the data , enabling the variance of the dependent
variable to be calculated. Before a regression analysis, Bartlett’s test9

is usually made to check the equality of variances associated with these
points. U the differences between the variances are not significant, they
all may be combined for an estimate of the variance for the entire seven-
test data. Applying Bartlett’s test to the seven points, it was found that
the hypothesis of the equality of variance was not rejected. The data was

• analyzed on the basis of representation by one straight line. However , it
was discovered that after the 95% confidence limit curves were drawn
about the empirical line they did not encompass a sufficient number of the
95% confidence limits erected on the mean value points. It then became
necessary to analyze the data on the basis of two intersecting straight
lines. Application of Bartlett’s test to tests A through D and tests D
through C indicates that the respective groups of variances can be corn-
bined. Using these separate estimates for each of two lines, confidence
limits on the mean are constructed for each point. The empirical solid
lines were calculated and drawn as shown in Figur e 8. The dashed lines
represent the 95% confidence limits. As a check of this representation of
data , it is to be noted that in all cases some portion of the 95% confidence
limits constructed on the sample means lie within a region enclosed by
the dashed lines. The dotted curves in thi s same figure repre sent the
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• 
• . tolerance limits for 95% of the population with a confidence level

• (probability) of 95%. The choice of these percentages are arbitrary for
purposes of illustration. Wh~ i the size of the samples is increased the
confidence limits and tolerance limits (forj and the population) converge

to the same value which for 95% is j  * l.96S (for ~~~~~~, S = s/~ (nj ; for
population S s).

SUMMARY
I

- 
In any statistical analysis of experimental data it will be found

frequently that there are many mathematical models which will adequately
describe the data . The choice of a specifi c model should be governed by
knowledge of the applicable physical laws and based pn simplicity of

• application. A general statistical approach would also include design of
a experiments, sampling methods, number of observations , estimation of

parameter s, tests of significance and an investigation of agreement
between the model and observations.

•1 The failure of the coil samples with time did not make the choice
of the mathematical model for the distribution definite on the basis of eithe r

-

• 
a graphical or an analytical check. However , when the life-temperature
characteristic is to be represented, the log-normal distribution is
advisable. -

The following statements are based on an analysis of the experi-
mental data obtained from samples of size 20 (20 coils per test) .

• 

• 
1. A samp le of size 5 is adequate when there is no enforced

cyclic grouping+ providing there were at least 5 heating

- 
cycles.

2. A sample of size 20 is required when there is enforced cyclic
grouping by the heating cycles provided there are more than
5 heating cycles.

- 3. When 50% censored testing is employed for a sample of
-t size 20 more than 5 heating cycles are required. Applying

~: 50% censored testing for a sample of size 10 requires at
least 15 heating cycles. This is applicable to enforced cyclic
groups . -

+ Enforced cyclic grouping exists when the failures are detected only at
specific periods of time.

_ _ _
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A more rigorous and definitive relation between the length of the
heating cycle, maximum number of heating cycles and sample size to
serve as a guide for future experimentation is outlined in Appendix B.

It would be economical to reduce the size of the samples and to
reduce the number of observations by increasing the length of the heating
cycle. This reduction plan cannot be carried out to the extreme where
all failures occur during one or two cyclic intervals. A further economy
in time can result if the failure data is censored after a certain percentage
of failures have occurred. However , use of small sample censored data
with few heating cycles to determine life temperature curves and the
confi dence limits on the mean and the tolerance limits on the. future
populations would not be as accurate or as narrow in scope as those in
Figure 8. 

-

The use of the censored distribution analysis provides similar
data as the quick estimate procedure and, on the average , closer to the
original ungrouped or cyclic data.

The lower tolerance limit can be used so as to be indicative of
the maximum life for 2. 5 percent of the future samples. It is felt that
the tolerance limits on the samples are a better indication of the insulatibn
to the ultim te user than the confidence limits on the mean of the samples.

It is conjectured that the breakup of the life temperature plot of
Formex magnet wire into two distinct curves above 200 C may be due to a
combination of increased plas ticity, errors In test temperature and short

• length of heating cycle and corrosion of the copper wire. In view of this
discontinuity in the life temperature curve more experimental work is
necessary to determine the feasibility of extrapolation of the high
temperature results to normal operating temperatures.

.11 —
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APPENDIX A
Nomenclature

c = coefficient of dispersion defined by a /~~~
.

= index coefficient as in ~~~~~x1

= number of multiples of the standard deviation taken to express
tolerance limits. It is tabulated for various proportions of
the population with assorted confidence coefficients.

- - 

n = number of observations in a sample; sample size. -

n. d. f .  = normal distribution function defined by
a 

1 
_ ( t — t )  

.

I e 2C~~ i-fO-~~~+-~~ OO-------
( 2 t ) 2 0

s = estimate of the standard deviation, 0 ’, defined by positiy~
square root of the variance, 52; together with the mean , ’
determines the curve of normal distribution.

= the estimate of standard deviation of the kth test.

= the estimate of standard deviation of the mean, commonly called
the stanrf,rd error of the mean or just standard error, def ined
by s/(n) 12, the positive square root of the variance-of the

• mean, s2/n.

• = the estimate of the variance of n observations about the mean,
• i , def ined by 2

~~~~ (x~~-)~~~

_ _ _  n - i
i = i• 1 S

It can be calculated easily from ~ - 1 (SS - n ) .  The
variance is used in further calculations and tests such as the
variance ratio test.

t = a fractile of the t distribution and is tabulated; it is such that
the probability of

-13 -
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—c -t is P.

/ ( ) 1/2 ~s4~p

It converges to a normal distribution for very large samples ,
practically equal to ~~ for samples larger than 30.

u = a standardized variable; a multiple of standard deviations.

= a multiple of standard deviations of observations in a test from
the mean of the test, defined by

~~~~~~~~

a 
u = a fractile , for a nor mal distribution and is tabulated; such that

the probability of

~~~/ (~~ 
l/~ S~~u~ is P.

5 2
v2(f 1, f2) = variance ratio 1

2 
where the degrees of freedom of

numCratOr and denominator are f1 and f2 respectively and it
is tabulated for various degrees orp , f1 and f2.

x~ = ith observation.

— estimate of the mean defined by

4 
-

- ....L 
_ _ _  

x. ;
i — i

Confidence limits on the mean are constructed in
order that the following probability statement can be made. In

• a long series of samples each of n observations drawn fr om.a
normally distributed population, with parameters (~ ,

95% of the intervals so determined by these confidence limits
will include the fixed quantity 

~~~~~
. The symbols~~ and 0 2

designate the theoretical mean and va r iance respectively.

-14 -
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1 (n) 1/2

are the confidence limits, with confidence coefficients P2 - P
(97. 5% - 2. 5%, chosen so as to make the interva l bilate ral
9 5%) . Wh en the theoretical value of O~ is unknown , the estimatq s,
may be used and the limits for are now

- ~ 
(n) i/z 

X - tO
P l
<’

(n) l/Z

employing the t distribution fractiles. Tolerance limits are
used when it is desirable on the basis of one sample to predict

a 
within what limits a specified proportion of the futur e observa-
tions from the same population will fail. The two-sided limits
are defined by

X * L S  
-

where ~ and s are calculated for a sampl e of size n. The value s
of 1 are tabulated for various confidence coefficients expressing
the probability of the prediction, for various proportions of the
distribution and for different sample sizes.

• = ith observation of kth test.

C. D. = censored distribution.

N total number of observations of several tests. 
-

P = probability.

P (x) = probability that a vari able t (x for a cumulative distribution
function

, 
(t- )~~~I e 2 0~~ dt.

(2,) /2~~. ~)

ZOS, lOS, 5S, size of sample 20 , 10 and 5 respectively.

T C  - temperature in degrees Centigrade.

— 1 5 —  
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T K  temperature in degrees Kelvin.

Q. E. = quick estimate procedure.

= projected mean of population which is estimated by sample
mean ~~~~~ .

~~ (u) = standard normal distribution function defined by

1 - - 
z ; e ~~~~~ -

of zero mean and unit variance. -

a 

= projected standard deviation of the population. For confidence
limits see ~~~2

= project ed variance of the population, ( original data,
~~~ ‘ reduced sample size or cycle number data). Confidence

4 limits for Q 2

• 

- _ _ _  _ _ _

employing the Chi square fractiles with confidence coefficients
of P2 and P1 (97. 5% - 2. 5%) are chosen so as to make the
interval bilateral and 95%. The confidence limits for O~ are
obtained by taking the square root of those for ~~ 

2

= Chi square test symbol.

~~ (u) = standardized normal cumulative distribution func tion defined by
2

~ C 2 du wit h u =
- 

(2w) 1’2 j

-16 - 
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APPENDIX B

Extension of Rounded Error Results

10
Closely allied to the problem of increase cycle length is the study

of the effect of rounding data. The applicable conclusions reached are as
follows:

~~~

.

- 

~~
‘ a. An unbiased estimate of 1 is given by either ~ or where

is the rounded sample mean.

b. Whenever small sample size data is handled for variance ratio
• tests, t-tests and confidence limits a rough indication of the

- 
a relation between the rounding interval m d  the sample size is

as follow s (the last two values obtained by extrapolation of (20)
of reference 10):

for n~~~ 2 a~~~~~l/200

a~~~~~0 5

n ~~.10 a~~~ 1.5

- n ~~ 20 a ~~ 2.4

on the condition that the P is .001 of s2
~ 

= 0

where
a = ~~~.

- - •

• = the rounding interval
= population standard deviation may be obtained
from estimate of

2 2 
2

2 ~~ ~~~R ir ~~rounded sample variance.
_

c. A general recommj~dation that w be taken less than 3 , or ,
better less than i— to limit the inevitable loss of precision
in estimates of the parameters.

These results are now to be applied to heat aging, seven-test data ,
• where the coil failures are grouped by the heating cycle characteristic with

85% fa ilures on the average occurring at the start of a cycle.

j  - - -  ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
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For example, this grouping of the data is illustrated with part of
test E abstracted from Table 1(a). The first six failures are at 16, 17,

- - 18 with 3 at 20 hours. They may be grouped by cycles with one in the 4th
cycle and 5 in the 5th cycle where the cycles are defined by

l2hours < 4th cycle ~~~ 16 hours

16 hours ~~~~~~ .. 5th cycle ~~~ 20 hour s

with the cycle ]~ength equal to 4 hours corresponding to a rounding interval w.

From Figure 6:

s 0. 24~~
a with 

w a ~~~~~~ a s = a ( 0 . 24*)
074 073 l .50  Z,4 0

a 1/4 
- 

1/3 1.5 2.4

0 .O6~~ 0.08~~ 0. 36w 0. 576w

From Table 1(b) and -

- 

J.. 
X

k i = 1  • x .

the avera ge 

= o. ~ 

-

where -

k = 1 to 7 corresponding to tests A - G.

x nth failure of the ith testni
= mean of the ith test.

therefore, —• x -

x =
• n 0.7

-18 -
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By definition, the maximum number of heating cycles
x

H. C. max. =

(when this come s to a fractional part of a cycle it is raised to the next
highest integer).

Substituting the values of w listed above

- a  1/4 1/3 1.5 2. 4

H.C. max, 24 18 4 3 -

2 2 2
By applying the estimate of 0 = $ P. 

- -f~— to the 20S data
a grouped into the original, two and four times the original heating cycle,

as listed in Tab les 6, 7 (a) and (b) respectively, 0 may be computed
and then a = .~~~~~ , (listed in Table 12). A plot of the calculated a of
these tests under various cyclic groupings is shown in Figure 9 as a
function of the H. C. max. In this figure it can be seen that some loss of
precision in the estimates of the parameters of almost all of the tests can

4 be expected. A line has been drawn through three of the values listed in
the table above. The upper limit of a = 2.4 , the dividing line for data
roughly acoeptable for application of approximate standard procedures,
rejects 3 cycle data almost unanimously. Test F of 5 cycles length is
almost rejected which would implicate five additional other tests of 5 or
less heating cycles. Thi s condition is in excellent agreement with con-
clusion 2 of this report. If , with 50% censored data , the effective sample
size is taken to be 50%, the actual sample grouping requirements are 5
cycles and 12 cycles for size 20 and 10 samples respectively correspond-
ing to a = 1 .5., a = 0. 5, in Figure 9. These values are in good agreement
with conclusion 3 of this report.

L _  
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TABLE 1(a )
• OR IGINAL EXPER IMENTAL DATA ON 2(P~ COILS

Ungrouped Failures In Hours

Coil Tests
• 

- I D (2)
- A B C D E F G

- No.
1 601 200 60 28 16 16 • 11

2 800 200 64 28 17 16 12

a 3 900 258 72 32 18 • 20 12
-

- 4 1000 300 73 32 20 20 12

5 1100 300 84 32 - 20 20 12

6 1100 300 84 40 20 20 12

7 1100 300 88 40 28 20.75 12

8 1100 300 88 40 32 21 12

9 
- 

1200 300 92 40 32 22.5 12

• 10 1200 399 104 40 32 24 16

11 1266 400 104 40 32 24 16

12 1274 400 108 40 33 24 16
13 1300 400 112 40 36 24 16

14 1300 400 116 42 36 24 16
15 1300 400 120 48 36 28 16

16 1300 400 124 32 36 28.5 16

• 17 1358 400 124 60 36 30 16

18 1400 500 132 60 40 32 19
1 19 1510 500 136 72 44 34 19

20 136 76 ~~~~ 59.5~~~20

( 1) Test sample s A and B contained 19 coils .

(2) Identification number for chronological order.

(3) Observation rejected as “outlier”.

L ~~~~~~~~~~~ • •~~~~~~ •~~~~•—---
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TABLE 1(b)

GENERAL DATA ON ALL FORMEX COIL TESTS

Tests Completed on 20 Coils

- 
Cyclic Heat Aging With Humidity

-
- Test Temp . L i f e  In H o u r s  - Heating Cycle
a C M m .  Max . Mean Hours

A
~
’
~ 

140 601 1510 1164 100

B~
’
~ 160 

- 
200 500 350 100

C 180 60 136 101 4

D 200 28 76 44.1 4

E~
2
~ 220 16 44 29.7 4

H F(2) Z50 16 34 23.6 4

C 270 11 20 14.7

(1) Size of sample was 19.

(2) Data on 19 because of rejection of “outlier ” .

~~~ _ _ _ _ _ _ _ _ _  ~~~~~~~~~~ - -~~~~~
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TABLE 2

CHECKS ON DISTRIBUTIONS OF FAILURES OF THE COMBINED

SEVEN TEST DATA USING THE CHI2 
TEST

I. Ungrouped 7 - 20 Coil Tests 
- 

-

A. Normal Class Interval Class Degrees of 
~~~~ ~~ Z cal

,9~Midpomnts Intervals Freedom - 
-

1. Theoretical’ ~ not zero 0.4 7 14. 1 16. 9 
+not zero 0. 8 3 7. 82 3. 98

zero 0.4 6 12. 6 11.4+
zero 0 8  2 59 9  4. 96+

2. Actual(10) not zero~~ 0.8 3 7. 82 3. 56
zero(2) 0.8 2 • 5. 99 4.91+

3. Log-Normal

I. - Theoretical~
9
~ not zero 0.4 6 12. 6 21. 6

not mero 0.8 - 2 5. 99 4.60+
zero 0.4 7 14. 1 11. 3~
zero 0.8 2 5.99 701

2. Actual(lO) not zero~~ 0.8 2 5.99 3.91
zero’ ‘ 0.8 2 5. 99 8. 12

- 

II. Grouped Within Original Heating Cycle, 7 - 20 Coil Tests

A. Normal~
10T not zero~~ 0. 8 3 7. 82 12. 0

zerJ ~ 0.8 2 5.99 7. 75
B. Log-NormaP0~ not zero~~ 0. 8 3 782 7. 20

zero ‘ 0.8 2 5.99 3.51

Note: 
—x $

(1) —0.03  0.98
(2) 0. 06 0.96
(3) -0.07 0.96
(4) 0.05 1.02

I - , (5) -0. 04 1.09
(6) 0.00 1.14
(7) -O~ 02 1.00
(8) 0.04 1.08
(9) Check of the distribution of failures against a theoretically

normal distribution of zero mean and unit variance.
(10) Check of the distribution of failures against a normal distribution

of the same mean and variance as the actual failures.
+ Satisfactory check. -

_ _ _ _ _—--• -~ — —~~~•-- •----—--~~~~------- —~~~~~
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TABLE 3

4 CONSTRUCTED DATA FOR TESTS OF SAMPLE SIZE 10 AND SIZE 5

¶ Tjngrouped Failures in Hour s

I.D.~~~ No. A~
2’ B C D E F G

1 601 200 72 28 16 16 11

• - 
2 1000 300 73 32 18 16 12

3 1100 300 88 32 20 20 12
— 4 1200 399 92 40 • 20 20 12

5 1266 400 104 40 20 20 12

6 1300 400 104 -40 32 20, 75 16

7 1300 400 120 42 36 21 16

8 1358 400 124 48 36 22. 5 16

9 1400 500 136 52 40 24 19

10 1510 500 136 60 44 32 19

1 60 1 300 73 28 18 16 12
2 1000 300 104 40 20 20 12

3 1200 399 102 40 36 20. 75 16

4 1266 400 136 52 36 24 16

5 1300 500 136 60 40 32 19

(1) Identification number for chronological order.

(2) Coil Tests A- C.
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TAELI 5

SAMPLE SIZE CHECK

Variance Ratio Test (v 2) of Ungrouped lOS, 5S, 1st 10 Q.E.ç4
~ 1st 5 Q. E.

Compared With Ungrouped 20S

Test lOS 5S 1st 10 Q. E. lit 5 Q. E.

A 1.39 1.78 (((1.97))) 1. 54
B 1.14 1.07 1.35 1.35
C 

- 1.02 1. 16 1.67 1.57
D 1.88 1. 19 (2. 83) (((2. 83)))
E 1.49 1.43 (((1.97))) (18. 2)
F 1. 22 1. 41 1.55 - 1.55

a G 1.18 1.14 (((2. 05))) (~~~~~~ )

v2 (f 1, f2) (19, 9)3 ( i9. 4)~ ( 19, l9)~ ( 19, 9)3

Test For Equality of the Means of lOS, 5S, 1.t 10, 1st 5 by the t-test
Compared with Ungrouped ZOS

Test lOS 5S 1st 10 Q.E. lst 5 Q. E.
A -0. 36 0. 78 —0.43 (((-1.31)))

— 

B —0.83 —0. 70 (((—1. 70))) (((—1. 43)))
C -0.42 -1.07 -0.34 -0. 30
D 0. 63 0.15 1.17 0.89
E 0.42 -0.07 0. 14 (L 13)
F 1.33 0.63 0.61 ((1.74 ))
0 0. 18 -0.21 -1. 19 (3.01)

t(f) (Z8)~ (23)~ (28)~ (28)~
Note:
(1) Underlined variance ratios are those wherein the numerator contained

the var iance from the ungrouped 20 samples.

(2) The variance ratios and t-values which are in the single, double and
triple parentheses exceed the 5%, 10% and 20% levels respectively.

(3) For tests A, B, E and F, v2 (18, 9 )v 2 (18, 4) and v2 -(18, 18) used.
(4) Quick Estimate procedure. -

(5) For tests A, B, E and F, t (27) and t (22) used.
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• TABLE 9

CHECK ON NUMBER OF CYCLES

A. Sample of Size 20

Test Variance Ratio Test (v2) Equality of Means (t—test)
Cycles Cycles

Original 1/2 1/4 Original 1/2 1/4

A 1.08 1.08 1.30 0.43 -0.11 -0. 78
B 1.06 1.26 ((2 . 27)) ((1.71)) 0.07 ((1.72))
C 1. 02 1.00 1. 07 0. 27 0.00 0. 13
D 1.63 (((1.91))) (2 .08) -0.03 0.82 0.80
E 1. 05 1.04 1.32 0. 59 -0. 26 -0.62

a F 1. 36 (((2. 02))) 1. 27 - 0. 55 - 0. 55 -0. 25
0 1.09 1.03 (3. 99) (2. 10) 0. 00 (((1.62)))

v
2
(f1, f2) (19, 19)~ (19, 19)~(19, 19)

3 t (f) . (38)~ (38)~ (38)~

B. Sample of Size 10

Test Variance Ratio Test (v2) Equality of Means (t — test)
Cycles Cycles

O~igina 1 1/2 1/4 Original 1/2 1/4 —

A 1.06 1. 25 1. 26 0. 54 0. 00 .0. 17
B 1. 01 1.52 ((3.38)) 1.14 0.21 0.82
C 1.26 1.22 1.23 0.00 0. 17 0. 09
D 1.09 1.10 ((3.27)) 0.37 0.09- 0.18
E 1.05 1.09 1.40 0.44 -0.09 (-2. 14)
F 1. 05 1.04 2. 12 0.92 0.05 -0.62
G 1. 15 1.05 (4. 22) 1.13 -0.54 0.67

v2(11, f2) (9, 9) (9, 9) (9, 9) t (f)  (18) (18) (18)

(1) Underlined variance ratios are those where the numerator contains
the variance from the original size 20 or 10.

(2) The variance and t-value s ratios which are in single, double and
triple parentheses exceeds the 5%, 10%, and 20% significance levels
respectively.

(3) For tests A, B, E , F, v2, (18, 18) are used.

(4) For tests A, B, E, F, t (36) used.
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TABLE 12

CYCLIC GROUPING ANALOGY TO ROUNDING ERROR

L Original Cycle Grouping -

A B C D £ F 0
52500 6180 562 116 67.9 32.4 7.27
229 78.5 23.8 10.8 8.24 5.70 2.70

a =
~~

/
~ 

0.44 1.27 0.17 0.37 0.49 0. 70 1 4 8
H.C. max. 16 5 34 19 11 9 5

II. Two Times Original Cycle Length -

G..2 54300 5470 558 219 61.5 11.4 3. 51
234 73. 9 23. 6 14. 8 7. •85 3. 38 1. 88a 

a 0.86 2. 71 0.34 0.54 1.02 2. 36 4 .26
H. C. max. 8 3 17 10 6 5 3

III. Three Times Original Cycle Length

~~ 2 66900 2570 584 192 69.9 21.5 13.0
248 50.9 24. 2 13.9 8.. 35 4. 64 3.61

a=w/~~~ 1.62 7. 86 0.66 1. 16 1.92 3. 45 4.45
H. C. tnax. 4 2 9 5 3 3 2

~
- ¶

A and B Tests C , D, E , •F , C~ Tests
Orig.~~~ 2X~

2
~ 4X~

3
~ Orig. ZX 4X -

100 200 400 4 8 -16
10, 000 40, 000 160 , 000 16 64 256

~
2
/1Z 825 3,330 13,300 1.33 5.33 21.3

with 22 
R

(1) Original cycle grouping.
(2) Grouping in cycles two times original.
(3) Grouping In cycles four times original.
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